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Climate Change and Water
Security—An Introduction

Surendar Natarajan, Arpita Mondal, and Sreevalsa Kolathayar

1 Introduction and Background

There is unequivocal evidence that the earth’s climate is changing with an unprece-
dented rise in temperatures globally that subsequently leads to alterations in the
hydrological cycle. The three most prominent signals of climate change, that is,
increasing global average temperature, changes in precipitation patterns, and rising
sea levels, all have significant implications on global and regional water security [1].
Further, such variations are expected to alter not only mean hydro climatic condi-
tions, but also affect intensities, durations, frequencies, and areal extents of extreme
events such as floods and droughts. As a result, water resources availability, accept-
able water quality for consumption or environmental sustainability, and disaster risk
protection come under direct threat. Agricultural water demands are also expected
to go up, further resulting in threats to food security. Finally, energy also plays an
important role in this nexus.

Rising global temperatures have been uniquely attributed to man-made emissions
of greenhouse gases and aerosols [2]. However, changes in hydrologic variables,
particularly at regional [6] or river-basin scales [5], are hard to attribute owing to
large natural variability or the inability of climate models to represent such processes
at smaller scales. Risk is perceived to be a combination of hazard of a disastrous
event, and exposure and vulnerability of communities [7]. The latter component is
more significant for developing countries owing to the large populations, poor socio-
economic conditions, and frail, inadequate infrastructure. Therefore, disaster risk
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2 S. Natarajan et al.

reduction efforts are already under stress in low-income countries, resulting from an
imbalance in demands and availability of resources.

This book volume offers technical terms, a collective of research studies trying
to understand and improve disaster resilience pertaining to water resources under
climate change. Water quantity and quality issues are discussed, along with impli-
cations on agriculture or energy sectors. Risk assessment of natural hazards are also
presented.While some studies are universal or methodological in nature, the primary
focus is on developing countries. Further, environmental stressors may often lead to
multi-hazard risk [3] necessitating interdisciplinary approaches to mitigate or adapt
to such risk. Most of the studies presented in this book offers cross-disciplinary
efforts to this end.

2 Climate Change Impact on Water Resources

2.1 Climate Change

Climate change has become an increasingly pressing issue that needs to be tackled
by scientists and researchers around the globe in current years. It is necessary to
go for modelling the climate change and its impacts on surface and groundwater as
an important tool for decision-making. Still, huge uncertainties are associated with
climate change and its impacts on our world as it is extremely difficult to quantify
the effects of climate change.

2.2 Agriculture and Irrigation

The extreme climate events and climate variability affecting production and access to
water for different social groups in various regions were studied as empirical analysis
to assess climate change and its effects on water scarcity through Participatory Rural
Appraisal (PRA) approach in Chirirbandar Upazila, Dinajpur. The climate change
also has an impact on irrigation and agriculture in terms of crop productivity and
yield.

The climate change impacts on crop yield atMuzza irrigation district inLombardy,
Italy is studied by Ahmed and Mohammed by considering two Representative
Concentrations Pathways (RCPs) or scenarios, namely, RCP8.5 and RCP4.5 of the
fifth assessment report of Intergovernmental Panel on Climate Change (IPCC).
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2.3 Flood Risk Assessment and Techniques

Flood is an unusual high stage of the river. Floods are highly destructive natural
disasters which results inmassive damages to human and nature. This is due to severe
storm of unusual meteorological combination, sometimes combined with melting of
accumulated snow on the catchment. This may also be due to shifting of the course
of the river, earthquake causing bank erosion, or blocking of river, or beaching of
the river flood banks. Floods cannot be prevented but can be controlled by suitable
structural and non-structural measures. Some of the chapters in this study discuss
about non-structural, flood modelling tools, techniques, and case studies.

2.4 Non-Structural Measures

Milkecha et al. in their chapter discussed about impacts of possible future climate
change scenarios on the stream in the Upper Dhidhesa river sub-basin. The future
impacts of climate changes in the Upper Dhidhesa river basin is assessed from the
hydrological response of new emission scenarios based on the IPCC fifth assess-
ment report (AR5). The hydrological model Hydrologic Engineering Centre Hydro-
logical Modelling System (HEC-HMS) was used for calibration and validation for
streamflow simulation in Upper Dhidhesa river-sub-basin.

The OpenDA software is used to determine flood risk model parameters and
coefficient values. Flood risk assessment at the Douro river estuary characterizes the
hydrodynamic behaviour under extreme flood events. The chapter Flood modelling
for an urban Indian catchment: Challenges and way forward used a one-dimensional
flood model (MIKE 11) for estimating the river discharge along with storm water
drainage discharge coupled with a two-dimensional flood model (MIKE 21). Geo-
SWMM is used to assess storm water runoff of Padma bridge link road at southwest
part of Dhaka in Bangladesh. The peak runoff for each catchment was determined
for 5-year and 10-year return period using the Geo-SWMM model.

Mahesh et al. discussed advanced Physics Informed Neural Network (PINN)
for spatial–temporal flood forecasting based upon Saint Venant’s equations. The
proposed article Simulation of the flood of El Maleh River by GIS in the city of
Mohammedia-Morocco aims to explain how the flood occurs and the extent to which
it may be affected by the region, as well as developing scenarios for the rise in
the water level and the extent of its vulnerability and production of various risks,
especially since the region contains industrial facilities for oil refining.

Flood hazard mapping is to reduce the risk of losing lives of people. Reshma
Antony et al. in their chapter discussed about generating flood hazard mapping using
Geographical Information System (GIS) andAnalyticalHierarchyProcess (AHP) for
planning infrastructure development, disaster management or mitigation measures,
and emergency services.
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Machine Learning Techniques (MLT) are the latest techniques used in the field of
flood modelling. The classification methods like logistic regression and decision tree
are normally used in flood prediction studies. The chapter feature selection for rainfall
prediction and drought assessment using Bayesian Network technique (BN) explores
the potential of Bayesian Network (BN), which is a class of Graphical Modelling
(GM), a feature selection technique for examining the association of monthly rainfall
and probable meteorological drivers and subsequent drought assessment.

The study on open-access precipitation networks and Machine Learning (ML)
algorithms adopted as tools for flood severity prediction, a case study in Echaz
catchment, aims to develop a simple model to predict flood severity. This ML model
is based on open-access precipitation data from a Personal Weather Station (PWS)
network and water level measurements from a low-cost ultrasonic sensor.

2.5 Structural Measures

Gautam Das et al. in their chapter discussed about the conceptualization, planning,
and design of a flood-proof house for Assam, India’s flood plain, as a replacement to
the normally used building typology in highly flood-prone areas of Assam. Palomino
Carlos et al. used Recycled Plastic Fibres as Concrete Retaining Walls for River
Defenses. In their study design, the two alternatives of cyclopean concrete, the one
with recycled plastic fibres and the other without it, is adopted and compared for
technical, economic, and environmental criteria. Jun Lim Wong et al. reviewed the
relationship between rainfall variations under climate change and its impacts on slope
stability.

2.6 Case Studies on Flood Modelling

The chapter traditional knowledge to read hydro-meteorological hazards in Teesta
floodplain,Bangladesh is an experience, practices andobservations provides valuable
aid to forecast local hydro-meteorological hazards. However, traditional knowledge
is less documented, often neglected by science, and consequently in danger of being
lost. Thankachan et al. in this chapter discuss a case study about issues of draining
surfacewater inKothamangalam town, in Ernakulamdistrict ofKeralawith emphasis
placed on the design and planning process.

2.7 Sedimentation

The primary purposes of creating impounding in the rivers with dams in the form
of reservoirs is flood control. The loss of reservoir capacity due to deposition of
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sediments is major concern in reservoir management. The sedimentation in Chulliyar
Reservoir in Kerala is considered for a case study. For sedimentation analysis, along
with bathymetric survey, the entire catchment area is divided into zones with suitable
grid size.

The Particle Image Velocimetry (PIV ) experimental approach is used for the flow
visualization on coastal problem. The PIV experiment involved the use of laser
illumination system, high speed camera, filler particles, and wave-motion generator.
The PIV experimental method is discussed in a case study titled Particle Image
Velocimetry Analysis on the Liquid Sediment Model.

2.8 Extremity in Oceans

In the last few decades, extreme conditions of precipitation and drought have raised
concern due to their severity and increasing risks to inhabitants, infrastructures, and
other anthropic activities. In recent days, coastal structures overtopping, erosion
in stream, and destruction of infrastructures are common along the coasts around
the world. There are different methods to analyse extreme conditions like physical,
mathematical, and numerical modelling.AnaGomes and José Pinho, in their chapter,
used a numerical model on coastal structure at full scale level for simulating the
pressures and shear stresses that act on the piers that support the structure, considering
different heights of the air gap and assessing the respective CPU simulation times
using CFD modelling.

3 Drought Analyses and Indices

Droughts are recognized as a natural disaster that is caused by extreme and contin-
uous shortage of precipitation. Total water available on this earth remains constant
but its distribution with respect to time at a place is highly variable leading to hydro-
logical extremes of drought (water deficiency) and flood (water surplus in a stream).
Among the two extremes of flood and drought, the former is characterized by quick
inception, vigorous growth, and evident speed terminating eventually with disastrous
impacts. But, drought is a non-event and a creeping phenomenon. Its beginning is
subtle and invisible, progress is insidious and deceptively lethargic in spread, and the
effect can be devastation. Drought planning, mitigation, and management involve
short- and long-term strategies. Drought Impacts are generally non-structural and
difficult to quantify. Drought indices quantify a number of tasks, including drought
early warning and monitoring by computing severity levels and proclaiming the start
and end of drought. Various drought indices were formulated for the forecasting
and prediction of spatio–temporal drought characteristics using various hydro clima-
tological variables, such as precipitation, evapotranspiration, runoff, soil moisture,
etc.
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Drought risk mapping is a pre-requisite to identify the severe drought-prone areas.
Landsat satellite images using ArcGIS is discussed in chapter drought risk mapping
in the North-West region of Bangladesh using Landsat time series satellite images.
The separate spatial mapswere generated for each index to identify themost drought-
prone districts in Bangladesh. Rashmi Singh et al. in their chapter mentioned about
quantification of drought condition using drought indices, i.e. a review discussion
about several indices which can be used for drought assessment, monitoring, and
prediction purpose.

Pallavi Kumari et al. in their chapter adopted Standardized Precipitation Evap-
otranspiration Index (SPEI) as one of the evapotranspiration-based drought indices
to understand the drought variability at various time scales along with Hargreaves
model to calculate Potential Evapotranspiration (PET).

Sreedevi and Adarsh studied about spatio–temporal analysis of drought persis-
tence of peninsular India and discuss about drought persistence of the Peninsular
India (PI) using a meteorological drought index. In this study, they used Standard-
ized Precipitation Index (SPI) time series for computing in different aggregation time
scales.

4 Water Security

The chief motive of water security is to make sure of water availability at all times.
It should ensure enough water to satisfy diverse and sometimes conflicting needs.
Water security discusses about good water management, ability to transport, store,
provide, regulate, and conserve water. The Global Water Partnership considers water
security as the overarching goal of water management [4]. Water security in India
has always been one of the major concerns, especially in terms of water quality,
availability, and its accessibility as only 40% of the population has access to safe
drinking water.

The chapter role of water governance in ensuring water security: a case of Indian
city discusses about a working definition of water governance, context-specific to the
Indian Context. The chapter also critically analyses the legal and regulatory frame-
work existing in such a context and provides an empirical foundation for further
engagement on a fit-to-purpose implication of such terms and concepts amongst
water professionals, academicians, urban planners, and researchers interested in
urban water and systems.

India,withmerely 4%of theworld’s freshwater sources and almost one-fifth of the
world’s population, is facing a water crisis affecting 1 million people every year. The
poor urban planning practices and unsustainable use of land andwater resources have
resulted in frequent urban flooding and threatenedmany cities with the unavailability
of water. The research onMaking Indian Cities Water-sensitive: A Critical Review of
Frameworks critically reviews these toolkits, assessing their scope and replicability
in the Indian context. The recommendations from this research include suitable keys
taken for Indian cities from the existing toolkits and framework.
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5 Urbanization and Its Impact on Ground Water Security

The impacts of urbanization on surface water-groundwater security in rapidly urban-
izing cities is discussed in chapter Assessing Groundwater Depletion in Southern
India as a function of Urbanization and change in Hydrology. It discusses about
a threat to tank irrigation in Madurai city and an integration of data like rainfall
groundwater, remote sensing, and survey for modelling purpose.

Arif Khan et al. in their chapter developed prediction models on Saskatchewan’s
water security level by categorizing and assessing the time series parameters of
water security using linear and non-linear regression methods. The seven critical
parameters under three significant factors: water consumption, quality, and risk were
chosen based on the literature review and available data to quantify the water security
and prediction model in Saskatchewan’s water security.

The chapter in the water scarcity in the downstream due to factors in the
upstream—a case study analyses the sustainability in living conditions in LMRM
countries, in concern with the issues in social-economic, and environmental aspects
among LMRB countries. In many previous studies, both nationwide and world-
wide have indicated negative impacts of hydropower dams on land and water use,
especially in Lower Mekong River Basin (LMRB).

The study on model prediction for evaluating the raw water quality parameters
and its significance in pipe failures of nuclear power plant discusses about prediction
and evaluation of raw water quality and the majority of the nuclear system failures
could have beenminimized by ensuring proper chemical conditioning and preventive
maintenance.

Rafi et al. assessed drinking water quality of public tube-wells and their spatial
distribution in the Rangpur City of Bangladesh and their study aims to assess the
water quality of the public tube-wells and find out its suitability as drinking water
according to the Bangladesh ECR1997 and WHO guidelines. The geo-spatial map
generated during study period depicts the distribution of each water quality param-
eter in Rangpur City. Farhana Afroz et al. in their chapter discuss about the water,
sanitation, and hygiene condition of the educational institution of Rajshahi known
as the educational city of Bangladesh.

Thenature’s response to river restoration is by limiting the anthropogenic activities
as discussed in the chapter analysing the impact of lockdown on the rejuvenation
of rivers in Uttar Pradesh, India. During lockdown phases due to restrictions on the
upliftment of industrial activities, the rivers restored themselves due to the absence
of human anthropogenic activities.

Electro kinetic barrier is the best remediation technology for prevention of
saltwater intrusion which allows water and some ion transport but prevents some
ions reducing salt intrusion. The methodology adopted for electro kinetic barrier
is discussed in the topic prevention of saltwater intrusion: a laboratory-scale study
on electro kinetic remediation. The grey water treatment by Biochemical Oxygen
Demand (BOD5), Chemical Oxygen Demand (COD), turbidity, acidity, alkalinity,
chloride, phosphorus, and nitrogen were discussed in chapter integrated onsite grey
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water treatment with constructed wetland for household application. The devel-
opment in the field of Nano-technology for waste water treatment and the solu-
tion of water crisis through Nano-technology is presented in chapter application of
Nano-technology in waste water treatment.

6 Groundwater Conservation Measures and Modelling
Techniques

Storm Water Management (SWM) systems involve many challenges including
flooding and associated property damage, combined sewer over-flows, and poor
water quality in surface waters. Design of storm tech chambers for critical areas by
multi-criteria analysis technique is used for identification of water stressed areas as
discussed as a case study in chapter design of storm water management system for
the water stressed areas in Palakkad district.

Mangukiya et al. discussed a case study about efficient and separate storm water
drainage network for the SardarVallabhbhaiNational Institute ofTechnology campus
to safely discharge storm water. The STORMCAD v10.01 is used in design of storm
water drainage network and this method can be useful to other educational institutes
in India also.

Developing aWebApplication-basedWater Budget Calculator (WBC) in attaining
water security in rural Nashik, India is another advanced technique discussed in
this book chapter. Amman Srivatsava et al. developed a web application-based
water budget calculator for attaining water security in rural Nashik in India. The
manual calculation of water budget is a challenging one and to overcome this a web
application-based WBC is adopted for better water management policies.

7 Natural Hazards

Natural hazards are naturally occurring physical phenomena caused by rapid or
slow events. The slow set events can be geophysical, hydrological, climatological,
and meteorological. According to United Nations International Strategy for Disaster
Reduction (UNISDR), natural hazards may pose a negative impact on the economy,
society, and ecology [8].

The chapter in a review of energy dissipater as a mitigation for dam risk manage-
ment reviews energy dissipaters in connection with dam and spillway structure. This
study also describes the different types of energy dissipators with different appur-
tenances used in hydraulic structures for protection work. It includes topics such
as energy dissipation of block ramp, hydraulic jump type stilling basin, stepped
spillway, and the deflector (flip bucket and ski-jump bucket).
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The study overview of water resources in Kerala and feasibility of coastal reser-
voirs to ensure water security presents the current scenario of water resources in the
state and proposes alternative ways to ensure water security considering the unique
geography of the state.

The next form of natural hazard is Landslide, a common geomorphic hazard in
most regions of theWesternGhats in India.Anumber of environmental, geotechnical,
geological, and geomorphological factors contribute to the occurrence of landslides
in this region but rainfall often is the most common and important triggering factor.
The case study related to landslide is discussed in chapter location specific rainfall
threshold for landslides in select micro-watersheds in Coonoor Taluk, Tamil Nadu,
India.

8 Summary

The subsequent chapters in this book discuss relevant topics for assessment of water
quantity and quality in a changing environment, disaster risk, their possible future
prognosis, as well as adaptation and protection measures. Some of the chapters
also pertain to agricultural or energy sectors. Collectively, they cover topics related
to hydrology, atmospheric science, remote sensing, energy studies, social sciences,
agriculture, as well as environmental science and engineering. Such a collection of
state-of-art scientific studies can potentially guide disaster risk resilience, particularly
for densely populated highly vulnerable low-income countries of the world.
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1 Introduction

1.1 Background

Climate change is a big challenge to the water, food security, and welfare of people
in the twenty-first century. The impacts of climate change are multi-scale, all-round,
multi-level, both positive and negative impacts. Negative climate impacts on water
resources are apperceived as having deleterious effects on human health. Insufficient
water supplies for drinking, bathing, and farming are not only a current problem
but also would increase difficulties for the world’s growing population in the future.
The Safe Drinking Water Foundation (SDWF 2018) told that 80% of all illnesses in
developing countries occurred from unsafe drinking water and the spread of water-
borne diseases (Abedin, Collins, Habiba, & Shaw, 2018) [1]. Water resources are
affected by climate change because of the water and water quality changes caused
by climate factors (mainly includes rainfall and temperature changes) (Nan, Bao-
hui, & Chun-kun, 2011) [2]. The most important effect of climate change for water
resources is the increase in uncertainty which complicates rational water resources.
Because of climate change, surface temperatures were increasing which affected the
quantity and quality of water resources which caused water scarcity (Bari, M.N.,
Roknuzzaman, Islam, & M.T., 2019) [3].

Bangladesh is one of the most astronomically enormous deltas in the world which
is highly vulnerably susceptible to natural disasters because of its geographical loca-
tion. Climate events and climate variability affect production and access to food
and water for the different social groups in various regions. As a riverine nation,
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Bangladesh depends on river water for much human consumption like irrigation,
transportation, fisheries, etc. Dinajpur district is not different from the conditions and
effects of climate change. In Dinajpur, temperature is one of the significant factors
of climate which depends on the availability of water. When water loss increases,
it increases the temperature through evaporation. It is estimated by the Intergovern-
mental Panel on Climate Change (IPCC) that the global average surface temperature
has risen 0.6± 0.2 °C since 1861, and expects an increase of 2 to 4 °C over the next
100 years and that sea levels will rise between 10 and 25 cm since the last nineteenth
century (Bari,M.N.,Roknuzzaman, Islam,&M.T., 2019) [3]. Themore preponderant
variability in rainfall could mean more frequent and perpetuated periods of high or
low groundwater levels. Overexploitation of groundwater increases the temperature
and evaporation and decrease soil moisture.

The component of more preponderant Rajshahi, Dinajpur, Rangpur, and Bogra
District of Bangladesh and the Indian territorial Maldah district of West Bengal is
geographically identified Barind Tract (Bari, M.N., Roknuzzaman, Islam, & M.T.,
2019) [3]. The Dinajpur Barind Tract is in the North-West region of Bangladesh. In
the Barind Area, surface water sources are minimal because rainfall is less than the
other parts of the country. Chirirbandar Upazila of Dinajpur district is also affected
by climate change (Fig. 1).

Chirirbandar Upazila of Dinajpur district has been found as negligible crit-
ical areas where annual groundwater level instability varies from 1.5 m to 6.5 m
(HASSAN & ISLAM, 2007) [4]. The average maximum temperature from 2005
to 2015 was about 33°C during July and the average minimum temperature was
about 12 °C during January (Climate &Weather Averages in Dinajpur, Bangladesh,
2020) [5]. The annual rainfall in Dinajpur is about 1644 mm (Bangladesh Burro
Statistics, 2011) [6]. Almost 80% of rain occurs from June to October. High temper-
ature exists in this area during the dry season. Because of Barind, it is located in
the flood-free zone. So rainfall is the primary source of groundwater recharging.

Fig. 1 Percentage of drinking water scarcity during the dry period of different years. Source
(HASSAN & ISLAM, 2007) [4]
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But the lowest amount of precipitation occurs here. Many people of Chirirbandar
Upazila are associated with agricultural activities. Because of climate change, the
people of Chirirbandar have been suffering badly from the changes in temperature
during winter and summer. The primary source of food of Chirirbandar Upazila is
their production. But unpredictable weather damage their crops and livestock. As a
result, food scarcity and high prices at that time of market make them have only one
or two meals in a day; because of high temperature, the moisture of soil is less than
is required for the growth of crops. Because of the low level of groundwater, people
fail to get deep tube well water. Therefore, many people drink pond water which
causes severe illnesses. Groundwater is the primary source of irrigation in Chirir-
bandar Upazila of Dinajpur. Groundwater is also used for household purposes. Due
to decreased ground water level, local livelihood strategies are affected by climate
impacts. It also impacts the availability access and use of food through the local food
system. This study aims to identify the factors of climate change and the effect of
climate change on water scarcity.

2 Methodology

Primary data were collected from field survey and tools of Participatory Rural
Appraisal were conducted at Chiribandar upazila, Dinajpur during the period of
December 2020. A pre-tested Structured Questionnaire was used to collect the
primary data. According to the confidence level of 95 percent and confidence interval
of 10 percent, a field survey has been conducted for sample size 78. On the other
side, secondary data were collected from various journal papers, articles, newspaper
articles, etc. To interact with the people, some PRA (Participatory Rural Appraisal)
tools have been selected to reach the depth of the probable outcomes. Through focus
group discussion, historical timeline, resourcemap, mobility map, seasonal calendar,
cause and effect diagram, pair wise ranking, etc. Detailed data was found according
to our study method. Along with all these measures of PRA tools, the quantitative
data analysis with the help of questionnaire survey will provide the statistical data
about the targeted objectives of the study.

3 Result and Discussion

3.1 Identification of the Location of the Study Area

Resource map

In the north portionof themap, there are twoponds (Fig. 2).Onepondnear themosque
has been used for household and fish cultivation purposes. There are also somemixed
agricultural lands with crop field, paddy field, wheat, and vegetation fields. Most of



16 S. Zaheer et al.

Fig. 2 Resource map of Chirirbandar upazila

the house owners try to adopt the new strategy by growing vegetables behind their
houses or on their lawns. There are also some ponds around the houses, some are
unable to be used due to bad condition and some are leased by the government. As a
result, the villagers have to depend on the Atrai River for drinking water but because
of the excessive different usages like bathing and cleaning clothes on the river, it’s
becoming hard for the villagers to use the river as it’s producing many water-borne
diseases among the villagers. In the south portion, there is a park named “Abdul
Hamid Park.” And also there are some potato fields. Besides, there are also three
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ponds in the portion, but one of the pond is Government leased and rest of the ponds
are unable to be used.

Mobility map

Chirirbandar is an upazila of Dinajpur District in the Division of Rangpur,
Bangladesh. Chirirbandar Upazila is divided into 12 union parishads and has a popu-
lation of 232,409. Almost all the areas of Chirirbandar upazilla have problem of
water scarcity. We prepared mobility map through Chirirbandar village people.

Mobility map helps to illustrate people’s movement and purpose in the village
of Chirirbandar (Fig. 3). From the above mobility map, we can clearly see that in
the north, there is a school and some brick kiln. In the north-west part, there is a
river named Ichamoti which is used for fishing purpose by local people. On the north
south side of Chirirbandar upazila, there is a dam in Atrai river which is used for
controlling water flow and sand lifting. There are several ponds but most of them

Fig. 3 Mobility Map of Chiribandar upazila
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Table 1 Historical timeline Time Important events Remarks

1914 Establishment of
Chirirbandar Thana

1984 Turned into Upazila

1971 Archeological
heritage

1991 Irregular rainy season Establishment of
irrigation facility

1994 Drought Less production in
agriculture

2004–2005 Pond became polluted Less source of pure
water

2008 Prolonged dry season Decreased production
rate in agriculture

2017 Shifted toward
vegetable cultivation

Need less irrigation

are leased and not repairable. People can only wash their daily cloths and dishes in
those ponds. But they can’t collect water from those ponds.

Though every household have their own deep tube well, but in the dry season,
especially in winter and summer season, the ground water level goes down. So, in
some portions, people cannot collect water properly and they have to travel to other
households where ground water level doesn’t go so far.

Historical timeline

Timeline is an important ParticipatoryRuralAppraisal (PRA)method used to explore
the temporal dimensions from historical perspective. It is drawn as a sequential
aggregate of past events. The timeline according to local people of Chirirbandar
upazila is given in Table 1.

In focus group discussion, some events related to ups and downs of Chirirbandar
upazila area havebeen exposed.Timeline has beenused to illustrate diagrammatically
the past events which the community remember as being significant.

A focus group of 12 people is formed for timeline. According to them, Chirir-
bandar thana was established in 1914 and turned into upazila in 1984. After that
people began to build massive houses and structures which increased archaeological
heritage. Most archaeological heritage is found in 1971 in Chirirbandar upazila. In
1994, a severe drought occurred which decreased the agricultural production and
people were starving for a year. From 2004, the use of sanitizer, chemical, poison,
plastic increased for agricultural purposes, which polluted the pond and other water
resources severely. People shifted towards vegetable cultivation rather than irrigation
as they can earn much profit by cultivating different seasonal vegetables and crops
like cress, maize, sugarcane, garlic, etc. Though some people earn their livelihood
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through fishing in Icahmoti River and Attrai River, but they can hardly lead a happier
and healthier life with this limited income.

3.2 Present Condition of the Study Area Due to the Effect
of Climate Change

Distance of the water source

The bar chart shows the distance of the water sources like the pump, well, or pond
from the villager’s house (Fig. 4). It is found from the information that maximum
villagers, who are about 26 people from our survey, have to cross more than 1 km
to reach their destined water sources. About 21 people have to cross 600 m to 1 km,
and about 18 people have to cross 300-600 m to reach the water source. Only, a very
small number of people have to cross less than 300 m to reach their destined water
source.

Water source type

The above pie chart shows the main water source the villagers use the most (Fig. 5).
So, as shown in the chart, the most number of villagers, who are 50%, use well as
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the main water source because they can’t afford a pump. About 28% of people use
the pump as the main water source. And 22% of people use the pond as the main
water source.

Water level

The below bar chart represents the present situation of water ground level according
to villagers. As the bar chart shows, according to a maximum number of people,
water ground level is increasing day by day. It is becoming hard to get water for the
villagers for both drinking and for their agricultural purposes.

Chirirbandar Upazila Agriculture officer says, “The problem is increased by
climate change. Drought is constant every year. Due to decreased rainfall irriga-
tion is required even in in the monsoon (Fig. 6). Every year the water level is going
down by 0.5 to 0.6 m which is alarming.”

Usage of pond

The below pie chart shows the most significant reasons of usage of ponds (Fig. 7).
As shown in the chart, maximum number of people use pond water for washing
which is about 49%. About 34% people use pond water to cultivate fish and only
17% people use pond water as a source of drinking water. Chirirbandar Upazila
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Agriculture officer says, “Due to increased use of insecticide and pesticide ponds
water are polluting. Also people throwing garbage into ponds which is polluting the
ponds. For these reasons fishes are not growing well and people gave up interest for
drinking pond water.”

3.3 Effects and Causes of Water Scarcity Problem
of the Study Area

Cause–effect diagram

With the help of the residents, several causes have been identified that have direct
influence behind water crisis during drought (Fig. 8).

The causes of the problem faced by slum people are:

(i) Old ponds are not used because of unrepairable situation and financial
problem: There are several ponds in the study area but most of them are unus-
able because of unrepairable situation. Moreover, most of the people did not
want to invest for repairing the pond as they can’t get enough profit comparing
with the cost.

(ii) High elevation of land: Most of the land in Chirirbandar upazilla is situated
on the upland. During dry season, especially winter season, water swipe away
to lower land which creates great scarcity of water.

Effects Problem in 
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Problem in 
household 
activity

Dis-
eases

Huge load 
shedding 
occurred 
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produc-
tion in ag-
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Problem 1 Water crisis during drought
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not able to use 
because of unre-
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duced 
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ground wa-
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Fig. 8 Cause–effect diagram
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(iii) Reduced rainfall: Water comes into the atmosphere through evaporation. The
air cools down in the study area especially in winter season and it could
become oversaturated and the water can come out in the form of precipitation
which reduced the rainfall of the study area.

(iv) Prolonged dry season: Chirirbandar upazila experiences a hot, wet, and humid
tropical climate. Under the Köppen climate classification, Chirirbandar has a
tropical wet and dry climate. The district has a distinctmonsoonal season, with
an annual average temperature of 25 °C (77 °F) and monthly mean varying
between 18 °C (64 °F) in January and 29 °C (84 °F) in August.

(v) Decreasing ground water level due to irrigation: Farmers use pump for
irrigation which decreases the ground water level.

Effects of the problem:
The water crisis during drought led to many adverse effects. According to the

opinion of the community, the most arising effects are.

(i) Problem in Agriculture: Farmers don’t get proper water because of scarcity
of water as water level goes down during drought.

(ii) Problem in household activity: People use electricity pump during irrigation
that increases their cultivation cost. People cannot get enoughwater from deep
tube well as water level goes down due to more use of pump and they can’t
maintain their household activity properly.

(iii) Diseases: Waterborne diseases increased in a huge number.
(iv) Huge load shedding occurred for excessive irrigation: Farmers use mostly

electrical pump for irrigation that creates much pressure on electricity. As a
result, load shedding is a common problem during irrigation time.

(v) Decreased production in agriculture: facilities agricultural production
decreasing day by day.

Agricultural crop type

This pie chart represents the crops villagers grow the most (Fig. 9). As shown in
the chart, almost half of the percentage grow grains which is 42%. And as the water
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level is going down, so a lot of people have shifted from growing rice to growing
vegetables and fruits. About 37% people grow vegetables and fruits. Rest percentage
of people grow oil crop which is about 21%.

Farmer Nazmul says, “Ground water is declined. Paddy is not feasible for liveli-
hood. So, we want to shift into vegetable. But there is no irrigation facility or training
program for us. If we can have training then we can shift into other crops and
vegetables for better income.”

Pair wise ranking

The Chirirbandar upazilla has identified a number of problems. Due to these
labyrinths, the scarcity of water is increasing day by day. It’s very difficult to solve
all the problems at once. But in order to improve the water demand, they need to be
addressed. So, it is important to rank these problems in order to solve the labyrinths
on priority basis. For these purposes, community was asked to prioritize problem
among all problems. By following these, all the problems have been ranked through
their priority. Finally, the most critical problems and most wanted solving issues are
recognized among the identified problems.

Problems of the community that needs to be solved
Most prioritized problem: Scarcity of pond: Pressure on water resources is

increasing in several parts of Chirirbandar upazila. Pollution is becoming one of
the main threat to the availability and reuse of water. Increasing use of fertilizers,
soil depletion, and poorwaste disposal condition are decreasing thewater sources and
polluting the pond water. Moreover, construction of building and structures filling
the pond is one of the main reason of scarcity of pond in Chirirbandar Upazila.

Second prioritized problem: Excessive irrigation: Farmers use pump for irrigation
and there is no other way to collect water for irrigation. Excessive use of pump pres-
surizes the limited water resources and thus leads to scarcity of water in Chirirbandar
upazila. Again, most of the soil in Chirirbandar Upazila is Loamy soil which absorb
less rain water.

Third prioritized problem: Prolonged dry season: Chirirbandar upazila experi-
ences a hot, wet, and humid tropical climate. Under the Köppen climate classifica-
tion, Chirirbandar has a tropical wet and dry climate. The longevity of dry season in
Chirirbandar upazila is nearly 6 months beginning from winter season. In this time,
farmers cultivate Boro rice and they need more water. But for the prolonged dry
season and hot weather, the ground water level goes down and thus increases water
scarcity in the study area (Table 2).

Seasonal calendar

Code:LP (Landpreparation),M (Application of animalmanure), PS (Planting seeds),
W1 (Digging; 1st weeding), W2 (Weeding), BS (bird scaring), HV (Harvesting), T
(Threshing), ST (Storing), SL (Selling), Quantity(x) (Table 3).

Different seasonal issues of the community:

• Use of adjacent water source: Though every household have their own deep tube
well, but in dry season especially in winter and summer season, the ground water
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Table. 2 Pair wise ranking

Problems Excessive
irrigation
(a)

Prolonged
dry
season
(b)

Irregular
rainy
season
and
reduced
rainfall
(c)

Scarcity
of pond
(d)

Loamy
soil
which
absorb
less
rain
water
(e)

High
elevation
of land
(f)

Frequency Ranking

Excessive
irrigation
(a)

X a a d a a 4 Second

Prolonged
dry
season (b)

X X b d b b 3 Third

Irregular
rainy
season
and
reduced
rainfall
(c)

X X X d e c 1 Fifth

Scarcity
of pond
(d)

X X X X d d 5 First

Loamy
soil which
absorb
less rain
water (e)

X X X X X e 2 Fourth

High
elevation
of land (f)

X X X X X x 0 Sixth

level goes down. So in some portions, people cannot collect water properly and
they have to travel to other households where ground water level doesn’t go so
far.

• River water Quality: The quality of the river water is bad for 5 months throughout
the year. The months are April to August. The quality is good for the rest of the
months.

• Sanitation status: Overall, the sanitation facility of this area is not good. But during
3 months (June, July, and August) of the monsoon, the situation becomes more
miserable.

• Income: Most of the people here are farmers. They earn fairly well all year long.
Income increases in November and December because people harvest crops such
as Aman and Boro in this period.
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Table. 3 Seasonal calendar
Month

Criteria
Vote Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun July Aug Sep 

Rice (Aman )  
9

LP LP M PS 
W1,W
2 T,ST SL 

Rice (Aman )  4 LP LP, M, PS W1, W2 HV

Rice (Boro)  
8

LP LP, M, PS W1, W2 HV PS 
W1,W
2 T,ST SL 

M PS , W2 (g) 
Precipitation
High 

Low

9

Drought (x) 9 xxxx xxxx xxxx xxxxx

Use of adja-
cent water 
source

9 River/
Pond 

River/
Pond 

River/
Pond

River/
Pond 

River water 
quality

9 

Sanitation 
Poor
Very poor

9

Income
Ok
Not 
ok

9 

Wheat LP PS 
W1,W
2 T ST+SL

ST+ 
SL

Maize 5 LP LP PS PS, 
W1 

W2 HV T+SL 

Eggplant 4 W1 ST
Charcoal mak-
ing 
Livestock 9 Xx xx xx x xx xx x xx xx xx x xx

Fishing in 
pond 

3
X x x x x x x x x xxx xxx  xxx

Potato LP LP PS PS, W2 HV T+SL 
2 W1 

4 Xx xx xx x x xx xx

• Shifting towards vegetables: Because of the huge requirement for irrigation in
grain crops, farmers nowadays are more interested in vegetable farming. Due to
lack of ground water, people need to shift to vegetable production as vegetables
need less irrigation.

4 Conclusion

This research implies that PRA is a useful method for assessing groundwater degra-
dation and its impact on the livelihoods of Chirirbandar, overcoming data gaps and
better understanding of the views of local stakeholders on the issues, their causes,
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and appropriate adaptation strategy. PRA method gave a clear picture about ground-
water degradation due to its excessive use and the effect this had on the livelihood
of the community (a higher cost of farming, increased poverty, and lack of irrigation
source and drinking water source). Nowadays, it has become a crying need to have
safe drinking water in the study area of Chirirbandar. Rainwater recharge, excava-
tion, regeneration and protection of ponds, large surface and spring water storage
for lean times are possible options that need immediate attention for developing
sound multisource water system for Chirirbandar. Also, Modern water management
technology such as alternative wetting and drying (AWD), water-saving technology
such as hose irrigation, drip irrigation, adaptive climate change technologies such as
drought-tolerant cropvarieties, etc., need to be introduced to local farmerswith proper
training and campaign. Training regarding vegetable farming need to be organized.
Unfit ponds need to be renovated andunfitwells and pumps need to be replaced imme-
diately to solvewater scarcity problem. Community views and suggestions need to be
considered and studied in amultidisciplinarymanner, including technical, social, and
economic factors, by the relevant government institutions to solve this water scarcity
issue. In addition, attention needs to be given to examining the wider impacts of the
suggested solutions which will help in the policy- and decision-making process and
facilitate effective implementations.
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Scenario-Based Analysis of Climate
Change Impacts on Muzza Irrigation
District

Ahmed O. Khalid and Mohammed Al-Ajamee

1 Introduction

Agriculture is globally affected by the extent of climate change. Agricultural patterns
and yield depend heavily on the variation of average temperatures which in turn
influence climate extremes such as droughts and heat waves, as well as rainfall,
variations in atmospheric carbon dioxide and ground-level ozone concentrations,
and other phenomena. Other environmental factors such as pests and plant-borne
diseases are also of concern.

Anthropogenic greenhouse gas (GHG) emissions result directly from population
inflation, wasteful lifestyles, energy expenditure, economic boom, land utilization
structures, commercial technological advances, and current scope of climate regu-
lations. As far as the previously mentioned factors are concerned, greenhouses gas
(GHG) emissions will follow one of four routes in the twenty-first century. These
routes are the Representative Concentration Pathways (RCPs), projecting GHG pres-
ence in the atmosphere, air pollution, and land utilization. A tight reduction strategy
(RCP2.6), twomedium options (RCP4.5 andRCP6.0), and one optionwith excessive
GHG emissions are all included in the RCPs (RCP8.5). Nonetheless, scenarios with
no further measures to restrict emissions (“baseline scenarios”) result in RCP6.0 to
RCP8.5 pathways. RCP2.6 is a scenario effort to maintain global warming less than
2 °C [1].

Theprecipitation and temperature projectionswere obtained from thework carried
out by EURO-CORDEX [2], a software package led by the World Climate Research
Program (WRCP) that aims to put in place a globally coordinated body to enhance
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regional climate change estimates. It is worth mentioning that CORDEX results are
being used as a source of data for studies on the implications and adaptation within
the timeframe defined in the Intergovernmental Panel on Climate Change (IPCC)
fifth Assessment Report (AR5).

Downscaling is used to link between climate model outputs’ temperature and
precipitation cropped spatially over Muzza irrigation district, and the values of
the same variables on a local scale are matched using quintile mapping statistical
downscaling method [3, 4].

Finally, the crop yield is estimated by the famous Food and Agriculture
Organization (FAO) productivity model, AquaCrop [5].

2 Material and Methods

This work is built using MATLAB [6], allowing easy processing of data and
results. Work flow can be seen in three steps: processing the data, downscaling,
and productivity estimation.

2.1 Processing Data

Data of EURO-CORDEX are in 5 years blocks distributed as NetCDF files, starting
from 1951 to 2005 as historical data, and scenarios are projected from 2006 to
2100. The model domain expands over latitudes (27 N–72 N) and longitudes
(22 W–45E). The exact models, the resolution, and all other information of specific
block of the data appear in the name (e.g., “pr_EUR-44_NOAA-GFDL-GFDL-
ESM2M_rcp85_r1i1p1_SMHI-RCA4_v1_day_20960101-21,001,231.nc”).

As mentioned before, RCP8.5 and RCP4.5 were compared, and to roughly look
through the climate change, each scenario presenting a snapshot of January 15th has
been observed for every 10 years starting from 2010 until 2100, as approximately it
represents the coldest day of the year. In the same way, July 15th also may be the
warmest day of the year, so it has been also compared over the same years.

The domain which contains the area under consideration lies down from, longi-
tudes (9.3E–9.9E) and latitudes (45.05 N–45.5 N), which is cut in the larger domain
available by EURO-CORDEX; this step presents the dynamical downscaling.

2.2 Downscaling

Global Climate Models (GCMs) currently do not provide reliable information on
scales below 200 km [7]. Hydrological processes typically occur on finer scales
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[8]. In particular, GCMs cannot resolve circulation patterns leading to hydrological
extreme events [9].

A combination of dynamical and statistical downscaling is adopted. The project
observations of precipitation and temperature for the period between 1/1/1993 till
31/12/2007 were available, as a single value could not represent the wide Muzza
district, there are several observations spatially distributed. Space unit is a cell, each
cell has different properties (e.g., soil characteristics), the cell considered is number
25.

Downscaling is based on the quantile-quantile (Q-Q) plot between observed time-
series and control time series simulated through a climate model over the same time
period of the observed series. AQ-Q plot is a probability plot (i.e., a graphicalmethod
for comparing two probability distributions) by plotting their quantiles against each
other. The Q-Q plot is used as a correction function in order to match the control time
series cumulative distribution function (CDF) with the observed CDF. The scenario
time series, i.e., the series simulated through the climate model over a future period,
is downscaled using the same correction function used to downscale the control time
series.

The climate model outputs for both precipitation and temperature between
1/1/2001 and 31/12/2005 are set as the control time series to estimate the correction
function that relates them to observations over the same period. Then, correction
function is applied to obtain a local estimate of the same variables for every 10 years
starting from 2010 until 2100.

2.3 Productivity Estimation

AquaCrop is a crop-water productivity model that simulates yield response to water
availability, as it describes the relationship between crop yield and water shortage
because of inadequate irrigation or rainfall during the agricultural lifecycle.

Yield approximations can provide an insight into worst and best-case scenarios
over different years. To estimate the yield, one cell in the project is adopted, the cell
data changed are temperature and precipitation, other data are assumed to be the same
in the future. Multiple crops are cultivated in the area; planting Maize constantly is
adopted to compare climate scenarios.

3 Results and Discussion

First, to understand the nature of RCP8.5 and RCP4.5, Fig. 1 illustrates the trend
in average annual temperature at Muzza irrigation district following RCP8.5 and
RCP4.5; RCP8.5 predicted a continuous increase in average temperature up to over
15 °C by the end of the century.
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Fig. 1 Annual average temperature from 1951 to 2100 for RCP8.5 and RCP4.5

For RCP 8.5, the precipitation trend shows a reduction until mid-century followed
by a period of stabilization in cumulative annual precipitation.When the case forRCP
4.5 shows a drop by half for the last quarter of the century Fig. 2, seasonal variability
of rainfall amount is discussed further for specific years with extraordinary crop
yield.

The projections of temperature and precipitations are downscaled considering
two scenarios (RCP 8.5 and RCP 4.5) for ten non-consecutive years (2010 to 2100

Fig. 2 Cumulative annual precipitation every 10 years from 2010 to 2100 for RCP8.5 and RCP4.5
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with ten years interval). As a result, the downscaling process has been repeated 40
times. Each time, the control and observed data are GCM data and locally measured
records, respectively—both over five years period from 1/1/2001 to 31/12/2005. The
projection series in each process is a five years block that must contain the year of
interest. In the following paragraph, a full distribution of downscaling of precipitation
output of climate model powered with RCP8.5 to obtain local precipitation for the
year 2010 is given.

Projection series includes 2010 extended from 1/1/2006 to 31/12/2010, the first
phase, calibration phase to obtain the correction function. The CDF plot Fig. 3, shows
how control underestimates the observed and Fig. 4 shows the correction function for
the control period, which will increase the values of control data. Downscaling may
well represent the amount of precipitation to some extent, but it fails to represent the
temporal variability (see Fig. 5).

Concerning temperature, the GCMpredictions fluctuate between underestimating
and overestimating the observed data. Worth mentioning, the model outputs are
slightly higher than observations for records between 0 °C and 8 °C, while for over
8 °C, the observations are three degrees warmer than model predictions (see Fig. 6).

Fig. 3 Cumulative
distribution function for
observed and control daily
precipitation (2001–2005)
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Fig. 6 Q-Q (correction function) of temperature data, solid line is the reference

Eventually, looking into the yield of Maize, Table 1 shows huge variation in
results, which can be further investigated by looking into the figures deeply. However,
RCP4.5 guarantees a weaker yield generally, with the lowest yield in 2050, on the
other hand, RCP8.5 shows better results.

The year of maximum and minimum yield is compared with full projections of
temperature and precipitation, the zone of the maize planting cycle is illustrated, it is
obvious how precipitation intensity is the key factor in crop yield as shown in Figs. 7,
8, 9, and 10.
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Table 1 Yield for every year and scenario with corresponding average temperature and cumulative
precipitation

Year Average
Temperature [°C]

Cumulative
Precipitation [mm]

Yield

RCP4.5 RCP8.5 RCP4.5 RCP8.5 RCP4.5 RCP8.5

2010 12.73 13.11 669.48 610.68 816.57 3502.53

2020 12.75 11.82 566.54 569.15 6482.54 10,571.86

2030 13.34 12.52 548.78 436.77 5360.54 3442.70

2040 12.48 14.23 649.84 374.02 10,961.90 995.19

2050 13.49 13.26 549.84 627.38 793.00 6750.31

2060 13.02 13.16 712.15 594.98 5654.94 17,229.42

2070 12.57 14.46 855.16 590.60 7600.61 1700.11

2080 13.71 14.87 386.84 607.99 862.41 2938.53

2090 13.95 14.95 379.51 626.10 2903.08 1197.68

2100 13.10 14.58 581.75 757.64 817.14 11,560.68
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Fig. 7. 2050 daily average temperature, maize planting cycle indicated with red lines (RCP4.5
minimum yield)
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Fig. 8. 2050 daily precipitation, maize planting cycle indicated with red lines (RCP4.5 minimum
yield)
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Fig. 9. 2060 daily average temperature, maize planting cycle indicated with red lines (RCP8.5
maximum yield)
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Fig. 10. 2060 daily precipitation, maize planting cycle indicated with red lines (RCP8.5 maximum
yield)

4 Conclusions

Climate change impacts crop yield at Muzza irrigation district in Lombardy, Italy
considering two scenarios, namely, RCP8.5 and RCP4.5 of the Intergovernmental
Panel on Climate Change (IPCC) fifth assessment report. Conclusions obtained from
the study are as follows.

(1) Downscaling needs to be developed to minimize the uncertainty it imposes.
(2) Crop yield is more sensitive towards precipitation than thermal variation.
(3) Agricultural productivity depends not only on water availability but also on

other factors like land use and the proficiency of agricultural managers, so
results must be further adjusted upon mentioned factors. Extended periods of
extreme-hot weather accompanied by below-average precipitation can cause
moisture stress to maize that would negatively affect yield.
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Flood Risk Assessment at the Douro
River Estuary

Willian Weber de Melo, José Pinho, Isabel Iglesias, Ana Bio,
Paulo Avilez-Valente, José Vieira, Luísa Bastos, and Fernando Veloso-Gomes

1 Introduction

Understanding the effects of climate change (CC) and forecasting the associated
impacts is a global challenge that encompasses different science fields. The increase
of greenhouse gases concentration in the atmosphere is hardly modifying the envi-
ronment, and forecasting its consequences is essential to elaborate and implement
proper mitigation measures. Estuaries are among the most threatened ecosystems to
CC [1]. The expected increase in the number and intensity of extreme events and the
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sea-level rise (SLR) jointlywith anthropogenic actions canmodify estuarine complex
dynamics, with potential effects over the fauna and flora, generating economic and
social losses [2].

One methodological approach to study estuarine hydrodynamics is based on
numerical modelling tools. It consists of solving the estuarine physical governing
equations by numerical methods, creating digital models of these complex systems,
and collecting field data, such as bathymetry, river flow discharges, water levels,
and current velocities, to set up and calibrate the model. The model calibration
parameters/coefficients values can be estimated by reducing the differences between
simulated and observed data. Different numerical tools can assist in the accomplish-
ment of this objective, lowering the computational and human implementation costs.
After the previously mentioned steps, the last one is the definition of scenarios of
interest, in which conditions are defined and imposed as model boundary conditions.

TheDouro estuary, located in northern Portugal (Fig. 2), was the focus of previous
studies. Balsinha et al. [3] studied the textural composition of the Douro sediments
and its relation with hydrodynamics, Bordalo et al. [4] evaluated the water quality of
the river during10years, and Iglesias et al. [5] linkedobservedhydrodynamic patterns
with the distribution of several pollutants and set up two numerical models of the
Douro estuary to assess the flood risk and the breakwater effects in the estuary consid-
ering river flows from historical floods [6]. This work intends to update the flood risk
assessment in the Douro estuary, the impacts of which regarding previous climate
scenarios were already studied [7], by considering the effects of different represen-
tative concentration pathway (RCP) scenarios, which represents future greenhouse
gases concentration in the atmosphere that can be associated to different ESL [8].

The Douro estuary region is densely occupied, and the lower 8 km of the estuary
margins are heavily modified by urbanization (cities of Porto and Vila Nova de Gaia
with 700,000 inhabitants) [9]. The estuarine region is economically importantmainly
due to intense touristic activity and Port wine cellars businesses, being important to
preserve the navigation conditions [10, 11].

2 Methodology

The methodological approach comprises five main steps. Firstly, forecasted future
trends and field data such as bathymetry, river flow discharges, and historical water
levelswere selected. Secondly, themodelwas set upwith theDelft3D software,which
can simulate the possible effects of the CC over the hydrodynamic patterns. The grid
was generated and the open boundary conditions were defined, the first one, an ocean
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boundary, at the Atlantic ocean boundary and the second one, a fluvial boundary
located at the upstream estuarine limit located at Crestuma dam. Thirdly, the model
was calibrated with the data assimilator OpenDA software [12], which automatically
estimates the model calibration parameters/coefficients values by minimizing the
error between observed data and simulated results.

After that, simulation scenarios were defined, considering different extreme sea
levels (ESL) and extreme flood discharges (EFD), according to different RCP
scenarios. Uncertainty was taken into account by considering different return periods
(50, 100, and 1000 years) for the ESL and EFD. Also, these return periods allow esti-
mating extreme events water levels and current velocities for planning and designing
of estuarine infrastructures. Lastly, the simulated results are analysed.

2.1 Numerical Model

The Delft3D software was selected to implement a 2DHmodel of the Douro estuary.
This software solves the Reynolds averaged conservation equations of mass and
momentum, being able to simulate hydrodynamics with acceptable accuracy [6, 13].

Fluvial discharges were imposed at the upstream open boundary, considering
the extreme values derived from historical data. At the downstream (oceanic) open
boundary, delimited by the 26 m-depth isobaths, the extreme ocean water levels
were also imposed. The model grid was limited by the river banks and the open
boundaries. The spatial resolution varies from 22 m at the river mouth to 360 m
at the ocean boundary. The time step was 0.5 min to guarantee numerical stability
during simulations. The model’s bathymetry was obtained from the Hydrographic
Institute of the Portuguese Navy (IH, https://www.hidrografico.pt/).

2.2 Climate Change Scenarios

Simulated scenarios considered the future climate change effects in terms of ESL at
the coastal zone near the river Douro estuary mouth and river flood peak discharges.
Different ESL resulting from different RCP scenarios [8] and EFD with 50, 100, and
1000 years return period was considered, estimated according to a Gumbel law for
the upstream open boundary. Scenarios information is summarized in Table 1.

The fluvial boundarywas defined as a constant discharge, thevalue ofwhich varied
according to the considered EFD. The ESL for each scenario was defined at the open
ocean boundary. This value was also used as the estuarine initial water level.

https://www.hidrografico.pt/
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Table 1 Climate change conditions scenarios

Scenario Return period (years) EFD (m3/s) RCP scenario ESL elevation at the ocean
boundary (m)

S1_50 50 11,235 Historical 2.9

S2_50 50 11,235 RCP 4.5 2050 3.1

S3_50 50 11,235 RCP 4.5 2100 3.4

S4_50 50 11,235 RCP 8.5 2050 3.2

S5_50 50 11,235 RCP 8.5 2100 3.7

S1_100 100 17,634 Historical 3.0

S2_100 100 17,634 RCP 4.5 2050 3.2

S3_100 100 17,634 RCP 4.5 2100 3.5

S4_100 100 17,634 RCP 8.5 2050 3.2

S5_100 100 17,634 RCP 8.5 2100 3.7

S1_1000 1000 24,629 Historical 3.3

S2_1000 1000 24,629 RCP 4.5 2050 3.5

S3_1000 1000 24,629 RCP 4.5 2100 3.7

S4_1000 1000 24,629 RCP 8.5 2050 3.4

S5_1000 1000 24,629 RCP 8.5 2100 4.0

2.3 Automatic Calibration with OpenDA

The calibration procedure consists of adjusting the model’s calibration parame-
ters/coefficients values to minimize the error between observed data and simulated
results. To reach a successful result, it is needed to runmany simulationswith different
parameters/coefficients values, until the combination that results in an acceptable
error is found. This procedure generates large amounts of data that need to be anal-
ysed. The use of automatic calibration methods can optimize this task and reduce
the time needed to reach an acceptable error.

To automatize the model calibration task, the OpenDA tool was selected. The
procedure consists of running the model several times while determining the value
of an error cost function (Eq. 1) that calculates the difference between the observed
data and model results.

J(x0) =
N∑

K=1

(y0(k)− H · x(k))R−1((y0(k)− H · x(k)) (1)

where:×0 is the initial value of the parameter(s) to be determined, x(k) is the param-
eter(s) value at time k, H is the observatory operator, y0(k) is the observation value
at time k, N is the total number of time steps, and R is the covariance.

For the proper performance of this tool, it is also needed to select observation
points in the model, where observed data are available. In this work, the observation
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point located at Cais dos Banhos (Fig. 1) was chosen. At this location, the root square
mean error (RMS), bias, and standard deviation (STD) were computed. Selected
calibration parameters/coefficients were the Manning coefficient and the phase and
amplitude of the harmonic tidal constituents M2 and S2.

Fig. 1 Douro estuary location
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Table 2 Statistical analysis
of calibration results at Cais
dos Banhos observation point

RMS (m) Bias STD (m)

0.199 −0.068 0.187

Table 3 Calibrated
parameters value

Parameter Value Unit

Manning
coefficient

3.46E-02 m−1/3 s

M2 amplitude 1.075 m

M2 phase 88.787 degrees

S2 amplitude 0.373 m

S2 phase 117.391 degrees

3 Results

3.1 Calibration Results

Figure 2 shows the cost function values during the calibration procedure, which helps
to understandhow theOpenDA toolworks. Firstly, it analyses each calibrationparam-
eter individually, using a variation equal to the standard deviation of the parameter
set by the user. This first analysis explains the oscillations until the seventh itera-
tion. After that, the algorithms vary all parameters at the same time, until it reaches
one of the stop criteria defined by the user. In this work, three different stop criteria
were selected: the number of maximum iterations, the maximum absolute differ-
ence between the costs of two best parameter estimates, and the maximum relative
difference between the costs of two best parameter estimates [12].

Analysing the calibration results for the cost function, the stop criteria could
be changed since there was no significant improvement in the cost function after
iteration 13. This modification would result in less time to achieve an acceptable
result. Besides, the OpenDA also returns a statistical analysis of the results (Table
2). The obtained calibration parameters values are presented in Table 3.

3.2 Extreme Water Levels Results

The water level estuarine profile for each scenario (Fig. 3) shows that there are only
slight differences between scenarios associated with the same return period. It can
be noted that the main factor that conditioned the water levels inside the estuary
is the river discharge, with the sea level affecting mainly scenarios associated with
lower river discharges. Indeed, it can be seen that the water level differences between
scenarios are smaller for the set corresponding to 1000 years return period (13 cm)
and higher for scenarios involving 50 years return period EFD (40 cm).
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Fig. 3 Water level estuarine profiles results for all the simulated scenarios

A spatial analysis of the simulated water levels (Fig. 4) demonstrated the negative
effect of the breakwaters during floods, restricting the river mouth and resulting
in an upstream water elevation. The effect of the breakwaters is more evident for
EFD scenarios that considered river flow associated with 1000 years return period.
However, it was also observed in other scenarios. The results of the scenarios with
100 years return period were not showed because they were intermediaries among
the others, being unnecessary for this analysis.

The results demonstrated that the Douro estuary presented river discharge domi-
nance. The narrow main channel of the estuary jointly with the presence of two
breakwaters at the estuarymouth created a geometric constrain to the river discharges
into the ocean, producing a water elevation along the estuarine region that is much
greater than the expected effects associated with the SLR. When the water levels
upstream and downstream of the breakwaters are compared, the scenario with the
lower water level difference presented a 1 m height difference between these two
locations (Fig. 5). For the other scenarios, that value is higher.

3.3 Velocity Results

Velocity results (Figs. 6 and 7) confirm that the discharge is also the main factor
that affects the water velocity within the estuary. Scenarios associated with the same
return period presented similar current velocities. For scenarios that considered river
flow associatedwith the 50 years return period EFD, themaximumvelocity obtained,
between the breakwaters, was around 5 m/s, while for the scenarios associated with
1000 years return period, the velocity reached 8 m/s.
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Fig. 4 Simulated water levels for 50 and 1000 years return period scenarios
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Fig. 5 Water levels around the breakwater

It must be highlighted that these results are not entirely realistic, since the sand
spit around the south breakwater will be probably eroded during flood events, which
would affect the current velocities near the estuary mouth. Also, the model was
calibrated considering the differences between measured and simulated water levels.
The velocities were not calibrated, which increase the uncertainties in the velocity
results.

4 Conclusions

Delft3D software was applied to simulate and analyse the impact of extreme events
in the Douro estuary. The automatic calibration procedure based on the OpenDA
tool reduced the time necessary to achieve acceptable errors and helped to minimize
these errors by the automatization of the procedure. Considering that this procedure
will have a direct effect on the model results reliability, the adoption of automatic
methods to avoid systematic errors and to reduce the time spent on this procedure
during model implementation is recommended.

Regarding the water level results, it can be observed that the breakwaters can
present both positive and negative hydrodynamic impacts. During extreme floods,
they can restrict the river mouth and reduce its flow capacity, resulting in higher flood
riskwithin the estuarine area. The obtained results are useful to identify possible flood
areas, which can be the focus of future studies. However, it must be highlighted
that this problem only would occur during extreme floods. In average conditions,
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Fig. 6 Velocity results for scenarios associated with 50 years return period
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Fig. 7 Velocity results for scenarios associated with 1000 years return period
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the breakwaters help to weaken the impacts of storm waves, reducing the wave
propagation to the interior of the estuary and protecting the navigation activities.

The velocity results indicated that the sea-level elevation practically does not
interfere with its intensity. It is expected that higher sea levels would result in lower
flow velocities. However, at the Douro estuary, during flood events, the breakwaters
constrain the flow discharges imposing an intense water surface elevation gradient
that is much greater than the effects of SLR, which explains why there is not a
significant impact on current average velocities. Also, it is necessary to analyse these
results with caution, considering the characteristics of the sand spit around the south
breakwater that is expected to be eroded during those events.

Lastly, it is concluded that the use of numerical models is extremely important
to analyse complex hydrodynamic problems, like the ones that take place within
estuaries and coastal areas. This methodology is essential to forecast the impacts
of human interventions and extreme events, helping to plan and design mitigating
measures considering different scenarios of interest.
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Flood Modelling for an Urban Indian
Catchment: Challenges and Way
Forward

Mousumi Ghosh, Subhankar Karmakar, and Subimal Ghosh

1 Introduction

The unprecedented rainfall extremes accompanied by climate change and rapid
urbanization have resulted in an increasing number of incessant flooding events
across the globe. Floods account for the most catastrophic natural hazards in the
Indian subcontinent [10]. The flood-affected areas in the country sum up to around
7.56 million hectares of area (2.32% of the entire area of the country) every year,
which includes 3.3 million hectares of croplands (4 per cent of the crop area). As
per a Central Water Commission report, around 37 million hectares (nearly 1/8th of
India’s geographical area) of fertile land are likely to be flooded at one time or another
throughout the monsoon months. Urbanization and climate change accompanied by
rapid population growth have further worsened the flooding scenario all across the
world. The major causes of urban floods are inundation from water logging due to
heavy precipitation or tides or maybe due to the combination of both [3]. Some other
causes include local drainage problems like inadequate capacity, blockage, river
overflows, coastal storm surges and wave actions, flash floods, or a combination of
these [18].

M. Ghosh (B) · S. Karmakar · S. Ghosh
Interdisciplinary Program in Climate Studies, Indian Institute of Technology Bombay, Mumbai
400076, India

S. Karmakar
Environmental Science and Engineering Department, Indian Institute of Technology Bombay,
Mumbai 400076, India

S. Karmakar · S. Ghosh
Centre for Urban Science and Engineering, Indian Institute of Technology Bombay, Mumbai
400076, India

S. Ghosh
Department of Civil Engineering, Indian Institute of Technology Bombay, Mumbai 400076, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Kolathayar et al. (eds.), Climate Change and Water Security, Lecture Notes
in Civil Engineering 178, https://doi.org/10.1007/978-981-16-5501-2_5

51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5501-2_5&domain=pdf
https://doi.org/10.1007/978-981-16-5501-2_5


52 M. Ghosh et al.

This has encouraged the scientific community and governing bodies to come
together and develop technologies and frameworks for efficient flood mitigation and
management. Flood modelling and mapping for assessment of extent and damage
due to floods are being widely implemented by several countries for effective flood
management to lessen the possible harmful effects as much as possible [11]. Flood
inundation refers to the rising of a body of water from a well-established watercourse
and coverage of surrounding areas resulting from heavy precipitation, cyclones,
etc. The ability of the flood models to generate time-series inundation information
regarding onset, duration, and withdrawal of an extreme event has made them suit-
able for the reduction of risks [19]. This information helps the authorities in land use
planning, identify the appropriate evacuation routes, and provide optimumprotection
to the population by the establishment of emergency centres. These models when
coupled with remote sensing and GIS data provide a better computation of flood
assessment [15]. The flood models are primarily classified into three categories;
(1) Empirical methods, (2) Simplified conceptual models, and (3) Hydrodynamic
models. Empirical methods are a classical approach to flood modelling. The flood-
related data(observations) of past events are collected, processed, integrated, and
analysed to estimate return periods of floods, depth–area–duration curves, and rating
curves. These curves are used to derive flood characteristics of future events. These
data collected through interviews, surveys, on-ground measurements, and satellite
imageries are a reflection of past events. The model results are often used as inputs
to other techniques, for example, information of flood extent obtained from remotely
sensed data are widely used for monitoring of floods, as well as a reference for
calibration and validation of hydrodynamic models [16]. Although these methods
are relatively faster and easier to implement than other methods, their non-predictive
nature and coarse temporal and spatial resolution have limited their use in the present
time. However, due to rapid advances in the field of remote sensing, the accuracy of
these methods is improving. Simplified conceptual models describe all components
of hydrological processes. They follow a grey box model or a parametric approach.
These models assess the model parameters from the field data as well as calibrated
data through the use of semi-empirical equations. The physical elements of the catch-
ments are represented through the number of interconnected reservoirs. The calibra-
tion requires a large number of hydrological and meteorological records. Interpreta-
tion becomes difficult as curve fitting is involved in calibration. Therefore, the impact
of land use changes cannot be assessed with much confidence [5]. Hydrodynamic
models are mathematical tools that are directed by laws of physics to describe or
replicate the motion of water. Equations are established amongst different hydraulic
variables like velocity, pressure, depth, etc., based on conservation of energy, mass,
and momentum. They are classically grouped into 1D, 2D, and 3D models on the
basis of their on their spatial illustration of flows in floodplains [17]. These models
can also be coupledwith each other to provide amore realistic scenario of stormwater
flows across the river channel and overland areas by considering the influence and
linkage between the 1D and 2D flows.

The flood-related information obtained from these hydrodynamic and hydrolog-
ical models is demonstrated as flood inundation and hazard maps to identify the
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potential areas at risk so that necessary measures can be taken for flood management
[9]. Flood inundation depth is determined by factors such as magnitude and duration
of rainfall, drainage density, size and slope of the watershed, soil and land use, and
gradient of water bodies. Flood hazard maps represent various other flood character-
istics such as flood extent and inundation depth, the velocity of flow, duration of inun-
dation, and sediment or contamination load. These maps can be utilized by common
public and civic bodies to take necessary action to reduce the flood damages. The
hydrodynamic flood modelling approach is the most widely implemented technique
by governing and research bodies of several countries. These models are highly data-
intensive and, therefore, enable the assessment of flood characteristics with greater
precision. Therefore, the lack of long-term reliable data poses a major challenge
in flood modelling especially for developing and underdeveloped countries. There
exist very few studies in the literature which have considered a coupled approach
in hydrodynamic flood modelling. The current study attempts to develop a holistic
hydrodynamic floodmodelling framework using a three-way coupled approachwhile
addressing these challenges. The framework which has been demonstrated over
Mithi catchment in Mumbai is generic and hence can be implemented over other
geographical locations, especially the ones where data scarcity created hindrance
in flood modelling. This article comprises of “Introduction” which elucidates the
past literature and objectives of the study. This manuscript comprises of the first
section, i.e., Introduction which elucidates the past literature and objectives of the
study, the second section describes the study area and its importance in demon-
strating the proposed framework followed by the third section which illustrates the
development of the proposed framework. The fourth and fifth sections discuss the
challenges addressed while developing the proposed framework and its application,
respectively. Finally, the “Conclusion” section gives an enclosure to the article by
giving insights into the proposed framework and the future prospects in regards to
its application.

2 Study Area

TheMithi catchment inMumbai with an area of around 73Km2 is amongst the major
flood-prone areas in Mumbai city (Fig. 1). The decline in water carrying capacity
of the Mithi river due to encroachment of land along the river banks, destruction of
the Mangroves uncontrolled population growth, and outdated drainage network of
the city have also contributed to the aggravation of the flooding situation. The river
originates from the Vihar lake in the east of the Sanjay Gandhi National Park at an
elevation of 246.5 m above sea level and undergoes a rapid change in slope [7] while
travelling a distance of 18.4 km to drain into the sea at Mahim creek.
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Fig. 1 Location of Mithi
catchment in Mumbai city
(India)

3 Development of Hydrodynamic Flood Modelling
Framework

Wehave developed a floodmodelling framework in the current study through a three-
way coupled hydrodynamic approach in the MIKE FLOOD interface. It assimilates
the MIKE 11 model to represent the flow through river channel with stormwater
drainage network with MIKE 21 model to represent the overland flow and has been
illustrated in Fig. 2.

MIKE 11

MIKE 11 is an engineering software model which has been developed by the Danish
Hydraulic Institute (DHI) to simulate the 1D fully dynamic flows in rivers, irrigation
systems, channels, estuaries, and other water bodies [12]. It has various editors like
river cross-section editor, river network editor, boundary editor, and hydrodynamic
editor. The Hydrodynamic (HD) module forms the primary component of the model
amongst these. It solves the Saint–Venant equations by using the implicit finite differ-
ence six points Abbott–Ionescu scheme. Various add-on modules for assessment of
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Fig. 2 Development of three-way coupled hydrodynamic flood modelling framework for Mithi
catchment

water-quality, Advection–Dispersion (AD), Rainfall-Runoff (RR), Sediment Trans-
port (ST), Flood Forecasting (FF) dam-break, etc., are also available in addition to
the other editors in the model.

Thismodel is governed by equations for the conservation ofmass andmomentum.
The continuity and momentum equations are quasi-linear, simultaneous, and hyper-
bolic type partial differentiation equations of the first order. The implicit finite differ-
ence scheme is used to solve these equations numerically. These equations are trans-
formed into a set of finite difference equations in a computational grid. A weir
equation is used to compute the lateral inflow/ outflow between the streamflow and
floodplain at the river bank.

MIKE 21

MIKE 21 model is a widely used software used for simulation of physical, chemical,
and biological processes in marine and coastal regions [6]. It is suitable for areas
where flowpaths are notwell defined, two-dimensional flows and detailed knowledge
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of velocity and depth patterns are important. It comprises of three simulation engines,
i.e., single grid, multiple grids, and flexible mesh. We have used the MIKE 21 HD
FM (Hydrodynamic Modelling Flexible Mesh) model for this current study. The
non-linear equations for conservation of mass and momentum which are space and
time-dependent are solved in theMIKE21HDFMbyutilizing anAlternateDirection
Implicit (ADI) technique [8].

In the current study, the Mithi catchment’s shapefile with the river network
obtained from the Municipal Corporation of Greater Mumbai (MCGM) along with
a synthetic stormwater drainage network has been utilized for the network editor
in the MIKE 11 model. The cross-section editor utilizes the cross-section details at
various chainages of the Mithi river and the Vakola Nala provided by the MCGM.
The time series of discharge at the start and end of the river serves as an input for
the boundary editor. The hydrodynamic editor utilizes the initial depth and discharge
of the water. For the MIKE 21 HD 1FM model, the World Digital Elevation Model
(DEM) for the Mithi catchment which describes the characteristics of terrain along
with building layer data obtained from MCGM is utilized to generate a flexible
mesh. The Manning’s M of the floodplain is deduced from the Land Use Land Cover
(LULC) acquired from National Remote Sensing Centre (NRSC). The tidal time
series at the Mahim creek obtained from Indian National Centre for Ocean Infor-
mation Services (INCOIS) is provided along the coastline where the river meets the
sea in the model. Thus, after both the 1D and 2D models are individually set up,
the MIKE 11 with the stormwater drainage network is coupled with the MIKE 21
HD FM through lateral links in theMIKE FLOOD interface. Subsequently, the flood
simulations are performed for the required extreme precipitation events to derive the
inundation and hazard maps.

4 Challenges in the Development of Hydrodynamic Flood
Model

Afine resolution Digital ElevationModel (DEM) data, the network and cross-section
details of the water bodies in the catchment, and the information about flood influ-
encers such as rainfall, discharge, and tidal elevation are the major requirements in
a hydrodynamic flood model. A time series of longer duration for these influencers
is primarily required to derive flood inundation and hazard maps for different return
periods which facilitate the urban planners, governing bodies, and disaster manage-
ment bodies for effective flood management and mitigation purpose. To compensate
for the unavailability of long-term data, we have adapted alternate robust techniques
which can be efficiently applied over other catchments as well. A detailed description
of the same has been enumerated in the following subsections.
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4.1 Rainfall Data

The long-term rainfall data for Mumbai city was obtainable only for the locations
of Santacruz and Colaba until 2005 when a very heavy precipitation event on 26th

July 2005 brought the city to a standstill and caused huge losses. This prompted the
civic body of Mumbai, the Maharashtra Corporation of Greater Mumbai (MCGM),
to establish a dense network of AutomaticWeather Stations to establish a data repos-
itory for future research. However, since long-term rainfall data is an important
requirement for estimation of design rainfall, we have adapted a regionalization-
based approach as described by [14] to obtain the rainfall depth for the required
return period. The rainfall data of Santacruz IMD for the June, July, August, and
September months between the years 1969–2012, which is situated inside the Mithi
river catchment, is utilized to derive and represent the design rainfall for the entire
area. The Peak-over-Threshold (PoT) or extreme value analysis is used to select an
optimum threshold for rainfall depth based on the Generalized Pareto Distribution
(GPD) approach.

4.2 Tidal Data

The hourly astronomical tidal data between 1900–2100 and observed minute-wise
storm tide data between 2001–2011 are obtained from Indian National Centre for
Ocean Information Services (INCOIS), Hyderabad. A tide fitting toolbox is used
to determine the tidal constituents from the astronomical tidal data [7]. Thereafter,
these components are utilized to generate a synthetic tidal time series for the observed
storm tide duration. The difference between the observed and synthetic time series
gives the surge component. The astronomical tidal height and surge component for
the desired return periods are obtained by fitting into a Generalized Extreme Value
(GEV) model and GPD model, respectively. Finally, the 24-h design tidal elevation
obtained is provided as a boundary condition along the coastline where the river
confluences into the sea to the MIKE 21 HD FM model.

4.3 Discharge Data

River discharge andwater level serve as essential inputs and are provided as boundary
conditions to the 1D model. Therefore, in absence of its observed data, the hydro-
logical model proves beneficial to simulate the discharge. In the current study, the
Soil and Water Assessment Tool, a continuous long-term physically based concep-
tual model has been used to simulate discharge at the mouth of the river originating
fromVihar Lake [1]. This model has had a wide application for modelling watershed
hydrology and for prediction of the impact of land management practices on water,
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agricultural chemical yields, and sediment in small as well as large complex basins
with varying land use land cover conditions and soil type over long periods. In this
model, the DEM is used to delineate the watershed, followed by utilizing the land
use land cover data and soil and slope data to define the Hydrological Response
Units (HRUs) and providing the weather data into the model followed by a model
run to subsequently generate discharge at the desired locations. In the current study,
discharge time series has been generated corresponding to the observed rainfall time
of Santacruz IMD station with the help of the SWATmodel. Following this, the POT
is performed over the simulated discharge time series to obtain the design discharge
for the desired return period.

4.4 Stormwater Drainage Network Data

The details of the river network, urban network, and their cross-sections which are
very crucial for a hydrodynamic flood model are many a time difficult to obtain espe-
cially for developing and underdeveloped countries. The cost of manually surveying
the details is also very high. Therefore, the fine resolutionDEMdata can be delineated
to extract the river network and cross-section details. However, the urban drainage
network cannot be delineated from the digital elevation model data. Therefore, to
overcome the issue of the unavailability of details of the urban drainage network,
several discussions were conducted with the MCGM. For an urban city, usually,
the road drainage system is designed during the construction of road networks. The
MCGM also confirmed that the stormwater drainage network is located along the
major roads of the city. Hence, the drainage network along the roads has been consid-
ered in a manner that they join the laterals and confluence into the Mithi river at the
22 different outlets. The locations of these 22 outlets were gathered from the civic
governing body. The open drains with 2 m × 2 m dimensions are created in MIKE
HYDRO from the considered synthetic drainage network (major road network) and
DEM of the study area. The cross-section details at different chainages of the river
and Vakola Nala from MCGM are utilized for cross-section editor.

5 Application of the Hydrodynamic Flood Modelling
Network

The hydrographs, flood inundation, and hazard maps are finally derived from the
developed flood modelling framework. Figure 3 represents the hydrographs at two
points of the Mithi river, i.e., at Vihar lake where the Mithi river originates and at
a point near Qube hotel in the catchment. The peak discharge observed is higher at
the Qube hotel (1173 m3/second) than that of the upstream of the river at Vihar lake
(915 m3/second).
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Fig. 3 Hydrograph of 200-year return period event at different points along the Mithi river

The flood inundation maps consider the inundation depth while the flood hazard
maps take into account both inundation depth and velocity of flow. In this study, the
Australian Flood Hazard Classification is considered to classify flood inundation and
hazard into various classes [2] as depicted in the legend of Fig. 4a, b. The inundation
is classified into low (I, II), medium (III, IV), and high (V, VI, VII) categories on the
basis of depth only, and hazard is quantified into low (I, II), medium (III, IV), and
high (V,VI) categories on the basis of both inundation depth and velocity. Figure 4a, b
represents the flood inundation and hazard map, respectively, for the 200-year return
period of rainfall, tidal data and discharge data. These types ofmaps can be utilized to
categorize the flooded areas into low,medium, and high hazard zones whichwill help
the administrative bodies and planning bodies in various administrative decisions,
flood zonation, identify areas where hydraulic structures need to be constructed for
flood management.
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Fig. 4 a Flood inundation map; b Flood hazard map for 200-year return period

Since no observed inundation maps are available to verify the performance of the
flood model, the model was run for an observed heavy rainfall event, i.e., the highest
rainfall day of the year 2013. Various reliable newspaper articles were collected to
identify the areas which had been inundated in that particular event and have been
encircled in Fig. 5. It can be seen that the flood modelling framework can simulate
the flooding scenario for the event and identify the inundated areas on the map.

6 Conclusion

The current study illustrates the development of a comprehensive flood modelling
framework based on a three-way coupled approach for a data-scarce densely popu-
lated urban coastal catchment. The MIKE FLOOD has several features such as
compatibility and integration in GIS interface, incorporation of hydraulic structures
module, assimilation of flooding,wetting anddryingdepths, amodule for considering
steep gradients, parallel GPU computations for faster simulations, and provision for
inclusion of tidal influences, which gives the hydrodynamic model an edge over
other flood models [4, 11, 13] and has been used in this study studies. The 1D model
(MIKE 11) which accounts for the river discharge with the stormwater drainage
network is coupled with the 2D model (MIKE 21) which accounts for the overland
flow, to develop a three-way coupled hydrodynamic flood modelling framework in
theMIKE FLOOD interface. The lack of data of major flood influencers like rainfall,
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Fig. 5 Validation of flood
hotspots identified from the
news reports for the 2013
event with the inundation
maps derived from the
hydrodynamic flood model

discharge, tidal height as well as details of stormwater drainage network has been
addressed by adapting alternate robust methods. The Mithi catchment, an extremely
flood-prone area in Mumbai, has been utilized to demonstrate the framework. The
flood inundation maps (based on flood depth) and hazard maps (based on depth and
flood velocity) have been derived for the study area and were validated for a past
flood event by identifying the flooded areas from newspaper articles which testifies
the credibility of the framework. The proposed framework is generic and can be
applied to other geographical locations. The information obtained from flood maps
helps the authorities in land use planning, identify the appropriate evacuation routes,
and provide optimum protection to the population by the establishment of emergency
centres. Additionally, the flood models can be integrated with rainfall forecasts to
obtain flood forecasts. The data inventorization of flood hazard maps, along with
vulnerability and risk maps and flood forecasts on a timely basis, can be utilized to
create aweb-basedflood information systemand categorize theflood-prone areas into
different zones based on the intensity of hazard and can increase awareness amongst
public, stakeholders, and authorities about the likelihood of floods and vulnerable
areas and enable in informed decision making.
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Assessment of Stormwater Runoff
of Padma Bridge Link Road at Southwest
Part of Dhaka Using Geo-SWMM

Sabrina Rashid Sheonty, Joyti Mabruk, and Sabbir Mostafa Khan

1 Introduction

Drainage congestion is a common phenomenon for urban areas of Bangladesh. The
capital Dhaka faces frequent waterlogging just after a short rainfall event. Espe-
cially during monsoon many areas of Dhaka go under water because the inadequate
drainage cannot carry the huge volume of stormwater. The main reasons behind it
are the encroachment of canals or khals and the unplanned and inadequate drainage
in the city. Moreover, the impact of climate change can make the situation worse in
future. The change in precipitation pattern can generate much more stormwater than
expected. Thus, climate factors are creating challenges for sustainable stormwater
management for future. Apart from that, the unplanned urbanization is increasing due
to the population growth surroundingDhaka.As a result, unplanneddrainage network
is being constructed which can impose significant threat to these newly developed
areas. Keraniganj is such an urbanized area near Dhaka beside the river Buriganga
and Dhaleshwari where several development projects like ‘China-proposed housing
project’, ‘Construction of 252 long girder bridge project’, and ‘Jhilmil Project’ are
going on [1–3]. Especially the southwest part consisting of Tegharia and Baghair are
being developed rapidly.

The Padma Bridge is called the dream project of Bangladesh. Basically, it is a
multimodal transportation system of road-rail bridge across the Padma River. Previ-
ously there was no directly connected transportation from the southern part of the
country with the capital Dhaka. It used to take a long time to cross the ferry to
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move from south part of the country to Dhaka. This project will connect Louha-
jang, Munshiganj, Shariatpur, and Madaripur to northern and eastern regions. More-
over, it will provide direct connectivity between the central and southwestern part
of the country through a fixed link on the Padma River at Mawa-Janjira points. The
project will boost the economic and industrial development of this region which was
previously underdeveloped due to the lack of transportation facilities. It is going to
increase the GDP of Bangladesh by 1.2%. The Padma Bridge link road from Dhaka
to Mawa through Keraniganj is an important part of the Padma Bridge Multipurpose
project. Significant development is taking place at of Keraniganj and surrounding
areas due to the construction of the Padma bridge. The link road passes through two
unions, Tegharia and Baghair, which are two important unions of Keraniganj. Due
to the construction of the link road, unplanned constructions are observed around
these areas. These unplanned activities can obstruct the storm water to flow and
create waterlogging. To overcome the problem of waterlogging in the study area,
it is important to make proper analysis in this regard. Thus, in this study area, two
separate hydrologicmodels have been developed in two unions—one in Tegharia and
another in Baghair. Both the catchments have been modeled in GeoSWMM, and the
peak runoff of this catchment is determined for 5 years and 10 years return period.
Finally, the stormwater drainage network is designed using the GeoSWMM model
results.

Previouslymany areas inBangladeshweremodeled inGeoSWMM,and the runoff
was estimated from themodel simulation.Maliha [4]worked on design of stormwater
network on Bogra city. In this study, peak runoff and the maximum flows in the
design canals were estimated using the GeoSWMM model. Abdullah [5] applied
GeoSWMM model in the Tangail Sadar Upazilla, where there is a lack of planned
and adequate drainage network system. The main objectives of the study were to
evaluate present drainage circumstances, recognize the future necessities, and design
of cross-sectional areas of conduits. Chattogram is a megacity with serious drainage
problems. Several studies were observed there using GeoSWMM. Mohammad [6]
applied GeoSWMM in the Eastern part of Chattogram City where Islam [7] did the
same for Western part of Chattogram City.

2 Study Area

Keraniganj stands on the southwest side of Dhaka City on the bank of the Buriganga
andDhaleshwari rivers. It is located in between 23° 36′ 27.924′′ Nand23° 46′ 45.628′′
N latitudes and in between 90° 13′ 16.089′′ E and 90° 28′ 35.531′′ E longitudes. The
study area comprises Tegharia and Baghair union and its surroundings of Keraniganj.
The different upazillas/thanas of Dhaka along with Keraniganj and different unions
of Keraniganj are shown in parts ‘a’ and ‘b’ of Fig. 1 accordingly.
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Fig. 1 a Keraniganj Upazilla in Dhaka District (Source Author) b Unions of Keraniganj (Source
Banglapedia)

3 Methodology

3.1 Data Collection

Digital Elevation Model (DEM) and rainfall data of the study area were required for
this study. The ASTER Global DEM of Bangladesh having resolution of 30 m was
collected from USGS Earth Explorer website. After that, the study area was clipped
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from it. For this study, the Daily rainfall data at Dhaka station for the time period of
(1965–2015) was collected from Bangladesh Meteorological Department (BMD).

3.2 Frequency Analysis

Numerous distributions can be applied on the basis of their ability to fit the plotted
data from streams. Log Normal, Log-Pearson Type III (LP3), Extreme Values Type
1 (EV1), or Gumbel Distribution has been widely used for frequency analysis. For
Bangladesh EV1 Distribution was found suitable to fit peak flow data in several
rivers [8]. Thus, the EV1 or Gumbel Distribution was selected to estimate extreme
rainfall during the considered period. Moreover, 2 h 5 and 10 years were selected
as return period in this study. It was selected based on some previous studies and
guidelines. In Bangladesh, 5 years return period was applied in the Master Plan for
Greater Dhaka Protection Project of Bangladesh Flood Action Plan no. 8A (FAP
8A) in 1992 for Khal Improvement and Trunk Drain. In another study of BWDB
after flood event of 2004, the design return period was taken as 5 year for internal
drainage for upgrading previous studies on combined flood protection embankment
and bypass project for Eastern Dhaka. In India, 2–5 years return period for rainfall
is taken as common practice for design of drainage system in the residential areas.
According to the reference of Rajasthan Urban Infrastructure Development Project,
if there is any industrial and commercial area, the design return period is considered
as 5–10 years. Apart from that, a study [9] had been done to define a methodology to
identify the optimal rainfall return period for the design of urban drainage systems
which was applied to a small urban catchment in Palermo (Italy) and the optimal
solution was found a design rainfall period of 10 years.

Thus, from maximum annual rainfall data of study area, the frequency analysis
was done for 5 years and 10 years return period by Gumbel distribution using Eq. (1)

XT = x + Kσn−1 (1)

where

XT value of the variable x of a hydrologic series with a return period T
x̄ mean of the variate
K frequency factor
σn-1 standard deviation of the sample.

According to JICA reports, percentage of the rainfall with 5 years and 10 years
return period is determined for different time steps which is shown in Table 1.
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Table 1 Percentage of rainfall for different time steps for 5 and 10 years return periods (according
to JICA reports)

Time step (h) Percentage (%) 5 years return period XT =
187.3136 mm

10 years return period XT =
226.1656 mm

0–4 9 16.858224 20.354904

4–8 15 28.09704 33.92484

8–12 44 82.417984 99.512864

12–16 16 29.970176 36.186496

16–20 9 16.858224 20.354904

20–24 7 13.111952 15.831592

3.3 Watershed Delineation and Model Simulation

For delineation watersheds of the two models in Tegharia and Baghair, ASTER
DEM file of Bangladesh was used. This raster was clipped according to the study
area shapefile for both the models. Existing stream network was digitized with the
help of Google earth for the creation of “AGREE DEM”. Watershed delineation of
both the models of the study area was done using GeoSWMM. The subcatchments
of delineated watershed of both the models are shown in Fig. 2.

After the delineation of watershed, the conduits, junctions, and outfalls were
generated and widths and slopes of subcatchments were calculated for both the

Fig. 2 Subcatchments of delineated watershed of Tegharia and Baghair
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models. Finally, the models were simulated for 5 and 10 years return period.
Maximum flow, average water depth, maximum flow velocity, volume of water,
etc. were obtained from model outputs of 5 and 10 years model simulation.

4 Results and Discussions

4.1 Model Simulated Results

After delineating thewatershedusingGeoSWMM, themodel ofTeghariawas divided
into 30 subcatchments and Baghair into 12 subcatchments. After the model simula-
tions for 5 and 10 years return period, the runoff values were exported from model
output. The runoff values of each subcatchment for both the models are given in
Tables 2, 3, 4, 5, 6 and 7. The maximum value of peak runoff for 5 years return
period for Tegharia is 1.77 CMS and for Baghair is 1.23 CMS and for 10 years
return period the value for Tegharia is 2.25 CMS and for Baghair is 1.56 CMS. The
maximum value of total runoff for 5 years return period is around 116.67 mm for
Tegharia and 127.97 mm for Baghair and for 10 years return period it is 141.97 mm
for Tegharia and 155.87 mm for Baghair. The maximum value of runoff co-efficient
for 5 years return period is around 0.62 for Tegharia and 0.68 for Baghair and for
10 years return period it is 0.63 and 0.69.

4.2 Estimation of Area of the Drainage Conduit

The cross-sectional areas of the conduits are estimated by using the continuity equa-
tion from the model simulated values. While designing the drainage conduits, non-
silting and non-scouring velocity 0.8 m/s was considered as design velocity. The
proposed cross sections of the conduits are shown in Tables 8–9.

4.3 Calibration

To evaluate the performance of the model it is important to calibrate and validate
both the models. As the study area is rapidly changing due to the development of the
Padma bridge, there are limitations of observed up to date data for calibration. Also,
relevant MODIS data was not available for calibration. So, following a different
methodology, the pseudo calibration was done for both the models. Land use map
was collected from CEGIS (Center for Environment and Geographic Information
Services) for pseudo calibration. Using the land use map the surface cover of every
catchment can be determined and the runoff coefficient can be calculated from it.
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Table 2 Subcatchment runoff for 5 years return period for Tegharia

Subcatchment no Total
precipitation
(mm)

Total runoff (mm) Peak runoff
(CMS)

Runoff
coefficient

W24 187.4 102.1 0.89 0.55

W25 187.4 109.58 0.05 0.59

W28 187.4 76.48 0.11 0.41

W34 187.4 94.8 0.29 0.51

W37 187.4 87.5 0.60 0.47

W39 187.4 80.22 0.78 0.43

W40 187.4 72.93 0.83 0.39

W42 187.4 116.67 1.77 0.62

W43 187.4 87.51 0.56 0.47

W45 187.4 102.83 0.82 0.55

W46 187.4 76.57 0.65 0.41

W47 187.4 113.01 0.45 0.61

W48 187.4 87.51 0.90 0.47

W50 187.4 109.38 0.48 0.59

W51 187.4 94.80 0.21 0.51

W52 187.4 105.74 0.39 0.57

W53 187.4 72.93 0.19 0.39

W54 187.4 105.74 0.23 0.57

W55 187.4 98.45 0.55 0.53

W56 187.4 87.51 0.11 0.47

W57 187.4 96.98 0.64 0.52

W58 187.4 109.38 0.96 0.59

W59 187.4 80.22 0.20 0.43

W60 187.4 76.57 0.31 0.41

W62 187.4 72.92 0.59 0.39

W64 187.4 105.74 0.76 0.57

W67 187.4 109.37 0.20 0.59

W69 187.4 102.09 0.64 0.55

W86 187.4 94.8 0.52 0.51

W87 187.4 91.16 0.12 0.49

The types of land use are divided into the following categories: residential built
ups, city business areas, cultivated lands or vegetation, waterbodies, and barren land.
According to the Ohio Department of Transportation Hydraulics Manual, Runoff
Coefficient for the Rational Method for 3 types of slopy lands are shown in Table 10.
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Table 3 Subcatchment runoff for 10 years return period for Tegharia

Subcatchment no Total
precipitation
(mm)

Total runoff (mm) Peak runoff
(CMS)

Runoff
coefficient

W24 226.2 124.42 1.10 0.55

W25 226.2 133.38 0.07 0.59

W28 226.2 93.03 0.14 0.41

W34 226.2 115.69 0.36 0.51

W37 226.2 106.45 0.77 0.47

W39 226.2 97.73 0.97 0.43

W40 226.2 89.04 1.04 0.39

W42 226.2 141.97 2.25 0.63

W43 226.2 106.59 0.69 0.47

W45 226.2 125.42 1.01 0.55

W46 226.2 93.39 0.81 0.41

W47 226.2 137.48 0.58 0.61

W48 226.2 106.57 1.12 0.47

W50 226.2 133.07 0.61 0.59

W51 226.2 115.83 0.26 0.51

W52 226.2 128.86 0.48 0.57

W53 226.2 88.94 0.24 0.39

W54 226.2 129.07 0.28 0.57

W55 226.2 120.05 0.68 0.53

W56 226.2 105.55 0.14 0.47

W57 226.2 118.02 0.80 0.52

W58 226.2 133.11 1.21 0.59

W59 226.2 97.88 0.25 0.43

W60 226.2 93.38 0.38 0.41

W62 226.2 88.81 0.73 0.39

W64 226.2 128.91 0.94 0.57

W67 226.2 133.05 0.27 0.59

W69 226.2 124.32 0.80 0.55

W86 226.2 115.68 0.65 0.51

W87 226.2 111.38 0.15 0.49

The slope of the study areawas found less than 2%, so the area is considered as flat.
So, the runoff co-efficient values taken are as follows: for apartments dwelling areas
or residential built ups: 0.5; City Business areas: 0.8; Cultivated lands or vegetation:
0.5; Barren land: 0.25; and Waterbodies: 0. Depending on land use, the run-off
coefficient of a catchment is obtained by the following equation:
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Table 4 Subcatchment runoff for 5 years return period for Baghair

Subcatchment no Total
precipitation
(mm)

Total runoff (mm) Peak runoff
(CMS)

Runoff
coefficient

W61 187.4 88.89 0.85 0.47

W65 187.4 93.93 1.19 0.50

W66 187.4 61.67 0.72 0.33

W68 187.4 69.29 0.70 0.37

W71 187.4 105.83 0.68 0.58

W72 187.4 127.97 0.20 0.68

W73 187.4 90.64 1.23 0.48

W74 187.4 69.28 0.75 0.37

W75 187.4 110.09 0.96 0.59

W76 187.4 54.81 0.29 0.29

W80 187.4 61.95 0.63 0.33

W81 187.4 69.06 1.00 0.37

Table 5 Subcatchment runoff for 10 years return period for Baghair

Subcatchment no Total
precipitation
(mm)

Total runoff (mm) Peak runoff
(CMS)

Runoff
coefficient

W61 226.2 108.23 1.06 0.48

W65 226.2 115.83 1.56 0.51

W66 226.2 74.89 0.88 0.33

W68 226.2 84.13 0.85 0.37

W71 226.2 128.52 0.83 0.57

W72 226.2 155.87 0.25 0.69

W73 226.2 110.09 1.50 0.49

W74 226.2 84.12 0.91 0.37

W75 226.2 134.07 1.20 0.59

W76 226.2 66.67 0.36 0.29

W80 226.2 75.22 0.76 0.33

W81 226.2 83.86 1.22 0.37

Runoff coefficient = (% of residential built ups ∗ 0.5 + % of City Business areas ∗ 0.8+
% of vegetation ∗ 0.5 + % of barren land ∗ 0.25 + % of waterbodies ∗ 0)/100

Using this equation, the runoff co-efficient of each subcatchment of both Tegharia
and Baghair were calculated. After that, these values were compared with the model
simulated runoff co-efficient values found from both the model outputs. Thus, the
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Table 6 Conduit flow for 5 and 10 years return period for Tegharia

Conduit Maximum flow
(CMS) (5 year)

Maximum flow
(CMS) (10 year)

Conduit Maximum flow
(CMS) (5 year)

Maximum flow
(CMS) (10 year)

C19 0.05 0.07 C52 0.63 0.80

C24 0.16 0.21 C53 5.33 6.69

C33 0.29 0.36 C54 6.58 8.24

C36 0.59 0.76 C55 0.19 0.24

C38 1.62 2.01 C56 0.23 0.28

C39 1.30 1.62 C57 4.49 5.62

C40 0.84 1.04 C58 0.11 0.14

C42 4.67 5.85 C59 5.33 6.68

C43 1.13 1.43 C60 12.85 16.09

C45 0.84 1.04 C61 0.20 0.25

C46 0.67 0.83 C62 13.71 17.17

C47 2.41 3.04 C64 0.60 0.74

C48 3.78 4.74 C66 14.58 18.24

C49 0.52 0.65 C69 0.20 0.26

C51 0.47 0.61 C71 15.37 19.24

Table 7 Conduit flow for 5
and 10 years return period for
Baghair

Conduit Maximum flow (CMS) (5
year)

Maximum flow (CMS)
(10 year)

C63 0.83 1.04

C67 1.71 1.53

C68 0.72 0.88

C70 0.72 0.88

C73 0.70 0.86

C74 1.68 2.08

C75 3.59 4.44

C76 0.77 0.94

C77 6.01 7.42

C78 0.30 0.38

C82 8.95 11.13

C88 6.89 8.50

calibration was completed. In Table 11, a summary of calibration is shown by
comparing between the 5 years simulated runoff co-efficient and estimated runoff
co-efficient values of both the models.

For both models, almost for all the subcatchments the model simulated and calcu-
lated runoff coefficients are close which indicates the model can predict the runoff
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Table 8 Cross-sectional area for 5 and 10 years return period for Tegharia

Conduit Area (m2)
(5 year)

Area (m2)
(10 year)

Conduit Area (m2)
(5 year)

Area (m2)
(10 year)

C19 0.06 0.09 C52 0.79 1.00

C24 0.20 0.26 C53 6.66 8.36

C33 0.36 0.45 C54 8.23 10.30

C36 0.74 0.95 C55 0.24 0.30

C38 2.03 2.51 C56 0.29 0.35

C39 1.63 2.03 C57 5.61 7.03

C40 1.05 1.30 C58 0.14 0.18

C42 5.84 7.31 C59 6.66 8.35

C43 1.41 1.79 C60 16.06 20.11

C45 1.05 1.30 C61 0.25 0.31

C46 0.84 1.04 C62 17.14 21.46

C47 3.01 3.80 C64 0.75 0.93

C48 4.73 5.93 C66 18.23 22.80

C49 0.65 0.81 C69 0.25 0.33

C51 0.59 0.76 C71 19.21 24.05

Table 9 Cross-sectional area for 5 and 10 years return period for Baghair

Conduit Area (m2)
(5 year)

Area (m2)
(10 year)

Conduit Area (m2)
(5 year)

Area (m2)
(10 year)

C63 1.04 1.30 C75 4.49 5.55

C67 2.14 1.91 C76 0.96 1.18

C68 0.90 1.10 C77 7.51 9.28

C70 0.90 1.10 C78 0.38 0.48

C73 0.88 1.08 C82 11.19 13.91

C74 2.10 2.60 C88 8.61 10.63

quite efficiently. Slightly more variation between simulated and calculated runoff
coefficient has been observed for subcatchment 57 and 58 at Tegharia and subcatch-
ment 65 and 72 at Baghair. It indicates Tegharia and Baghair models slightly over-
estimate runoff for w57, w58 and w72 where for w72 the Baghair model estimates
slightly lower runoff. But overall, the variation in total runoff is not too significant
for both the models.
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Table 10 Runoff coefficient for the rational method (Source: ODOT)

Land use Flat Rolling Hilly Land use Flat Rolling Hilly

Pavement & roofs 0.9 0.9 0.9 Side slopes, turf 0.3 0.3 0.3

Earth shoulders 0.5 0.5 0.5 Median areas, turf 0.25 0.3 0.3

Drives and walks 0.75 0.8 0.85 Cultivated lands, clay
and loam

0.5 0.55 0.6

Gravel pavement 0.85 0.85 0.85 Cultivated lands, sand
and gravel

0.25 0.3 0.35

City business area 0.8 0.85 0.85 Industrial areas, light 0.5 0.7 0.8

Apartment dwelling
areas

0.5 0.6 0.7 Industrial areas, heavy 0.6 0.8 0.9

Light residential 0.35 0.4 0.45 Parks & cemeteries 0.1 0.15 0.25

Normal residential 0.5 0.55 0.6 Playgrounds 0.2 0.25 0.3

Dense residential 0.7 0.75 0.8 Woodlands & forests 0.1 0.15 0.2

Lawns 0.17 0.22 0.35 Meadows & pasture
land

0.25 0.3 0.35

Grass shoulders 0.25 0.25 0.25 Unimproved areas 0.1 0.2 0.3

Side slopes, Earth 0.6 0.6 0.6

5 Conclusion

The Padma Bridge Link road is one of the most important parts of the Padma bridge
multipurpose project. Hence, stormwater drainage management of its corresponding
area is essential to protect it. Now-a-days, GeoSWMM is considered as an effective
tool to estimate the urban stormwater. Thus, in this study, Geo-SWMM was used to
develop two models in Tegharia and Baghair. The maximum value of total runoff
for 5 years return period is around 116.67 mm for Tegharia and 127.97 mm for
Baghair and for 10 years return period it is 141.97 mm for Tegharia and 155.87 mm
for Baghair. The maximum value of runoff co-efficient for 5 years return period is
around 0.62 for Tegharia and 0.68 for Baghair and for 10 years return period it is 0.63
and 0.69 for Tegharia and Baghair. The findings of the study indicate that Tegharia
and Baghair may experience an increase of 21.8% and 21.7% stormwater runoff in
future.
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Table 11 Summary of calibration

Tegharia Baghair

Subcatchment Model
simulated
runoff
co-efficient

Calculated
runoff
co-efficient

Subcatchment Model
simulated
runoff
co-efficient

Calculated
runoff
co-efficient

W24 0.55 0.54 W61 0.47 0.59

W25 0.59 0.57 W65 0.50 0.55

W28 0.41 0.40 W66 0.33 0.33

W34 0.51 0.52 W68 0.37 0.38

W37 0.47 0.48 W71 0.58 0.55

W39 0.43 0.44 W72 0.68 0.63

W40 0.39 0.44 W73 0.48 0.49

W42 0.62 0.60 W74 0.37 0.36

W43 0.47 0.48 W75 0.59 0.58

W45 0.55 0.55 W76 0.29 0.3

W46 0.41 0.42 W80 0.33 0.32

W47 0.61 0.60 W81 0.37 0.35

W48 0.47 0.49

W50 0.59 0.57

W51 0.51 0.52

W52 0.57 0.59

W53 0.39 0.38

W54 0.57 0.56

W55 0.53 0.52

W56 0.47 0.48

W57 0.52 0.49

W58 0.59 0.56

W59 0.43 0.44

W60 0.41 0.40

W62 0.39 0.40

W64 0.57 0.58

W67 0.59 0.59

W69 0.55 0.56

W86 0.51 0.50

W87 0.49 0.48
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Physics Informed Neural Network
for Spatial-Temporal Flood Forecasting

Ragini Bal Mahesh, Jorge Leandro, and Qing Lin

1 Introduction

Flood forecasting plays a prominent role today in flood management. There has been
a transition in flood mitigation measures from a structural approach to non-structural
approaches such as flood forecasting and early warning system; this transition is
because no single mitigation or defense measure is entirely adequate [12]. The flood
forecasting techniques help in flood management preparedness and early warning
systems by providing an extended lead time for the decision-makers [29].

Conventionally, flood forecasting is performed by physically based models or
conceptual models [5]. The conceptual hydrological models are usually based on
the continuity equation where the dynamic and kinematic wave is applied, while the
hydraulic routing is physically based and the fully dynamic Saint Venant Equations is
numerically solved [12, 22]. A physically based model provides accurate results but
is computationally expensive, scales with domain size, requires large geometry data,
and does not meet real-time applications due to the large number of computations
performed.

The data-driven model, such as Artificial Neural Network (ANN) for flood fore-
casting, has been very promising [17]. Artificial Neural Networks are algorithms
used to map input and output through a mathematical relation. It is made of a neuron
structure organized in layers. Stacking multiple layers of this structure allows deter-
mining complex non-linear relationships [10]. Rumelhart et al. [26] were the first to
train such a neural network to learn with backpropagation training. LeCun et al. [18]
pioneered deep learning where multilayer perceptron stacked with a dense number
of hidden layers to form a deep neural network. Thus, such a network that determines
complex non-linearities finds its place in a hydrological application. However, the
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ANNs are still inferior to the classical method of solving the Saint Venant Equa-
tions in terms of accuracy. Therefore, it has always resulted in tradeoff between the
model performance and computational efforts while selecting an appropriate model.
Several architectures that are available under the ANN structure have been applied
to flood forecasting. Lin et al. [19] used ANN to determine the flood inundation
maps. Kasiviswanathan et al. [15] applied ANN for flood forecasting, where they
comparedWavelet-Based Neural network (WNN) with ANN in terms of the forecast
accuracy and precision at various lead-times. Elsafi [7] did an ANN study for flood
prediction where ANN was applied at specific locations to determine the prediction
using the upstream boundary condition. Kratzert et al. [17] tackle the loss of the
input information’s sequential order in a neural network using the Recurrent Neural
Network (RNN), where Long Short-Term Memory (LSTM) models are state of the
art. Another similar test was performed by Sit and Demir [31] for the applicability of
neural networks for flood forecasting where the gradient vanishing problem of RNN
was addressed, and the Gated Recurrent Unit (GRU) was used as the network archi-
tecture. Bhola et al. [3] have used Computer Vision to determine flood inundation
forecast. Due to the complex nature of flood forecasting, researchers have always
implemented leading and promising architecture.

Research in deep learning has progressed to utilize physics information to either
solve PDE or enhance a PDE solver. The latter uses neural networks to boost the
PDE solver; such a field is called Geometric Deep Learning. Haehnel et al. [11]
used the domain decomposition technique from Computational Fluid Dynamics,
where the deep learning models are trained at subdomain levels under the boundary
condition constraint to monitor and forecast air pollution. In a CFD-driven machine
learning model, Zhao et al. [35] used RANS to model turbulence and a machine
learning model to correct the error between the turbulence and direct numerical
simulation. Dockhorn [6], through his work, discussed solving PDE such as Navier
Stokes Equation using combined loss function and BFGS optimizer. Baymani et al.
[2] also utilized ANN to solve the Navier Stokes Equation, where a stream function is
used in the error function to drive it to a minimum.Wave propagation with the neural
network has been explored with different architecture on image datasets [8, 32]. The
most popular research to solve the PDE using a neural network is by Raissi et al. [25].
They introduced PINN that is capable of solving any physical law governing the data.
PINNs are deep learning techniques used to solve the Partial Differential Equation
(PDE) by approximating a solution to the PDE. The hypothesis for PINNs is to bridge
the gap between classical methods and the data-driven neural networks by utilizing
available physics information. The Navier Stokes Equation has been encoded in
the PINNs in such an application case [24]. PINN implementations further include
seismic wave propagation [14] and flood forecasting with image datasets [23]. The
PINNs could be an efficient solution to tackle the tradeoff between the performance
and the computational efforts. They are very recent advancements; therefore, there
is currently every less or no research where the PINNs are constrained with Saint
Venant Equations for flood forecasting using numerical data.
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This work focuses on PINNs for spatial-temporal scale flood forecasting with
priori information of the Saint Venant Equations. It comprises an encoded structure
of physics law with the inclusion of PDE loss function, which introduces the priori
information into the system of neural network explicitly. Numerical simulations of
the Saint Venant Equations are performed to generate synthetic datasets to establish
and evaluate the performance PINNs.

2 Methodology

2.1 Artificial Neural Network

Artificial Neural Network (ANN) is amachine learning algorithm inspired by biolog-
ical neurons. Perceptron [33] is the simplest available ANN architecture. It is a single
layer neural network that consists of a single neuron, input parameters, weights, bias,
and activation function. The output (y) is computed bymultiplying the input parame-
ters (xn) with weights (wn) and later added together to form aweighted sum onwhich
an activation function ( f ) is applied to introduce non-linearity. The output is math-
ematically expressed by Eq. (1), where w0 is the bias. The perceptron converges to a
solution only if the training data is linearly separable, and a multi-layer perceptron
overcomes the limitation of the perceptron by stacking many perceptrons together
[9]. It consists of an input layer, one or more hidden layers, and an output layer.
Each layer is a collection of vertically stacked neurons. Every neuron in a layer is
connected to every neuron in the next layer and, therefore, is fully connected.

y = f

(
w0 +

n∑
i=1

wi xi

)
(1)

Rumelhart et al. [26] were the first to apply the backpropagation algorithm to a
multilayer neural network. Backpropagation is the backward propagation of error for
the trainingof a feed-forwardneural network.At the endof feed-forwardpropagation,
the error between predicted and target output is determined with a loss function.
The objective of training with backpropagation is to reduce the loss function to a
minimum. It is achieved by gradually adjusting the weights in a backward direction.
A chain rule is used to approximate the derivative of the loss function with respect
to every weight in the network as given by Eq. (2), where L is the loss function, wi, j

are the weights for node (i, j), yi is the output, and
∑

wi xi is the weighted sum of
input node and weights.

∂L

∂wi, j
= ∂L

∂yi
.

∂yi
∂

∑
wi xi

.
∂

∑
wi xi

∂wi, j
(2)
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Backpropagation is extremely efficient as the weights are computed at each layer
and reused for calculation at the next layer rather than applying chain rule at every
weight individually. The new computed weights are later updated throughout the
network. There are various algorithms to perform this backpropagation. The basic
algorithm is stochastic gradient descent, where a single training example is used for
each iteration and weight updates. The learning process is regulated by the learning
rate (L), which remains constant throughout the training. The Adam optimizer [16]
is an extension to the stochastic gradient descent where the update for each weight
wi, j is performed with Eqs. (3)–(7), where ε is the learning rate, gt is the gradient,
νt is the exponential gradient, st is the exponential gradient of the squares of the
gradient, and β1 = 0.9, β2 = 0.999 are hyperparameters with default values.

wt+1
i, j = wt

i, j − η
∂Lt

∂wt
i, j

(3)

νt = β1νt−1 − (1 − β1) ∗ gt (4)

st = β2st−1 − (1 − β2) ∗ g2t (5)

�wt = −η
vt√
st+ ∈ ∗ gt (6)

wt+1 = wt + �wt (7)

In this work, the implemented model is a Keras (2.2.4 version) sequential model
that allows for stackingmultiple layers in sequential order. A fully connected network
is createdwith one input layer, three hidden layers, and one output layer. The shape of
the input is five unless specified and output neurons are two. The model is compiled
after defining the structure and the hyperparameter setting. The hyperparameter
configuration is based on (i) hyperparameter tunning through grid search of neurons
(5, 15, 25), (ii) industry expertise, (iii) published research [19, 28], or (iv) default
values of the library. An overview of the parameter and hyperparameter setting for
this work is tabulated in Appendix 1. The parameters in the Saint Venant Equations
(Eq. (8)), along with boundary discharge, were used as the input information. The
flow of information is from five input neurons with data labels as boundary discharge
(q, m3/s), manning’s friction coefficient (n), slope (S), time (t, s), and distance (x,
m). The vector of these input data is passed through the input layer, hidden layers,
and finally to the output layer with two outputs: water depth (h, m) and velocity (v,
m/s), creating an encoded structure ANN. Apart from this encoded architecture, a
basic architecture is created to evaluate the significance of the encoded structure.
This basic architecture has one input neuron, i.e., boundary discharge (q), and two
output neurons: h and u.
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2.2 Physics Informed Neural Network

Physics Informed Neural Network (PINN) is a deep learning technique for solving
PDE. A neural network is built that minimizes the loss function with the priori infor-
mation encoded. Priori information acts as a regularizing agent by narrowing the true
solution space, and also, the encoded structure quickly steers toward the right solu-
tion. As a priori information, the PDE is introduced in the neural network by imple-
menting a loss function leveraging the Automatic Differentiation (AD) [1] technique
to determine its derivatives. AD works on the principle of augmenting the standard
computation with derivative computation. This leads to a numerical computation
consisting of operators whose derivatives are known. An overall derivative is deter-
mined by combining the operators with the chain rule. The gradients are calculated
using the Kgradients from the Keras library.

The total loss function of the PINNs includes regression loss and a PDE loss.
The PDE loss is implemented such that the equation reduces to zero when the error
is zero. The Saint Venant Equations with source terms given in Eq. (8) [4, 20, 27,
34] is implemented as the PDE loss, where S0 is the bed slope, S f is the friction
term, and n is the manning’s coefficient. The constructed loss function is given by
Eqs. (10)–(13), where ui

∧
(m/s) and hi

∧

(m) are outputs.

∂ui
∂t

+ ui
∂ui
∂x

+ g
∂hi
∂x

− gS0 + gS f = 0 (8)

S0 = −S S f = n2u2i

∧

h4/3i

∧ (9)

Loss = MSEu + MSE f + MSEPDE (10)

MSEu = 1

N

N∑
i=1

∣∣ui − ui
∧∣∣2 (11)

MSE f = 1

N

N∑
i=1

∣∣∣hi − hi
∧∣∣∣2 (12)

MSEPDE = 1

N

N∑
i=1

|∂ui
∂t

+ ui
∂ui
∂x

+ g
∂hi
∂x

− gS0 + gS f |2 (13)
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Fig. 1 A schematic representation of physics informed neural networks (PINNs) for solving Saint
Venant equations with combined loss function

A schematic representation of the physics informed artificial neural network is
given in Fig. 1, which consists of standard neural network and PDE is the partial
differential equation. The loss function is evaluated by computing the derivatives
through automatic differentiation. The combined loss is minimized to obtain an
approximation for the PINN. In this work, in addition to the artificial neural network
described in Sect. 2.1, the physics informed artificial neural network was established
while keeping the remaining settings and hyperparameters the same.

2.3 Synthetic Dataset

The synthetic dataset used to train, validate, and test the neural networks are gener-
ated with FullSWOF-2D (Full Shallow Water Equation for Overland Flows) [4].
Firstly, a study area of 1000 m is set up in FullSWOF-2D with the input boundary
condition synthesized from the SCSHydrographmethod [30]. Only 14Direct Runoff
Hydrographs resulting from the best combination of effective rainfall duration (1–
6 m) and rainfall depth (1–8 cm) are selected. The selection is made such that the
peak discharges (qp) are between the range of 2–18 m3/s, and it is spread over low
(2–5 m3/s), medium (6–14 m3/s), and high (15–18 m3/s) flow. The data is generated
by running the simulations in FullSWOF-2D for 34 flood scenarios designed by
creating a combination of the three stream characteristics: slope, friction coefficient,
and peak discharge. Only the necessary features as that of the Saint Venant Equations
are extracted and split into training, validation, and test dataset at 1 s timestep interval
and 500 grid points. The validation and test dataset remains the same for all model
except for the dataset with varied slope.

The datasets are designed to meet the requirement of different model analyses.
The original training dataset (Appendix 3) has 8 flood scenarios respecting the split
rule of ~70% of the entire dataset while the rest ~30% made up validation dataset
with 3 flood scenarios. The test dataset is carefully designed with 6 different flood
scenarios. In the original training dataset, the 8 flood scenarios are designed by
varying 3 slope values (1/100, 1/500, 1/1000) with 3 friction coefficients (0.025,
0.035, 0.045), resulting in 8 combinations (except one scenario with Fr > 1) for
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which low, medium, and high peak discharges are assigned. Larger timesteps (3 s,
5 s) in addition to the original 1 s timestep were explored to find a feasible larger
timestep for the PINN in order to reduce the training time.

2.4 Model Evaluation

The model’s performance is measured through accuracy. The metrics used in this
work are Mean Squared Error (MSE), Coefficient of Determination (R2), and Nash
Sutcliffe Efficiency (NSE) [13].MSE is the squared absolute error between the output
and the target values. It is given by Eq. (14), where N is the number of training
samples, di are the target values, and yi is the output values. R2 is used to evaluate
the linear correlation between target and output values. It signifies the goodness

of fit of the model. It is given by Eq. (15), where d is the mean of target values
and y is the mean of output values. NSE metric is used for hydrological prediction
evaluation; it takes into consideration different catchment dynamics. It is determined
using Eq. (16).

MSE = 1

N

N∑
i=1

(di − yi )
2 (14)

R2 =

⎡
⎢⎢⎣

∑N
i=1

(
di − d

)(
yi − y

)
√∑N

i=1

(
di − d

)2 ∑N
i=1

(
yi − y

)2
⎤
⎥⎥⎦

2

(15)

NSE = 1 −
∑N

i=1(di − yi )
2

∑N
i=1

(
di − d

)2 (16)

The model architectures in this work consist of two outputs (h, u). For each
output, an average metric (MSE, NSE, R2) is computed by taking the average of 6
flood scenarios in the test dataset. The model’s overall performance is evaluated as
an average of averaged metric values, i.e., average MSE = 0.5 * (average MSE of u
+ average MSE of h). Similarly, the average R2 and average NSE is determined.



84 R. B. Mahesh et al.

Table 1 ANN 1 and ANN 2 model performance on evaluation metrics for test dataset

Model Avg. MSE Avg. h MSE Avg. u MSE Avg. R2 Avg. NSE

ANN 1 0.3771 0.4824 0.2719 0.70 0.44

ANN 2 0.0554 0.0785 0.0323 0.98 0.93

3 Results and Discussions

3.1 Artificial Neural Network Model

A basic ANN (ANN 1) architecture and an encoded structure ANN (ANN 2) is
implemented under the ANN Framework with hyperparameter settings that were
preconfigured (Appendix1) or obtained throughgrid search (Appendix2). The results
of both models are shown in Table 1. The average MSE of ANN 1 is high with a
value of 0.3371, and the average MSE of h is higher than the average MSE of u.
Therefore, this model forecasts velocity better than the water depth. According to
Moriasi et al. [21], NSE > 0.50 is considered satisfactory, and with a 0.44 average
NSE, ANN 1 is not satisfactory. The reason is attributed to only one input variable
to the model; usually more features help provide more information to the network,
which the model currently lacks.

With the encoded structure of ANN 2, the model performs better with an average
MSE loss of 0.0554. An increase of 85% in averageMSE performance was observed
from ANN 1 to ANN 2. A similar increase was seen for average u MSE (88%) and
average h MSE (84%). ANN 2 outperforms ANN 1, indicating that the encoded
structure of the Saint Venant Equations provides good results. Specifically, the value
introduced for q is a boundary condition. A single flood scenario is regulated by the
boundary condition, similar to how the PDE is solved under boundary condition has
a unique solution. The other input neurons, such as slope and friction coefficient, are
constant while x and t are fixed with study channel and simulation time. Therefore,
it could be said that the output variables are calculated similarly to that of the solver.
However, this may not be true for complex cases such as hydraulic jump and dam
break. It further may require the governing equation constraint itself. ANN 2 results
serve as a reference point while evaluating the performance of PINNs.

3.2 Physics Informed Neural Network Model

PINNmodel was implemented to constrain the neural network in the solution search
space of the Saint Venant Equations. The ANN 2 was extended to PINN with the
implementation of a custom loss function of PDE loss + MSE loss, along with the
best parameters from grid search (Appendix 2). The results are shown in Table 2.
The averageMSE of PINN is 0.0535. PINN has h averageMSE lower than u average
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Table 2 PINN model performance on evaluation metrics for test dataset

Model Avg. MSE Avg. h MSE Avg. u MSE Avg. R2 Avg. NSE

PINN 0.0535 0.0562 0.0509 0.97 0.92

MSE, and the model has very good NSE (0.92) and accuracy (R2 = 0.97). Figure 2
shows good predictions for water height level and velocity for the best performing
test flood scenario with the PINN model.

On averageMSE, PINNs perform better than ANN 2. The h averageMSE is better
than u average MSE, contrary to the result in ANN 2. This shift might be attributed
to the PDE loss as it contains depth-averaged terms. Since these terms are a part of
the loss function, the model is well trained to predict water depths, and this is also
an indication of the constraints successfully imposed by the PDE loss. A significant
amount of improvement was seen using ANN 2, where the network’s encoded input-
output structure had considerable influence on improving the results. In comparison,
the physics loss function could introduce a minimal improvement (0.2%) over ANN
2. A 28% increase is seen in the case for predictions for h, and a 58% decrease in
velocity predictions was observed. The physics constraint works well for predicting
h; therefore, PINNs could be potentially used to predict water depths as the main
output.

Fig. 2 Comparison of predicted versus actualwater height level and velocity for a test flood scenario
(S = 1/1000, n = 0.040, qp = 6 m3/s) at distance x = 1, x = 501, and x = 999 for PINN
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Table 3 Different PINN model performance on evaluation metrics for test dataset

Model Avg. MSE Avg. h MSE Avg. u MSE Avg. R2 Avg. NSE

PINN 3s 0.0913 0.1041 0.0784 0.93 0.86

PINN 5s 0.1219 0.1317 0.1122 0.90 0.78

3.3 Timestep Sensitive Analysis

Timestep sensitivity analysis was performed to check the stability of the PINN at
larger timesteps. The original training dataset was truncated for every value at 3 s
and 5 s interval to develop PINN 3s and PINN 5s models. The model’s performance
is tabulated in Table 3. PINN 3s model had a 71% decrease, and PINN 5s model had
>100% performance decreased compared to PINN. The results validate that the 1 s
timestep was ideal for this work. Compared to timesteps in the numerical solvers,
the 1 s timestep is still relatively large and contributes to less computational effort in
PINNs.

3.4 Model Comparison

The different model results are presented in the above sections, and to be able to
compare the models’ overall performance, the average MSE of the six test scenarios
is considered. The average MSE for each model is represented in the form of box
plots. Figure 3a represents themodel performance onvelocity forecasting, andFig. 3b
represents the model performance on water height forecasting. Overall model perfor-
mance for different models is shown in Fig. 3c. The model comparison was made
to determine the best performing model, including the timestep sensitivity analysis.
The best performing model on average MSE metric is PINN, and it can be observed
there is performance improvement due to the reduction of error from water height
predictions, as shown in Fig. 3b.

4 Conclusion

In this work, Physics Informed Neural Network (PINN) was established to spatially
and temporally forecast floods on a 1D channel. It consists of neural network archi-
tecture, which is encoded with physics or a priori information, in this case, the Saint
Venant Equations in the form of a PDE loss function. The automatic differentiation
technique is used to calculate the derivatives for the PDE loss to facilitate the training
process.
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Fig. 3 Box plot for different established models for a average u MSE metric, b average h MSE
metric, and c average MSE; average of u + h

Synthetic datasets containing physics information were generated using the SCS
HydrographMethod and FullSWOF-2D to train data drivenmodels. Theworkflow in
this work was modeling from a simple case to a more complex scenario. Foremost,
ANN 1 with just q as input was modeled with MSE loss, and later ANN 2 with
inputs (q, x, t, S, n) were modeled with outputs h and u. It was observed that ANN
2 has much lower MSE loss than ANN 1, indicating that the neural network learns
better with encoded structure, which consisted of the discharge as an input boundary
conditions.

The physics constraint was added to the encoded structure through the PINNs
modeled using the combined MSE and PDE loss. The performance of PINN was
better than the earlier established ANN 2. Themajority of performance improvement
was introduced by the encoded structure in comparison to the combined loss function.
Better performance was seen for water depth forecasting in PINN than ANN 2 due
to the depth-averaged terms in the PDE Loss. This confirms that PDE loss was being
imposed positively to constrain the solution search space respecting the governing
equations.

PINN with 1 s timestep performed better in a timestep analysis while the perfor-
mance decayed with the increase in timestep (PINN 3s & PINN 5s). However, the 1 s
timestep is larger than the timesteps generally used in the numerical solver, which
help reduce the computational effort for PINN.
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Through this work, it is concluded that flood forecasting can be performed with
neural networks constrainedwith Saint Venant Equations through a physics informed
neural network architecture resulting in improved performance.

Appendix

Appendix 1: Hyperparameter Settings

Attribute Value

Activation function ReLU

Number of layers 3 [19]

Number of neurons Gird search; (n1, n2, n3)

Number of epochs Early stopping

Learning rate 0.0001

Early stopping patience 1

Batch size 128

Optimizer Adam

Loss function MSE

Appendix 2: Grid Search Result for Best Number of Neurons
in Each Layer for Every Model

Model Grid (n1, n2, n3)

ANN 1 5, 5, 5

ANN 2 25, 25, 5

PINN 5, 5, 5

PINN 3s 15, 5, 5

PINN 5s 25, 15, 25



Physics Informed Neural Network for Spatial-Temporal Flood Forecasting 89

Appendix 3: Generated Datasets for Training, Validation
and Testing for Different PINN Models with Flood Scenarios
in the Legend
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Simulation of the Flood of El Maleh
River by GIS in the City
of Mohammedia-Morocco

Abderrahmane Jadouane and Azzeddine Chaouki

1 Introduction

The city of Mohammedia and its surrounding areas knew a group of natural and
technological disasters, the most severe of which were recorded in 2002 [1], which
killed several people who lived next to the river that penetrates the city, which came
with a large load during a very rainy night, which led to this natural disaster that in
turn led to a technological disaster where a fire broke out at the nearby oil refinery,
causing heavy human and material losses. The floods of the “El Maleh”, this River
that crosses the city of Mohammedia, are frequent over time. If it was in the past
once in ten years, then during the last decade of the last century and the beginning of
the current century, it became semi-annual. We can recall the following floods years:
1978, 1995, 1996, 2000, 2001, and 2002 [1]. In the last century, the River overflowed
on its margins and water filled deserted turns, depressions and meadows (wet areas),
and they had no negative consequences because the lands adjacent to the River were
bare from built and human, such as areas where salt plants grow, and left for grazing
and migratory birds, but there were implications for the area built in these areas [2].
So the purpose of this study is to know the risk areas to take appropriate precautions,
by means of maps they show the risk areas.

2 Study Area

The city of Mohammedia is located on the coast of the Atlantic Ocean, 25 km to
the north-east of Casablanca and 65 km south-west of Rabat. The urban perimeter
of the city covers an area of 34 km2, between the mouths of El Maleh River in the
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Fig. 1 Location of the city of Mohammedia-Morocco

west and El Nfifikh River to the east, and the motorway axis to the south. The city is
bounded to the north by the Atlantic Ocean, to the east and south by the province of
Benslimane, and to the west by the commune of Aïn Harrouda (Fig. 1).

It is located between 7° 22’ and 7° 25’ west longitude and 33° 41’ and 33° 43’
north latitude [3].

The topography of the city of Mohammedia consists of two parts:
The Mohammedia plateau and the coastal plain. The area of the city is character-

ized by a general slope heading from the southeast to the northwest, as elevations
are recorded from 56 to 25 m (Fig. 2) at the borders of the Dead Cliff, which forms
a barrier between the plateau and the coastal plain [3].

The coastal plain area is characterized by its flatness at a maximum height of
25 m, extending from the Dead Cliff toward the coast line, and this area includes the
wet area of El Maleh River, estimated at 1,200 hectares, consisting of salt marshes
and the mouth of the Salt River, and includes an important biological diversity of
plants and birds [3].

As for the coast line, we can divide it into two parts: a south-western coast
extending from cap Mohammedia to the south, consisting mostly of sand and a
straight line, in addition to containing humid zone and the mouth of El Maleh River,
while the second coast takes a northeastern direction extending from cap Moham-
media toward the mouth of El Nfifikh River. It is characterized by the prominence
of rocky heads.
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Fig. 2 Digital terrain model of Mohammedia city

El Maleh River is one of the most important coastal rivers. Its length is about
160 km, and its drainage basin area Call 2485 km2 starts from the central plateau
toward the Atlantic coast. It is a constant flowing river, it takes a southeastern, north-
west direction, and it is fed by some tributaries on the left bank, especially Hesar
River, which flows into El Maleh River through a waterfall [1].

The El Malleh basin covers an area of 2485 km2, and it drains a hydrographic
network with a total length of 1598 km. The basin is built by 5 dams (Fig. 3) [1].

• El Malleh dam 35.0 Mm3.
• Tamesna Dam: 57.0 Mm3.
• Hessar Dam: 2.0 Mm3.
• Zamerine dam: 0.37 Mm3.
• Aricha dam: 1.8 Mm3.

The El Maleh Dam controls an area total of 2100 km2, and it is intended mainly
to the city’s flood protection from Mohammedia.

The El Malleh basin has 11 flood warning posts (Fig. 3), divided between [1] the
following:
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Fig. 3 Location and hydrographic network of El Maleh river watershed

• 5 Dams: Tamesna, Malleh, Zamerine, Hessar, and Aricha.
• 4 hydrological stations: Mellila, Oued laatach, Gara, and Mohammedia.
• 1 new pluviometric station: Fdalate.

By virtue of the location of the city of Mohammedia in the mouth of El Maleh
River, we see that collecting water from the basin flows into the dusty area of the
city, and with the presence of a decrease in the height in the city, it was a helpful
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reason for the occurrence of the flood, which is why most of the constructions built
are to cope with the floods in the city.

3 Materials and Methods

This study It was based process (Fig. 4),we first relied on collecting information
and data about the area and the target topic, then we dealt with these data by the
methodological methods used in analyzing Rivers and flood risk, and we used a soft-
ware of GIS “ArcGIS 10.4” and “HecRAS 4.0”, These software help to understand
the sphere of the water network and give two- and three-dimensional analyzes by
studying cross-sections, slopes, sediments and temperature…, and also enable us to
perform flood simulations [4].

After collecting data and information related to the field of study, its first result was
the representation of the city’s infrastructure by virtue of it being the one concerned
with the matter, especially if it was exposed to the risk of flooding.

The territorial area of the city of Mohammedia city was represented by what
it contains of the exploited areas “facilities—housing—industrial neighborhoods—
…”, and the summary of these data was the result that is in Map (Fig. 5) [5].

Through it, it was found that the areas close to EL Maleh River are largely the
industrial neighborhood, in addition to some facilities and residential areas. So we

Data 
references

•TOPOGRAPHIC MAP
•SATELLITE IMAGE
•DATA FROM PREVIOUS FLOODS
•DEM
•DATA HYDROLOGY
•LOCALISATION BUILD

Analytical 
processes

•MODEL FLOOD
•PROCESSING ON HEC-RAS
•RAS GEOMETRY
•CALCULATION OF FLOWS 
•SIMULATION

Result

•RESULT VERIFICATION
•FLOOD HAZARD MAP

Fig. 4 Process of elaboration of the flood map
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Fig. 5 Map territorial stakes in the city of Mohammedia 2020

conclude that if there is any flooding then these areas are most likely to be exposed
to flood risk [6].

After identifying the infrastructure that could form the flood losses, nowwe know
what these potential areas are threatened by flooding through the hydrological anal-
ysis of EL Maleh River and also the topographic analysis, all through an Analytical
processes by software “ArcGIS 10.4 and HEC GeoRAS 4.0” (Fig. 6) [4], based on
the digital elevation model (DEM 12.5 m). This analysis predicts the places that will
be inundated by the floods and in which we can know the losses before the disaster
strikes to save what can be saved.

So knowing the infrastructure and knowing the flood risk analysis, now we
combine these data in one box to know the impact and the result on the ground,
so that we will know the places that will be exposed to flooding, and the extent of
the height of the water.

We will also get acquainted with a general idea about the loss and its quality by
synchronizing the location of the flood on the quality of the exploitation of the field
and what it contains of the materials that would cause harm. As for the data and
measures that we worked on to obtain the final result, they are the same that occurred
18 years ago “November 2002” in terms of water height, the amount of flow that
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Fig. 6 The triangular irregular network (TIN) and the transverse lines of the mouth of El Maleh
River by ArcGIS 10.4 and Hec-RASGeo 4.0

the river brought and the speed. This flood was the most powerful in these last two
decades, with the greatest height of the water level reaching 169 mm and in some
areas 200 mm [2], and it fell on the basin on this date by 950 m3/s at the dam station.
And it flowed from the dam 430 m3/s, which descended strongly from the dam in
the direction of the city at around 6 pm [7].

To produce a risk map and determine the degree of risk (R) and to know whether
there are material losses, whether homes, industrial neighborhoods, or roads, or there
are residents at risk, we worked with the following equation [8], which consists of 2
main elements: vulnerability (V)—hazard (H). Can be written in a form: R = V * H.

To classify the dusty area that will be exposed to flooding and to determine the
level of risk in it, it was divided into cells measuring 500 m2, and risk index is
classified as a reference: Low-Medium-High (Table 1).

And for each cell, an integer value ranging from 0 to 3 was assigned as a hazard
index according to flood depth. Equation (1) was used for calculating vulnerability
index. Weight factors 5 and 1 used for area covered by house/living place/industrial,
respectively.

After this calculation a risk index for each cell is calculated by multiplying hazard
and vulnerability indexes.

Table 1 Assigned hazard
index (H) for varying flood
depth and classification area
level of risk

Assigned hazard index (H) Classification area level of risk

Flood depth Hazard index
(H)

Risk index Level of risk

No 0 1 to less than 5 Low

Less than
0.5 m

1 5 to less than
10

Medium

0.5 m to less
1.5 m

2 More than 10 High

1.5 or more 3
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HIndex = Hazard index about flood depth, and it is expressed in values (0-1-2-3).
VIndex = vulnerability index (ranging from 0 to 3), AH = area covered by

house/living place, AI = area covered by industrial land, and ACell = area of one cell.
Weight factors 5 and 10 used for area covered by house/living place and industrial
land, respectively.

VIndex = (5 ∗ AH + 10 ∗ AInd) / Acell (1)

RIndex = HIndex ∗ VIndex (2)

RIndex = risk index (ranging from 0 to 2), HIndex = hazard index (ranging from 0
to 3), and VIndex = vulnerability index (ranging from 0 to 10).

Finally, these extracted values are converted into a software Arcgis 10.4 to
represent them as a Raster, to obtain a risk map with 3 level of risk. (Fig. 7).

Fig. 7 Satellite image of 4 cells
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4 Discussion

The city of Mohammedia, especially the area near the River El Maleh, has been
exposed in the past 20 years to floods, some of which are expected due to the occur-
rence of rain, and some of them are not expected, especially those of years 1996,
2002, 2010, and 2014 [9], which exceeded 283 mm [7]. These floods, especially
the last ones, had an important impact, as roads were cut off and fires broke out in
the remote area and oil refining warehouses, in addition to dispersal of the sewage
network. Statistics reported by the Water Basin Agency in the hydrological scheme
that 460 m3 and two million tons of sludge [5].

Depending on the previous cases in which the height of the flood reached its
maximum in two meters, this criterion is what we will adopt in renewing the simu-
lation of the flood mass with the data bank to exploit the new dirt field for the year
2020 so that the simulation showed us that in the event of a flood again with the same
standards as the previous floods. It occurred in the last 20 years that there are places
that will damage the consciousness of the actress in (Fig. 8).

Fig. 8 Flood simulation on the map of land use in year 2020



102 A. Jadouane and A. Chaouki

By analyzing this final result, it becomes evident that there are some areas that are
already threatened by flooding. It was discussed that the highwater would reach these
lands and thus could pose a threat to them. Among these places at risk of flooding,
we find:

“the province Mohammedia city” – “the Portuguese bridge” – “the main street at
the entrance to the city” – “the oil refining industrial zone” “the southern part of
Samir Company”, some neighborhoods whose topographic level is low.

These areas are very important because of their properties that can be of high
material value in the event of a danger, but the most important thing is the industrial
zone for oil refining so that the risk may be greater in the occurrence of a breakout,
a radioactive leak, or an explosion in the event of a contact problem. But we can
also say that the danger of flooding occurs in the city of Mohammedia due to strong
precipitation, but also due to the weakness of the infrastructure and the fragility of
the natural area, so that the site of the city is located in the mouth of the River, which
is a humid area with water harvesting characteristics.

What added to the problem is the presence of housing, facilities, and industrial
neighborhoods in this region, which is not one of its standards to be built in this
region.

However, there were only efforts to prevent and repair what could be repaired, for
example, barriers were built along the River at the city’s borders in addition to the
role played by El Maleh dam that protects the city from the force of water (Fig. 9).

It is noticed from (Fig. 8) that the depth of the water ranges to 2 m, 25% of the
flooded area is 0.5 m deep and less, and these areas are located in the periphery,
and the most important sensitive areas that were exposed to this flood we find the
northern region, where there is the administrative district and some of the population,
either 42% of the area covered by 0.5 and 1.5 m, it is a low area beside the river
depression, and it is in contact with the industrial district of oil refining on thewestern
and southern sides; while the most depth ranges between 1.5 and 2 m, it represents
33% representing the submerged area and most of it is with a line. The river and the
most important areas through which it passes are the main roads that lead to the city.

In addition to understanding the risks that could be caused by this flood and the
level of risk according to regions is it low, medium, or high; the values produced

Fig. 9 The main road is near the “Portuguese bridge” and fire in the “Samir” oil refining company
in 25 November 2002
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Fig. 10 Level of risk map during the flood

by Eq. (2) that consist of risk and vulnerability were converted, and a risk map was
produced (Fig. 10).

The goal of it is forecasting the occurrence of disaster risks and work to identify
the necessary interventions to avoid the occurrence of victims and material losses.
Because a flood can be destructive, it can be non-destructive depending on what is
found in the area in which it is located. The map (Fig. 10) classified its degrees of
risk and the possibility of losses and classified it into 3 levels: the green color is a
low degree of danger, the most that can happen in this area is slight soil erosion,
and surface runoff with a depth of no more than 0.5 m in most cases, especially
since these areas are not exploited by residents or construction, and most of them are
located on the northwestern side.

As for the medium level of danger represented by the blue color, which is likely
to be material damage such as road damage and interruption, and the effect on traffic
movement, the emergence of water ponds and the emergence of significant amounts
of mud. As for the high degree of danger represented by the red color, material and
human damage may occur in these areas, represented by damage to roads, especially
since these roads are the main (Fig. 10), and the emergence of water pools negatively
affected traffic, and affected residential buildings, especially in the northern region,
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and the occurrence of flooding with High water depth, in addition to the occurrence
of oil and gas spills and fires, because these areas contain oil refining facilities and
underground channels for storing them (Fig. 9).

5 Conclusion

We tried to simulate the flood of November 2002 if it happened today with the new
data, and we learned through geographic information systems that it is possible to
predict the risks after meeting the information between them. This system classifies
the studied area according to the risk, regardless of the type of the latter. The purpose
of this system is to prevent the reconstruction of areas where the probability of the
risk of occurrence is strong, and to take the necessary preventive measures in areas
where the probability of the occurrence of the risk while encouraging reconstruction
in areas where the possibility of the occurrence of the risk is not possible.
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Flood Hazard Mapping Using
Geographical Information System (GIS)
and Analytical Hierarchy Process (AHP)

Reshma Antony, K. U. Abdu Rahiman, and Subha Vishnudas

1 Introduction

Flood hazard is defined as a chance of exceeding highly damaging flood conditions in
a given area in a given time phase [1]. Even though flood hazards are of natural origin,
they are the outcome of the combined interaction between the social, economic, and
political environments [2]. A previous study shows that floods affected nearly 2.8
billion people during the time frame 1980–2009 [3].

Flood monitoring using multi-sensor data and hazard management helps to miti-
gate the damages due to flood, which ultimately reduces the loss of life [4]. The
analytical hierarchy process (AHP) was introduced by Saaty in 1980 [5], which
is a very powerful tool for decision-making in problems where many criteria are
contributing. AHP methodology provides a very good understanding of contributing
factors, based on the weights assigned to them [6]. The application of spatial tech-
nologies and flood risk mapping in identifying the susceptible areas of an urban
catchment was established by Sanat Nalini Sahoo et al. [7] in his work.

The main objective of the present study is to delineate the flood hazard zone
in Pudukad city using geographical information system (GIS) and remote sensing
techniques and to generate the flood hazard zone map of the study area. The factors
considered for the current study are rainfall, slope, elevation, distance to the main
channel, soil type, and land use. It helps in emergency planning, reallocation of
facilities and infrastructure, and also for the formulation of plans for future expansion.
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Fig. 1 Study area—Pudukad city (Courtesy Google Maps)

2 Study Area

The area taken for the study purpose is Pudukad, which is a small town located
between 76.25°–76.34° E longitude and 10.4°–10.43° N latitude as shown in Fig. 1.
The city is located in the Thrissur District of Kerala State. The area considered for
this study comes around 5.25 km2. The Kurumali river and its tributaries can be seen
in the vicinity of the study area. The area near to Kurumali river got flooded in Kerala
Floods 2018.

3 Materials and Methods

3.1 Materials Used

In this study, various thematic layers were created from different sources including
Survey of India toposheets of scale 1:50,000, satellite images, and secondary data.
Several thematic layers such as slope, soil, rainfall map, distance to themain channel,
elevation, and land use are prepared in Quantum GIS, an open-source GIS software.
Cartosat 1 Digital Elevation Model (DEM) Geotiff image of 1 arc sec or 30 m spatial
resolution was obtained from ‘Bhuvan’—Indian Geo-Platform of ISRO. 23 years
monthly rainfall data was collected from IMD Pune to calculate the annual average
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rainfall. Soil map prepared by the National Bureau of Soil Survey and Landuse
Planning,

Regional Centre Bangalore in cooperation with the Department of Agriculture,
Kerala, was used in this study. Land use/Land cover Geotiff image of Kerala was
obtained from ‘Bhuvan’.

3.2 Methodology

Preparation of Maps. For the current study, six thematic layers were prepared in
QGIS software, reclassified, and assigned weightage for each class [8]. The higher
value of weightage is given for the class which contributes seriously toward flooding.

Preparation of Weighted Slope Map. Terrain slope is a vital geomorphological
parameter in assessing flood hazards. The chance of flooding is highly susceptible
to topographical changes [9]. Lower the slope gradient, the higher is the chance
of flooding and flood events [10]. DEM was reprojected to EPSG:32,643—WGS
84/UTM zone 43 N in QGIS 3.1 platform and using Slope tool, slope map was
generated. The slope of the study area ranges between 0 and 27°, which was cate-
gorized under five equal intervals. The slope map was then reclassified (Fig. 2) by
assigning weight- ages ranging from 1 to 5 (Table 1) by Reclassify option under
Raster Analysis tools in the processing toolbox.

Preparation of Weighted Elevation map. The chance for the occurrence of flood
decreases as the elevation increases [11]. Xie et al. [12], in their study stated that the

Fig. 2 Weighted slope map
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Table 1 Weightages given
for reclassifying slope map

Slope Weightage

0–2 5

2–4 4

4–6 3

6–10 2

10–27 1

lower the terrain absolute height and the less the degree of terrain changes, the more
is the flood vulnerability. The weights assigned for reclassifying the elevation map
(Fig. 3) are shown in Table 2.

Preparation of Weighted Soil Map. Permeable soil keeps away flooding by facili-
tating high infiltration. Here the weights are assigned in the range 1–5, where higher
weightage for poorly drained clay and least weightage for well-drained soil. Skyler

Fig. 3 Weighted elevation map

Table 2 Weights given for
reclassifying elevation map

Elevation (m) Weightage

−103 to −90 5

−90 to −70 4

−70 to −50 3

−50 to −25 2

−25 to 0 1
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E. Sampson [13], in his study, shows that there is a direct correlation between soil
permeability and flooded zone. Soil map prepared by the National Bureau of Soil
Survey and Landuse Planning, Regional Centre Bangalore in cooperation with the
Department of Agriculture, Kerala, was used in this study.When themapwas clipped
to the study area, mainly two types of soil are seen such as, well-drained gravelly
clayey soil, for which a weightage of 2 is assigned and poorly drained soil for which
a weightage of 5 is given. The soil map was reclassified (Fig. 4) by assigning weights
as shown in Table 3.

Preparation of Weighted Rainfall Map. Assessment of extreme precipitation
events in relation to intensity, duration, and influence of climate variability is substan-
tial to deal with the flood-related issues [14]. Rainfall data for 23 years of 2 rain
gauge stations Chalakudy and Irinjalakuda, which are very near to the study area,
were collected from the IndianMeteorological Department (IMD), Pune. The annual
average rainfall was calculated for both stations. The rainfall distribution map was
prepared using the inverse distance weighted interpolation method (IDW) in QGIS
and weights assigned while reclassifying the map (Fig. 5), is given in Table 4.

Fig. 4 Weighted soil map

Table 3 Weights given for
reclassifying soil map

Soil type Weightage

Well-drained gravelly clayey soil 2

Poorly drained clay 5
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Fig. 5 Weighted rainfall map

Table 4 Weight given for
reclassifying rainfall map

Annual average rainfall (mm) Weightage

2650–2690 1

2690–2710 2

2710–2740 3

2740–2770 4

2770–2800 5

Preparation of Landuse Map. A change in land use pattern, especially urbaniza-
tion, can cause an increase in peak discharge for greater return periods and ultimately
enlarges the flood inundated area [15, 16]. A good vegetation cover helps to miti-
gate flood through the detention of rainfall by interception and infiltration and also
reduces runoff by enhancing evaporation and evapotranspiration [17]. Landuse land-
cover map obtained from ‘Bhuvan’ was clipped to the study area and reclassified
(Fig. 6) by providing weights (Table 5).

Preparation of Map Showing Distance to the Main Channel. The areas located
very near to the main channel will get flooded soon. This factor will help for planning
development activities in the future and for implementing flood mitigation measures
in areas at high risk [18]. The river network was digitized from SoI Toposheet 58B/7.
Three buffers were created in the QGIS platform for the current study; 100 m, 200m,
and greater than 200 m, and the reclassified map (Fig. 7) is obtained by assigning



Flood Hazard Mapping Using Geographical Information System … 111

Fig. 6 Weighted land use map

Table 5 Weights given for
reclassifying land use map

Land Use Weightage

Water body 5

Agricultural land 4

Built up urban 3

Built up mining 2

Barren land 1

weights (Table 6), ranging between 1 and 5. As the study area chosen is very small in
size and there may be a chance of flooding from nearby tributaries, here a weightage
2 is assigned for distance >200 m.

Multi-Criteria Analysis Using AHP Technique. The analytic hierarchy process
(AHP) is a multi-criteria decision-making tool which makes use of pairwise compar-
ison method to arrive at a scale of preferences among a set of choices [19]. In AHP,
pairwise comparisons are entered in a square matrix of size n × n (where n is the
number of criteria or factors under consideration), also called a criteria comparison
matrix. The aij element of this matrix is 1/aji or the reciprocal of the aji element.
Here aij represents the relative importance of ith criteria over jth criteria [20]. The
scale used to indicate the judgmental preference of one factor over the other is given
in Table 7.

Random Index value or otherwise called as average consistency indices for various
values of ‘n’ has been established by [5], which is given in Table 8. Here the consis-
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Fig. 7 Weighted map showing distance to the main channel

Table 6 Weightages given
for reclassifying the map
showing distance to the main
channel

Distance to the main channel Weightage

Up to 100 m 5

100–200 m 3

>200 m 2

Table 7 Scale of relative importance (Source Saaty [5])

Intensity of Relative
Importance

Definition Explanation

1 Equal Importance Two activities contribute equally
to the objective

3 Moderate importance of one
over another

Experience and judgment slightly
favor one activity over another

5 Essential or strong importance Experience and judgment strongly
favor one activity over another

7 Demonstrated importance An activity is strongly favored and
its dominance is demonstrated in
practice

9 Absolute importance The highest possible order of
affirmation

2, 4, 6, 8 Intermediate values between the
two adjacent judgments

When compromise is needed



Flood Hazard Mapping Using Geographical Information System … 113

Table 8 Random index values (Source Saaty [5])

n 2 3 4 5 6 7 8

Random index (RI) 0.00 0.58 0.90 1.12 1.24 1.32 1.41

Table 9 Criteria comparison matrix C

Rainfall Elevation Slope Soil Distance to main
channel

Land use

Rainfall 1 2 3 4 5 6

Elevation 0.5 1 2 3 4 5

Slope 0.333 0.5 1 2 3 4

Soil 0.25 0.333 0.5 1 2 3

Distance to main
channel

0.2 0.25 0.333 0.5 1 2

Landuse 0.167 0.2 0.25 0.333 0.5 1

tency of the criteria comparisonmatrix, which is shown in Table 9, has to be checked,
by using the parameter ‘Consistency Ratio’, which is given by Eq. 1. As per the study
conducted by [5], the Consistency Ratio <0.1 is tolerable, but, if it exceeds this limit,
a revision in judgments is needed.

CR = CI/RI , (1)

where CI = consistency index and RI = Random Index

CI = (λmax−n)/(n− 1) (2)

The Weightage (W) is the row average of the normalized criteria matrix for each
factor which is shown in Table 10.

Here the Consistency Index (CI) is obtained (Eq. 2) as 0.016764 and RI = 1.24
(Table 8) for n = 6 and maximum eigenvalue, λ max = 6.0838 as per Saaty [5].

The Consistency Ratio (CR) is obtained (Eq. 1) as 0.01352 < 0.1, therefore it is
consistent. And we can apply these weights for each factor, in performing Weighted
Overlay Analysis.

In the current study, each factorwas given a rank based on its expected significance
into the cause of flooding [8]. Ranks assigned for each factor are given in Table 11.
Flood hazard index (FHI) is used to assess the chance of flooding in the study area
and it is calculated using the equation given below.

FHI = Rainfall × 0.379+ Elevation × 0.249+ Slope × 0.160+ Soil × 0.102

+ Distance to main channel × 0.065+ Land Use × 0.043 (3)
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Table 10 Normalized criteria matrix

Factors Rainfall Elevation Slope Soil Distance to
main channel

Land use W (weightage)

Rainfall 0.408 0.466 0.424 0.369 0.323 0.286 0.379

Elevation 0.204 0.233 0.282 0.277 0.258 0.238 0.249

Slope 0.136 0.116 0.141 0.185 0.194 0.190 0.160

Soil 0.102 0.077 0.071 0.092 0.129 0.143 0.102

Distance to
main channel

0.082 0.058 0.047 0.046 0.065 0.095 0.065

Landuse 0.068 0.046 0.035 0.031 0.032 0.048 0.043

Sum of
column

1 1 1 1 1 1 1

Table 11 Ranks given for
various factors

Factors Rank

Rainfall 6

Elevation 5

Slope 4

Soil 3

Distance to main channel 2

Land use 1

The final flood hazard zone map of the study area is shown in Fig. 8. The hazard
zones are categorized into five classes, based on the flood hazard index values, which
are shown in Table 12.

4 Conclusion

In this study, the flood hazard zonemap of Pudukad city was prepared usingweighted
overlay technique in GIS and analytical hierarchy process. Remote sensing data
together with geospatial technology plays a vital role in mapping flood hazard zones.
The flood hazardmap obtained helps in future infrastructure planning and land devel-
opmental activities. Better results can be obtained by executing land use classification
inGIS using the latest Landsat image, instead of using land usemap of previous years.
More accurate results can be obtained by considering additional factors contributing
to floods.
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Fig. 8 Flood hazard zone map

Table 12 Flood hazard zones
classification based on index
value

FHI Hazard zones

−23 to −9 Very low

−9 to 1 Low

1–2.5 Moderate

2.5–3.5 High

3.5–4.503 Very high
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Feature Selection for Rainfall Prediction
and Drought Assessment Using Bayesian
Network Technique

Prabal Das and Kironmala Chanda

1 Introduction

Droughts are hydrological extreme events that are characterized by very lowvalues of
rainfall, and therefore feature in the tail of statistical distributions. Moreover, several
researchers around the globe have pointed out that, in the current context of climate
change, drought frequency and severity are going to increase in the future [23, 27].
Therefore, the assessment of drought is of utmost importance because they have
the potential to impact society in terms of human life, as well as the environment,
economy, infrastructure, and agriculture. Assessment of drought events can be chal-
lenging due to the complex interaction of the causal variables. Also, being unique
events, the sample size is usually small which leads to considerable uncertainty in the
assessment of droughts [29]. Drought occurs in nearly all climatic zone, including
both high and low rainfall regions [3]. Unlike most of the countries, India also has a
long history of drought that has impacted the country’s economy and society vastly.
Since India is predominantly an agricultural country, drought possesses some serious
challenges like food and water scarcity [26]. Drought is basically a rainfall-driven
hydrological extreme and so a better prediction and forecasting of rainfall will help
to mitigate these unforeseen drought scenarios.

Modeling and prediction of rainfall is always a challenging task for hydrologists
and water resource researchers. The major challenges arising in rainfall prediction
are because of the nature of data. First of all, any hydrological time series is a
space-time data and modeling the same both in space and time is quite challenging.
Rainfall, just like any other spatiotemporal data, follows the “first law of geography”,
i.e., data that is similar in space and time appears to be more comparable than data
far away [4]. Furthermore, it is not always possible to find the required amount
of reliable data needed for modeling any hydrological time series. The three main
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features of any hydrological time series are amount, intensity, and duration. These
values vary in a great extent both spatially and temporally and as a result consists of
nonlinearities (non-stationarity) in the data set. An additional difficulty in this regard
is the extraction of useful and interesting details or trends from this enormous volume
of data. This is often attempted through statistical techniques. In fact, most of the
early studies on rainfall prediction focussed on using various statistical approaches,
where in a statistical analysis of data set for a given system under specified conditions
is performed. These statistical analyses are employed in two ways, namely linear and
multiple regressions to provide a relationship between variables [14]. These include
Auto-Regressive (AR), Moving Average (MA), Auto Regressive Moving Average
(ARMA), Auto-Regressive Integrated Moving Average (ARIMA) [7, 15]. However,
with the advent of Artificial Intelligence (AI) in the past decade, Machine Learning
(ML) has opened a new path for research in the field of hydrology. These approaches,
often termed as black-box models, comprehend the pattern of the time series and
develop a connection between inputs and outputs without taking into account the
physical nature of the process.

Since any component of the hydrological cycle is heavily linked to several causal
variables, the dimensionality of the problem is always an essential issue in hydro-
climatic studies. Typically, not all the available data is equally helpful for efficient
modeling; some might be redundant. Also, using all the variables or features for
modeling will unnecessarily make the model complex and will increase the chance
of overfitting. That is why, it is of utmost necessity, to develop a more pruned and
better selection of input features in any hydrological studies by implementing feature
selection techniques.

Feature selection techniques have been widely used in the modeling of high-
dimensional hydrological studies. Any hydrological study has inherent randomness
due to its complex process and variability over space and time. Therefore, in order
to accurately predict the performance of such process, it is important to include the
effects of input uncertainties in the model system and to measure the spread of uncer-
tainties in the system response. Although in a theoretical sense it is more appealing
to have a greater number of features for the prediction of a particular hydrological or
meteorological variable, but in reality, it is not always the case. Rodriguez-Galiano
et al. [24] states that there can be several explanations for choosing a variable subset.
Irrelevant features can lead to overfitting of training data thus compromising model
accuracy. With a smaller number of input features, the model is less complex and
learns faster. Also, understanding which variables are important will provide insight
into the essence of the problem of prediction at hand [12]. Das and Chanda [5] have
reviewed some of the important feature selection approaches used in hydrological
studies and their respective limitations.

The main issue with most of the feature selection techniques is that they use the
performance of the model learned in the selection process and thereafter select the
important features, due to which, the computational burden is increased [1]. In this
regard, Bayesian Networks (BN), which is a special class of Probabilistic Graph-
ical Model (PGM) offers a model-free feature selection process, i.e., the number of
features selected is independent of the accuracy of the model. The basic idea for BN
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is to consider only those relations that are conditionally dependent given a set of
other features. It represents a joint probability distribution between a set of random
variables from which the conditional probability can be determined [28]. Details
about the methodology and working principle of the same have been discussed in
Sect. 4.

In the present study, an attempt has been made to develop a feature subset of
monthly rainfall from a pool of several meteorological variables using the Bayesian
Network (BN) technique. The feature subset formed from BN is used as inputs
to Artificial Neural Network (ANN) model, which is used to predict the monthly
rainfall. Furthermore, the predicted rainfall is used to assess the drought events in
terms of wet, intermediate, and dry scenarios.

2 Study Area

Vidarbha is the northeastern region of the state of Maharashtra. The region of
Vidarbha can be broadly classified intowestern and eastern sections that fall under the
division of Amravati and Nagpur. This includes 11 districts with an area of approxi-
mately 97,950 km2 between latitude 19.05°–21.25° N and longitude 75.59°–79.11°
E. The Nagpur region is famous for its oranges and cotton. It is designated as one
of the homogeneous rainfall subdivisions in the country (36 in total) by the India
Meteorological Department (IMD). Vidarbha is located in the northern half of the
Deccan Plateau. The region can be classified as semi-arid which receives rainfall
mainly from the southwest monsoon. The rainfall varies from 700 mm in the west
to 1300 mm in the east spatially. In summer, the temperature varies from a high of
47 °C to a minimum of 12 °C in winter [20]. The economy of the region is predom-
inantly agricultural. Vidarbha has witnessed some of the worst droughts in recent
years because of which Vidarbha records most number of farmer’s suicide cases in
India [10]. Figure 1 shows the location map of the study area.

3 Data

In the present study, the possible drivers of monthly rainfall in the study area are
selected based on available past scientific literature [5, 9, 13]. Monthly mean data
sets of the following hydro-meteorological variables—air temperature, soil mois-
ture, relative humidity, geo-potential height at 250 mb and 850 mb pressure levels,
total precipitation water, zonal wind, meridional wind, omega at 250 mb and 850
mb pressure level, each up to a lead time of 6 months, are used in this analysis.
The soil moisture data is collected from the Climate Prediction Centre (CPC) Soil
Moisture data provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado, USA,
from their website at https://psl.noaa.gov/. All the other meteorological drivers are
obtained from the National Centre for Environmental Prediction—Department of

https://psl.noaa.gov/
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Fig. 1 Location map of the study area, Vidarbha

Energy Atmospheric Model Inter Comparison Project II (NCEP–DOE AMIP-II)
(also known as the Reanalysis 2 data set). The monthly rainfall data for the Vidarbha
region is obtained from the homogeneous rainfall data developed by the Indian Insti-
tute of Tropical Metrology (IITM), Pune. A more detailed information about the
homogeneous rainfall data can be found at ftp://www.tropmet.res.in/pub/data/rain/
Readme.pdf. The data obtained from NCEP and CPC are gridded data and therefore
those grid points falling within the study area are spatially averaged to convert it into
a time-series data. The spatial resolution of all the meteorological drivers, excluding
soil moisture, is 2.5° lat× 2.5° long, and that of soil moisture is 0.5° lat× 0.5° long.
A total of 36 years (1980–2016) of data has been considered in the present study.

4 Methodology

4.1 Bayesian Networks

BayesianNetwork (BN) is a class of ProbabilisticGraphicalModelling (PGM). PGM
is a graphical representation of the distribution of a joint probability from which
marginal and conditional probabilities can be derived [28]. These are elegant struc-
tures that combine the concept of probability and graph theory to represent complex

ftp://www.tropmet.res.in/pub/data/rain/Readme.pdf
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real-world phenomena. The cornerstone of graphicalmodeling is to establish a condi-
tional independence structure between a set of random variables. There are namely
two important elements in a graph structure—edges (arcs) and nodes (vertices).
Nodes (vertices) denote the random variables whereas edges (arcs) represent the
association between them. Based on whether the edges are directed or undirected, a
graph can be classified as directed graph and undirected graph, respectively.

The essence of the Bayesian network representation is a directed graph or more
specifically a Directed Acyclic Graph (DAG). As the name suggests, a Directed
Acyclic Graph represents a directed graph with no directed cycles. In simpler words,
when an edge is directed from a node v, there is no way that by following a constantly
directed sequences of edges, it will eventually loop back to v again. BN uses the
concept of Bayes theorem of probability to form the network and thus establishing
the conditional independence structure or joint probability distribution between the
random variables. Each random variable in the network has a related distribution of
conditional probabilities or as commonly known as Conditional Probability Distribu-
tion (CPD) [17]. LetG represent a BN graph structure over a set of random variables
X1, X2, . . . , Xn , then the CPD of any random variable Xi is denoted by

CPD(Xi ) = P(Xi |Pa(Xi )) (1)

and the joint probability distribution can be specified by

P(X1, X2, . . . , Xn) =
n∏

i=1

P(Xi |Pa(Xi )) (2)

where Pa(Xi ) represents the parents of the variables of Xi in the BN structure. A
node is said to be the parent node of another if there exists a directed edge from the
former to the later and a node is known as a child node if there exists a directed edge
from the later to the former.

The learning of the BN structure is known as structural learning. Several heuristic
algorithms have been used in scientific literature for learning the structure of BN.
They are broadly categorized as score-based algorithms and constraint-based algo-
rithms. Apart from this two, a hybrid algorithm that encompasses the advantage
of both score-based and constraint-based algorithms also exists. For more detailed
reading, the authors refer to the work of Nagarajan et al. [19]. In the present study,
the most commonly used score-based algorithm Hill-Climb (HC) has been consid-
ered to develop the BN structure. In the case of HC, a random graph structure is
initially formed with a corresponding score. Then in each step, the structure modi-
fies, either by changing the direction of edges or by removal or addition of edges and
correspondingly the score gets modified. Lastly, the structure with the least score
is designated as the BN [11]. In the present study, the score function used is the
Bayesian Information Criteria (BIC). The “bnlearn” package [25] in R version 4.0.2
is used to develop the network structure.
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Once the DAG is formed and the network connections are established, the vari-
ables selected from the network are further used as inputs to make a prediction
model, in order to access the effectiveness of BN as a feature selection technique. For
developing the prediction model, the machine learning technique, Artificial Neural
Network (ANN) has been implemented.

4.2 Artificial Neural Networks

Neural networks are attributed to the way the human brain functions. It is one of
the most common supervised machine learning techniques that has been used in the
scientific literature for the prediction and forecasting of hydrological time series [5, 6,
16]. Neural networks have the intrinsic capabilities of modeling complex, nonlinear
time-series data, without considering the physics of the problem at hand. That is
why they are often termed as black-box models. A basic neural network structure
follows a three-layered architecture. There is a set of inputs, a processor (hidden layer
consisting of neurons), and a set of outputs. These layers are connected to each other
through fixed weights or variable weights. A transformation function (activation
function) is then applied to the output layer to learn arbitrary nonlinear complex
transformations. It limits the permissible range of output signal to some finite value
[8]. In the present study, the commonly used logistic or sigmoid function was used
as the activation function and the back-propagation algorithm was implemented.
The number of hidden neurons in the hidden layer was varied from 1 to 10 and the
network with the least error was selected as the optimal network. The optimal ANN
architecture found in this study was 8—4—1„ i.e., a network with 1 input layer
consisting of 8 inputs, 1 hidden layer with 4 hidden neurons, and a single output
(monthly rainfall). This is discussed further in the following Sect. 5. All the ANN
models are developed using the “neuralnet” package of R Version 4.0.2.

4.3 Pre-processing Raw Data and Post-processing Predicted
Rainfall

All the datasets are initially normalized between 0 and 1 before using as inputs to
both BN and ANN. However, the interpretation and performance evaluation of the
results was done by back-transforming the data to its original scale. For calibration
of the model, a total of 25 years of data from 1980 to 2004 (about 70%) has been
considered and the remaining 12 years of data from 2005 to 2016 (about 30%) has
been considered for validation of the models.

The model-predicted monthly rainfall is further used for accessing the drought
conditionwithin the study area. StandardPrecipitationAnomaly Index (SPAI) [2]was
used as the drought index and each month was categorized as dry/intermediate/wet
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months. In order to calculate the SPAI, firstly, the rainfall anomalies are simply fitted
to an empirical distribution and the reduced variates, ranging from0 to 1, are obtained.
Next, these reduced variates are converted to standard normal variates which are the
required SPAI. The calculation of SPAI was also carried out in R Version 4.0.2. Any
SPAI values below −0.99 and above 0.99 was designated as dry and wet scenario
respectively, whereas any values ranging between−0.99 and 0.99 was designated as
intermediate. The SPAI is a generalized version of the Standard Precipitation Index
(SPI), which is suitable for both monsoon-dominated and other climatic regimes [2].

5 Results and Discussion

For developing BN-based feature selection method, a total of 12 possible probable
predictors were identified as mentioned earlier. Each of these possible predictors
consists of (t-1) to (t-6) months of preceding time series (lead months), which makes
the total count of probable predictors to 72. The DAG formed from the Hill-Climb
(HC) algorithm within BN is presented in Fig. 2. The description and abbreviations
used are presented in Table 1.

In Fig. 2, the last digit after the abbreviation refers to the number of lead months.
The acronymof probable predictorswas followed in accordancewithDas andChanda

Fig. 2 DAG formed through HC algorithm
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Table 1 Description and
abbreviations of several
hydro-meteorological
variables used

Abbreviation of probable
predictors

Description

at Air temperature at surface (K)

tpw Total precipitable water (kg/m2)

rhum850 850 mb relative humidity (%)

hgt250 250 mb geo-potential height (m)

hgt850 850 mb geo-potential height (m)

uwnd250 250 mb zonal wind (m/s)

uwnd850 850 mb zonal wind (m/s)

vwnd250 250 mb meridional wind (m/s)

vwnd850 850 mb meridional wind (m/s)

omega250 250 mb omega (Pascal/s)

omega850 850 mb omega (Pascal/s)

sm Soil moisture (mm)

[5]. Thefigure shows that only eight predictors are retained fromapool of 72 probable
predictors. This means given the eight predictors, only eight predictors (hgt850.1,
omega850.1, at.3, uwnd250.3, vwnd250.5, at.6, rhum850.3, sm.5) can predict the
monthly rainfallwithin the study area.Among these eight variables, four variables are
parent nodes of target (hgt850.1, omega850.1, at.3, uwnd250.3), whereas the other
four variables are child nodes (vwnd250.5, at.6, rhum850.3, sm.5). Basically, the
variables having no directed edges with the target variables are considered redundant
and are hence removed from the dataset, thus forming a more pruned dataset (feature
subset). It is to be noted that, the variables that are retained in the structure, mostly
represent 1-, 3-, and 5-months antecedent information. This shows that the variables
that are retained are conditionally dependent on the target variable (in this case
monthly rainfall) or the variables that are left out are conditional independent on the
target variable.

After developing the feature subset of all the probable predictors, the features
retained from the BN structure are further used to develop the prediction model in
order to evaluate the utility of BN in feature selection. A basic three-layered ANN
model was developed to predict monthly rainfall using the eight variables as input
retained from the DAG of BN. The structure of ANN followed in the study was 8—
4—1 as mentioned earlier. Also, the prediction feature present within the “bnlearn”
package was also used for prediction and the performance of both the hybrid and
the standalone models (BN-ANN and BN) was evaluated using suitable statistical
indices. Coefficient of determination (R2), Normalized Root Mean Square Error
(NRMSE), Nash–Sutcliff efficiency (NSE) [21] and Modified Index of agreement
(MD) [30] are used as the performance measures.

The scatter plots of both models for the calibration and validation are presented in
Fig. 3. The monsoon season, i.e., June-July-August-September (JJAS) and the rest
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Calibration (1980-2004) Validation (2005-2016)

Fig. 3 Scatter plots of calibration and validation for both the models (BN-ANN and BN)

of the year is shown separately, so that a clearer scenario about the model perfor-
mance in the monsoon and non-monsoon season can be depicted. The scatter plots
are color-coded as Red (JJAS) and Blue (Rest). From the plots, it is very clear that
the hybrid BN-ANN outperformed the standalone BN model in both the periods and
also predicted rainfall much better for the non-monsoon season. For both models,
the monsoon season is captured better than the non-monsoon season. The perfor-
mance of the hybrid BN-ANN is much better than its counterpart in terms of all
the performance metrics. Table 2 shows the performance metrics of both the models
in the calibration and validation phase. Since Vidarbha is generally a drought-prone
region, themaximum rainfall in both the calibration and validation period is not more
than 550 mm during the period of study.

Table 2 Performance measures of both the models in the calibration and validation phase

Calibration (1980–2004) Validation (2005–2016)

R2 NRMSE NSE MD R2 NRMSE NSE MD

BN-ANN 0.83 0.4 0.83 0.83 0.8 0.45 0.8 0.81

BN 0.77 0.47 0.77 0.79 0.76 0.5 0.74 0.75
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SinceVidarbha is a drought-prone region, in order to analyze the drought scenarios
in the region, the predicted monthly rainfall from the models is further used to
classify the dry, intermediate, and wet scenarios. SPAI has been used as the drought
quantification index.Contingency tableswere used to access the degree of association
between the SPAI derived from observed and predicted rainfall. A coefficient known
as contingency coefficient (C) was calculated from the contingency tables [22]. The
chi-square statistic (Q), with 4 degrees of freedom (since there are three categories),
was also presented along with the p-values associated with it [18]. The upper limit
of C cannot be greater than 1 and is given by

Cmax =
√
(x − 1)

x
(3)

where x = min(i, j) and i, j represent the number of categories in observed and
predicted scenarios. In the present study, both the values of i and j is 3 and hence the
value of Cmax is 0.817. The ratio of C/Cmax is also used as a degree of association.
Tables 3 and 4 presents the contingency tables for the calibration and validation
period for BN-ANN and BN models, respectively.

From the contingency tables also, it is very apparent that the hybrid BN-ANN
model outperformed the standaloneBNmodel.As expected, the degree of association
was found to be better in the calibration phase than in the validation phase. All in
all, it can be established that the hybrid BN-ANNmodel showed better performance
both in terms of prediction of monthly rainfall and hence the drought scenarios as
well.

Table 3 Contingency table for calibration and validation phase of BN-ANN

Predicted category Calibration Validation

Observed category Observed category

Dry Intermediate Wet Dry Intermediate Wet

Dry 25 19 3 9 8 5

Intermediate 17 160 25 5 75 17

Wet 5 23 21 8 13 2

C = 0.476 C = 0.404

C/Cmax = 0.582 C/Cmax = 0.494

Q = 87.56 Q = 27.71

p value = < 0.0001 p value = < 0.0001
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Table 4 Contingency table for calibration and validation phase of BN

Predicted category Calibration Validation

Observed category Observed category

Dry Intermediate Wet Dry Intermediate Wet

Dry 24 20 3 10 11 1

Intermediate 11 154 38 6 69 22

Wet 12 28 8 5 18 1

C = 0.420 C = 0.4

C/Cmax = 0.514 C/Cmax = 0.489

Q = 64.03 Q = 27.167

p value = < 0.0001 p value = < 0.0001

6 Conclusion

The present study deals with extracting a feature subset from a pool of 72 meteoro-
logical variables or probable predictors for the prediction of monthly rainfall in the
drought-prone region of Vidarbha, India. Bayesian Network (BN) which is a class of
Probabilistic Graphical Model (PGM), has been implemented as a feature selection
technique. The popularly used score-based heuristic algorithm, Hill-Climb (HC),
was used to form the Directed Acyclic Graph (DAG) structure, which establishes
the conditional dependence structure between the probable predictors. The variables
that are connected by a directed arc with the target variable constitute the feature
subset for monthly rainfall.

The variables selected as feature subset was used as the inputs to the Artificial
Neural Network (ANN) model for predicting the monthly rainfall. The standalone
BN model was also used as a prediction model and the results from both the models
(BN-ANNandBN)were compared using suitable performancemeasures. The results
indicated that the hybrid BN-ANNmodel outperformed the standalone BNmodel in
terms of all the performancemeasures (R2,NRMSE,NSE, andMD). The results from
the prediction models are further used to categorize each month as wet, intermediate,
and dry months to evaluate the drought scenario in the study area in terms of the
Standard Precipitation Anomaly Index (SPAI). The results from the drought analysis
also showed that the BN-ANN model performs much better than the BN model in
terms of all the degrees of association.



128 P. Das and K. Chanda

References

1. Bolón-Canedo V, Sánchez-Maroño N, Alonso-Betanzos A (2015) Feature selection for high-
dimensional data. Springer International Publishing, Berlin. https://doi.org/10.1007/978-3-
319-21858-8_3

2. Chanda K, Maity R (2015) Meteorological drought quantification with standardized precipita-
tion anomaly index for the regions with strongly seasonal and periodic precipitation. J Hydrol
Eng 20:1–8. https://doi.org/10.1061/(ASCE)HE.1943-5584.0001236

3. Chen L, Singh VP, Guo S, Mishra AK, Guo J (2013) Drought analysis using copulas 18:797–
808. https://doi.org/10.1061/(ASCE)HE.1943-5584.0000697

4. Das M, Ghosh SK (2020) Introduction BT - enhanced Bayesian network models for spatial
time series prediction: recent research trend in data-driven predictive analytics. In: Das M,
Ghosh SK (eds). Springer International Publishing, Cham, pp 1–9. https://doi.org/10.1007/
978-3-030-27749-9_1

5. Das P, Chanda K (2020) Bayesian network based modeling of regional rainfall from multiple
local meteorological drivers. J Hydrol 591:125563. https://doi.org/10.1016/j.jhydrol.2020.
125563

6. Das P, Naganna SR, Deka PC, Pushparaj J (2020) Hybrid wavelet packet machine learning
approaches for drought modeling. Environ Earth Sci 79:1–18. https://doi.org/10.1007/s12665-
020-08971-y

7. Dawood M, Rahman AU, Ullah S, Mahmood S, Rahman G, Azam K (2020) Spatio-statistical
analysis of rainfall fluctuation, anomaly and trend in the Hindu Kush region using ARIMA
approach. Nat Hazards 101:449–464. https://doi.org/10.1007/s11069-020-03881-5

8. Deka PC (2019) A primer on machine learning applications in civil engineering. CRC Press,
Boca Raton

9. Di Y, DingW, Mu Y, Small DL, Islam S, Chang NB (2015) Developing machine learning tools
for long-lead heavy precipitation prediction with multi-sensor data. In: ICNSC 2015 - 2015
IEEE 12th international conference on networking, Sensing and Control, pp 63–68. https://doi.
org/10.1109/ICNSC.2015.7116011

10. Dongre AR, Deshmukh PR (2012) Farmers’ suicides in the Vidarbha region of Maharashtra,
India: a qualitative exploration of their causes. J Inj Violence Res 4:2–6. https://doi.org/10.
5249/jivr.v4i1.68

11. Dutta R, Maity R (2020) Temporal networks-based approach for nonstationary hydro-
climatic modeling and its demonstration with streamflow prediction. Water Resour Res
56:e2020WR027086. https://doi.org/10.1029/2020WR027086

12. Hruschka ER, Hruschka ER, Ebecken NFF (2014) Feature selection by Bayesian networks.
Lecture notes in computer science (including subseries lecture notes in artificial intelligence
and lecture notes in bioinformatics), vol 3060, pp 370–379. https://doi.org/10.1007/978-3-540-
24840-8_26

13. Huang Q, Mao J, Liu Y (2012) An improved grid search algorithm of SVR parameters opti-
mization. In: International conference on communication technology proceedings (ICCT), pp
1022–1026. https://doi.org/10.1109/ICCT.2012.6511415

14. JajarmizadehM, Harun S, Salarpour M (2012) A review on theoretical consideration and types
of models in hydrology. J Environ Sci Technol. https://doi.org/10.3923/jest.2012.249.261

15. Karmakar P, Muley AA, Kulkarni G, Bhalchandra PU (2019) Assessment of rainfall pattern
using ARIMA technique of Pachmarhi region, Madhya Pradesh, India. Communications in
computer and information science. Springer, Singapore. https://doi.org/10.1007/978-981-13-
9187-3_42

16. Khan MYA, Tian F, Hasan F, Chakrapani GJ (2019) Artificial neural network simulation for
prediction of suspended sediment concentration in the river Ramganga, Ganges basin India.
Int J Sediment Res 34:95–107. https://doi.org/10.1016/j.ijsrc.2018.09.001

17. Koller D, Friedman N, Getoor L, Taskar B (2007) Graphical models in a nutshell. In:
Introduction to statistical relational learning, vol 43

https://doi.org/10.1007/978-3-319-21858-8_3
https://doi.org/10.1061/(ASCE)HE.1943-5584.0001236
https://doi.org/10.1061/(ASCE)HE.1943-5584.0000697
https://doi.org/10.1007/978-3-030-27749-9_1
https://doi.org/10.1016/j.jhydrol.2020.125563
https://doi.org/10.1007/s12665-020-08971-y
https://doi.org/10.1007/s11069-020-03881-5
https://doi.org/10.1109/ICNSC.2015.7116011
https://doi.org/10.5249/jivr.v4i1.68
https://doi.org/10.1029/2020WR027086
https://doi.org/10.1007/978-3-540-24840-8_26
https://doi.org/10.1109/ICCT.2012.6511415
https://doi.org/10.3923/jest.2012.249.261
https://doi.org/10.1007/978-981-13-9187-3_42
https://doi.org/10.1016/j.ijsrc.2018.09.001


Feature Selection for Rainfall Prediction and Drought Assessment … 129

18. Maity R, Ramadas M, Govindaraju RS (2013) Identification of hydrologic drought triggers
from hydroclimatic predictor variables. Water Resour Res 49:4476–4492. https://doi.org/10.
1002/wrcr.20346

19. Nagarajan R, Scutari M, Lèbre S (2013) Bayesian networks in R. https://doi.org/10.1007/978-
1-4614-6446-4

20. Nair SC, Mirajkar AB (2020) Spatio–temporal rainfall trend anomalies in Vidarbha region
using historic and predicted data: a case study. Model Earth Syst Environ. https://doi.org/10.
1007/s40808-020-00928-1

21. Nash JE, Sutcliffe JV (1970) River flow forecasting through conceptual models part I — A
discussion of principles. J Hydrol 10:282–290. https://doi.org/10.1016/0022-1694(70)90255-6

22. Pearson K (1904) On the theory of contingency and its relation to association and normal
correlation; On the general theory of skew correlation and non-linear regression. Cambridge
University Press, Cambridge

23. Pour SH, Wahab AKA, Shahid S (2020) Physical-empirical models for prediction of seasonal
rainfall extremes of Peninsular Malaysia. Atmos Res 233:104720. https://doi.org/10.1016/j.
atmosres.2019.104720

24. Rodriguez-Galiano VF, Luque-Espinar JA, Chica-Olmo M, Mendes MP (2018) Feature selec-
tion approaches for predictive modelling of groundwater nitrate pollution: an evaluation of
filters, embedded and wrapper methods. Sci Total Environ 624:661–672. https://doi.org/10.
1016/j.scitotenv.2017.12.152

25. Scutari M (2010) Learning Bayesian networks with the bnlearn R Package. J Stat Softw 35:1–
22. https://doi.org/10.18637/jss.v035.i03

26. Shah D, Mishra V (2020) Drought onset and termination in India. J Geophys Res Atmos
125:e2020JD032871. https://doi.org/10.1029/2020JD032871

27. Shin JY, Ajmal M, Yoo J, Kim TW (2016) A Bayesian network-based probabilistic framework
for drought forecasting and outlook. Adv Meteorol 2016:8–13. https://doi.org/10.1155/2016/
9472605s

28. Sucar LE (2015) Probabilistic graphical models. Springer, London. https://doi.org/10.1007/
978-1-4471-6699-3

29. Tabari H (2019) Statistical analysis and stochastic modelling of hydrological extremes. Water
(Switzerland) 11:1–11. https://doi.org/10.3390/w11091861

30. Willmott CJ, Ackleson SG, Davis RE, Feddema JJ, Klink KM, Legates DR, O’Donnell J,
Rowe CM (1985) Statistics for the evaluation and comparison of models. J Geophys Res
Ocean 90:8995–9005. https://doi.org/10.1029/JC090iC05p08995

https://doi.org/10.1002/wrcr.20346
https://doi.org/10.1007/978-1-4614-6446-4
https://doi.org/10.1007/s40808-020-00928-1
https://doi.org/10.1016/0022-1694(70)90255-6
https://doi.org/10.1016/j.atmosres.2019.104720
https://doi.org/10.1016/j.scitotenv.2017.12.152
https://doi.org/10.18637/jss.v035.i03
https://doi.org/10.1029/2020JD032871
https://doi.org/10.1155/2016/9472605s
https://doi.org/10.1007/978-1-4471-6699-3
https://doi.org/10.3390/w11091861
https://doi.org/10.1029/JC090iC05p08995


Open-Access Precipitation Networks
and Machine Learning Algorithms
as Tools for Flood Severity Prediction

Luis O. K. M. Imagiire, Benedikt Mester, Stefan Haun, and Jochen Seidel

1 Introduction

As widely reported, floods are among the most frequent, deadly, and costly natural
disasters [1–4], affecting on average 520 million people globally per year [5]. A
recent estimate of economic losses results in 104 billion dollars [2] and is likely
to increase as a consequence of changes in socioeconomic aspects, land use, and
climate [3, 6, 7].

Among other types of flooding, flash floods constitute significant hazards in urban
areas. Flash floods are short-term, temporally, and spatially concentrated floods that
result from convective precipitation and usually have a high damage potential [8].
Such events are generally not predictable in time, which makes it difficult to take
appropriate measures [4]. Especially in catchments with steep topography, these
events can be further amplified, leading to a rapid concentration of runoff [7, 9].
In addition, factors such as a high degree of surface sealing due to urbanization,
artificial drainage systems, or unsustainable land use can amplify runoff [10]. Thus,
flash floods pose a major threat to settlements in exposed areas. The intensification
of the hydrological cycle due to global warming [11] is expected to increase the
occurrence of heavy convective precipitation which may lead to a possible increase
in floods as well [1, 12].

Small settlements in areas prone to flash floods are especially vulnerable to the
associated impacts, as they usually have limited resources to cope with flood impacts
and to implement preventive measures. As an example, in May 2016, an extreme
flash flood event triggered a landslide causing severe damage and economic losses
in the range of 104 million Euros to the small municipality of Braunsbach and
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nearby villages in the federal state of Baden-Württemberg, Germany [13, 14]. In this
context, earlywarning systems are one of themost important non-structuralmeasures
to reduce the impacts of flash floods by allowing more time for local authorities to
implement flood protection measures before the exceedance of critical water levels
[4, 5, 15]. The reliability of warning systems for medium to large river basins has
considerably increased in the past two decades, resulting in longer response times
and a reduction of flood impacts [4]. However, flash floods in small basins remain
difficult to predict due to their localized and rapid character, resulting in a limited
warning time [16].

Regarding flash floods, the most important requirement of a warning system is
early identification of critical threshold values which are likely to be exceeded, rather
than the accurate prediction of the magnitude, duration, and timing of the flood peak
[17].

The objective of this paper is the development of a simple early warning model
based on the relationship between maximum rainfall intensities and water level
response to predict flood severity. The small catchment of the River Echaz, located
in the southwest of Germany, serves as a case study for the proposed model.

2 Study Area and Data Acquisition

TheRiver Echaz is a small tributary (23 km long) to the River Neckar, which in turn is
a major tributary to the River Rhine. The Echaz has a small catchment, located in the
center of the federal state of Baden Württemberg, southwest of Germany (Fig. 1).
Some aspects of the catchment enhance the potential for flash flood occurrence,
specifically: (i) the small drainage area (135 km2); (ii) the steep topography, with
elevations ranging from 270 to 900 m.a.s.l; and (iii) the degree of urbanization and
the land use, as 20% can be considered as an urban area with a high degree of
impermeabilization (in 2010).

Precipitation data is obtained from a network of currently 31 personal weather
stations using tipping bucket gauges. This data is available through an open-access
online platform (https://weathermap.netatmo.com/). Although the amount of PWS
contributes to a high density of one rain gauge every 4.2 km2, the spatial distribution
is not homogenous, as the PWS are concentrated to the settlements in the downstream
part of the catchment.Despite the potential to increase spatial coverage and resolution
in urban catchments, these PWS are prone to different types of errors, as they are
not professionally operated [18]. To confirm the reliability of the available PWS,
the recorded data of three precipitation events was compared with measurements
from eight professional weighing rain gauges operated by the city of Reutlingen.
Similar average values were observed for the whole catchment for both networks.
An important finding from the individual assessment of the PWS is the high spatial
variability of precipitation events for both networks (e.g., differences in maximum
rainfall intensity up to more than 10 mm/hour for small distances of only 2 km).

https://weathermap.netatmo.com/
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Fig. 1 Location of water level sensors and personal weather stations (PWS) in the Echaz catchment

In addition, a network of 21 low-cost ultrasonic water level sensors was recently
implemented (2020) by the municipality of Reutlingen, distributed over the whole
catchment. One sensor which was considered for the initial setup of the model is
located at themouth of theEchaz, close to an operational hydrological gauging station
(Wannweil) from the Landesanstalt für Umwelt Baden-Württemberg (LUBW). This
setup allowed for the comparison of the measurements between both sources during
three precipitation events in 2020. A high correlation was observed, not only vali-
dating the ultrasonic device as a low-cost alternative but also enabling the estimation
of past data for the location by linear regression.

Measurement recordings from the water level gauge station, along with infor-
mation on the reported flood events from online newspapers, point out that the flash
flood events in the Echaz catchment were associated with summer convective precip-
itation. As 80% of the discharges with a return period greater than 2 years occurred
between June and August, including all major flood events since 2002. Therefore, a
selection of the events considering heavy precipitation and all the flood discharges
with return periods longer than 2 years were selected to derive the thresholds for the
model.
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3 Methodology

For this study, soil moisture, one of the input parameters for similar approaches such
as flash flood guidance [19, 20], was not considered, as at higher rates the antecedent
soil moisture conditions on the process of transition from precipitation to runoff can
be neglected [21]. The reason is that during these conditions the production of runoff
can be significantly faster than ground infiltration [22], especially in steep mountain
areas due to low storage capacity [23]. Therefore, the warning levels of the proposed
model essentially rely on maximum rainfall intensity thresholds for different accu-
mulation periods of rainfall from 5 to 60 min associated with the exceedance of
critical water levels at the outlet of the drainage basin.

This study considers two distinct periods for analysis: (i) Recent events—
comprising ten of the most significant precipitation events that occurred during the
summer season 2020. This period comprises water level data from the low-cost ultra-
sonic sensor at the outlet of the drainage basin as well as precipitation data from the
PWS network. Two of these precipitation events led to floods with a return period
of 2 years (HQ2); (ii) Past events—comprising 14 of the most significant precipita-
tion events between 2016 and 2019 (during summer seasons). This period considers
water level data estimated by linear regression from the Wannweil gauging station
and precipitation data from the PWS network. Since only minor events occurred in
2020, this additional data was used to account for higher flood discharges with return
periods of 5 (HQ5), 10 (HQ10), and 20 years (HQ20).

3.1 Input Data

The model in this study is based on the direct relationship between the water level
increase at the outlet of the drainage basin and the rainfall intensity [24]. As a
preliminary analysis of the data, the maximum rainfall intensity is evaluated as the
most representative parameter for the water level variations. Hence, the maximum
rainfall intensity was used as a trigger for the proposed flood warning model.

The PWS transmit the precipitation as sum parameters of 5 min intervals. A non-
weighted average for the whole catchment, including all online PWS,was considered
for each 5 min interval. To represent the precipitation events, the maximum rainfall
depths (mm) accumulated in 5, 10, 15, 30, and 60 min were considered. An initial
assessment showed that most of the events occurred with peaks concentrated in a
period up to 60 min. An exemplary flood event (June 24, 2016) is displayed in Fig. 2.
Therefore, for the Echaz catchment, the maximum rainfall accumulated in 60 min
usually refers to the total amount of rainfall or at least to most of the rainfall depth
accumulated during the precipitation event.

Although the water level rise is quantitative, this study aims to predict the severity
of flooding according to the exceedance of critical water levels associated with
different flood discharge references. For this purpose, a binary classification (i.e.,
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Fig. 2 Rainfall depths accumulated in different periods for the event on June 24, 2016

Table 1 Examples of model input data with respect to precipitation and water level

Event Maximum rainfall intensity (mm/period) Water level
(cm)

Flood return period

5 min 10 min 15 min 30 min 60 min Prior Peak

24/06/2016 4.2 8.4 12.1 20.1 28.3 33 168 HQ20

15/08/2017 3.5 6.5 9.0 16.5 21.1 31 120 HQ5

11/06/2018 4.1 7.7 10.8 18.7 28.4 24 144 HQ10

22/06/2019 2.1 3.9 5.7 10.0 14.4 26 116 HQ5

02/07/2020 2.6 4.3 6.0 9.0 12.9 22 109 HQ2

exceedance of the reference discharge or not) of the peak water level at the catch-
ment’s outlet was considered. Also, the water level prior to the precipitation event is
an important parameter, as the amount of discharge, necessary to exceed the defined
critical water level, directly depends on it. Table 1 presents examples of the input
data for a selected event for each year.

For a total of 24 events, 2 machine learning techniques (Logistic Regression and
Decision Trees) were applied to determine maximum rainfall intensity thresholds for
the exceedance of the critical water levels. Hence, the flood severity is determined
by the exceedance of the water levels and the corresponding flood discharges with
return periods of HQ2, HQ5, and HQ10. Due to high uncertainties, a threshold for
HQ20 is not considered, as there was only one event during the study period that
exceeded this flood discharge.
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3.2 Logistic Regression

The logistic regressionmethod is a useful tool to assign probabilities to the occurrence
of a certain event such as a flash flood (Y) based on the relationship between the
chosen independent variables (X) observed in the input (training) data. The method
uses the logistic function (S-curved line) (Eq. 1) to display the probability range
of 0 (non-exceedance) to 1 (exceedance), whereas the range for the independent
variable (X) is unlimited [25]. The coefficients, obtained with maximum likelihood
estimation, refer to the y-intercept (a) and slope (b) for the linear relationship between
the log (odds of Y) and the independent variable (X). Figure 3 illustrates an example
of the application of the method for an HQ2 exceedance.

Pr(Y = 1|X) = p(X) = ea+bX

1+ ea+bX
= elog(odds)

1+ elog(odds)
(1)

From the figure, it can be seen that there is an overlapping interval for the inde-
pendent variable (from 1.4–3.1) in which both outcomes (e.g., exceedance/non-
exceedance of HQ2)may occur. The fitted line provides a probability for the response
(Y = 1) for the given X value. Variables with high correlation yield steeper curves
(smaller overlapping zones) that result in better classification of the outcome. The
uncertainty is higher around the value for X corresponding to a probability of 50%
(approximately 2.4 in this case). The further away from this point the more certain
is the prediction of the outcome. For the case of floods, the choice of a threshold
closer to the upper boundary of the overlapping zone is useful to avoid false alarms,
however, it increases the chance for the occurrence of missed warnings.

If there is a complete separation of the outcomes, a clear threshold exists and
the assigning of the probabilities is not necessary. In this case, other methods (e.g.,
Decision Tree) are more appropriate.

Fig. 3 Example of the logistic regression application to determine the probability of an HQ2
exceedance
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3.3 Decision Tree

As a classification method, the decision tree is used to predict in which categorical
response (binary or classes) the outcome will result, given the node where the inde-
pendent variable value of interest is located [26]. Figure 4 presents an example of
the resulting decision tree for a 20 events sample, considering the maximum rainfall
intensity (mm/60 min) and prior water level as variables.

The training data (i.e., one or more independent variables together with the corre-
sponding outcome) is given as input. Initially, all data belongs to the same root node
(i.e., the whole training data interval). Next, the use of splitting rules creates branches
to divide the data into two nodes (leaves). The splitting rules are associated with the
purity of the resulting nodes (i.e., the predominance of a certain class/outcome).
Among other options, the Gini Index, which represents the total variance across
the classes, is a common indicator for purity. The closer to 0 the purer the node is.
The algorithm continues to create branches and new nodes until predefined criteria
are met (e.g., minimum split sample size, maximum tree depth, minimum impurity
decrease, among others).

For this example, values below 4.25 mm/60 min result in non-exceedance of
the critical water level (i.e., no flood) and values above 6.25 mm/60 min result in
potential exceedance (i.e., flood). Also, these values constitute the lower and upper
boundary of the overlapping zone, in which the maximum rainfall intensity alone
is not sufficient to predict the outcome. In this case, the decision tree creates a new
branch using the prior water level to classify the outcome for the four remaining

Fig. 4 Example of the decision tree application
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samples in the overlapping zone. As a result, this decision tree yields nodes with
complete purity (i.e., only one class per node).

3.4 Proposed Model for the Echaz Catchment

The proposed model considers the Decision Tree to obtain maximum rainfall thresh-
olds and the Logistic Regression to obtain the associated probability of exceedance.
To avoid false alarms, the criteria for branching in the Decision Tree consider purity
in the exceedance node, i.e., setting the threshold larger than the upper boundary
of the overlapping zone. As the uncertainty is higher for the shorter accumulation
periods (i.e., wider overlapping zones), the second branch, which includes the prior
water level, is only considered for the 60min rainfall accumulation period, which has
the smallest overlapping zone (i.e., better correlationwith the outcome). The Logistic
Regression allows the identification of the corresponding probability of exceedance
associated with the found thresholds. All detected thresholds are taken into account
simultaneously and compared with live data from the PWS network. If any of them is
reached, the model triggers an alarm (i.e., notification) for the corresponding critical
water level, also indicating which flood severity needs to be expected.

The main characteristics for the model are: lumped (non-weighted average for
areal precipitation); classification (categorical response for each flood discharge
return period); data-driven (relationship between the rainfall and the water level,
without physical interpretation of the rainfall-runoff process); threshold-based (a
simplified version of the flash flood guidance method with machine learning
approaches to obtain the thresholds); multivariate (maximum rainfall intensities and
prior water level as inputs); early warning model (monitors live data and provides
alert to increase the response time for preventive actions against the impacts of flash
floods).

The steps for the model implementation are: (i) data acquisition (precipitation
average values and water level measurements); (ii) data filtering (check for incon-
sistency, gaps, and outliers); (iii) event selection (most representative events for the
period including high rainfall intensities and the critical water level reference of
interest); (iv) determining thresholds and associated probabilities (Decision Tree to
obtain thresholds and Logistic Regression to obtain the corresponding probability of
exceedance); (v) dealing with overlapping zones (if necessary, additional branch to
the tree for the variable with the best correlation to reduce uncertainty); (vi) setting
up a live monitoring (monitor live rainfall data to issue flood severity warnings); (vii)
updating when new data are available (every new season, evaluate the performance,
incorporate new data and check if thresholds updates are necessary).
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4 Results and Discussion

The results of the application of the Decision Tree and Logistic Regression methods
to the training data composed of 24 selected events (2016–2020) comprising the
maximum rainfall thresholds and the associated probabilities are presented in Table
2. Ten of the selected events exceed an HQ2 discharge, four events exceed HQ5
discharge and two events exceed HQ10 discharge. Hence, the small amount of data
for this case study restricts the use of Logistic Regression to obtain probabilities for
the thresholds associated with the exceedance of higher flood discharges, as there
is a complete or almost complete separation of the outcomes. For the same reason,
the uncertainty regarding the accuracy of the obtained thresholds is higher for the
more severe floods. Therefore, the application of the Logistic Regression method,
and estimation of the probabilities of exceedance (p), is only performed for HQ2
exceedance.

The evaluation of the performance of the model is conducted for the training data,
as attempts to reserve part of the dataset for test and cross-validation techniques,
showed that important information is removed and the model gets less representative
for the relationship between the variables, as it relies on a small amount of data.

The results of the application of the obtained thresholds for HQ2 exceedance to
the training data are represented in the following confusion matrix (Fig. 5) and by the
associated measures: (i) specificity—1.00 (100% effective in avoiding false alarms);
(ii) sensitivity—0.80 (80% effective in predicting the observed HQ2 exceedance);
(iii) precision—1.00 (100% of the predicted HQ2 exceedance are correct); and (iv)
accuracy—0.92 (92% of the overall predictions are correct).

Severe floods are rare events. Since the data comprise five years of measurements
the number of considered events is small for this short period. As result, the risk
of overfitting and lower performance measures on test and validation data exists,

Table 2 Resultingmaximum rainfall thresholds and associated probabilities of exceedance derived
by the decision tree and logistic regression method, respectively

Max. rainfall intensity HQ2 p (HQ2) HQ5 HQ10

mm/5 min 3.3 0.82 3.5 3.8

mm/10 min 5.9 0.82 6.4 7.1

mm/15 min 7.2 0.72 8.4 9.9

mm/30 min 9.8 0.75 14.5 17.6

mm/60 min 11.3 0.70 17.8 24.7

Fig. 5 Confusion matrix for
HQ2 exceedance
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resulting in expected uncertainties for the first upcoming seasons. However, more
events and subsequently more data will be available due to the implemented moni-
toring, enabling (cross) validation. The overall performance is anticipated to steadily
increase as exceedance thresholds are updated as well.

Two events exceeding HQ2 could not be identified by these thresholds, as the
outcomes also depend on the prior water level (i.e., within the overlapping zone).
However, this is solved by implementing a secondbranch for the 60min accumulation
period. Regarding the performance of the thresholds for HQ5 exceedance, one of the
four events is not correctly predicted as it also depended on the prior water level. For
the HQ10 exceedance, the two events are correctly predicted by the found thresholds.

As severe floods are associated with high rainfall intensities, the thresholds for
shorter accumulation periods (e.g., five or ten minutes) are more easily exceeded
(i.e., the rainfall values are larger than the upper boundary of the overlapping zone).
Thus, as the model relies on multiple thresholds (one for each of the accumulation
periods), the exceedance of critical water levels during such severe events is identified
earlier by shorter accumulation periods. On the other hand, smaller floods are only
identified by the thresholds for longer accumulation periods and/or by the secondary
threshold for prior water level.

The timebetween the alarm triggering and the exceedance of the associated critical
water level, also called lead time, is computed for the events of 2016–2020. On
average, the model provides a lead time of 81 min for the HQ2 exceedance, 100 min
for HQ5 exceedance, and 105 min for HQ10 exceedance at the water level sensor
near the mouth of the Echaz.

5 Conclusions

In this study, a simple flood warning model to predict flood severity at the mouth of
theRiver Echaz catchment is presented. Themodel architecture includes open-access
precipitation data from PWS and water level measurements from a low-cost ultra-
sonic sensor at the outlet of the drainage basin. These data sources are identified to be
suitable and reliable for flood warnings purposes, given the results of the comparison
with established and professionally operated public stations. The development of the
model is guided by simplicity and interpretability, with a threshold-based approach
to provide alerts associated with the exceedance of critical water levels indicative of
the flood severity (i.e., flood discharges with return periods of 2, 5, and 10 years).
In addition, maximum rainfall depths accumulated over 5, 10, 15, 30, and 60 min
are used to characterize the precipitation events and to derive multiple thresholds
for the model. The Decision Tree classification machine learning method is used as
it has advantages in the interpretability (straightforward visual representation) and
allows the use of secondary variables (e.g., prior water level) providing better predic-
tions for overlapping uncertainty zones. Another feature is the branching criterion
which considers purity in the exceedance nodes to avoid false alarms. The appli-
cation of the Logistic Regression method allows the assignment of probabilities of
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exceedance to the found thresholds. Currently however, it is restricted to flood events
up to HQ2 exceedance due to limited data availability. With the developed method
(multiple triggers), the model is able to identify the severe floods earlier and with
more reliability. Good performance is observed for the training data, as a severity
for most of the observed flash flood events (2016–2020) is correctly predicted by the
model. Nevertheless, there is a risk of overfitting and lower performance for the first
upcoming events, as the model relies on a small amount of data. Hence, the model
needs to be evaluated with the acquisition of new data during upcoming seasons. As
the incorporation of additional data will lead tomore accurate updated thresholds, the
model performance and prediction capacity are likely to enhance. Further improve-
ments could be achieved through better determination of areal precipitation and the
development of real-time algorithms to remove PWS with outliers or inconsistent
measurements. The model provides an average lead time of 81 min for the HQ2
exceedance, 100 min for HQ5 exceedance, and 105 min for HQ10 exceedance. The
reduced complexity and high interpretability of the model allow for short training
times of staff and fast decision-making processes. With the upcoming inclusion of
the other water level sensors, flood severity can be predicted at most sections along
the course of the Echaz. To conclude, this study contributes with an easy to inter-
pret and low-cost solution to increase the response time for local authorities to take
preventive actions in the Echaz catchment.
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Flood-Proof House: An Alternative
Approach to Conventional Housing
Typology

Gautam Das, Mousom Mrinmoy Kashyap, Niranjan Konwer,
and Atanu Kumar Dutta

1 Introduction

Assam, one of the most populous states in North East India, consists broadly of two
river basins: the Brahmaputra and the Barak. The flood-prone area of the state is
31500sq km as assessed by Rashtriya Barh Ayog [1], which is about 39.58 percent
of the total land area of Assam (Fig. 1).

According to a statistical report released by NDTV India [3], about 12 lakhs of
people have been affected by flood and 60 were dead in the year 2017 (Fig. 2).

This work attempts to address the problem of flood-related housing. The work
proposes a Flood-proof house, which will serve the basic needs of housing during
flood, while serving the normal purpose during the dry season. One of the main
objectives in design is to make the house affordable to the weaker section of the
societywhile fulfilling the serviceability condition. Constructionmaterial considered
here is FRP, steel, timber and bamboo leading to low-cost housing. An anchorage
system is proposed to ensure the safety of the structure during the flood. The house
is to be tested against possible high water-current and wind during the flood and
possible earthquakes while aground.

2 Planning of the Super-Structure

Planning of the super-structure needs knowledge of the geological, geographical,
and environmental condition of the area, where the structure is to be constructed.
Planning is to be done with an aim of making the structure green by harnessing
natural advantages such as light and air. Good orientation can increase the energy
efficiency of the house, making it more comfortable to live in and cheaper to run.
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Fig.1 Flood Hazard areas of Assam in the year of 2017 [2]

Fig. 2 Showing flood plain of River Brahmaputra

The proper orientation of the structure is achieved using the Wind Rose diagram
and Sun Diagram. The Wind Rose diagram of Jorhat, as shown in Fig. 3, is used to
find the direction in which the wind intensity is maximum. This, in conjunction with
the Sun Diagram as shown in Fig. 4, is used to plan the house.
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Fig. 3 Wind Rose diagram of Jorhat Airport from January 5, 2017 to August 28, 2018 [4]

The plan of the house is proposed within an area of 150 sq. m. Isometric view
(Fig. 5) Plan (Fig. 6) and beam-column layout (Fig. 7) of the house are presented
here.

3 Design of Floatable Base

The depth of the floatable base is to be calculated using the principle of buoyancy. The
floating base is made using FRP which constitutes of 5 mm PVC foam, sandwiched
between fiberglass isophthalic marine grade resin with UV self-pigmented gelcoat
(polyester pigment). FRP sheet is used to cover the floating base. The perforated
sheet plate in the lower base of the floating base connects the I-section columns
(ISLB 100) with the base. The columns are welded to the steel base. The base plate
is strengthened by grids using 2 mm steel plates.

FRP sheets are used to envelop the steel framework. These form a trapezoid of
height 1 m, bottom base area 10 × 7 sq. m, and top base area 15 × 10 sq. m. Vinyl
flooring sheets are used as floor-covering to increase the floor friction and thermal
insulation.
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Fig. 4 Aspect and Sun diagram [5]

Fig. 5 Isometric of the house facing SW direction

3.1 Check for Buoyancy

A detailed check is done with reference to Fig. 8.
Total load of the structure is found as 11570.95 kg.
Assuming x to be the depth of submerging of the base, using equilibrium condition

⇒ W − FB = 0 (1)
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Fig.6 Plan of the house

Fig. 7 Column and beam details

Fig. 8 Free body diagram of the base
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Table 1 Details of stress in
the steel frame

Solution information Minimum Maximum Average

Equivalent stress 0.89 MPa 124.8 MPa 4.76 MPa

Total deformation 0 mm 14.06 mm 2 mm

Elastic strain 9.15 × 10–7 6.24 × 10–4 3.82 × 10–5

orx = 0.097m < 1m, Henceok

The base is modeled in Ansys 19.1® and analyzed against floatation stress. The
resultant stresses in the steel plates are shown in Table 1.

Maximum Stress developed is 124.81 MPa, which is less than fy (250 MPa).
Due to the limitation in nodes in the student version of Ansys 19.1®, a smaller

model is modeled in Ansys 19.1® (Figs. 9, 10, and 11).

Fig. 9 Image of results in Ansys 19.1®

Fig. 10 Plan of scaled-down
house
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Fig. 11 Elevation of the
scaled-down house

4 Mass Calculation of the Smaller Model

4.1 Mass of the Steel Framework

(i) 4 nos. of ISMB 200 = 447.6 kg.
(ii) 4 nos. ISMB 150 = 180 kg.
(iii) 5 nos. thick steel plate 5 × 5 m2= 1000 kg.
(iv) 5-mm-thick steel plate 3.6 × 5m2 = 720 kg.
(v) Trapezoidal plate 5 pieces = 600 kg.
(vi) Rectangular plate 2 pieces = 396 kg.
(vii) Rectangular section 4 pieces = 560 kg.

Total = 3907.6 kg.

4.2 Mass of Steel Truss

Roof truss is of 50 mm nominal bore steel tube in the. As per IS: 1239 (Part-I)- 2004,
the mass of the tube is 5.03 kg/m.

Mass of the single truss provided in the roof

= 8.83 × 5.03
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= 44.4149kg.

Total mass of all the trusses = 44.415 × 3

= 133.245kg.

Now the total mass of the truss system = (6 × 3 × 5.03) + 133.245

= 223.785kg.

4.3 Total Mass of the Structure

Total mass of the whole structure (W) = 3679.8 + 223.785

= 3903.585kg.

5 Seismic Check

As per IS: 1893-(Part-I)-2002 clause 6.4.2 theDesignHorizontal Seismic Coefficient
(Ah) is calculated as

Ah = ZISa
2Rg

= 0.36 × 1

2 × 5
× 2.5 = 0.09.

5.1 Calculation of Design Seismic Base Shear

As per IS: 1893-(Part-I)-2002 clause 7.5.3, the Design Seismic Base Shear (VB) is
calculated as

Qi = VB = 0.09 × 3903.585 = 351.322kg.

Assume Qi is acted on the C.G. of the roof truss, which provides a maximum
moment for the lateral load. The height of the structure to the base from the C.G. of
the roof truss is
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h = 0.7 + 3 + 1

3
× 0.866 = 3.989m.

Now, moment due to lateral load is calculated as

Mi = Qih = 351.322 × 3.989 = 1383.86kgm.

5.2 Check for Overturning

The structure just rests on ground, without any foundation. Hence this needs to be
checked against overturning during an earthquake.

The eccentricity of the structure due to earthquake moment (Mi ) is calculated as

e = Mi

W
= 354.51mm.

Permissible limit of eccentricity is given as = l
6 = emax.

Since the base length of the structure is (l) = 5m = 5000mm.
Now,

emax = 5000

6
= 833.33mm.

Since e < emax, hence ok.
The structure is safe against overturning.

6 Calculation of Wind Load

The calculation for designing wind speed as per IS 875: Part 3,
Design wind speed, Vz = k1k2k3Vb

As per the wind map of India, Vb=50 m/s for the North Eastern region (Assam).
For design life, N = 50 years and risk level, PN = 0.63, height of building =

3.5 m, the value of k1, k2 and k3 are
k1 = 1, k2 = 1, k3 = 1 (considering the plain area).
Now,

Vz =1 × 1 × 50

=50m/s.

Design wind pressure
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Pz = 0.6 × 502 = 1.5kPa.

7 Calculation of Metacentric Height

With reference to Fig. 12,

Iyy = 30.323m4

V = 12.8m3

I

V
= 2.369m

yb = (4.4 + 2 × 3.6)

4.4 + 3.6
× .4

3
= 0.193.

GM = I

V
− (2.2 − 0.193) = 0.362m.

Fig. 12 Calculation of
Metacentric height of the
model
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Table 2 Test results

Parameters Maximum Minimum Average

Total deformation (m) 2.69 × 10–2 0 1.17 × 10–2

Equivalent elastic
strain

7.84 × 10–4 3.76 × 10–8 1.02 × 10–4

Equivalent stress (MPa) 1.31 × 102 0.24 × 10–2 1.56

Directional deformation (m) -4.59 × 10–3 -2.06 × 10–2 -7.31 × 10–3

Table 3 Bed soil parameters
of the proposed site [6]

Sample Location Bulk Unit
Weight,
γ (gm/cc)

Unit
Cohesion,
cu (N/cm2)

Angle of
internal
friction,
φu

Barguriagaon 1.79 2.60 27o

Butalikhowa 1.87 2.20 36o

Golaghat 1.54 1.05 30o

Dachmuagaon 1.53 2.00 28o

Average 1.68 1.96 30.25o

8 Analysis Results

The output from Ansys 19.1® is summarised in Table 2.

9 Design of Tension Pile and Anchorage Cables

9.1 Soil Properties

Soil properties used for the design of the pile are shown in Table 3.

9.2 Calculation Pressure Due to River Current

Assuming velocity of the river current (v) = 4m
sec ,

For peak velocity vp = 2.5 × v = 2.5× = 10m
sec ,

p = ρvp
2 = 100kPa.
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Fig. 13 Anchorage cables connected to the pile cap

9.3 Design of the Anchorage Cable

The projected area of the base = 3.01m2

The total force on the base of the structure = 301kN.
20 mm diameter cables on the upstream side are provided as anchorage.
Downstream side cables are provided for preventing the overturning of the

structure due to river current (Fig. 13).
Provided 12 mm diameter cables in the downstream side as anchorage.

9.4 Design of Anchorage Pile

Maximum tension in the cable as per the analysis result is Q = 425.678kN
Now factored uplift force on the pileQu = 1.5×Q = 1.5×425.678 = 638.517kN
For c-Ø soil, the ultimate bearing capacity of bored and cast-in-situ piles is

calculated as;
Ultimate skin friction,

Qs = As[kσvtanδ + αcu].

For Tension piles, QP = 0.
Since the piles are made of concrete and Ø = 30.25o.
δ = 22.69◦, k = 1.179.
From the graph given by Tomlinson [7], α is calculated from Lf/B ratio and cu

and presented in Table 4 and the number of piles required is shown in Fig. 14.

10 Mooring and Anchorage of the Base

Figure 15 shows the positions of piles P1,−P9 and anchorage points A1 − A10



Flood-Proof House: An Alternative Approach … 155

Table 4 No. of piles required for different length of the piles

Diameter of the pile
(D) in m

Length of the pile (Lf)
in m

Ultimate load carrying
capacity of the pile in
kN (Qu)

No. of piles required

0.5 4 206.194 4

0.5 5 283.654 3

0.5 6 371.479 2

0.5 7 469.669 2

0.5 8 578.223 2

0.5 9 697.143 1

0.5 9.5 760.489 1

0.5 10 826.426 1

0.5 10.5 894.955 1

0.5 11 966.075 1

0.5 11.5 1039.786 1

0.5 12 1116.088 1

Fig. 14 Variation of total
ultimate load-carrying
capacity with the length of
the piles
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11 Conclusion

This work designed a floating house for flood plans of Assam. If implemented on a
mass scale, this typology could result in a safe and affordable house for floodplains.
The use of other cost-effective material and technology can be further explored for
reducing the cost and for finding the solution to the long-standing problem of Assam.
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Fig. 15 Mooring
arrangement of the house
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A Review of Impacts of Climate Change
on Slope Stability

Jun Lim Wong, Min Lee Lee , Fang Yenn Teo , and Kian Wah Liew

1 Introduction

In recent years, climate change has attracted the interest of many researchers around
the world. Global warming is one of the phenomena associated with climate change.
The assessment of the impact of climate change on the environment is essential for
policy makers to make the best decisions for preserving our natural environment.
Climate change is unequivocal but few have studied the impact that climate change
has on the stability of the slope. Engineered and natural slopes are threatened by
climate variability as it leads to changes in the occurrence of extreme events, which is
one of the primary causes of geo-hydrological hazards such as landslides. Therefore,
it is extremely important to evaluate the impact of climate change on slopes to help
decision-makers and engineers inmitigating the damages that could be incurred from
the hazards.

A landslide can be defined as the movement of debris, rock, or earth down a slope,
caused by gravity. Both engineered and natural slopes are affected by this mass-
wasting process. Landslides include various types of movements such as falling,
sliding, spreading, flowing, or toppling. In fact, a combination of these movements
can be found in many landslides either simultaneously or during their lifetime.
Landslides canoccur anywhere andplay amajor role in the evolutionof the landscape.

The stability of a slope can be affected by various phenomena such as temperature,
earthquake, rainfall, anthropogenic causes, etc. These phenomena are affected by
climate change, particularly temperature and precipitation. However, there are still
very limited studies on quantifying the impact that climate change has on slope
stability. This paper aims to provide a detailed review of the impacts of climate
change on slope stability through currently available literature. Firstly, the potential
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factors that may affect the phenomenon of climate change are reviewed, followed
by quantifying the impacts of climate change on rainfall and temperature which
constitute two important factors in inducing slope instability. Subsequently, various
prediction models for temporal rainfall and temperature variations are reviewed.
Lastly, the impacts of rainfall infiltration and temperature variation amidst the climate
change phenomenon on the stability of slope are evaluated.

2 Factors Affecting Climate Change

Maracchi and Baldi (2006) found a rise of approximately 1 °C in the mean global air
temperature since 1860. They concluded that the twentieth century is the warmest in
the last 10 centuries, with the warmest decade of the century identified as the 1990s.
During the period of 1990–2100, a rise of 1.5–6.0 °C in the air temperature was
estimated [1]. Global Climate Models have projected an air temperature increase of
1.5 °C in the next century but this prediction is plagued by the uncertainties which
are internal to the models.

Historical climate change was found to be caused by natural factors, such as the
variations in the orbital parameters of the earth (Milankovitch Theory), or due to
the natural alterations in the composition of the atmosphere, conductive to either
cooling or warming of the atmosphere (Maracchi and Baldi 2006). Warming of the
atmosphere can be caused by greenhouse gases whilst the release of natural aerosols
due to volcanic activities can have long-term warming or short-term cooling effects.
However, it is very challenging to predict the impacts that these natural factors have.
The complexity of the climatic system, which is different from other natural systems
result in large uncertainties because tiny changes can have significant effects due to
the complex feedback mechanisms and non-linear variability of the climatic system.
For instance, it is clear that aerosols and greenhouse gases will cause climate change
but the quantification of the effects they have on the climate is difficult.

Ding et al. [30] carried out a study in China on the causes of regional climate
change using climate models with the consideration of various forcings. They
suggested that the warming of the past 50 years could be caused by the increase
of atmospheric concentration of greenhouse gases, while temperature change of
the first half of the twentieth century could be caused by solar activity, volcanic
eruptions, and sea surface temperature change. Their review suggested that a signif-
icant decline in sunshine duration and solar radiation at the surface in eastern China
had been attributed to the increased emission of pollutants. Anthropogenic climate
change will likely lead to a weaker winter monsoon and a stronger summer monsoon
in eastern Asia according to their studies. Ding et al. [30] assessed the causes of
climate change considering both radiative and anthropogenic forcings. Radiative
forcing can be described as the difference between the sunlight that is absorbed by
the earth and the energy that is radiated back to space. On the other hand, anthro-
pogenic forcing can be described as the consequences of human activities. Major
methods of detection for attributing reasons for climate change are multiple climate
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models and numerical-statistic methods based on observed data [11, 55]. Results
show that almost all the models with the various human emission scenarios simu-
late the warming trend in China for the twentieth century to a reasonable degree,
especially the obvious warming trend over the past 50 years. This suggests that
anthropogenic forcings play a huge part in climate change. This conclusion agrees
with that of [46]. A different study by Zhou and Yu (2006) which includes all radia-
tive forcings by 19 global climate system models, two of which are from China,
attempted to simulate the annual mean temperature anomaly changes in China for
the twentieth century. The radiative forcings considered included changes in solar
radiation, volcanic activity, greenhouse gases, sulfate aerosols, black carbon, ozone,
land use/vegetation changes, and others [12, 13]. The correlation coefficient obtained
from this studywas better thanwhen only human emissionswere used,which implied
that solar and volcanic activity, as well as the interactions between air and sea, could
play apart in the temperature change inChinaduring thefirst half of twentieth century.
Based on the findings from [120, 123], it can be summarized that the observed and
simulated evidence of climate change in China of the twentieth century have been
attributed to anthropogenic activity.

Baum et al. [119] provided an assessment of the evidence of anthropogenic causes
on climate change. A decline in temperature was found in the global temperature
record between 1940 and 1975 despite the fact that there was a rise in greenhouse gas
concentrations. Nonetheless, it is undeniable that the general increase in temperature
is primarily caused by greenhouse gases. The effect of sulfur emissions on global
temperaturewas highlighted in the study byBaumet al. [9]. Sulfate aerosols produced
by sulfur emissions can have a cooling effect on the surface of the earth since it
reflects additional solar radiation back into space. It was found that thin clouds have
a warming effect while thick clouds tend to cool the surface of the earth by reflecting
solar radiation back to space (Grenci and Nese 2006). Global warming increases
the rates of evaporation resulting in more thin and thick clouds. Hence, clouds add
to the uncertainty in the projection of temperature changes. Previous studies have
presented evidence to prove that the climate is changing and anthropogenic causes
play a huge part in climate change. These fundamental findings cannot be disproved
even though there is large uncertainty about climate change.

Matteis [14] provided an overview of the anthropogenic causes of climate change.
It is widely agreed among climate scientists that human activity is the primary driving
force of global warming. The statement from the Intergovernmental Panel onClimate
Change (IPCC) stating that “human influence has been the dominant cause of the
observed warming since the mid-twentieth century” supports this consensus among
scientists [21, 22]. The results from Matteis’s [14] study showed that the nega-
tive impacts that the growing luxurious lifestyle and demographic pressure have on
greenhouse forcings are far more significant in comparison with the effort to reduce
greenhouse forcings through technological progress. As amatter of fact, it was found
in the research on the driving forces of climate change that models that only consider
the natural causes of climate change were not able to simulate the historical global
warming while models that include human activities that produce greenhouse gases
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are able to better simulate the historical warming. Hence, it can be concluded that
human activity is one of the primary driving forces of climate change.

The causes of global and regional changes of climatewere investigated byLoginov
10. The highest positive temperature anomalies were observed during periods of low
aerosol pollution: 1883–1902, 1933–1942, and 1993–2012. On the other hand, the
results showed that the largest negative temperature anomalies coincide with the
middle of the period of the largest aerosol pollution: 1973–1982. During the period
between 1983 and 2002, the highest positive temperature anomalies in January–
February corresponded with a significant increase in the concentration of greenhouse
gases. The warmest 5 year-long summer periods were also found to coincide with a
period of low aerosol pollution. In recent years, extremely warm 5 year-long summer
and winter epochs were found to correspond to the radiation effects of greenhouse
gases and aerosols.

Stern and Kaufmann (2013) examined the anthropogenic and natural causes of
climate change and found that both natural and anthropogenic factors play a part in
temperature change which led to changes in the concentration of greenhouse gases.
It was evident that greenhouse gases and volcanic activity had significant effects on
temperature change while black carbon was found to have no effect on tempera-
ture change. The impact of anthropogenic sulfate aerosols was over-estimated, and
changes in solar irradiance did not have a significant effect on temperature change
(Boucher and Pham 2002). The results reported in this study also showed that prop-
erly specified tests of Ganger causality validate the consensus that human activity
is partially responsible for the observed rise in global temperature and that this rise
in temperature also has an effect on the global carbon cycle. Table 1 summarizes
the factors affecting climate change as reported by numerous researchers in different
parts of the world.

Table 1 Summary of factors affecting climate change

Factors Study Area Reference

Natural factors such as variations in orbital
parameters of the earth, natural alterations in the
composition of atmosphere, and release of aerosols
due to volcanic activities

Europe Maracchi and Baldi (2006)

Anthropogenic factors such as greenhouse gases Europe Maracchi and Baldi (2006)

Anthropogenic factors such as greenhouse gases China Ding et al. [30]

Natural factors including solar activity, volcanic
eruptions, and sea surface temperature change

China Ding et al. [30]

Greenhouse gases and sulfur emissions Global Baum et al. (2011)

Human activity and natural factors Global Matteis (2019)

Aerosol pollution and greenhouse gases Global V. F. Loginov (2014)

Greenhouse gases, volcanic activity, black carbon,
sulfate aerosols and changes in solar irradiance

Global Stern and Kaufmann (2013)
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3 Impacts of Climate Change on Rainfall and Temperature

Loo et al. (2015) investigated the effect of climate change on seasonal monsoon
in Asia and its impacts on the variability of monsoon rainfall in Southeast Asia.
A decreasing trend of temperature was observed during the period of 1945–1973
(Brohan et al. 2006). Since then, the temperature has been increasing as a result of
climate change. The chances of rainfall are reduced when there is a rise in tempera-
ture because rainfall occurs when the temperature is low. An increase in temperature
results in lower rainfall frequency but increased rainfall intensity. A rise in temper-
ature was predicted in the late twenty-first and twenty-second centuries by Schewe
and Levermann [22]. Ashfaq et al. [6] suggested that this caused the delay of the
monsoon onset in the future. Increases in the intensity of rainfall were observed in
Malaysia and other Southeast Asian countries, which is a key factor in the occurrence
of landslides and flooding events [12].

Changes to precipitation and temperature of Alberta for historical and future
periods were examined by Jiang et al. (2015). Climate data of Alberta was used
to examine historical trends as well as the magnitude of these trends through the
Mann–Kendall test and Sen’s slope. The effects that climate change may potentially
have on the temperature and precipitation of Alberta were evaluated using General
Circulation Models (GCMs). It was found from the results that Alberta became
warmer and drier during the period of 1900–2011, particularly the southern and
central Alberta. General Circulation Models projected a change from –25 to 36% in
the seasonal precipitation of Alberta as well as an increase in temperature between
2020 and 2080. The peak of the increase, which is 6.8 °C was found in December,
January, and February. Increased precipitations in January, February, March, April,
May, and December were projected by the GCMs. The projection results indicated
a constant increase in temperature for all seasons. These projections agreed to the
historical trends of temperature and precipitation.

Sharma and Goyal [93] examined the changes in temperature, precipitation, and
climate extremes in the Teesta River basin in Eastern Himalayas between 1951 and
2100. Their study adopted four General Circulation Models (GCMs) and two Repre-
sentative Concentration Pathways (RCP4.5 and RCP8.5). Projected and observed
climates both showed substantial changes in temperature, precipitation, and climate
extreme patterns. Their results indicated increases in both temperature and precipi-
tation. F1, F2, and F3 were used to represent three periods of the projected period:
F1 (2011–2040), F2 (2041–2070), and F3 (2070–2100). There was an increase of
225 mm, 283 mm, and 385 mm in the mean annual precipitation (MAP) of F1, F2,
and F3, respectively, under the RCP4.5 scenario. On the other hand, the MAP of
F1, F2, and F3 increased by 160 mm, 418 mm, and 751 mm, respectively, under
the RCP8.5 scenario. It was also found that the mean daily maximum temperature
increased by 0.46 °C, 0.90 °C, 1.13 °C for F1, F2, and F3, respectively, underRCP4.5.
An increase of 0.54 °C, 1.18 °C, and 1.92 °C was found in the mean daily maximum
temperature for F1, F2, and F3, respectively, under RCP8.5. It is likely that there will
be increased precipitation in both non-monsoon and monsoon seasons. Nonetheless,
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a lot of uncertainties surround these projections. The results in this study is similar
to the results of existing studies in and around the same study area.

Rana et al. (2014) used Distribution-based Scaling of Global Climate Model
projections to examine the effect of climate change on rainfall in Mumbai. The
rainfall statistics for three different periods were used in this study: near (2010–
2040), intermediate (2041–2070), and distant future (2071–2099). An increased total
accumulated annual rainfall was found in the results. An average increase of 140 mm
was found for the near future projections.Meanwhile, projections for the intermediate
future showed an increase of 300 mm. Lastly, an increase of 420 mm was projected
for the distant future period. Numerous studies revealed that the global warming
caused by greenhouse gases will likely increase the intensity of monsoon rainfall
across a large region including South Asia ([58]; May, 2002, 2004, 2011; [75]).
A small average increase of approximately 5% compared to 1990 in the summer
precipitation of 2090 was projected in the study of IPCC (2007) using the ensemble
mean of General Circulation Model projections. Nonetheless, it should be noted that
this small change in the average is a result of the largely negative and positive changes
in each projection. Rana et al. (2014) concluded their study by recommending the
use of multiple projections because a single projection is not enough to inform an
efficient adaptation strategies.

Abdulla [6] attempted to project the precipitation and temperature in Jordan under
twenty-first-century climate change. The future and business as usual (BAU) climate
scenarios were simulated usingmaximum temperature, minimum temperature, mean
temperature, and precipitation time series at selected eight climatic stations. Trend
analysis of the precipitation time series from the majority of the stations revealed
decreasing trends since the 1960s. Increasing trends were observed for temperature
with the increase in minimum temperature more than that of the maximum temper-
ature. An increase in temperature from about + 2.5 °C to + 5 °C by the end of the
century was found from the recent projections of global climate changes following
a rise in the concentrations of greenhouse gases. Existing studies of climate change
in Jordan revealed that the rate of increase in minimum temperature was almost
double compared to the rate of increase in maximum temperature. Results showed
that changes in precipitation and the rate of warming varied across different regions
on earth. General Circulation Model is adopted with a statistical downscaling model
to project future rainfall and temperature for eight locations in Jordan between 2015
and 2099. The projections showed a reduction of approximately 10% to 37% in the
annual precipitation.

Ibrahim et al. [47] used 5 regional climate models to simulate the changes in
rainfall attributed to climate change in Burkina Faso. The projection of the change
in annual rainfall was associated with large uncertainties, which is similar to other
climate models. Nonetheless, certain features of the effect of climate change on
rainfall were found to be robust in this study. The projections showed a decline of
3% in the number of low rainfall events (0.1–5 mm per day) and an average increase
of 15% in the number of strong rainfall events (more than 50 mm per day). All
projections indicated a one-week delay of the rainy season onset on average and it
was widely agreed that the dry spells would lengthen by approximately 20%.
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Gunawardhana et al. [6] attempted to quantify the changes in frequency and inten-
sity of hourly extreme rainfall under climate change in Oman. The annual maximum
hourly rainfall in Salalah, Oman for two future periods: 2040–2059 and 2080–2099
were projected using the temporal disaggregation and spatial downscaling technique.
The projections indicated a decline of about 20% in the number of wet days while the
annual total rainfall was expected to increase by about 44% and 17% in the periods of
2040–2059 and 2080–2099, respectively. The extreme rainfall distributionwas likely
to be affected by these changes, resulting inmore intense and frequent extreme events
in the future. In addition, the rainfall regime was expected to intensify more towards
the end of the twenty-first century. Table 2 summarizes the quantitative changes in
rainfall and temperature from the foregoing reported studies.

4 Prediction of Rainfall and Temperature Patterns

There are various phenomena that can affect the stability of slopes and trigger land-
slide events. These phenomena include a change in temperature, earthquake, snow
melt, volcanic activity, precipitation, and other human activities. Climate change
has consequences on these phenomena, particularly temperature and precipitation.
Hence, the development of accurate and effective methods to project future temper-
ature and rainfall scenarios under climate change is crucial. In general, there are
two types of forecast models: data-driven models and physical models. Historical
data combined with statistical and computational intelligence methods are employed
in data-driven models for prediction, while physical models simulate the physical
process according to the physical laws. Results from comparative studies suggest
that data-driven models are capable of producing better predictions when compared
to physical models [22].

There are various types of data-driven forecast models, the most commonly used
models are multiple linear regression (MLR), clusterwise linear regression (CLR),
support vectormachines for regression (SVMreg), artificial neural networks (ANNs),
and principal component analysis (PCA). Artificial Neural Networks (ANNs) are
the most popular model employed for rainfall projection. They are powerful and
flexible data modeling tools that can capture and represent complex relationships
of the data being modeled. In recent years, researchers have begun to investigate
the potential of Artificial Neural Networks (ANNs) as a tool for the simulation
of the behavior of systems that are governed by nonlinear multivariate, generally
unknown, interconnections within a noisy, less-controllable physical environment. A
significant growth in the interest of this computational mechanism has occurred since
Rumelhart et al. [13] developed a mathematically rigorous theoretical framework for
neural networks. The use of ANNs in the engineering and science field has increased
significantly ever since a mathematically rigorous theoretical framework for neural
networks was developed by Rumelhart et al. (1986).

Khalili et al. [13] predicted the daily rainfall of Mashad’s synoptic station in Iran
using Artificial Neural Networks (ANNs). The study adopted ANNs because the
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Table 2 Summary of quantitative changes in rainfall and temperature

No Authors Changes in rainfall Changes in
Temperature

Location of study

1 Vincent et al. [22] – Temperature increase
in spring and winter
ranging from 2 °C to
5 °C for minimum
temperature and
1.5 °C to 4.5 °C for
maximum
temperature

Southern Canada

2 Jiang et al. (2015) An increase of 20% in
precipitation between
2011 and 2100

Temperature is
increased by 4.4 °C
between 2011 and
2100 based on
projections

Alberta, Canada

3 Sharma and
Goyal [93]

Maximum 1-day
precipitation increase
by 1.11 mm, 9.53 mm
and 17.37 mm for
2010–2040,
2041–2070, and
2071–2100,
respectively

Maximum and
minimum daily
temperatures are
projected to increase
by 0.54 °C and
1.18 °C (2011–2040),
1.92 °C and 0.5 °C
(2041–2070) and
1.2 °C and 2 °C
(2071–2100)
respectively

Himalayan Region,
India

4 Singh and Goyal
(2016)

– All projections
indicated an increase
in temperature
ranging from
1.5–2.0 °C in Sikkim
Himalayas

Sikkim, India

5 Abdulla (2020) A reduction in annual
precipitation ranging
from 10 to 37%

An increase in
temperature by 2.5 to
5 °C by the end of
century

Jordan

6 Ibrahim et al. [47] A decline of 3% in the
number of low rainfall
events and an increase
of 15% in the number
of strong rainfall
events

Dry spells were
expected to lengthen
by 20%

Burkina Faso

(continued)
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Table 2 (continued)

No Authors Changes in rainfall Changes in
Temperature

Location of study

7 Gunawardhana
(2018)

A decline of about
20% in the number of
wet days. Annual total
rainfall was expected
to increase by about
44% and 17% in the
periods of 2040–2059
and 2080–2099,
respectively

– Oman

neural networks are capable of extracting system features intelligently, even when
there is limited information about the system dynamics. Themodel was implemented
using a three-layer feed-forward perceptron network with a back propagation algo-
rithm. The mean absolute error, correlation coefficient, and root mean square error
obtained from the performance statistical analysis for the proposed models showed
that the approach used to forecast daily rainfall in this study was effective. Abbot and
Marohasy (2014) adopted the Artificial Neural Networks (ANNs) model to forecast
rainfall in Queensland, Australia. Three measures of forecast accuracy were used
to compare the projections produced by ANNs and the forecasts obtained from the
Predictive Ocean Atmosphere Model for Australia (POAMMA). POAMMA is a
General Circulation Model (GCM) adopted currently to predict the seasonal rainfall
in Australia. The comparison showed that ANNs outperformed the POAMMA by
having lower Mean Absolute Error (MAE), Correlation Coefficients as well as Root
Mean Square Errors (RMSE). It was found that ANN was a more skilled forecast
compared to climatology given that the input selection for ANN was optimized.

Support Vector Machines (SVM) is a data-driven model based upon statistical
learning theory (Vapnik 1998). Original data is mapped into a high-dimensional
feature space with a nonlinear mapping function followed by the construction of
an optimal hyperplane [87, 88]. Lin et al. [89] used the SVM to obtain a fore-
casting model for hourly rainfall in Taiwan. Input optimization step integrating
multi-objective genetic algorithm (MOGA) was used with the SVM to determine
the optimal input combination. This was followed by obtaining the spatial charac-
teristics of the rainfall process by using the rainfall projection from the stations.
It can be concluded from the results that the forecasting performance was signifi-
cantly improved and the negative effects of increased forecast lead timewere reduced
through the use of this forecast model.

The Multiple Linear Regression (MLR) method is rarely used to project future
rainfall. MLR is the extension of a simple linear regression model which predicts
dependent variables by using at least two independent variables through the least-
squaresmethod. El-Shafie et al. [13] adoptedArtificialNeuralNetwork (ANN)model
and Multiple Linear Regression (MLR) model in their study for rainfall prediction.
The results produced by these twomodels were evaluated using statistical parameters
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such asMAE(MeanAbsoluteError),BIAS,CC (CorrelationCoefficient), andRMSE
(Root Mean Square Error). It was concluded that the ANN model produced better
results in comparison with the MLRmodel. This was attributed to the inability of the
MLRmodel to produce accurate predictions for a variable involving highly nonlinear
physics due to the linear nature of the MLR model estimators. Dutta and Tahbilder
(2014) implemented theMLRmodel for rainfall forecasting in their study. The results
of their study indicated a 63% accuracy in the rainfall forecasts produced by theMLR
model.

The Clusterwise Linear Regression (CLR) approach involves two types of tech-
niques: regression and cluster analysis. The number of clusters as well as the regres-
sion coefficients for each cluster are estimated in theCLRmethod.Various algorithms
have been developed in an attempt to solve the CLR problem. These algorithms are
based on optimization technique [5, 13], data mining technique [76], and statistical
technique [77, 80]. Bagirov et al. [19] adopted the CLR method for forecasting
monthly rainfall in Victoria, Australia. Rainfall data from eight different weather
stations between 1889 and 2014 was used along with five input meteorological vari-
ables for the prediction. Four measures of forecast accuracy were used in the compar-
ison of the predicted and observed rainfall in order to evaluate the performance of
the CLR approach. These measures of forecast accuracy include the mean absolute
scaled error, the coefficient of efficiency, the mean absolute error, and the root mean
squared error. The model used in this study was also compared with other methods
such as the artificial neural networks, CLR using maximum likelihood framework
by the expectation–maximization algorithm, support vector machines, and multiple
linear regression. The comparison revealed that the CLR approach adopted in this
study performed better than the other methods.

Poorani and Brindha [80] employed the Principal Component Analysis (PCA)
approach in their study to predict rainfall in India. It was found from their results that
the PCA has an edge over ANN in the analysis of climatic time series, especially
in terms of the interpretability of the extracted signals. The proposed PCA method
was recommendedwhen there was vital inter-correlation between the predictors. The
PCA model was capable of avoiding the inter-correlation and support to reduce the
degrees of liberty by controlling the number of predictors.

Zainudin et al. [5] evaluated and compared the performances of several different
data mining techniques for rainfall prediction in their paper. The techniques that
were evaluated in their paper were Decision Tree, Neural Network, Random Forest,
Support Vector Machine, and Naïve Bayes. The dataset between January 2010 and
April 2014 used by these techniques for rainfall forecasting was obtained from the
Malaysia Meteorological Department and Malaysia Drainage and Irrigation Depart-
ment. The dataset consisted of several variables such as rainfall, relative humidity,
temperature, river flow, and water level. Results of the study showed that Random
Forest and Decision Tree were the best performing models due to their ability to
forecast a higher portion of data with higher F-measure while trained on little data.
It was also concluded that Neural Network can be an effective technique but a large
amount of training data is required for Neural Network to predict little testing data.
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Gupta and Ghose [73] carried out a comparative analysis of different rainfall
prediction methods such as Neural Network, K-nearest Neighbor, Naïve Bayes, and
Regression Tree (CART). Experimental results showed an accuracy of 82.1% for the
predictions produced by Neural Networks, 80.7% for K-nearest Neighbor, 80.3% for
Regression Tree (CART), and 78.9% for Naïve Bayes. It was concluded that Neural
Networks produce the most accurate predictions among all the models. It was also
found that Neural Networks produced the best predictions with 10 neurons in the
hidden layer. Neural Networks can also manage continuous and noisy values better
compared to Regression Trees. However, it can be tough and time consuming to
decide the number of neurons and train the network repeatedly. On the other hand,
it is easier to understand and implement Decision Trees and Naïve Bayes but it is
costly and time consuming to prune the tree, which requires intensive calculations.

5 Impacts of Changing Rainfall Patterns on Slope Stability

There are various factors that can destabilize a slope, such as land and surface
erosion, tensile cracking, seismicity, soil softening and fissuring, and soil desicca-
tion. Nonetheless, landslides are usually attributed to dynamic processes, particularly
significant long-term and seasonal changes in rainfall patterns. Landslide rates may
be accelerated by the destabilizing factors mentioned earlier under extreme climatic
conditions. Changes in rainfall patterns can have serious consequences on the near-
surface groundwater field as well as soil moisture and strength. Deep-seated land-
slides are described as slope failures associated with the movement of the underlying
bedrock and surficial mantle. These landslides can be impeded by the groundwater
field directly [22]. Deep-seated landslides are usually sensitive to the extreme condi-
tions of the hydraulic cycle. Hence, prolonged droughts can put a halt to deep-seated
landslides through the increase of groundwater extraction which disrupts ground-
water recharge [1]. On the other hand, shallow landslides are described as transla-
tional slope failures which are several meters thick, consisting of poorly consolidated
soil mantle and underlying bedrock [1]. Climatic factors which include antecedent
rainfall, extreme rainfall events, and rapid snowmelt have immense impacts on the
magnitude and frequencyof shallow landslides [1, 22]. These landslides are described
by two different failure mechanisms, namely localized failures and diffused failures
[5]. Under diffuse failure mechanisms, the soil is partially or fully undrained and has
very weak structures. As pore water pressure rises, the effective stress approaches
zero. On the contrary, the soil is drained under a localized failure mechanism which
is associated with transient localized pore-water pressures due to specific geological
settings and hydraulic boundary conditions [22].

Numerous studies have examined the relationship between landslides and rain-
fall variations but very little is known about the impacts of climate change on slope
stability. Although certain relationships between climate change and slope stability
have been ascertained, plenty of works are still needed to determine the magnitude
and sign of this correlation. After reviewing literature on the relationship between
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climate change and slope stability, it was found that existing studies only covered
a small part of the world. Investigations are still needed for many countries, partic-
ularly South America, Africa, and Asia. Landslides are expected to occur more
often attributed to the increased intensity and frequency of extreme rainfall events
under global warming. It was stated in the IPCC special report that there is medium
confidence that changes in temperature will affect bed rock stability and there is
high confidence that variations in heavy rainfall will influence landslides in certain
regions (Seneviratne et al[22]. According to Coe and Godt [22], the existing studies
on the prediction of rainfall-induced landslides are associated with large uncertainty
because it is very difficult to forecast short-term extreme storms. On the contrary,
fewer uncertainties were found in existing studies that used annual or seasonal rain-
fall and air temperature to predict landslide activities. This is attributed to the fact
that annual or seasonal rainfall and air temperature can be predicted more accurately.

Statistically adjusted high-resolution regional climate models were employed by
Sangelantoni et al. (2018) to predict the variations of landslides frequency in the
eastern Esino river basin, Central Italy. Their results of the comparison between
historical and future periods show a general increase in the landslide-triggering rain-
fall events. An overall increase in landslide occurrence over the twenty-first century
was projected. The findings from Sangelantoni et al. (2018) showed good agree-
ments with the findings reported by numerous researchers, i.e. Jakob and Lambert
[6], Melchiorre and Frattini [22], and Turkington et al. (2016).

Infiltration of rainwater into hillslope changes its water content, pore pressure as
well as groundwater table. This affects the stability of slopes as it changes the total unit
weight, effective stress, suction stress, and matric suction throughout the hillslope.
Wayllace et al. (2019) presented a study of the hydrological behavior and its effect
on slope stability of a seasonally active landslide on an embankment on Interstate-
70 west of the Eisenhower Tunnel. Results obtained through numerical modeling
showed that the difference between the minimum and peak water table levels in the
sitemay vary bymore than 100%depending on the seasonal hydrological conditions.
During summer, the pore water pressures near the failure surface were positive, and
changed to negative during winter. As a result, suction stresses, as well as the factor
of safety, changed throughout the year. The extended Bishop’s method of slices for
variably saturated soil was performed and it was found that the factor of safety ranged
from 1.02 to 1.05 during winter, early spring, and fall but dropped to 0.989 during
the beginning of summer, indicating a possible failure.

Robinson et al. [19] attempted to quantify the influence of extreme precipitation
events on slope stability. Climate models were used with a non-stationary approach
to simulate the upper bound of future rainfall extremes. The coupledmodel intercom-
parison project phase 5 (CMIP5) was employed to predict future rainfall. The future
and historical rainfall extremes of an area around Seattle were collected, followed by
the integration of the rainfall patterns into a series of fully coupled 2D stress—unsat-
urated flow finite element simulations. Soil strength and soil suction were reduced
significantly under intense rainfall as it accelerated the pore-water saturation of unsat-
urated soils. It was found from the results of this study that the pore pressures of
earth retaining structures as well as engineered slopes may be escalated significantly
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under increased rainfall intensity. As a result, slopes may be destabilized or active
earth pressures behind the wall of retaining structures may be increased. The mean
of future rainfall extremes did not have a significant impact on the stability of slopes
according to the model employed in this study. Nonetheless, results from the model
suggested that if the 95th percentile of the predicted rainfall extremes were taken
into account, existing maintenance guidelines and infrastructure design should be
reevaluated. It is vital that the aforementioned rainfall extremes are considered in
order to make sure that the additional load due to increased rainfall intensity can be
safely supported by our structures.

Ran et al. [21] examined the mechanisms of rainfall-induced shallow landslides
through numerical modeling. An infinite slope stability model was integrated with
Hydrology Model (InHM) to assess slope stability and simulate the hydrologic
response. Various failure mechanisms with different characteristics were examined
under a variety of rainfall scenarios. A novel mechanism of shallow landslides was
reported from the results. This mechanism can be described as a significant vertical
change in saturated hydrologic conductivity which causes the accumulation of infil-
trated water, resulting in the increase in pore pressures in the unsaturated soil layer,
and consequently causing landslides. Furthermore, results showed that rainfall char-
acteristics have an immense impact on the failure types and characteristics. A rela-
tionship between rainfall depths and the failure types was discovered because the
novel mechanism of shallow landslides occurred at small total rainfall depths. Addi-
tionally, it was found that rainfall patterns significantly influenced the failure time
as landslides occurred earliest during intense rainfall under every mechanism.

Iverson [21] investigated the effect of rainfall infiltration on landslides. The
responses of landslides to rainfall involved transient processes with varying intrinsic
timescales. Results fromanewmodel of these transient processes related slope failure
and landslide motion to groundwater pressure head which was affected by rainfall.
Advanced rainfall can lead to a sudden pressure head growth and slope failure,
particularly for shallow soils with high diffusivities. In these situations, normalized
time proceeded quickly after rainfall started and the pressure head response func-
tion R increased rapidly. On the contrary, slow landslides involved thick soil with
a low hydraulic diffusivity. Unlike landslides that occur abruptly, normalized time
proceeded slowly for slow landslides and the increase in pressure head function over a
long period of time was nearly negligible even under constant heavy rainfall. In such
cases, prolonged acceleration preceded any catastrophic movement and landslide
occurred gradually.

6 Development of Desiccated Soil Cracks under Seasonal
Climate

Climate change can directly influence the frequency and duration of extremeweather
events. One of the most significant climate change phenomena is global warming,
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which leads to an increased rate of evaporation and surface drying. Consequently,
the duration and intensity of droughts may be increased. Additionally, an increase of
approximately 7% in the water-holding capacity of air was found per 1 °C increase
in temperature (Trenberth, 2011). As a result, the frequency of extreme rainfall
events is increased. Changes in the locations of rainfall events were also found,
which leads to wet areas becoming wetter and dry areas becoming drier. These
changes in extreme rainfall events and droughts can have significant influences on the
development of desiccated soil cracks. Therefore, it is crucial that the present study
review the development of desiccated soil cracks under seasonal climate conditions
(wet-dry cycles).

Stirling et al. [19] developed a pseudo-discrete continuum finite-difference model
to examine the effect of soil properties such as hydraulic conductivity, soil–water
retention, and elastic modulus on the desiccation process and consequent crack initi-
ation as well as propagation pattern. The study also investigated the impact that
projected higher drying rates and seasonal drying-wetting cycles have on the devel-
opment of crack patterns to better understand progressive deterioration. It was found
that as hydraulic gradient developed throughout the soil profile, tensile stress was
generated by drying induced negative pore pressures. Consequently, cracking initi-
ated as the tensile stress generated exceeded the tensile strength of the soil. The
propagation of existing cracks occurred as the balance between material strength and
stiffness increased under ongoing drying, and the development of elevated suctions
and associated tensile stress resulted in strain localization. Their results also showed
that desiccated crust that formed under prolonged drying usually has a depth of less
than 10 mm and can be distinguished by its extremely low relative permeability and
highly negative pore pressures. This characteristic helped to hydraulically isolate the
wetter layer immediately beneath, slow down drying, and hence prevent infiltration.
The increased run-off was expected during high rainfall intensity summer as a result.
The crust formation modeled showed that by-pass flow to depth could be acceler-
ated and the critical suction that were crucial for the stability of most geotechnical
structures may dissipate as cracked in situ soil traps run-off. It was also found that
drying rate affected both the timing of the initiation and propagation of significant
cracking as well as the final cracking extent before crust formation. A greater degree
of surface disintegration and more primary cracks were found in higher drying rate
scenarios. Hence, the projected rise in temperature was expected to accelerate the
deterioration process of desiccation cracking.

Zhang et al. [19] conducted a series of analyses to further understand the evolu-
tionary characteristics of shallow slope stability caused by rainwater infiltration
considering desiccation crack extension states. Cracks in shallow slopes influenced
slope stability by increasing the soil infiltration capacity. It was found that increased
soil infiltration capacity due to cracking combined with elevated rainfall intensity
caused a slope to become unstable in the case of unsaturated infiltration. Water
migration was influenced by the degree of soil cracking which further influenced the
evolution of slope stability under ponding infiltration conditions. Slope water satu-
ration state during rainfall infiltration was affected by rainfall conditions and crack
development state which will influence the evolution characteristics of the factor of
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safety at different depths as a result. Rainwater infiltrated through tension fractures,
erosional slits, and desiccation cracks in the soil. Erosional slits developed due to rain-
water erosion, as it cut the soil and led to the formation of slits inside the slope. These
slits acted as a channel for rainwater infiltration, resulting in an uneven distribution
of rainwater in soil. The degree of soil cracking for desiccation crack varied with soil
type and its water content. It was observed from the results of physical experiments
that the void ratio was reduced as water-tension generated a “compaction effect” on
the soil. Crack initiation occurred in the soil when the tension exceeded soil bearing
capacity. Once the desiccation cracks have developed, they will further propagate
due to environmental factors such as evaporation and rainfall. Additionally, it was
found that slope stability for unsaturated infiltration approached critical values at
various depths as the soil infiltration capacity increased under more extensive crack
development. In conclusion, the factor of safety for slope stability approached unity
quicker as extensive cracks developed in the soil.

Huang et al. [21] used Pores and Crack image Analysis System (PCAS), a crack
imaging processing software to study the development of surface cracks in expan-
sive soils with different compaction degrees under wet-dry cycles. Expansive soils
with different crack development degrees were also tested for their shear strength.
Results showed that the degree of crack development increased progressively as
the wet-dry cycle times increased, before approaching a steady state. The degree of
cracking decreased as the compaction degree increased. It was also found that as the
compaction degree increased, the cohesion of the specimen increased under the same
amount of wet-dry cycles. Additionally, crack block parameters and crack network
parameters were also found to be increasing as wet-dry cycles increase. The first
wet-dry cycle typically has more effect on the cracking. Thus, soil cover should be
provided as soon as possible during the filling of expansive soil embankment slope
to reduce the effect that water content change has on the cracking of expansive soil.
A good linear relationship between the cohesive force of expansive soil and the crack
rate as well as fractal dimensionwas also discovered. Themeasured crack parameters
can be used to determine the shear strength parameters of soil.

7 Conclusions

Based on the reviews of previous studies pertaining to the topic of climate change
and slope stability, it was found that large uncertainties are still associated with the
studies on climate change, particularly in quantifying the effects of climate change
and predicting future climate variations. Results froma number of studies have shown
that rainfall patterns are likely to change under climate change. Various techniques
have been used to project future rainfall. These techniques can be classified into
two categories: data-driven and physical models. Data-driven models include Arti-
ficial Neural Network (ANN), Support Vector Machines for regression (SVMreg),
Clusterwise Linear Regression (CLR),Multiple Linear Regression (MLR), and Prin-
cipal Component Analysis (PCA) while physical models include Global Circulation
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Models (GCMs). Artificial Neural Network (ANN) has been widely used for rainfall
prediction in existing studies with proven reliabilities.

Several studies reported that the frequency, intensity, and duration of extreme
rainfall events are undergoing changing patterns in the twenty-first century amidst
climate change. Studies have also found that climate change has led to an increase in
temperature which will directly influence extreme weather events such as storms and
droughts. Extreme weather events have been identified as one of the major triggering
factors to landslides. However, there are still very limited studies reported explicitly
on the impacts of climate change on slope stability, particularly in the tropical regions
which receive intense monsoon rainfalls. Changes in extreme weather events under
climate change have also resulted in the development of desiccated cracks in the soil.
Studies have shown prolonged drying and intensified rainfall across various regions
in which these phenomena would greatly affect the extent of cracks development in
soil under repetitivewet-dry cycles. In conclusion, there is a pressing need to carry out
an extensive study to quantify the changes in rainfall pattern under climate change,
investigate how the extreme weather events affect the development of desiccated and
rainfall infiltration characteristics in soil, and hence the stability of the soil slope.
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Traditional Knowledge to Read
Hydro-Meteorological Hazards in Teesta
Floodplain, Bangladesh

Md. Sanaul Haque Mondal

1 Introduction

Traditional knowledge (TK) on disaster is used by the hazard-prone communities
as warning signs and to respond to disasters for their survival [1]. These warning
signs are understood locally by people and provided a lead time for their preparation
[2]. Currently, due to the excessive introduction of modern scientific knowledge,
traditional knowledge is at risk to become extinct.

Traditional knowledge can be well understood by the observation and interpreta-
tion of ecological indicators, including the behavior of certain animals, fruit produc-
tion of certain plants, yield of crops, temperature of a season, color of the sky, intensity
and direction of winds, and the surrounding environment [3]. People living in the
riverine floodplain have an intimate relation with the river and its biophysical envi-
ronment. By reading river behavior and surrounding environment over a long period
of time, local inhabitants perceived their risks and developed several strategies to
predict and way to avoid hydro-meteorological disasters.

Studies on the disaster predictions using TK were carried out in recent years and
documented numerous ecological symbols for disaster warnings [4, 5]. Efforts were
also made to identify TK such as animal behaviors, weather status, and meteoro-
logical signs [6] and combined that knowledge with modern technology to forecast
hydro-climatological disasters [7].

Literature on disaster-related TK is often limited in Bangladesh. Some notable
studies looked at the local wisdom on disaster management practiced by the island
Char (Char is a piece of land which is surrounded by the waters of a stream) commu-
nities [8], local peoples’ knowledge on the flow characteristics and erosion processes
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[9], traditional means forecasting used by the indigenous communities [10], and
women awareness on local knowledge [11].

The draft version of the National Plan for Disaster Management (2016–2020) of
Bangladesh has acknowledged the use of TK and practices in disaster risk assess-
ment and implementation of development policies and programs [12]. However, the
integration process at the local level is not visible. Existing disaster-related litera-
ture on TK is mostly confined to indigenous, ethnic, or isolated island communities.
There is a scanty of documents regarding the TK for the people who are living in
the riverine floodplain. Therefore, this research intends to document TK on hydro-
meteorological hazards for the riverine areas. The objectives of this research are to
document TK related to hydro-meteorological hazards developed and practiced by
the riverine communities of the Teesta floodplain in Bangladesh.

2 Methods and Materials

2.1 Study Area

Data for this study were collected from the Teesta floodplain in Bangladesh, located
in the northern region of the country. Dharla River, Dudhkumar River, and Teesta
River cut through the active Teesta floodplain. Three villages from the three admin-
istrative districts were selected, e.g., Pacchim-Chhatnai village from Nilphamari
district, Moulovipara village from Kurigram district, and Ujan-Bochagari village
from Gaibandha district. These three villages are located near the riverbank and
were selected based on the familiarity of the researcher. This study was confined to
the riverine communities of the Teesta floodplain.

2.2 Study Design and Data Collection

This study employed a qualitative study design to collect primary data using the
semi-structured Focus Group Discussion (FGD) technique. The field survey was
conducted in June 2018. A preliminary survey was conducted in each village before
the main survey. This approach helped a lot to understand the local culture and
build a rapport with the community gatekeepers beforehand. A total of three FGDs,
one from each village, were conducted to collect the data. The respondents were
selected purposively using a snowball sampling technique from the studied commu-
nities. The discussions were held in an open space for a comfortable environment.
The discussions weremore flexible and respondents were givenmore room to engage
in the process to share their knowledge and stories without any misleading or a bias
response. The discussions were informal, even some of the male respondents who
participated, their upper bodies were bare. This approach allowed the authors not
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Table 1 Demographic information of the respondents. Source Field Survey 2018

Variables FGD locations Informal
interviews

Total (N
= 37)Pacchim-Chhatnai Moulovipara Ujan-Bochagari

Age group (years)

30–49 5 5 10

50–69 3 4 9 6 22

70–90 3 2 5

Occupations

Agriculture 7 12 11 6 36

Business 1 1

Education

No formal
education

3 7 6 2 18

Primary 1 4 5 4 14

Secondary
or more

4 1 5

to disturb the samples with exogenous factors. Participation in the discussion was
voluntary without any restrictions to join and leave the meeting.

The average age of the FGD respondents was 56 years and half of them had no
formal education (Table 1). The majority of the respondents (around 97%) depend
on agriculture (Table 1). All the respondents have been living in Teesta floodplain
since their birth. Hydro-meteorological disasters are embedded in people’s culture
since they live with disasters from generation to generation.

2.3 Data Analysis and Scope of This Study

The focus group discussions were conducted in Bengali and were recorded using
a voice recorder. Besides, the important indicators were jotted down in a notebook
which helped to summarize the points quickly upon completion of the discussions.
The recorded discussions were transcribed in Bengali at first and then translated to
English with cautions to maintain the originality of the emotions, expressions, and
feelings of the respondents. The data were categorized into different themes and
sub-themes. Each quote on TK was grouped into sub-themes. The results from this
study were presented under five themes, viz. (i) knowledge on faunal behavior, (ii)
knowledge on floral behavior, (iii) knowledge on river behavior, (iv) knowledge on
celestial bodies, and (v) knowledge on meteorological phenomena.

The scope of this research was to document the local knowledge that the riverine
people have, and a physical experiment to check the validity and reliability of the
collected knowledge was far beyond its scope. Therefore, no attempt was made
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to test the validity and reliability of the collected knowledge. However, for the
cross-validation of the collected data, six informal interviews were also conducted
(two in each of the study areas) who did not participate in FGDs. The respon-
dents were selected through a convenient sampling technique. It was felt that three
FGDs and subsequent six informal interviews were appropriate to draw ameaningful
conclusion.

The respondents were informed about the purpose and disclosure (e.g., confiden-
tiality of the personal information, willingness to share information, duration of the
discussion, and recording of voice) of the study, before the interview. During the
FGD session, the digital voice recorder was used after getting permission from the
respondents. Since the discussions were conducted in Bengali the respondents were
also informed that the discussions will be translated into English.

3 Results and Discussions

People who reside in the riverine areas have their long-standing experience with
river behavior, wind direction, cloud formation, the occurrence of rain in a particular
season, and so on. Local people have developed their ownways andmeans to forecast
reasonably the behavior of the river and local climate. This section has described the
results of this study under five broad themes:

3.1 Knowledge of Faunal Behavior

A. Behaviors of mammals: The behavior of mammals such as cattle, dog, and
fox was reported by the respondents to forecast rain, flood, and riverbank erosion
(Table 2). The eating behavior of cattle, for instance, become restless to eat grasses
is associated with the onset of storms with heavy rains. The unusual barking of dogs
along the river corridor was reported by the respondents as an indicator of bank
erosion.

Table 2 Behaviors of mammals to predict hydro-meteorological hazard. Source FGD, 2018

Indicator Indicator description Indicates

Cattle Restless to eat grasses in the rainy season Onset of a storm with rain

Wails unexpectedly when tethered in a field or
in the shed

Probability of flood

Fox Migrates another place

Dog Barks continuously in the rainy season

Wails along the river corridors Possibility of riverbank erosion
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Table 3 Behaviors of fishes to predict hydro-meteorological hazard. Source FGD, 2018

Indicator Indicator description Indicates

Dwarf goonch Swarms near the riverbank Possibility of riverbank erosion in that
particular areaMoth catfish Moth catfish swarms near the river

corridor

Table 4 Behaviors of birds to predict hydro-meteorological hazard. Source FGD, 2018

Indicator Indicator description Indicates

White-breasted water hen Concentrated along the riverbank
and sounds like ‘Doub-Doub’1

Possibility of riverbank erosion
in that particular area

Lapwing Walks along the bank of the river

Little egret Gather at a roost in a standing
crop field

Farmers expect flood in that
year

Fly when the cloud turns into
dark color

Onset of the storm with rain

Common iora Calls out like ‘Fo-Tik-Jol’ Probability of rain soon

Chicken Dries feathers in the sun during
the rainy season

Takes shelter on the rooftop

The exceptional wail of cattle and dogs in the rainy season or foxes migrate to a
safer place provided the respondents with the signs of a flood. If these indicators are
observed, respondents could expect immediate floods in their locality. Respondents
further elaborated that foxes always stay in a peaceful region and will leave an area
where there is a possibility of food shortage.

B. Behaviors of fish: The behavior of certain fishes was used by the respondents
as local indicators for the prediction of riverbank erosion (Table 3). For example, the
presence of dwarf goonch (Bagarius, local name:Baghair) ormoth catfish (Erethistes
pusillus, local name:Kutakanti/ Kaiakata fish) near the riverbank signifies the proba-
bility of bank erosion in that particular area. People dismantle/ dislocate their homes
soon when they find the abundance of dwarf goonch or moth catfish near the river
corridor. Dwarf goonch or moth catfish are voracious and weathered the lower part
of the river as a result that part becomes loose and erodes. After several weeks or
months, the whole area will become erode (displaced from the mainland) and will
go underwater. As one of the respondents informed:

I was living nearby the Teesta Riverbank. Before I lost my house due to riverbank erosion, I
saw an abundance of Kaiakata fishes in the river. As a result, plenty of Kaiakata fishes were
netted by the fishermen surrounding the riverbank. (Ujan-Bochagari, 70 years)

C. Behaviors of birds: The respondents identified the behavior of white-breasted
waterhen, lapwing, little egret, common iora, and chicken to predict hazards (Table
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4). The concentration of white-breasted waterhen (Amaurornis phoenicurus, local
name: Dahuk) and lapwings (Vanellus duvaucelii, local name: Hot-ti–ti) near the
river corridor provides warnings to the respondents on riverbank erosion in that area.
The respondents further elaborated on the reason behind their beliefs. Worms and
insects are living inside the earth especially in a sandy floodplain and come out from
the ground if there is a likelihood of erosion or already eroding because of moisture
content. Since lapwings love to eat those worms and insects they gather along the
riverbank where there is a possibility of bank erosion. Similarly, white-breasted
waterhens forage by walking along the riverbank and feed on larvae, mollusks,
insects, seeds. Respondents were so confident to follow and practice these indicators.
As one of the respondents explained:

I lost my house due to riverbank erosion. Around 20 years later, the submerged area emerged
as a Char land. Many of us who lost houses due to riverbank erosion moved to that emerged
land. One day we found Dahuk in our locality and after several weeks the Char land was
again eroded and submerged. (Ujan-Bochagari, 65 years)

The unusual behavior of little egrets (local name: Sada-Bok) such as sudden return
in their nest in the daytime when the cloud turns into dark color indicates that a storm
will hit that locality within five to ten minutes. As one respondent informed that “we
take safe shelter as we see egrets fly when the sky becomes dark. (Pacchim-Chhatnai,
61 years)”.

Unique calls out like ‘fo-tik-jol’ by common iora (Aegithina tiphia, local name:
Fotik Jol), unusual behavior of chicken such as dry feather in the sun or takes shelter
on the rooftop was reported by the respondents as the indicators of immediate rain.

D. Behaviors of amphibians, worms, and insects: The behavior of amphibians,
worms, and insects was also used to predict hazards (Table 5). During the FGD, the
respondents explained that the call out of toads and frogs during the rainy season is
a sign of upcoming rain. Respondents termed this as “wail of frog” (Bengali term:
Banger-kanna). Respondents also believe that Almighty accepts their (frog/toad)
prayers and gives water to them. Likewise, call out of monitor lizards and frogs
together are associated with drought. Respondents further explained that these two
calls of frogs and toads in two different seasons are varied in sounds. Calls out for
the drought are harsher than the earlier.

The migration of ants in a higher ground or random fly of dragonflies, grasshop-
pers, and termites (before rainfall) are associated with immediate rains. The behavior
of some insects such as earthworms or dung-beetles come out from the ground,
black ants string people, excessive flies bunch up on cattle or bites people, were
also reported as the sign of probability of rains. Respondents also informed that the
appearance of grasshoppers and dragonflies after rain is an indication of no further
rains. Similarly, there is a little chance of rain if fewer or no earthworms in the surface
soil or dragonflies fly in summer. The behavior of cricket insects (local name: Jhi-jhi
poka) is a reliable source for the respondents to monitor the temperature changes.

1 Doub is a Bengali word which means submerge or sink.
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Table 5 Behaviors of amphibians, worms, and insects to predict hydro-meteorological hazard.
Source FGD, 2018

Indicator Indicator description Indicates

Toads, frogs Call out exceptionally when a cloud
appears in the sky or makes noise
during the rainy season

Probability of rain

Monitor lizards, frogs Call out together Probability of drought in that
year

Earthworms Come out from the ground Likelihood of rains or river
floods

Fewer or no earthworms even after
digging the soil deeper than the
surface

Lesser chance of rain

Ants Climb trees in a row with their (red
and black color) eggs and food
stuffs

Probability of rain

Black ants fly in a swarm and string
when they contact with human
during summer

Grasshoppers/ locusts Come out from the ground in a
sunny day and fly randomly

Sudden changes in weather and
rain will come soon

Fly randomly in flocks in the sky
after rains

No further rains and sun appears
soon

Flies Excessive flies bunch up in a mass
on cattle

Probability of torrential rains in
that year

Bites human being Probability of rain soon

Termites Come out from the ground and fly
abruptly

Dung-beetles Excessive dung-beetles

Dragonflies Fly in a swarm in rainy season

Fly after rains No further rains

Fly in summer season Lesser chance of rains

Cricket insects Make exceptional loud chirping
sound monotonously in the month
of Choitra (mid-March to
mid-April)

Extreme heat in the summer
season

3.2 Knowledge of Plants Behavior

The FGD respondents identified the yield of certain crops such as tamarind and
summer crops as the indicators of a flood, extreme temperature, and even bank
erosion (Table 6). The respondents informed that a bumper yield of tamarind is
associated with the possibility of a flood. Similarly, bumper production of crops
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Table 6 Plants behavior to predict hydro-meteorological hazard. Source FGD, 2018

Indicator Indicator description Indicates

Tamarind Bumper yield of tamarind Possibility of catastrophic
flood

Summer fruits Excessive yield of summer fruits Probability of storm, hails or
torrential rainfall in that year

Summer fruits ripe before their
normal life-cycle phase

Extreme hot in summer season

Excessive yield of crops Bumper production of crops in a
land located alongside the
riverbank

Land will be engulfed by the
river soon

in a land alongside the riverbank is an indicator for riverbank erosion. One of the
respondents shared his experience as:

I had a piece of land in Char and I used to cultivate maize in that land. On average, this
land yields 20-25 mounds2 of maize in each season and the highest yield was 30 mounds.
Surprisingly, that land produced 60 mounds of maize in one season. Just after this bumper
production of maize from that land, it was engulfed by the Teesta. I was unable to cultivate
the land in the following season. (Pacchim-Chhatnai, 59 years)

Crop production largely depends on the level ofmoisture content in the soil. Lands
alongside the river that yield bumper crops have an underground flow of the river
which is due to the down-cut in the riverbed. Thus, standing crops can absorb the
required amount of moisture from the soil and can result in a bumper crop. This
indicates that the upper portion of the land detaches from the riverbed and land
subsidence occurs later on.

3.3 Knowledge of River Behavior

Knowledge of river behaviors such as observing river watercolor, the smell of river
water, river roaring, and the presence of water hyacinth in running water was used for
hazards prediction (Table 7). The respondents informed that they can forecast river
flood or riverbank erosion by looking at the color of the river water. One respondent
fromUjan-Bochagari stated: “look at thewatercolor of the Teesta River. The turbidity
of the river water is increasing. This means somewhere in the upstream of the river is
eroding (FGD, 55 years)”. This is because erosion is a natural process in a floodplain
that destroys riverbanks and washes away soils, trees, and others. Some of these
materials are dissolved with water and some of them remain as suspended or bed
load. As the riverbank erodes and mixes with the river water, the water becomes
muddy or turbid.

2 One mound equals 40 kg.
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Table 7 Knowledge on river behavior to predict hydro-meteorological hazard. Source FGD, 2018

Indicator Indicator description Indicates

River water color Color of the river water looks
transparent in the first few days of
the rainy season

River water is increasing and river
floods will hit soon

Transparent color of running
water

No bank erosion in the upstream

The appearance of turbid water in
the river

Riverbank erosion in the upstream

Smell of river water The running water of the river
generates bad smell

Roaring of river Increased level of river roaring
during flood

Flood water is going to recede

Floating water hyacinth Water hyacinths in the running
water of the river

Flood already hits in the upstream

The findings showed that if the runningwater of the river looksmuddy and reddish
in color and generates a bad smell, which indicates riverbank erosion. Respon-
dents further elaborated that this odor is generated from the dissolved minerals and
weathered materials. The bad smell of river water thus indicates river erosion.

The roaring of the riverwas reported by the respondents as an indicator of receding
floodwater. A large area is flooded in a severe flood. Floodwater spreads in the low-
lying areas and the river does not roar. During the water recedes, the river roars as the
floodwater route through the main channel which generates powerful water currents
and waves. In addition, the presence of water hyacinths in the running water provides
information to the respondents on floods in the upstream region.

3.4 Knowledge of Celestial Bodies

The unique behavior of celestial bodies such as the sun, moon, and stars to predict
hydro-meteorological hazardswere reported by the respondents (Table 8). The bathed
red color of the sun before the sunset indicates rainfall on the following day.

The respondents informed that if a ring of light (respondents termed it as ‘deco-
ration of moon’) encircles the moon in the rainy season, this signifies rain or flood
will visit soon. Respondents explained this indicator using a proverb in their locality:
“decoration of moon and stars inside the ring of the moon; Indicates for torrential
rain (translated)”.

The tilt of the moon to the south is an indicator of dense fog with rains during
winter. The respondents also informed that dense fog with rains is harmful to the
winter crops (Robi crops), result in temporary food scarcity in their areas. People
also observe stars for rain or a rainless day on the next day.
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Table 8 Celestial bodies to predict hydro-meteorological hazard. Source FGD, 2018

Indicator Indicator description Indicates

Sun Color of the sun turns into ‘bathed in
red’ before sunset

Rainfall on the following day

Moon A ‘ring of light’ encircle the moon in
the rainy season

Probability of rain

If a star appears within this ring Flood is approaching

If the color of the ring appears as red
during the full-moon

Probability of rainless days, but there will
be clouds

Tilts to the south during winter Possibility of dense fog with rains in that
winter

Stars Star-filled sky at night and cloudy in
the daytime during the summer
season

Possibility of heavy rains in the rainy
season

Star-filled sky at night More sunshine, less cloud, and fewer
chances of rainfall on the following day

Big star appears (locally known as
Bhutuatara) in the eastern sky at
mid-night

Indication of clear sky

3.5 Knowledge of Meteorological Phenomena

The results showed that meteorological factors such as wind, rainbow, cloud, and fog
were important indicators to forecast hydro-meteorological hazards (Table 9). The
respondents informed that they could guess the climatic conditions for the upcoming
season by observing theweather variability of the current season. For example,winter
will be cooler if there is low rainfall in the rainy season.

Weather change largely depends on the wind direction. The wind direction is
used by the riparian to predict rainfall and storm. For instance, wind flows from
the northwest direction during the summer indicate nor’wester will hit soon. This
is because in the pre-monsoon season (March to May) when warm and moist air
blowing from the southeast and relatively dry and cold air (jet stream) blowing from
northwesterly andwesterly direction coincides, they formaviolent storm, nor’wester.

The respondents informed that the appearance of the rainbow is a good indicator
of rainfall. Respondents shared a proverb: “Rainbow in the eastern sky indicates for
coming flood; rainbow in the western sky indicates for dry(translated)”. In general,
rainbows appear on the opposite side of the sun––they are found in the east in the
evening and west in the morning. This means a rainbow in the morning indicates
that the observer is looking at the west where showering weather is occurring and
a rainbow in the evening indicates the observer is looking at the east. In the rainy
season, the surface wind blows from the southerly or southwesterly direction.

The amount of water vapor and dust particles in the atmosphere determine which
color we will see in the sky and provide information on weather conditions. The
local people draw on observation of color, shape, andmovement of clouds to forecast
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Table 9 Meteorological phenomena to predict hydro-meteorological hazard. Source FGD, 2018

Indicator Indicator description Indicates

Weather variability Mild winter and cloudy summer
with less heat

Following rainy season will receive
intense rains

Less rainfall in the rainy season Following winter will be cooler than
usual

Wind direction Blows from west during rainy
season

Indicates for torrential rains

Blows from north–south direction
in autumn (mid-September to
mid-October)

Blows from north-west direction
during summer (mid-April to
mid-June)

Nor’wester (local term:
Kal-Baishakhi) with thunders and
hails

Westerly wind during spring
(mid-February to mid-April)

Heatwave in summer and cold wave
in winter (mid-December to
mid-February)

Easterly wind during late autumn to
the beginning of winter
(mid-November to mid-January)

Fair weather in winter

Rainbow Appears in western sky during rainy
season

Possibility of cloud in the sky only
but no rainfall, more sunshine with
further probability of dryness of that
year

Appears in eastern sky during rainy
season and the color looks like
dim-red with insertion of white

Probability of rainfall triggers flood
and storm with rainfall in everyday
throughout the rainy season

Cloud Shape of cloud resembles a tree
before the sunset

Gusty wind at night

Dark cloud forms in the northern
sky

Rains in upstream (India)

Color of the cloud (north-west
direction) becomes reddish or
blackish

Hailstorm when it is reddish in color,
and storm if it turns into black

Fog Foggy weather in summer evening Rainfall in the next day morning

hydro-meteorological hazards. For example, focus group respondents fromPacchim-
Chhatnai informed that a dark cloud formation in the northern sky is an indication
of rainfall in upstream (India). Rainwater runs through the Teesta River and reaches
their locality (Pacchim-Chhatnai) within two to three days and can cause river flood.

Respondents also informed that reddish or black color cloud in the northwest
side is harmful to people and standing crops. Soon after the cloud formation, heavy
thunder or hailstorm occur according to the appearance (color) of the cloud. Either
cloud or wind from the northwest direction is harmful to the studied communities.
Respondents from the Pacchim-Chhatnai gave an example from a recent nor’wester
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(June 2018) that hit in their locality. Dimla sub-district was badly affected (especially
the standing crops were completely damaged) by that nor’wester. Therefore, cloud
color is a good indicator of good and bad weather outcomes.

Similarly, foggy weather in the summer evening is considered an indicator of
rainfall in the following morning. The fog-like clouds carry excessive water vapor.
If the air cools further and saturated, later on, it comes down as rain.

4 Conclusion

This study investigated traditional knowledge on hydro-meteorological warning
signs practiced by the riverine communities of Teesta floodplain in Bangladesh using
a qualitative research design. This study revealed that riverine people rely on various
natural indicators for hazard prediction. Such knowledge helps riverine people for
preparedness and responses to avoid/minimize losses from disasters. Respondents
believe that their gained knowledge helps them to forecast rainfall, flood, storm, and
even bank erosion more accurately than the warning issued by the meteorological
station. As an example, respondents from the Pacchim-Chhatnai village informed
that if there is a forecast from the Rangpur meteorological station stating that “there
will be extreme rainfall tomorrow in the Rangpur region, and the forecast may be
wrong for our locality, as the sun will come out with clear skies”. The respondents
were also asked whether there is any value of their TK in the age of information
technology. They informed us that there is no valuation of their knowledge.

The science behind the TK to forecast disaster can be explored through rigorous
studies. For example, there is no scientific method to forecast riverbank erosion. TK
to predict bank erosion can be a potential research area for the researchers to generate
newknowledge to forecast bank erosion.An attempt should bemade to integrate these
TK into the broader disaster risk reduction (DRR) framework especially prediction,
prevention, preparedness, and rehabilitation. Successful integration of traditional
knowledge and scientific knowledge will yield productive and meaningful DRR at
the local level.

Floodplains are very rich in biological diversity. However, the respondents
informed that many plants and animals have already gone extinct from their locality.
Therefore, in many cases, local people face it difficult to predict disasters accurately.
Some of the documented knowledge may yield invalid outcomes. Indicators of the
documented knowledge were not validated either by questionnaire survey or by prac-
tical experiments. Therefore, findings from this study are difficult to interpret other
than the studied context. There were biases on sampling techniques and tools of
data collection which may lead to either over-representation or under-representation
of documented knowledge. This study does not claim that TK is self-sufficient for
long-term forecasting instead they are good enough for short-range forecasting that
can provide a lead-time to the communities for better emergency management.
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Assessment of Sedimentation
in the Reservoir—A Case Study

M. N. Sandeep, Nisha Antony, C. E. Suhurban Beegam, S. S. Suja,
and B. Sindhu

1 Introduction

Kerala is a state considered to be rich in water resources and 44 rivers are flowing
through the state. The state has given utmost importance to the proper utilization of
its water resources. Dams have been constructed across the major rivers in Kerala
to create reservoirs to meet different needs such as hydroelectricity generation,
water for drinking purposes, irrigation, etc. Reservoirs also play a significant role in
flood management. Recent floods in Kerala have highlighted the significant role of
reservoirs in flood management [1].

Deposition of sediments and loss of reservoir capacity is the main concern in
reservoir management. The primary purpose of the reservoir of storage of water is
adversely affected by reservoir sedimentation. Based on the sedimentation studies
for 43 reservoirs in India, it was reported that the sedimentation rate varies between
30 and 2785 m3 km2 /year [2]. Many of the reservoirs in India are having a reduction
in capacity at a rate of 0.5–1.5% annually. Monitoring of reservoir capacity and
dredgingoperations are required for the sustainablemanagement of a reservoir.As the
sediment-laden stream flows into the relatively quiescent pool, the coarser particles
are more rapidly deposited, while the finer particles are transported farther into the
reservoir depending on the velocity and dynamics of the water. Sedimentation in a
reservoir is influenced by several factors including characteristics of the catchment
and river hydrology. Also, the factors include the size and shape of the reservoir and
reservoir operation cycle [3]. Soil erosion and sediment yield from the catchment is a
major factor affecting sedimentation [4]. Sediment yield is affected by a multitude of
factors such as rainfall, soil properties, surface topography, and drainage properties
as well as anthropogenic practices of land management.

Many studies were conducted on reservoir sedimentation. Cyan et al. [5] devel-
oped a reservoir model using HECHMS and HEC-ResSim models, combined with
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satellite remote sensing data of the Kakki reservoir in southern Kerala to study flood
and reservoir management. In another study, the assessment of reservoir sedimen-
tation using Remote Sensing and GIS for Kabani reservoir in Karnataka was done
[6]. Goel et al. [7] studied the use of remote sensing data along with a geographic
information system to determine the sediment deposition pattern in Bargi Reservoir,
Madhya Pradesh.

In this paper, a case study of sedimentation analysis conducted for the Chulliyar
reservoir in Kerala is presented. The objectives of the study are to determine the loss
of storage capacity of the reservoir due to sedimentation and to assess the percentage
composition of sediments based on particle size. The bathymetric survey is conducted
to determine the storage capacity of the reservoir. Soil samples from the reservoir
are collected for soil testing to classify the sediments deposited based on the grain
size and to determine the percentage fraction of each component in the deposition.
The percentage composition of sediments helps in assessing the useable part of the
soil excavated during desilting after proper processing, for construction purposes.

1.1 Chulliyar Dam

Chulliyar dam is situated 40km away from District Headquarters, Palakkad. The
reservoir is located at 10035′N Latitude and 76050′E Longitude. The Chulliyar dam
is constructed across the Chulliyar River at about 2km upstream of its confluence
with Meenkara River. Figure 1 shows the top view of the dam and reservoir. This

Fig. 1 Chulliyar reservoir
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dam with a canal system was completed in 1964 and was commissioned in 1966.
The catchment area of the river at the dam site is 29.78 km2. The water spread area
of the reservoir is 1.65 km2. The maximum storage capacity of Chulliyar Reservoir
is 13.733 Mm3

2 Methodology

The sedimentation study involves a bathymetric survey, sample extraction, and soil
testing. The sedimentation division ofKerala EngineeringResearch Institute (KERI),
Peechi, has been conducting sedimentation studies in many reservoirs in Kerala.
The sample extraction and transportation were conducted by Hydraulics Division,
KERI. The sample collectionwas done byNCESS (National Centre for Earth Science
Studies). To assess the compositionof sediments samples are extracted andqualitative
analysis of sediments samples was done by SoilMechanics and Foundation Division,
KERI [8–10].

3 Bathymetric Survey

The bathymetric study of the reservoir was conducted by the sedimentation division,
KERI using Integrated Bathymetric System and Sub-bottom Profiler in 2009. From
the study, it was found that that themaximum storage capacity of Chulliyar Reservoir
reduced from 13.733Mm3 to 13.225 Mm3 for a period of 45 years. There was a loss
of capacity in 0.508 Mm3 (0.08% /year) and the rate of sedimentation is 0.01Mm3

/year at the full reservoir level. Based on the bathymetric study conducted in 2017, at
a level of 147.37m, it was found that the reservoir capacity reduced from the original
capacity of 4.589 Mm3 to 3.449 Mm3 . The total capacity reduction was 1.14 Mm3

(0.47% per year) for a period of 53 years and the rate of sedimentation was 0.022
Mm3 /year at 147.37m. It can be found that sedimentation and capacity reduction is
increasing for the past 9 year period [8, 9].

4 Sample Collection

The sample collection was done by NCESS (National Centre for Earth Science
Studies) using the gravity corer method for underwater sample extraction and other
suitable ground sampling methods for portions where the water level has recessed.
The sample extraction and transportation were conducted by Hydraulics Divi-
sion.The water spread area of the reservoir was divided into zones of size 200m
x 200m and each zone was to be divided into grids of size 50m x 50m and samples
were extracted from the center of each grid. Sample collection was done in two
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Fig. 2 Grid Locations for Sample Collection at Chulliyar Reservoir

modes, namely underwater sampling using gravity corer and on land with the help
of a hydraulic excavator. Figure 2 shows the grid locations for sample collections at
Chulliyar reservoir. A total of 680 core samples were collected from the Chulliyar
reservoir. As per the soil report, the average depth of core samples is calculated as
0.87 m from field studies. Figure 3 shows the sample collection using gravity corer.

5 Soil Testing

To assess the composition of sediments, samples are extracted, qualitative analysis
of sediments samples was done by Soil Mechanics and Foundation Division, KERI.
Sediments samples were tested for the determination of components and classifica-
tion of the sediments. Both undisturbed sediments samples and disturbed sediments
samples were collected. Undisturbed sediment samples delivered in PVC pipes were
mainly from underwater and disturbed samples from dry bed level soil. On visual
observation, most of the undisturbed samples were clayey soil and in sticky nature
and lead grey/dark blue-grey colour, which is indicative of clayey soil. Most of the
disturbed sediments samples were C-φ soil and nearly 10 samples were conformed
to sand.
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Fig. 3 Sample Collection using Gravity Corer

Cores were divided into 50 cm length or parts thereof; considered as one sample.
Representative samples were taken for testing from each sample according to the
texture of the soil. Samples were tested in accordance with the IS codes. The result
is expressed as the percentage of particles present in each sample. In the analysis,
a proportionate percentage of particles is determined and no constant factors are
considered in the analysis [11, 12].

Based on the investigation average core depth is obtained as 0.87m. In the analysis
of test results to determine the percentage of particles, proportionate averaging with
respect to the depth of core has been made. For each core, the total sample is taken as
100%with respect to core depth and the proportionate fraction of each particle present
in the total sediments had been arrived at. Finally, the proportionate percentage of
particles is arrived at by dividing the sum of the total of the percentage of each
component multiplied by each core depth with the sum of the depth of all cores. [10]

6 Results and Discussion

Grain size analysis of collected soil samples is carried to identify different particle
sizes in the sediments. During desilting, a large quantity of soil will be excavated
from the reservoir and after proper processing, some percentage of sediments can be
used for construction purposes as fine aggregates. From grain size analysis [2], it was
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Table 1 Percentage of soil
components

Soil components Size in mm Percentage with respect to
depth (% P)

Pebbles > 80 0

Gravel 80–4.75 1.2031

Coarse sand 4.75–2.00 1.8850

Medium sand 2.00–0.425 13.6907

Fine Sand 0.425–0.075 40.5300

Clay & Residues < 0.075 42.6912

noted that pebble size (>80mm) grains were absent in the sediments. Gravels (80–
4.75 mm) constitute 1.203 % of sediments. Coarse sand present (4.75mm – 2mm)
is 1.885% and medium sand (2–0.425 mm) present in the sediments is 13.691%.
Fine sands (0.425 mm–0.075 mm) contribute more percentage of sediments, which
come to 40.53 % and the remaining portion is contributed by clay and residues
(<0.075 mm), which is 42.691%. The total percentage of sand particles in sediments
is 56.106%. The calculated soil test result (Grain size analysis) is appended in Table
1.

This field studywas conducted before the 2018 heavy rainfall and floods inKerala,
which have influenced the catchment characteristics and sediment transport in the
area. Further studies are to be conducted to investigate the features of the catchment
and landmanagement influencing reservoir sedimentation. Also, the studies are to be
conducted to verify the effectiveness of different methods for mitigation of reservoir
sedimentation. Also, the studies can be conducted to develop a sediment transport
model for the river.

7 Conclusions

The present study is a part of a project conducted to investigate the sedimentation and
reservoir capacity reduction in the Chulliyar reservoir. The study also identifies the
percentage constituents of sediments deposited which can be used for construction
purposes after processing.

Based on the sedimentation surveys, it was found that the original storage capacity
ofChulliyarReservoir is reduceddue to sediment deposition.There is a loss of storage
capacity by 0.08 % per year at the full reservoir level for a period of 45 years. The
loss of storage capacity increased to 0.46% per year at a level of 147.37m for a period
of 53 years, which indicates an increase in sedimentation. The rate of sedimentation
increased from 0.01Mm3 /year to 0.02 Mm3 /year.

As per the analysis, even though it was observed that 56.106% of sediments
deposited in the reservoir constituted sand, of which medium sand (2mm-0.425mm
size) is only 13.69%, which can be used for construction purposes. The sediments
consist of clay and other finer particles constituting more than 42%.
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Particle Image Velocimetry Analysis
on the Liquid-Sediment Model

M. H. Zawawi, F. C. Ng, M. A. Abas, A. Azman, and N. H. Hassan

1 Introduction

Particle image velocimetry (PIV) is a non-intrusive optical method used for analysis
of the fluid flow visualization. In this method, seeding particles are mixed together
with the working fluid where the working fluid must be clear or transparent. The
laser in pulses are directed to the fluid and it will illuminate the particles that flows
with the fluid. At the same time, high–speed camera captures the movement of the
particles. The consecutive images between the two light pulses will be used to track
themovement of the particles,which represents thefluidflow through simple relation:

V = �x

�t
, (1)

where �x is the particles displacement, measured using the two consecutive images
and �t is the time interval between the two consecutive images. These images
are related with each other which is pixel–by–pixel in order to track down the
particle’s displacement. Subsequently, the flow velocity and dynamic behavior of
the investigated system could be determined [1–3].
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2 Experimental Setup and Procedures

The particle image velocimetry (PIV) experiment on the liquid-sediment costal
involved various materials and apparatus as detailed in Table 1. The schematic
diagram on the PIV experiment was depicted in Fig. 1 while the actual experimental
setup was shown in Fig. 2.

The procedure of the experiment is as follow. First, the trapezoid-shaped sediment
was constructed in one side of the aquarium using the sand. Afterwards, the tank was
filled with water at a level of 11 cm height and then mixed with the seeding particles.
The water was moved with the wave maker to generate wave flow pattern and the
wave maker was controlled by motor controller to get the desired waveform. The
laser from the PIV setup is activated to illuminate the particles flowing in the fluid.
At the same time, a high–speed camera captured the flow of the fluid. The laser
model used in this experiment is the NANO L135–15 PIV with a pulse duration of
70 ns. The camera model is the Dantec HiSense MKII C8484–52–05CP Hamamatsu
Digital Camera C8484–05CP with a frame rate of 12.2 frame per second (fps) at full
resolution. This laser and camera are connected to the software provided by Dantec
called DynamicStudio. In the DynamicStudio, the time interval between images, �t
is set at 163 ms. Moreover, there are 130 frames of which 260 images are captured
for each image acquisition process. These images were then imported to PIVlab, a
MATLAB tool for analysing the PIV data.

PIVlab is a time–resolved particle image velocimetry (PIV) software that can
calculate the velocity distribution within the particle image pairs. Figure 3 depicted
the sequences involved in the image processing and data analysis using PIVlab
software.

Firstly, the images captured in the PIV experiment were imported into the PIVlab
software. Next, the quality of two consecutive images were enhanced so that the filler
particles can be clearly seen and identified. The masking procedure was conducted
to define the region of interest by excluding the unwanted area. After finishing the
pre-processing stage, the images were prepared for analysed, through the image
calibration and vector calibration process. Image calibration is a process of selecting
a reference distance and setting up the time step, for accurately determine the flow
velocities. Meanwhile, the vector calibration is a process of choosing the velocity
limits. Lastly, the flow velocity was plotted and a distribution contour for the flow
behaviour was generated.

3 Results and Discussion

Figure 4 depicted the PIV experimental findings on the velocity contours of the water
flow near the sediment model, for the time of 3 s. The variation of water flow with
the interactions of sand sediment due to erosion was depicted, together with the flow
velocity.
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Table 1 Materials and apparatus involved in the PIV experimental setup

Materials and apparatus Function/Description

Polyamid seeding par cles 

The diameter of polyamide is 50μm and it
serves as tracing particles to allow the
motion tracking of water

High-speed camera 

Camera model:
Dantec HiSense MKII C8484–52–05CP
Hamamatsu Digital Camera C8484–05CP
with a frame rate of 12.2 frame per second
(fps) at full resolution

Computer 

The computer is used to open a software
provided by Dantec called DynamicStudio
to control the laser and camera

Aquarium 

The aquarium with size of 1206 mm
length, 454 mm width and 463 mm height
are used in the experiment

(continued)
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Table 1 (continued)

Materials and apparatus Function/Description

Motor speed controller 

The motor speed controller is used to
control the speed of motor to the desired
speed

Fig. 1 Schematic diagram of the flow system of the PIV experiment

4 Conclusion

The particle image velocimetry (PIV) experimental setup and procedures to study
the coastal problem by using the simple liquid-sediment problem were presented. It
had demonstrated that the capability of PIV analyses in the present problem, yielding
the transient evolution of flow profile and velocity contours. Therefore, it is expected
that this PIV experiment could provide viable solution for the future validation work
on the corresponding numerical simulation findings.



Particle Image Velocimetry Analysis on the Liquid-Sediment Model 205
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Fig. 2 Actual PIV experimental setup
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Fig. 3 Process flow in PIVlab stage for image processing and results analysis

Fig. 4 Velocity contours of water flow at different times of 3 s and 6 s
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Wave Loads Assessment on Coastal
Structures at Inundation Risk Using
CFD Modelling

Ana Gomes and José Pinho

1 Introduction

Coastal regions are of great importance to human life and its development assumes
great strategic importance in environmental, economic, social, cultural, and recre-
ational terms. In addition to locating the main cities of the world, they are currently
among the areas with the highest population densities and most projections indi-
cate that migration to coastal megacities will continue to increase [1, 2]. It is
predictable that they will be increasingly affected by extreme phenomena and by
natural ocean-coast dynamics. The sudden impact of wave storms on structures
located in coastal areas is an increasingly common occurrence in many situations,
and will be aggravated, especially, under climate change scenarios, causing serious
damage to coastal structures [3–5]. Therefore, it is extremely important to anticipate
impacts of these events, to contribute to their mitigation and adopt efficient measures
for the conservation of relevant infrastructures located at these areas.

There are many instances where this field of study finds applications but the
action of steep sea waves (both breaking and non-breaking) on coastal structures
had probably been studied more often than any other [6–10]. The estimation of
wave-induced loads on structures has been the subject of many theoretical [11–13],
experimental [14–16], and numerical studies, to prevent failures on structures.

In recent years, progress has been made in the subject of computational fluid
dynamics (CFD) and has been widely used to investigate, among others, the wave
impacts in the built environment. Elevated coastal structures were studied using CFD
tools. Xiao and Huang [17] estimated the impact of a solitary wave over a coastal
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structure, assessing the variation of wave forces and overturning torque, based on
temporal data and other work [18] proposed a performance-based design approach
using fragility functions. The wave interaction with submerged permeable structures
and the interaction between regular waves and perforated-wall caisson breakwa-
ters were studied by other authors [19] and [20]. The hydraulic performance of a
submerged breakwater was also studied in terms of the wave reflection, transmission,
and dissipation coefficients by [21] and [22] using the Flow-3D® [23].

This commercial CFD code, Flow-3D® [23] has been used in this field as it
has high capacity to simulate fluid dynamics problems, including the possibility
to simulate different types of waves in complex geometry domains, which include
three dimensional solid objects. It is based on the Reynolds’averaged Navier Stokes
equations (RANS). It has been used for simulating, for example, the intricate flow
field details around a submarine pipeline [24] and around bridge piers [25]. Jin and
Meng [26] applied the software to analyze wave-structure interaction and calculated
wave loads on coastal highway bridges and [27] on rock mound breakwaters with a
tetrapods armor layer. Carratelli et al. [28] examine the development of the pressure
wave produced by the impact on a vertical wall as it propagates and interacts with
the fluid boundaries, as well as the subsequent build-up of high-pressure gradients of
high fluid velocities. The results provide new insight about the connection between
phenomena with different timescales.

This work presents results of the application of Flow-3D® to study a problem of
fluid–structure interaction, and the objective is to estimate the hydrodynamic loads
on an elevated coastal structure for a given wave condition in three different heights
of the air gap between the water and the structure base levels. The CPU simulation
times were also analyzed to assess the suitability of this software to be used in a
forecast early warning context.

2 Methodology

2.1 Flow Model

The Computational Fluid Dynamics (CFD) software Flow-3D® [23] has demon-
strated high capability to simulate complex fluid dynamics problems, including
the possibility to simulate different types of waves in complex geometry domains,
including three dimensional solid objects. As mentioned, before it solves the
Reynolds’ averaged Navier Stokes equations (RANS) using the volume of fluid
(VOF) method, considering different alternatives for turbulence closure models. The
VOFmethod enables modeling of the free surface and liquid/solid interactions. It has
been widely validated over the past years particularly for problems related with wave
loads assessment [29, 30]. Thus, it was applied to analyze the wave load and coastal
structure interaction and evaluated to be used for extreme events forecast purposes.
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2.2 Model Geometry

Park et al. [31] built a physical model to understand the relationship between an
elevated coastal structure’s air gap and the resulting horizontal and vertical forces
generated by a range of wave conditions. The studywas based on a set of experiments
involving a 1:10 length scale physical model and the wave characteristics based on
an idealization of Hurricane Ike’s impact on the Bolivar Peninsula, Texas.

A Large Wave Flume (LWF) equipped with a piston-type wave maker was used
together with sensor devices based on load cells and pressure gages to measure wave
heights, pressures, and loads for regular, irregular, and transient waves. Physical
model setup is presented in Fig. 1. The bathymetry was made of concrete and the
structurewas constructed of steelwith dimensions 1.02m× 1.02m× 0.61m (Length
x Width x Thickness). The structure was mounted on a frame that could be raised or
lowered to increase or decrease the air gap, a, between the base of the structure and
the elevation of the stillwater.

Fig. 1 Physical model setup: a large wave flume: profile (top) and plan (bottom) view b side view
of specimen-frame system elevated at air gap a above the stillwater level (adapted from [31])
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3 Numerical Model

3.1 Laboratory Physical Model

The three-dimensional geometry of the physical model (structure and bathymetry)
was edited in a CAD tool and exported into a stereo lithographic format (STL) to be
used in Flow-3D® (Fig. 2).

Different simulations were defined, at an initial phase, using different grid reso-
lutions to achieve an adequate solution in terms of capturing the relevant flow details
with acceptable computational CPU (central process unit) times. The final total
number of cells used to discretize the domain was 180,918 of 0.20 m in size. Only
one block was adopted.

Three physical processes were considered: gravity, turbulence model based on the
well-known two-equation k-model, that has shown to provide reasonable approxi-
mations to many types of flows [32] and a generalized moving object (GMO) model
to quantify the resulting forces and torques exerted by the fluid on the structure.

At the left open boundary, irregular incident wave conditions were imposed. The
experimental wave condition was characterized by a significant wave height, H1/3 =
0.29 m and peak period, Tp = 4.10 s [31]. At the right boundary, a wall limit was
adopted. In all other open boundaries, symmetry conditions were defined. As initial
conditions, a fluid region was considered along the simulated channel with average
elevation, d = 2.15 m. The fluid used in the simulations was water at 20º with null
salinity (ρ = 1000 kg/m3). In addition, as the bathymetry in the experimental model
is formed by concrete, a roughness of 0.01 m [33] was considered.

3.2 Full-Scale Model

A full-scale model (10 times larger than the experimental model) was also consid-
ered for similar conditions to the scaled physical model ones, to compute the loads
resulting from the interaction between fluid and the piers that support the struc-
ture, considering also different heights of the air gap. A set of piers with a diameter

Fig. 2 Numerical model geometry
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Fig. 3 Numerical model geometry and grid used to discretize the model domain

of 0.6 m was considered. Here too, several initial simulations were defined using
different grid resolutions. It is important to minimize the total number of cells, but
at the same time it is necessary to consider a sufficiently high spatial resolution to
be able to simulate all the relevant flow patterns and all the details of the geometry
with acceptable computational CPU times. Five blocks with different cell sizes were
adopted throughout the domain (Fig. 3).

The total number of cells used to discretize the domainwas 2,553,076 for a channel
width of 13 m. The first block presented 845,460 cells of 0.6 m in size, the second
block presented 15,180 cells of 0.4 m in size, the third block, which comprises the
elevated coastal structure, presented 713,700 cells of 0.2 m in size, the fourth block
presented 15,180 cells of 0.4 m in size and the fifth and final block presented 963,556
cells of 0.6 m in size.

The adopted wave type at the boundary was a stokes wave defined according to
[34], characterized by the significant wave height, H1/3 = 2.9 m, Tp = 12.9 s, and d
= 21.5 m. Three scenarios for the stillwater level were adopted: –1–00 m, 0.00 m,
and 1.00 m in relation to the base of the coastal structure.

4 Results and Discussion

The calibration and validation of themodel was performed supported by the results of
horizontal and verticalwave forces on the elevated coastal structure obtained from the
experimental results. This was achieved by modelling the elevated coastal structure
as GMO. Figure 4 shows a detailed comparison of experimental results of horizontal
and vertical forces and numerical results for the three air gaps a = –0.10 m, a =
0.00 m, and a = 0.10 m.

As can be observed, numerical results have a good approximation, compared
to the experimental results. Comparing the maximum values of the horizontal and
vertical forces, the average relative difference considering the three scenarios is
14.35% and 25.4%, respectively is 14.35% and 25.4%, respectively. This proves the
excellent performance of the computational model in the simulation of this complex
fluid–structure interaction problem.
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Fig. 4 Detailed time series of pressure integration (black dotted line) and load cell measurements
(red solid line) obtained by [31] and model simulations (blue solid line) of horizontal (right) and
vertical (left) forces for different air gaps: –0.10 m (top), 0.00 m (middle), and 0.10 m (bottom)

To assess the potential of the software to simulate a full-scale problem and the
associated CPU times a similar problem was simulated. Figures 5 and 6 represent,
respectively, the pressures and shear stresses that act on the piers that support the
structure for different heights of the air gap. Two points located on the central pillar
upstream of the channel were analyzed in detail considering different heights h =
0.00 m (red point), and h = 3.00 m (green point) (see heights in Fig. 1b).

From results presented in Fig. 5 (left) it can be seen that in addition to the pressure
increasing with the depth, the pressure also increases as the air gap height decreased,
for the same average elevation (d = 2.15 m). Consequently, the structure is more
exposed to the dynamic actions of the waves. This is also confirmedwhenwe analyze
in detail the pressures acting over one of the piers of the structure, at the defined
probes (Fig. 5 right side). The maximum pressure in probe 1 and 2 are, respectively,
17,622 Pa and 145,199 Pa for a = -–1.00 m and 149,470 Pa and 122,906 Pa for a
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Fig. 5 Pressure results at the instant when the first wave hits the structure (left) and variation of
the pressure over the simulation time (right) for different air gaps: –1.00 m (top), 0.00 m (middle),
and 1.00 m (bottom)

= 1.00 m, which corresponds to a decrease of about 15% when the height of the air
gap is 1.00 m.

Analyzing Fig. 6 on the left side, we see that when the structure is below the
average water level (a = –1.00 m), the shear stress is maximum at the bottom of the
channel (red point), unlike what happens when the air box is 0.00 m or 1.00 m, that
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Fig. 6 Shear stress results at the instant when the first wave hits the structure (left) and variation
of the shear stress over the simulation time (right) for different air gaps: –1.00 m (top), 0.00 m
(middle), and 1.00 m (bottom)
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the shear stress is maximum at the intersection area of the piers with the structure
(green point).

In addition, the maximum shear stress on the structure’s piers was obtained when
the structure was positioned at 0.00 m in relation to the water level (Fig. 6 right side).

Finally, the results of the simulation CPU times versus number of cells are shown
in Fig. 7.

The simulation time depend on the size and number of the cubic cells. The more
discretized the domain the longer the simulation CPU time. Simulations were run in
a CPU-4 Intel Core™ i7-6700 k @ 4.0 GHz workstation.

CPU times presented in Fig. 7 correspond to the simulations performed for the
calibration of the numerical model, to simulate 60 s of hydrodynamic waves with
different domains. It took an average of 7 min to simulate a domain with a cells
number of 180,918 of 0.20m in size (domain used to validate themodel). For the same
wave conditions, we can see that to simulate a domain approximately 8 times larger
(number of cells 1,487,548 with 0.10 m in size) it would take on average 158 min.
Regarding the full-scale model, 120 s of hydrodynamic waves were simulated. The
simulation time, on average, lasted 910 min, that is, approximately 15 h.

5 Conclusions

Coastal structures are subject to hydrodynamic loads normally estimated through
physical models. However, this methodology is subject to high costs and time-
consuming procedures.

The adopted methodology for the quantification of the pressure loads on an
elevated coastal structure, considering it as a GMO in Flow-3D® proved to be
efficient, as evidenced by the obtained results when compared with experimental
ones.
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This work showed the potential of the Flow-3D® software for wave loads assess-
ment on coastal structures at inundation risk. Obtaining wave loads through CFD
tools is an important evolution not only in the assessment of the risks associated with
this type of structures, especially during extreme events, but also in the structural
analysis of future projects. With these results it is possible to couple these pressures
and shear stresses as external actions in the numerical model to conduct the structural
analysis in a relatively quick and economical way, and with a high degree of relia-
bility. Through the obtained results it is concluded that the pressures can be reduced
when the structure is elevated but it does not mean that the shear stresses are the
lowest.

The accuracy of the results and the simulation time depend on the size and number
of the cubic cells. It is important to minimize the total number of cells, but at the
same time it is necessary to consider a sufficiently high spatial resolution to be able
to simulate all the relevant flow patterns and all the details of the geometry. Thus,
prior knowledge based on CPU simulation times becomes essential. Based on these
results it is possible to predict simulation times for long/very long duration events,
when a storm is expected to approach, for example. It is extremely important to have
a compromise between the number of cells and the simulation time.

The CFDmodelling tools, associated with the increase in computational capacity,
allow to analyze the interaction between fluids and structures in a forecasting context.
However, the CPU times for common workstations is still very long to be used in an
operational forecasting platform. High performance computational resources should
be used in this case, or a scaled numerical model approach followed, if wave loads
have to be forecasted in real time.
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Drought Analyses and Indices



Drought Risk Mapping in the North-West
Region of Bangladesh Using Landsat
Time Series Satellite Images

Sabrina Rashid Sheonty and Jannatul Nayeem

1 Introduction

Drought is a common hydrometeorological phenomenon [1]. It is regarded as a
regional phenomenon whose characteristics vary from one climate region to another
[2]. Meteorologically drought can be classified into three different types. They are
permanent drought, seasonal drought, and contingent drought. Permanent drought
is observed mainly in the arid climate zones where seasonal drought and contingent
drought are more common around different parts of the world. Seasonal drought
occurs because of the irregularities in rainy and dry seasons and contingent drought
is caused by the irregularities in rainfall pattern and intensity. InBangladesh, seasonal
drought and contingent drought are most prominent which are observed mainly in
pre-monsoon and post-monsoon periods.

Bangladesh is a disaster-prone country due to its topographic and socioeconomic
factors. Various kinds of natural hazards such as floods, cyclones, earthquakes,
droughts are quite common here. Though drought is one of the most common natural
disasters in Bangladesh, it is the least understood natural hazard in Bangladesh due to
its complex and unpredictable nature. It is quite difficult to predict the severity as well
as the starting and ending of a drought. Moreover, the effects of drought may build up
slowly over a substantial period of time and can last for a prolonged duration which
makes it tough to understand the severity and duration of drought [3, 4]. Thus, time-
to-timemonitoring is necessary in order to be updated with the drought condition and
make preparedness for the situation. Drought has become a common phenomenon
in some parts of Bangladesh in the past few decades especially in the North-West
region of Bangladesh. According to the NationalWater Management Plan (NWMP),
occurrences of drought are considered a major water deficiency related issue in this
region. Between 1960 and 1991, about 19 droughts have occurred in Bangladesh [4].
As an agricultural country, the impacts of droughts are detrimental to the economy
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of Bangladesh. It can impose a significant threat on the food and water security of
the country. Failure to be acquainted with the up-to-date information about the trend,
duration, extent, and intensity of droughts can bring losses of crops, economy, and
environment as well as add human sufferings. Moreover, climate change impacts can
increase the severity of droughts in the future. In order to combat such a prominent
threat, the risk assessment of droughts in this region has no alternative.

Remote sensing techniques have been used in different parts of the world to
detect drought in recent times. In a study, drought assessment was done within
the Flint Hills of Kansas and Oklahoma, United States, after analyzing MODerate
resolution Imaging Spectroradiometer (MODIS), Normalized Difference Vegetation
Index (NDVI), and Normalized Difference Water Index (NDWI) data from 2001 to
2005 [5]. In a recent study, the drought of the southern coastal region in Bangladesh
was detected using Landsat time series satellite images [6]. Some efforts were also
observed in the north-west region of Bangladesh to identify drought risk areas based
on NDVI by using surface reflectance with 250 m resolution from MODIS satellite
data [7]. But the main drawbacks of this study are the usage of low-resolution data
(250m),which is not good enough to capture the drought severity at the local level and
assessment of drought-prone areas using only one index. Thus, this study attempts
to use 30 m Landsat 7 and Landsat 8 satellite images to identify four drought indices
NDVI, VCI, NDWI, and MNDWI to identify the extent of drought in the study area.
Moreover, the temporal variation of drought in the north-west region of Bangladesh
is also shown in this study from 2000 to 2020 with an interval of 5 years.

2 Study Area

This study area was chosen as the north-west region of Bangladesh, which is themost
drought-prone area of Bangladesh. The study area covers two important divisions
Rajshahi and Rangpur including 16 districts in total with an area of about 32,000
km2. This area is located between 26°21 and 24°North latitudes and 88°17 and 89°41
East longitudes. The average seasonal rainfall of this area is about 1000 mm during
the five monsoon months (June–October) which is lower than any other part of the
country. The study area is shown in (Fig. 1).

3 Methodology

3.1 Data Collection

Landsat 8 and Landsat 7 satellite images were collected from the Earth Explorer
database of USGS for this study [8]. Landsat 8 is the most recently launched Landsat
satellite that was launched on February 11, 2013. Hence, Landsat 8 images are
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Fig. 1 Study area

Table 1 Details of Satellite
images used for the study

Name of Satellite Path/Row Spatial Resolution (m)

Landsat 7 ETM +
and
Landsat 8 OLI and TIRS

138/042 30

138/043 30

139/042 30

139/043 30

available only after 2013. Thus, for analysis of NDVI from 2000 to 2013, Landsat 7
images and from 2014 to 2020, Landsat 8 images of 30 m resolution were used. The
scanlines from the images of Landsat 7 were removed using the Landsat Toolbox in
ArcGIS. For each year, four scenes of Landsat imagery covering the complete north-
west area of Bangladesh were used in this study. Images were primarily collected
for the months of October to February to capture the intensity of drought at the dry
season. Information about Landsat Images used in this study is given in Table 1.

3.2 Selection of Drought Indices

Different indices can be used to estimate the extent of drought. There are some
meteorological drought indices (such as Standardized Precipitation Index (SPI))
which contain information only about rainfall or soil moisture but they do not
contain much spatial information where satellite derived drought indices can provide
drought related spatial information quite precisely if derived from high-resolution
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Table 2 Drought indices

Indices Remarks

NDVI This value can vary from –1 to + 1. Usually, healthy vegetation has positive and
water bodies have negative values

NDWI Water bodies usually have positive values and vegetation and soil usually have zero
or negative values

MNDWI The values lie between –1 to + 1. Higher value indicates high vegetation water
content

VCI It is expressed in percentage. Lower values indicate severe cases of drought

satellite data. Moreover, meteorological or climate-based indices depend on data
collection methods of different stations. Also, they can be affected by sparsely
distributed weather stations in some areas. In this context, satellite-based drought
indices are preferable to assess the drought condition. Thus, four satellite derived
indices: Normalized Difference Vegetation Index (NDVI), Normalized Difference
Water Index (NDWI), Modified Normalized Difference Water Index (MNDWI) and
Vegetation Condition Index (VCI) are selected for this study to assess the drought
condition of North-West region of Bangladesh. These indices are calculated using
Eq. (1), (2), (3), (4).

NDV I = NIR− RED

NIR+ RED
(1)

NDWI = NIR− SWIR

NIR+ SWIR
(2)

MNDWI = GREEN − SWIR

GREEN + SWIR
(3)

VCI = NDV I − NDV Imin
NDV Imax − NDV Imin

(4)

The values of these indices indicate different vegetation and drought condition. They
are mentioned in Table 2

3.3 Generation of Drought Risk Map

At first, the satellite images need to be georeferenced for any analysis in ArcGIS.
As the Landsat satellite images obtained from USGS were already georeferenced
and projected in WGS84 UTM zone-46 datum thus, no further georeferencing was
required in this case. For each year, four scenes of Landsat images were projected and
the indices were calculated for each year. Different tools of ArcGIS such as “Raster
Calculator”, “Extraction by mask”, “Spatial analyst tool”, etc., were used for this
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analysis. The indices were calculated using different Landsat bands. For NDVI of
2001 to 2013, Landsat 7 Band 3 Visible and Band 4 Near-Infrared spectral band and
NDVI of 2014 to 2020, Landsat 8 Band 4 Red and Band 5 Near-Infrared spectral
band were used for this purpose. For the calculation of NDWI from 2000 to 2013,
Landsat 7 Band 4Near-Infrared Spectral Band andBand 5 Short-Wave Infrared Band
and for NDWI from 2014 to 2020 Landsat 8 Band 5 Near-Infrared Spectral Band and
Band 6 Short-Wave Infrared Band were used. In the case of MNDWI calculation,
Landsat 7 Band 2 Green and Band 5 Short-Wave Infrared Band were used for the
years 2000 to 2014. Similarly, for the years 2014 to 2020, Landsat 8 Band 3 Green
and Band 5 Short-Wave Infrared Band were used. Drought risk maps of these four
indices are shown in (Fig. 2).

4 Results and Discussions

Oneof the primeobjectives of this study is to identify the change in drought conditions
in the past two decades. Thus, NDVI, NDWI, MNDWI, and VCI maps are generated
from 2000–2020 with an interval of 5 years using Landsat 7 and 8 images. In order
to capture the change between 2000 and 2020, the maps of different indices from
2000 to 2020 are shown in (Fig. 3).

From the drought risk maps of different indices, it was noticed that six districts of
the central, northern, and southwestern parts of the study area: Thakurgaon, Pancha-
garh, Dinajpur, Nilphamari, Gaibandha, and Nator are most prone to drought. The
area covering low, moderate, and high drought risks are listed in Tables 3, 4, 5
and 6 with the help of NDVI, NDWI, MNDWI, and VCI for the north-west zone of
Bangladesh from 2000 to 2020. There was some variation observed in the percentage
of areas for these indices in different years. This phenomenon was also observed in
past studies. In a study on drought analysis of the coastal region of Bangladesh,
the authors described this as a result of the difference in accuracy level of different
indices where they showed NDVI and VCI give more accurate results than the other
indices [6].

Apart from that, the results show similar temporal changes over the past two
decades. It was noticed that in the first half of the decade the drought severity was
more than the second half. In the first 5 years of the time period, the overall drought
conditionwas quite severe especially theworst drought conditionwas seen in the year
2005 where in 2015 an overall low drought condition was observed in comparison
to the other years.
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i. NDVI ii. NDWI

iii. MNDWI iv. VCI

Fig. 2 Drought risk maps of various indices

5 Conclusion

Drought is one of the most common natural disasters of Bangladesh and accurate
identification of drought-prone areas is a first step to build resilience against it. In
this study, remote sensing and GIS application have been used to detect the spatio-
temporal change in drought condition of the north-west region which is the most
drought-prone area of Bangladesh. Four satellite-derived drought indices were esti-
mated from Landsat 7 and 8 satellite images for identifying drought risk in the study
area for the past two decades. The study reveals that six districts of the central,
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Fig. 3 Drought risk maps from 2000–2020

Table 3 Amount of area in different NDVI ranges over the past two decades

Classification NDVI value Area at
2000 (%)

Area at
2005 (%)

Area at
2010 (%)

Area at
2015 (%)

Area at 2020
(%)

High −1 to −0.3 15.68 33.28 9.19 0 0.003

Moderate −0.3 to 0.3 84.29 66.11 84.74 95.11 92.21

Low 0.3 to 1 0.03 0.61 6.07 4.89 7.79

northern, and southwestern parts of the study area-Thakurgaon, Panchagarh, Dina-
jpur, Nilphamari, Gaibandha, and Nator are most susceptible to drought. Apart from
that, the temporal analysis indicates the first half of the decade experienced drought
severity more than the second half. It was also found that the most severe drought
was experienced in 2005 and the lowest drought severity was observed in 2015.
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Table 4 Amount of area in different NDWI ranges over the past two decades

Classification NDWI
value

Area at
2000 (%)

Area at
2005 (%)

Area at
2010 (%)

Area at
2015 (%)

Area at
2020 (%)

High −1 to −
0.3

3.45 6.97 3.72 0.002 0.004

Moderate −0.3 to
0.3

94.36 90.74 87.7 99.96 99.17

Low 0.3 to 1 2.20 2.29 8.58 0.034 0.83

Table 5 Amount of area in different MNDWI ranges over the past two decades

Classification MNDWI
value

Area at
2000 (%)

Area at
2005 (%)

Area at
2010 (%)

Area at
2015 (%)

Area at
2020 (%)

High −1 to −
0.3

0.02 1.90 2.27 0.003 0.003

Moderate −0.3 to 0.3 71.55 54.99 42.44 99.95 99.96

Low 0.3 to 1 28.43 43.11 55.29 0.044 0.037

Table 6 Amount of area in different VCI ranges over the past two decades

Classification VCI value Area at
2000 (%)

Area at
2005 (%)

Area at
2010 (%)

Area at
2015 (%)

Area at
2020 (%)

High 0–33 64.88 88.32 2.69 1.03 1.07

Moderate 33–67 28.64 8.22 16.53 9.37 11.70

Low 67–100 6.48 3.46 80.78 89.60 87.23
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Quantification of Drought Condition
Using Drought Indices: A Review

Rashmi Singh, Madhuri Kumari, Sonal Bindal, and Ila Gupta

1 Introduction

Droughts are a natural part of the climate and can occur in any climate regime,
including deserts and rainforests, all over theworld. On a year-to-year basis, draughts
are one of the most expensive natural hazards; their effects are severe and pervasive,
impactingmany economic sectors and individuals at anyone time.Usually, the hazard
footprints of droughts are greater than those for other threats, typically limited to
floodplains, coastal areas, storm tracks, or fault zones. The slow onset of droughts
gives time to track changes in precipitation, temperature, and the overall condition
of surface water and groundwater sources in an area.

Preparedness and preparation to deal with the adverse effects of a drought occur-
rence depend on the degree, severity, and length of the knowledge. This information
can be collected by drought monitoring and forecasting, which is typically achieved
using drought indices that provide decision-makers with quantitative information
on the characteristics of drought. Several indices have been proposed for drought
characterization such as Deciles [1], Crop Moisture Index [2], Palmer Drought
Severity Index [3], Standardized Precipitation Index [4], Soil Moisture Deficit Index
[5], Reconnaissance Drought Index [4].

Based on the applicability in the region and the input data availability, drought
indices are selected for the purpose. Ease of use along with authenticity and
extendibility (application across long time span) are also considered while selecting
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the suitable set of indexes. Depeng et al. [6] performed agricultural and meteoro-
logical drought assessments in Northeast China using the remote sensing data and
historical observations. For assessing meteorological drought, they used Standard-
ized Precipitation Index (SPI) and Standardized Precipitation Evapo-Transpiration
Index (SPEI) at 1-, 3-, and 6-month time scales. Alijanian et al. [7] and Vidhya et al.
[8] also employed SPI at time series 1-, 3-, and 6-month for monitoring meteorolog-
ical drought while Rong et al. [3], Kaiwei et al. [9] used SPEI at 1-, 3-, and 6-month
time scales for assessment.

Depeng et al. [6] also conducted an agricultural drought assessment and used
Combined Deficit Index (CDI) using 3 months rainfall deficit and NDVI monthly
deficit. The CDI was later validated using crop yield data, LST, and evapotranspira-
tion data. Figure 2 shows the flowchart of the entire process.

A new approach was adopted by Alijanian et al. [7] for obtaining long-term
satellite-derived high-resolution precipitation data for Iran. These are termed as
Satellite rainfall estimates (SREs) datasets, which provide long-term data, at least
30 years, mandatory for drought analysis. Alijanian et al. [7] used PERSIANN-CDR
and MSWEP as SREs for obtaining precipitation data and used it for computation
of SPI and compared the result with that obtained from gauged station data. It was
found that, for shorter time series, i.e., for SPI-1 and SPI-3, SREs yield a greater
number of drought incidences compared to gauged rainfall data. Although, for a
longer time duration, i.e., SPI-6 and SPI-12, the results were concurrent (for SREs
and gauged data). Also, among the two SREs used, MSWEP was more effective
than the PERSIANN-CDR. Both SREs successfully captured the historic drought
incidences well.

Sahana et al. [10] carried out the first ever country-wide drought assessment
for India, with over 30 meteorological divisions. For this, Multivariate Structured
Drought Index (MSDI) was used to evaluate the drought conditions caused by simul-
taneous precipitation and soil moisture shortages. It was done to study the spatial
and historical extent of the 2015 drought. Copula-based distribution was used to
obtain (Severity-Duration-Frequency) SDF curve, which was then used to prepare
the drought map for the country.

Although SPI [4] is widely used as a meteorological drought index and is being
recommended byWMO (2009) as the main index for meteorological drought assess-
ment, it has been used in many studies for comparing with the agricultural drought
index. Dutta et al. [11] used SPI along with the rainfall anomaly index and crop
yield index for checking the results of the Vegetation Condition Index (derived from
NDVI) for agricultural drought. This showed good connectivity between the results
and gave a clear picture of drought occurrences in the state of Rajasthan for the
year 2002. A similar approach was adopted by Vidhya Lakshmi et al. [8] in which,
NDVI and NDWI are used to study the agricultural drought in the Namakkal district
of Tamil Nadu, and SPI is then used to consider the years in which the region has
been susceptible to drought. Thus, this gives a better check for agricultural drought
occurrences too.

A new index was used by Soares et al. [12] for agricultural drought monitoring.
It used usual SPI-1, -3, -12 as meteorological index while for agricultural drought,
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Soil Moisture Agricultural Drought Index (SMADI) [13, 14] was used which uses
soil moisture data, surface temperature and vegetation data derived using Remote
Sensing products. SMADI has proved to be very efficient for monitoring drought,
as it uses multiple indicators which make the assessment more efficient covering all
the possible indicators.

2 Types of Drought

In the natural climate cycle, drought is a prolongeddry period that canoccur anywhere
in the world. Drought is a normal feature of climate and its recurrence is inevitable
(Mishra and Desai 2005). It is a gradual on-set phenomenon caused by a lack of
precipitation. In general, long-term deficiency in moisture, whether in the form of
precipitation, soil moisture deficiency, or surface water and groundwater drying,
is termed as drought. The susceptibility to drought is enhanced by compounding
factors, such as poverty and inadequate land use. There can be many consequences
on the health of the population when drought causes water and food shortages, which
can increase morbidity and result in death [15].

So far, several definitions have been suggested for drought, but each is viewed from
a particular point of view. Since all aspects of life andmultiple parts of society, partic-
ularly the natural environment, are directly or indirectly affected by drought, under-
standing this definition will enable practitioners and policy-makers to effectively
manage different parts of the economy.

Based on the cause of the occurrence, drought is classified into three broad cate-
gories: Meteorological drought, Hydrological drought, and Agricultural drought.
Figure 1 shows the drought propagation leading to different drought types.

2.1 Meteorological Drought

This form of drought is defined when the rainfall is less than the long-term normal of
that area. This deficit in precipitation, reaching a certain level, is defined as meteoro-
logical drought. According to the Indian Meteorological Department (IMD), when
the rainfall in an area is less than 25% of the long-term average value, it is said
to be under a meteorological drought situation. When the deficiency is 26–50%, it
is termed as moderate drought, and when the shortfall is above 50% it is a severe
drought.
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Fig. 1 Drought Propagation under climate change leading to different types of drought

2.2 Hydrological Drought

Hydrological drought is a consequence of meteorological drought prevailing in an
area. It is defined as deficiency in the surface water (river, lake, pond, etc.) and sub-
surface water (groundwater) leading to water shortage in an area. Climate variations
serve as the primary factor for assessing the magnitude of the physical and natural
basis of this drought. In addition, human activities such as changes in land use, land
erosion, and building of dams have effects on the characteristics of the basin as well
as the frequency and severity of hydrological drought.

2.3 Agricultural Drought

Meteorological and hydrological droughts typically cause agricultural droughts and
occur when soil moisture and rainfall are insufficient during the crop growing season,
causing severe crop stress, and wilting. In India, agricultural drought is announced
when the rainfall deficit of more than 50% prevails for 4 consecutive weeks, or a
weekly rain of less than equal to 5 cm in Kharif season or else for 6 weeks in a row
during the rest of the year.
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3 Drought Monitoring Using Indicators

The magnitude and duration of the drought are represented by an index according
to the indicators of the drought in question. An index unifies various meteorolog-
ical and hydrological parameters into a single numerical value or formula, including
precipitation, temperature, evapotranspiration, runoff, and other water supply indi-
cators, and presents a brief picture of decision-making. Many drought indices have
been developed and used bymeteorologists and climatologists around the world over
the years. Those ranged from basic indices such as the percentage of normal rain-
fall and percentiles of precipitation to more nuanced indices such as that of Palmer
Drought Severity Index. The authorities or public and private committees take steps
to determine and respond to drought using these indices.

3.1 Selection of Drought Indices

There is no single index or measure that can account for and be generalized to all
forms of droughts and climate regimes affected by droughts. The drought index
should or must meet certain criteria to serve best for the purpose [16]. Some of these
criteria are mentioned below:

• To activate effective communication and coordination of drought response or
mitigation measures, the indicators/indices must allow for timely identification
of drought.

• To assess drought emergence and termination, the indicators/indices must be
climate, space, and time sensitive.

• The data source needed for the indexmust have a long record set available that can
provide a clear historical and statistical reference to planners and decision-makers.

• The ease with which, the indices can be implemented.
• The index must be applicable to the drought in question.
• It is important to set up an index to track all aspects of hydrological or climatic

cycles and not just droughts.

Based on these criteria, indices are selected to yield the best possible result. Either
single index or multiple indices can be selected for drought monitoring.

3.2 Methods for Drought Monitoring

Methods used for drought monitoring are mainly classified into five groups as shown
in Fig. 2.
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Fig. 2 Methods for drought monitoring

3.3 Drought Indices

3.3.1 Decile

This index was developed by Gibbs and Maher in 1967. Decile index is a basic
mathematical approach and uses only one indicator, i.e., precipitation for the calcu-
lation. Due to its easy computation and requiring less data, the Deciles index was
selected as a meteorological index for drought monitoring by the Australian Drought
Watch System (Australian Bureau of Meteorology). Long-term precipitation record
of a region is used to obtain the precipitation rank by dividing it into 10% parts [1,
17]. The first decile consists of the values of the lowest 10% precipitation while the
fifth one is the median. This index can indicate drought as well as wet conditions.
Table 1 shows the classes in which deciles are grouped [18]:

Advantage. A single indicator used (hence simple)—Used for both, wetter than
normal and drier than a normal condition—Flexible timescale.

Limitation. Long period record is required—The impact of other meteorological
factors like temperature is not considered for drought.
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Table 1 Decile group for
drought classification

Decile class Percentage Category

1–2 Lowest 20% Much below normal

3–4 Next lowest 20% Below normal

5–6 Mid 20% Near to normal

7–8 Next highest 20% Above the normal

9–10 Highest 20% Much above the normal

3.3.2 Standardized Precipitation Index: SPI

Since shortfall in precipitation has different effect on various water resources like
soil moisture, surface water, and groundwater. American scientists, T.B.McKee, N.J.
Doesken [19], and J. Kleist, considered this and developed SPI in 1993 [15]. SPI is
a much simpler index to use and it has one input parameter, i.e., precipitation, which
makes its computation easy. The use of SPI has been proved to be equally effective
for the analysis of dry as well as wet cycles globally.More than 70 countries are using
SPI for monitoring drought [15]. In 2009, the World Meteorological Organization
(WMO) recommended the SPI as the key index of meteorological drought [20, 21].

The precipitation record needed to compute SPI must be of at least 30 years.
SPI as an index provides the benefit of working even with missing data, although
the obtained result will vary from the actual one. Since SPI was designed keeping
in mind, the impact of rainfall deficit (or drought) on different water resources, the
multiple timescales for which SPI is calculated give an idea of the impact on various
resources. For SPI-1, -3, -6, soil moisture conditions react to precipitation anomalies
while the response of surface water and groundwater is seen for SPI-12 and above.
Table 2 shows the SPI values given byMcKee and others in 1993. Advantage. Simple
computation—Flexible timescale—Provides drought early warning (DEW)—access
to drought severity—accepts data with missing values—consistent spatially.

Limitation. Impact of other factors like temperature and soil moisture is not consid-
ered on drought—Evapotranspiration/potential evapotranspiration (ET/PET) cannot
be calculated—Values change based on preliminary data.

Table 2 SPI classification SPI Category

≥ +2.0 Extremely wet

1.5–1.99 Very wet

1.0–1.49 Moderately wet

−0.99 to +0.99 Near to normal

−1.0 to −1.49 Moderate drought

−1.5 to −1.99 Severe drought

≤−2.0 Extreme drought



238 R. Singh et al.

3.3.3 Standardized Precipitation Evapotranspiration Index: SPEI

A relatively new index was developed by Vicente-Serrano et al. [22] to meet the
limitations of SPI. It is very simple to compute the SPEI and it is based on the original
method for calculating the SPI, the only difference being the use of temperature along
with precipitation for SPEI calculation. The requirement ofmultiple indicatorsmakes
it somewhat complex, although, computation complexity is minimal. Missing data
are not entertained which makes a difference from SPI [22]. Code/program required
for the computation is readily accessible.

The SPEI measures the difference between precipitation and PET. This illustrates
a basic climate water balance that is measured to obtain the SPEI at various time
scales. It is represented by values which contain a scale for dry as well as wet
condition. The same as SPI, it can be calculated over multiple time scales from 1 to
48 months or more. It is actively used in Peru and Switzerland.

Advantage. Usage of temperature data along with precipitation––Applicability of
output in all climatic regions.

Limitation. Missing data are not entertained—Being a monthly indicator, drought
conditions that grow rapidly cannot be easily detected.

3.3.4 Palmer Drought Severity Index: PDSI

PDSI is the very first detailed drought index developed by Palmer in 1965 and an effi-
cient instrument for long-term drought determination. It is a meteorological drought
index. Using monthly temperature and precipitation data, it is calculated along with
information on the ability of the soil to retain water [16]. This index is calculated
effectively on monthly basis (distinctly 9); however, it does not account for the short
duration drought, usually of weekly scale. It can capture the fundamental impact
of global warming on drought through changes in potential evapotranspiration, as it
uses temperature data and a physical water balance model (soil moisture’s demand
and supply model) [23]. Table 3 shows different index categories given by Palmer.

Advantage. Effectively determines long-term drought—Provides historical aspect of
prevailing condition (spatio-temporally)—Provides drought earlywarning (DEW)—
Access to drought severity.

Limitation. Lacks functionality with multi-timescale—Cannot be calculated over
wider range of climate—Arbitrary selection of values used for drought quantification
has little scientific meaning and is region specific—snowpack, frozen ground is not
included, and all the precipitation is considered as rain, therefore, it is ineffective
in regions where snow occur—widely used in the United States, but has minimal
acceptance in other countries—Natural time taken between rainfall and runoff is
not considered—Runoff is not considered until the soil layer is saturated, therefore,
runoff remains underestimated [24].
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Table 3 PDSI-based drought
category

PDSI value Category

≤−4.0 Extreme drought

−3 to −3.99 Severe drought

−2 to −2.99 Moderate drought

−1 to −1.99 Mild drought

−0.5 to −0.99 Incipient drought

−0.49 to +0.49 Near normal

0.5–0.99 Incipient wet spell

1–1.99 Slightly wet

2–2.99 Moderately wet

3–3.99 Very wet

≥4.0 Extremely wet

3.3.5 Self-Calibrated Palmer Drought Severity Index: SC-PDSI

The major drawback of PDSI was its spatial inconsistency, which made it difficult
for its application in various locations. To circumvent this limitation, self-calibrated
PDSI was introduced in 2004 by Wells, N., S. Goddard, and M.J. Hayes. The sc-
PDSI calibrates the behavior of the index automatically at any place by substituting
dynamically determined values for empirical constants in the index computation [25].
This make is consistent for different locations. For each station and changes based
on the location’s climate regime, the self-calibrating nature of sc-PDSI is created. It
has scales that are wet and dry [26]. It can be used for all the 3 types of drought:
meteorological, hydrological, and agricultural.

Advantage. Spatially consistent and comparable—flexible timescale.

Limitation. It shares the same limitation as PDSI, i.e., snowpack, frozen ground is
not included in computation—Natural time taken between rainfall and runoff is not
considered.

4 Conclusion

Detrimental effects of drought have long been observed in all regions, a condition
arising fromboth climate change and human activity, and humanity’s inability to cope
with this crisis has been seen so far. In recent years, the arid and semi-arid regions have
experienced several drought and below average records of precipitation, resulting in
irreversible harm, particularly in the agricultural sector. It is now, a need of the hour to
bring a check to this accelerating drought years. Drought monitoring, using modern
indices to forecast the beginning and end of the drought season, severity, and other
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characteristics, is, therefore, considered important in order to establish the necessary
pre-occurrence drought management steps.
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Assessment of Meteorological Drought
Using Standardized Precipitation
Evapotranspiration Index—Hyderabad
Case Study

Pallavi Kumari, Sharath Chandra Vannam, Rehana Shaik,
and M. Inayathulla

1 Introduction

Drought, a natural disaster, occurs in all types of climate. Temperature, wind, rela-
tive humidity, rainfall intensity and rainfall duration play a significant part in the
phenomenon of droughts. It affects natural sources of water and also can reduce the
water supply, quality ofwater, crop yield, aswell as the economy and social activities.
Drought is an extreme event that affects natural resources, environment and society
for a long time. Usually, drought occurs gradually; but it can be more terrible than
floods. Meteorological, hydrological and agricultural are its broad types as described
in Fig. [1]. Out of these, meteorological drought, defined as an abnormal shortage
of precipitation, is the main cause of all other types of droughts. Drought index
measures the levels of drought by acquiring data into a single numerical value from
one or more hydrological variables. Several drought indices are found to assess the
change in climatic variables. Those are Palmer Drought Severity Index, Crop Mois-
ture Index, Standardized Precipitation Index (SPI), Standardized Precipitation Evap-
otranspiration Index (SPEI) and Reconnaissance Drought Index (RDI) [1]. Based on
the drought studies, almost all drought indices use precipitation as the sole variable
or with the other hydrological elements, as per the type of demand, which is indicated
by WMO [2]. There have been many attempts over the last few decades to develop
a new drought index on the basis of a climatological precipitation study [1, 3, 4].
Vicente-Serrano et al. [5] proposed a new evapotranspiration-based index which is
Standardized Precipitation Evapotranspiration Index (SPEI) based on the calculation
of Potential Evapotranspiration.

The study used SPEI as one of the evapotranspiration-based drought indices to
understand the drought variability. SPEI is capable of depicting the multi-secular
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Fig. 1 Various forms of drought and its sequence

nature of hydrological, meteorological and agricultural droughts which consists of
computation at multi time scales based on the distribution of precipitation and poten-
tial evapotranspiration differences [5]. SPEI has been recommended to quantify in
the cumulated climate water balance (D), incorporating PET [6]. The SPEI index
can also be used to study the wet and dry periods including Evapotranspiration along
with precipitation. In the present study, SPEI is used to understand the dry and wet
years over an urban semi-arid region, Hyderabad, capital and the biggest city of the
southern Indian state of Telangana. The details of the study area are provided in the
following section. The data and methodology, the results and discussions, and the
findings of this work are presented in the subsequent sections. All the figures of this
article are generated by the use of MATLAB and ArcGIS.

2 Material and Methodology

2.1 Study Area and Data Products

Hyderabad, the capital of Telangana state also known as the City of Pearls, defined
in the region 17°33′50”N and 78°46′10′′E, covering 625 km2 land area, is observed
in the present study (Fig. 2). The population of Hyderabad is 68.1 lakhs making it the
fourth most populous city in India and suffering from huge water-shortage issues.
Hyderabad has a wet and dry climate bounding on a hot semi-arid climate. The
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Fig. 2 Location of Hyderabad, Telangana, India

SouthwestMonsoon is responsible for 75 percent of the rain in Hyderabad. Annually,
the region receives an average of 810mmof rain. During themonth of September, the
area receives maximum rain. This study made efforts to understand the wet and dry
years of the urban semi-arid region of Hyderabad city for the years 1965–2015. The
present study used rainfall and temperature data for the year 1965–2015 collected
from India Meteorological Department.
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2.2 Methodology

Estimation of potential evapotranspiration (PET)

In this study, SPEI is formulated by log-logistic distribution, using three parameters
(scale, shape and origin) [5, 7]. The climate water balance (D) and the drought index
SPEI are estimated as follows:

D = [P − PET] (1)

P and PET are the monthly rainfall and potential evapotranspiration in mm,
respectively.

According to Stagge et al. [6], the Hargreaves method can give better results if
minimum data is available. Thus, this study chose the Hargreaves method to formu-
late potential evapotranspiration (PET). This method considers the temperature and
location of the study area to compute PET. The Hargreaves [8] equation of PET
(mm/day) is mentioned as

Potential Evapotranspiration (PET) = 0.0023 ∗ √
Tmax−Tmin

∗(Tmean + 17.80) ∗ Ra
(2)

Here, Tmax, Tmin andTmean are themaximum,minimumandmeanmonthly temper-
ature, sequentially. Ra is the extra-terrestrial radiation which is calculated based on
the latitude of the area and sunshine hours in the year.

The present study used 12-month time scales in the calculation of Dn
i value.

Dn
i = Pn

i − PET n
i (3)

Here, Pn
i and PET n

i are the cumulated rainfall and potential evapotranspiration
value.

Formulation of Drought Index, SPEI

The SPEI values can be calculated using the values of F(x), as follows:

SPEI = W − C0 + C1W + C2W2

1 + d1W + d2W2 + d3W3
(4)

Here, W = square root of −(2ln(p)) for p less than or equal to 0.50;
P is probability of D = 1 − F(x). If p is greater than 0.5, then P is replaced by 1-P

and the sign of SPEI is reversed.
C0, C1 and C2 and d1, d2 and d3 are constants [9].
F(x) is the Cumulative Distribution Function (CDF) which is calculated based on

probability distribution.
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Table 1 Standard ranges and
classification of SPEI values
[11]

Classification SPEI Value Classification SPEI Value

Extreme dry −2.0 or less Moderate wet 1.0–1.5

Severe dry −1.50 to −1.99 Severe wet 1.51–1.99

Moderate dry −1.0 to −1.49 Extreme wet 2.0 or above

F(x) =
[
1 +

(
x − y

α

)−β
]−1

(5)

where α, β and γ are the parameters

α = (wo − 2w1)β

γ (1 + 1
β
)ϒ(1 − 1/β

(6)

β = 2w1 − wo

6w1 − wo − 6w2
(7)

γ = wo− αγ (1 + 1/β)γ (1 − 1/β) (8)

Weighted moments w0, w1 and w2 are estimated using the equation by Sheng and
Hashino [10], as follows:

Wr = 1

n

(
n − 1

r

)−
1
∑n−r

j=1

(
n − j

r

)
Xj, r = 0, 1, 2 (9)

The SPEI-based classification is provided in Table 1. It is to be observed that
when SPEI drops to less than -2, it is said to be extremely dry and if it exceeds 2,
it is classified as extremely wet. Hence, based on severity, there are three types, i.e.,
moderate, severe and extreme drought.

3 Results and Discussion

Figures 3 and 4 show the Variation of rainfall and Potential Evapotranspiration
estimated by the Hargreaves equation, respectively.

The SPEI results for each year considering the rainfall and PET are presented
in Table 2. The normal wet or dry conditions, moderate wet, severe wet, moderate
drought and severe drought are represented in black, purple, blue, orange and red
colors, respectively. It can be noted that Hyderabad district has undergone consid-
erable annual variation in rainfall. It is worth noticing that the district has been in
dry conditions (including severe and moderate drought) 7 times in 50 years. The
result shows that the years 1965, 1966, 1972, 1973, 1985 and 1993 have experienced
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Fig. 3 Rainfall variation for the years 1965–2015

Fig. 4 Potential Evapotranspiration for the years 1965–2015

moderate drought with SPEI values−1.35,−1.06,−1.43,−1.31,−1.05 and−1.22,
respectively. These years are also considered as drought years all over India based
on earlier studies [9]. The years 1976, 1988, 1991, 1995, 1996, 2008 and 2014 were
experienced as moderate wet years with SPEI values 1.21, 1.13, 1.08, 1.14, 1.21,
1.31 and 1.47, respectively. The year 2006 was characterized as severe wet with the
SPEI value 1.65 and the year 2012 was found as severe dry with value −1.51 as per
the standard ranges and classes of SPEI (Table 1). Figure 5 shows the variation of
SPEI values for the years 1965–2015.
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Table 2 Standardized Precipitation Evapotranspiration Index values over Hyderabad for
1965–2015

Year SPEI Year SPEI

1965
1.35_ 1991 1.08

1966 _1.06
1992 −0.62

1967 0.05 1993 _1.22

1968 −0.3 1994 −0.78

1969 −0.71 1995 1.14

1970 0.21 1996 1.21

1971 0.05 1997 0.62

1972 _1.43
1998 0.28

1973 _1.31
1999 0.26

1974 −0.87 2000 −0.023

1975 0.31 2001 0.008

1976 1.21 2002 −0.14

1977 −0.45 2003 −0.57

1978 −0.007 2004 0.30

1979 0.36 2005 0.61

1980 −0.53 2006 1.65

1981 −0.09 2007 0.75

1982 0.33 2008 1.31

1983 −0.19 2009 0.09

1984 0.28 2010 −0.34

1985 _1.05
2011 −0.56

1986 −0.74 2012 _1.51

1987 −0.22 2013 0.50

1988 1.13 2014 1.47

1989 0.35 2015 0.45

1990 0.62
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Fig. 5 Results of SPEI values for an urban semi-arid region, Hyderabad, for a 12-month time scale

Comparison of Rainfall and PET values in different severity classes of SPEI is
presented in Table 3. Rainfall and Potential Evapotranspiration are the two major
meteorological parameters to be used in the classification of wet and dry weather.

Table 3 Rainfall and PET values in different severity classes of Standardized Precipitation
Evapotranspiration Index

Year Rainfall
(mm)

PET-Hargreaves
(mm)

SPEI values

Moderate
wet

Severe
wet

Moderate dry Severe
dry

1965 61.37 1819.66 _ _ −1.35 _

1966 51.75 1765.03 _ _ −1.06 _

1972 76.94 1875.77 _ _ −1.43 _

1973 60.46 1838.71 _ _ −1.31 _

1976 52.31 1804.88 +1.21 _ _ _

1985 58.36 1868.26 _ _ −1.05 _

1988 66.03 1812.08 +1.13 _ _ _

1991 76.37 1809.58 +1.08 _ _ _

1993 48.04 1862.68 _ _ −1.22 _

1995 71.46 1800.14 +1.14 _ _ _

1996 53.64 1833.64 +1.21 _ _ _

2006 53.70 1762.27 _ + 1.65 _ _

2008 72.50 1765.96 +1.31 _ _ _

2012 56.47 1843.40 _ _ _ −1.51

2015 55.54 1825.63 +1.47 _ _ _
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Both the parameters are characterized by variability which differs from one particular
climatic region to another, and it is heavily dependent on time scale. From the above
comparison, it is found that rainfall and potential evapotranspiration proportionally
increase or decrease in the domain area for moderate and severe wet or dry years.
The year 2012 which is identified as severe dry with the SPEI value −1.51 received
56.47mmof yearly average rainfall and 1843.40mmof Potential Evapotranspiration,
whereas the year 2006 which is characterized as severe wet year with the SPEI value
1.65 received 53.70 mm of rainfall and 1762.27 mm of Potential Evapotranspiration.

With this comparison, it is clear that SPEI is more sensitive to the changes in PET
in the drought characterization compared to precipitation alone. More specifically,
the difference between the rainfall and PET, which represent the atmospheric evap-
orative demand, is the defining factor in the drought characterization using SPEI.
The characterization of dry and wet years as presented in this study will enhance the
understanding of the climatic variability of precipitation and PET over dry and wet
years. The wet and dry year characterization over an urban region based on SPEI has
given a clear idea about the possible urban water resource planning andmanagement.

4 Conclusion

The Standardized Precipitation Evapotranspiration Index (SPEI) is used to assess
the meteorological droughts over Hyderabad, Telangana, India, using Rainfall data
and Potential Evapotranspiration for the years 1965–2015. The results show that the
Hyderabad region has undergone significant annual variation in monsoon rainfall.
Seven droughts (including severe andmoderate droughts) have appeared in the region
over the period under consideration. This study concludes that estimation of dry and
wet years by a suitable index, SPEIwhich includes potential Evapotranspiration along
with precipitation, plays a vital role as it indicates early warning, monitoring and
contingency planning, by computing severity levels and proclaiming the start and end
of dry or wet seasons more accurately. The study limited the time scale of the drought
index, SPEI, for a 12-month time accumulation period to study the annual drought
variability. In this paper, however, it was shown that both the parameters including
rainfall and PET influence the wet or dry season proportionally. Specifically, shorter
time scale SPEI drought indices can provide the seasonalwet and dry variability of the
region, which can provide a greater detail toward the water resources management.
Further, the study used theHargreaves equation to compute PET and the use of amore
accurate PET model such as Penman-Monteith can provide accurate estimations of
drought indices using SPEI.
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Spatiotemporal Analysis of Drought
Persistence of Peninsular India

V. Sreedevi and S. Adarsh

1 Introduction

Precipitation is one of themost important hydro-meteorological variables that affects
the drought and flood events of a country. The accurate prediction of rainfall has been
a topic of research for many years. The analysis of rainfall time series data over a
long time period is one of the approaches used in rainfall prediction studies. The
rainfall time series analysis helps to get a better idea about the drought climatology
of a region [1]. The dependence of the present value of a hydrological time series for
a longer time period is known as long-term dependence or persistence [2].

The Hurst exponent (H) proposed by Harold Edwin Hurst [3] is considered as a
measure of persistence and the time series having the Hurst exponent value greater
than 0.5 is predictable [4]. Different methods are available to compute the Hurst
exponent values such as Rescaled range (R/S), Aggregated variances, Regression on
periodogram, theWhittle estimator, Detrended Fluctuation Analysis (DFA) and Box
counting method [5], [6]. Several studies have been performed to find the persistence
in hydro-climatic variables like temperature [7], precipitation [6], [4], streamflow [5,
8], etc. Most of the studies followed the R/S method owing to its simplicity and
robustness [4, 6, 9].

Drought is a natural phenomenon that originates from the deficiency of precipi-
tation over an extended period of time. India is one of the most vulnerable drought-
prone countries in theworld. Several drought indices such asPalmerDrought Severity
Index (PDSI), Standardized Precipitation Index (SPI), and Standardized Precipita-
tion Evapotranspiration Index (SPEI) were developed in the past to estimate the
drought severity [10]. In most of the studies, the drought characterization is made
based on precipitation alone and SPI is the commonly used drought indicator [1, 11,
12]. The SPI can be computed for different aggregation time scales like 1 month,
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3 months, 6 months, etc. to account for the meteorological, hydrological and agri-
cultural droughts. The 3-month SPI represents short-term drought and can be used
as a seasonal drought index, the 6-month SPI indicates the intermediate drought
and the 12-month, 24-month and 48-month SPI represent the long-term drought.
Soil moisture and the associated water stress and crop failures are better represented
using 3-month SPI, while the 6-month SPI indicates the streamflow drought condi-
tions and the 12-month and 24-month SPI values represent the groundwater drought
conditions [13]. The temporal and spatial patterns of drought occurrence in India
were studied by several researchers using SPI computed at different aggregation
time scales [1, 11]. Non-parametric SPI can effectively capture the drought condi-
tions in India [14]. Some of the recent studies used the DFA method to quantify the
long-term correlations in the meteorological drought index [11, 12].

Global warming has affected the climate of all countries. Changes in precipitation
and temperature have reduced glaciers/snow packs leading to the reduction in river
flows. Drought events are upscaling in Asian countries due to delayed and changing
precipitation distribution patterns [15]. Flood and drought events are frequently
being witnessed in several Asian countries like India, Pakistan, Bangladesh, etc.
The hydro-meteorological variables like precipitation, streamflow, temperature, etc.
contributing to the disastrous events like floods and droughts are to be monitored
and the underlying dependency in the time series values are to be studied. Under-
standing the persistence of drought may help in the improved prediction of drought
conditions and understanding the likely behavior of drought in the future decades.
This eventually may help in disaster preparedness and risk assessment of droughts.
Tong et al. [16] determined eight extreme temperature indices and six precipitation
indices of Inner Mongolia. They used DFA to find the persistence of extreme indices
to get an understanding of likely trends in the future evolution of extremes. Chan-
drasekharan et al. [4] performed the persistence analysis on a set of synthetic database
and commented on its link with the predictability of the series. Further, they applied
it for monthly rainfall datasets of Cherrapunji. Pal et al. [9] examined the persistence
of summer monsoon rainfall datasets of North East India and reported the process
as anti-persistent in nature. However, no studies performed the in-depth persistence
analysis of rainfall in other subdivisions and none compared its persistence with the
corresponding drought index.

The present study focusses on the estimation of drought persistence in Peninsular
India (PI) which comprises of six meteorological subdivisions. The objectives of the
paper are (i) to study the persistence in the monthly, seasonal and annual rainfall of
the homogeneous region and its subdivisions; (ii) to perform theRescaled range (R/S)
analysis on the SPI time series computed for different aggregation time scales and
evaluate the drought persistence; (iii) to investigate the effect of the global climatic
shift of 1976/1977 in the rainfall and drought persistence in Peninsular India.
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2 Methods

A brief description of the SPI and Rescaled range (R/S) analysis is provided in the
following section.

2.1 Standardized Precipitation Index (SPI)

The SPI evaluates the deficiency in observed precipitation and is widely used to
monitor meteorological droughts. The SPI series can be computed for different
aggregation time scales ranging from 1 to 48 months in general, for representing
short-term, intermediate and long-term droughts. Either a non-parametric or gamma
distribution-based approach can be followed to estimate the SPI [14]. The aggregated
precipitation time series of various time scales (say 3 months, 6 months, etc.) is first
used to fit the Gamma distribution function. The two-parameter Gamma distribu-
tion is not defined for zero values. Therefore, the Cumulative Distribution Function
(CDF) is computed using a mixed formula in the form:

GX (x) = p + (1 − p)CX (x) (1)

where p is the probability of zero values in the time series, Cx(x) is the CDF of
non-zero entries in the series and Gx(x) is the CDF of the original data. Then an
equiprobability transformation is performed to get the CDF of the standard normal
distribution. This probability gives the SPI for a given accumulation time scale as

Zn = ϕ−1(GX (x)) (2)

in which ϕ−1(.) is the inverse of the CDF.

2.2 Rescaled Range Method (R/S)

Hurst [3] developed an approach to measure the correlation in a time series analysis.
This is the most widely used method [4, 9]. The steps used in this method are as
follows. The entire time series is divided into many shorter series in the first step.

1. The mean x is computed for the time series x = x1, x2, x3,…xn

x =
∑n

i=1 xi
n

(3)
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2. A mean adjusted series is created.

ys = xs − x f ors = 1, 2, . . . , n (4)

3. The cumulative deviate series z is calculated.

zs =
s∑

i=1

ysfor s = 1, 2, . . . .., n (5)

4. Range series R is obtained.

R = max(z1, z2, . . . . . . zs) − min(z1, z2, . . . zs) (6)

5. A standard deviation series S is computed.

S =
√
1

s

s∑

i=1

(xi − x(s))2 for s = 1, 2, . . . , n (7)

where x(s) is the mean of the values in the time series.
6. Finally, the rescaled range series is calculated as

(
R

S

)

s

= ksH (8)

where k is a constant and s is the length of each segment; 1 ≤ s ≤ n, n is the
entire length of the time series. R is the range of the time series and S is the
standard deviation.

7. The slope of the line plotted between (R/S) and s on a log–log scale gives the
Hurst exponent.

3 Study Area

India is divided into 36 meteorological subdivisions based on rainfall homogeneity
by the Indian Institute of Tropical Meteorology (IITM) Pune. On the basis of
monsoon characteristics, the meteorological subdivisions are again classified into
five homogeneous monsoon regions: North East, Central North East, North West,
West Central and Peninsular region. The present study focusses on the Peninsular
region which consists of six meteorological subdivisions: Coastal Andhra Pradesh
(CAP), Rayalaseema (RAY), Tamil Nadu and Pondicherry (TNP), Coastal Karnataka
(CKT), South Interior Karnataka (SIK) and Kerala (KER) as shown in Fig. 1.

The monthly spatially averaged precipitation data of the meteorological subdivi-
sions and homogeneous regions available at http://www.tropmet.res.in/ for the period

http://www.tropmet.res.in/
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Fig. 1 Peninsular India

1871–2016 can be used for the estimation of SPI at different aggregation time scales.
The data are homogenized using the procedure explained in Parthasarathy et al. [17].
The homogenized data corresponds to six subdivisions covering an area of 4,42,908
km2.

In this study, the hydrologic persistence of meteorological drought index SPI
of six subdivisions of Peninsular India for which the rainfall data available were
estimated. First, the persistence of rainfall time series in the Peninsular region and its
subdivisions was evaluated. The meteorological drought index SPI was computed at
different aggregation time scales using the rainfall time series. The Global climate
shift that occurred during the 1976/77 period is the most prominent and well-debated
regime shifts and its influence in the Indian SummerMonsoonwaswell proven by the
researchers [18, 19]. A more detailed analysis was done to identify the variation in
persistence by dividing the total dataset into two: 1871–1976 and 1977–2016 owing
to the effect of the global climate shift of 1976/1977 on the rainfall received in the
Peninsular region. The Hurst exponent values were evaluated for the time series in
two modes. The first mode comprised of the complete data and the second mode by
partitioning the data into two subseries (from 1871 to 1976 and 1977 to 2016).
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4 Results and Discussions

The results of the Hurst exponent computation and corresponding discussions are
provided in this section.

4.1 Persistence of Rainfall

The Hurst exponent values were computed for monthly, seasonal and annual rainfall
for Peninsular India (PI). Table 1 shows the values obtained for monthly, annual and
seasonal rainfall for PI and the six subdivisions.

Monthly rainfall data of PI and its subdivisions displayed short-term persistence
while the annual rainfall showed long-term persistence except in Tamil Nadu and
Pondicherry and South Interior Karnataka. The Hurst exponent value below 0.5 can
be interpreted as the result of a long-term shift between low and high amounts of
rainfall. The monthly rainfall in the PI can be considered as volatile and rough [9].

The Southwest monsoon rainfall commonly known as the Indian Summer
Monsoon Rainfall (ISMR) during June to September contributes the major portion
of the annual precipitation in India. The Hurst exponent values computed for the
seasonal rainfall of June to September exhibit Long-Term Persistence (LTP) for
all the subdivisions except Kerala. A negative trend in the summer monsoon rain-
fall observed in the Kerala subdivision [20] can be linked with the reduced rainfall
obtained during the El Nino years [21]. The persistence of monthly rainfall in the PI
region also exhibits Short-Term Persistence (STP).

In order to investigate the observed STP in different subdivisions, the Hurst expo-
nent values for all months were computed for the Peninsular region. Figure 2 shows
the monthly variation of the Hurst exponent values for the six subdivisions and PI.

Table 1 Hurst exponent values of rainfall for Peninsular India

Subdivisions Hurst exponent values

Monthly rainfall Annual rainfall Seasonal rainfall

JF MAM JJAS OND

CAP 0.40 0.60 0.87 0.50 0.66 0.65

RAY 0.41 0.65 0.96 0.81 0.56 0.57

TNP 0.34 0.38 0.82 0.71 0.74 0.49

CKT 0.32 0.66 0.46 0.64 0.55 0.63

SIK 0.35 0.45 0.72 0.62 0.56 0.44

KER 0.41 0.73 0.72 0.69 0.43 0.85

PI 0.32 0.54 0.90 0.77 0.46 0.51

Note The values in bold indicates short-term persistence
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Fig. 2 Monthly variation of the Hurst exponent in Peninsular region

The rainfall time series data of August month of PI region and Kerala subdivision
are found to be of short-term persistence. The persistence analysis performed for
the annual series of individual months showed long-term persistence in the datasets
of the post-monsoon season at the PI region and all of its subdivisions. STP was
observed in all subdivisions except Kerala and Coastal Karnataka in the month of
December.

4.2 Drought Persistence

The monthly SPI series is computed for different time scales: 1 month, 3 months,
6 months, 12 months, 24 and 48 months using monthly rainfall data for the Penin-
sular region and six of its meteorological subdivisions. The Hurst exponent values
computed for the SPI time series are shown in Table 2.

SPI series derived from the monthly rainfall for all subdivisions shows long-term
persistence. The persistence increases with the increase in the aggregation time scale.
Since the Hurst exponent values are found higher than 0.5, the SPI time series (i.e.,
drought at different scales) are predictable [4].

4.3 Effect of Global Climatic Shift

In order to capture the temporal change in persistence, the analysis was performed
by partitioning the rainfall and SPI time series with respect to the global climatic
shift of 1976/1977. The rainfall data from 1871 to 1976 was considered as time series
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Table 2 Hurst exponent values for SPI time series of PI

Subdivisions Hurst exponent values

SPI-1 SPI-3 SPI-6 SPI-12 SPI-24 SPI-48

CAP 0.57 0.61 0.64 0.70 0.79 0.86

RAY 0.56 0.61 0.65 0.71 0.81 0.89

TNP 0.51 0.56 0.58 0.65 0.71 0.75

CKT 0.58 0.67 0.69 0.71 0.78 0.86

SIK 0.50 0.57 0.61 0.65 0.72 0.80

KER 0.67 0.71 0.72 0.76 0.82 0.91

PI 0.55 0.61 0.63 0.66 0.73 0.81

T1 and that from 1977 to 2016 as time series T2. Table 3 shows the Hurst exponent
values for monthly and annual rainfall time series based on climatic shift.

The monthly rainfall series in PI and its subdivisions shows STP with respect to
the global climate shift. The Hurst exponent values computed for the annual rainfall
series before the shift (T1) were similar to that computed for the whole time series
(T). The annual rainfall series of Tamil Nadu and Pondicherry exhibits LTP whereas
that of Kerala and South Interior Karnataka shows STP after 1976.

The persistence analysis was performed on the rainfall values of different months
and seasons using the T1 and T2 time series. Figure 3 shows the Hurst exponent
values obtained for the rainfall and SPI time series based on climate shift.

LTP can be observed in the monsoon rainfall in PI and Kerala after the climatic
shift. However, the seasonal rainfall series and the annual time series of different
months displayed transitions in the nature of persistence with regional diversity. No
transition was observed in the nature of persistence (short/long) of the drought index
series.

Table 3 Hurst exponent values for monthly and annual rainfall time series based on climatic shift

Subdivisions Hurst exponent values

Monthly rainfall Annual rainfall

T1 T2 T1 T2

CAP 0.38 0.37 0.56 0.71

RAY 0.38 0.37 0.61 0.67

TNP 0.39 0.42 0.46 0.64

CKT 0.33 0.23 0.63 0.52

SIK 0.41 0.36 0.61 0.36

KER 0.39 0.33 0.76 0.43

PI 0.33 0.33 0.52 0.50

Note T1 = 1871–1976; T2 = 1977–2016. The values in bold indicate short-term persistence
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(a) Rainfall of different months 
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Fig. 3 Hurst exponent values in PI based on climatic shift aRainfall of differentmonths.bSeasonal
rainfall. c SPI

This study first performed a detailed persistence analysis of annual, seasonal and
monthly rainfall of different meteorological subdivisions of PI. The Hurst exponent
of rainfall at different temporal scales can be short term or long term for different
analyses (H ranging from 0.23 to 0.76 for different cases). Similar observation can
also bemade from the studies byChandrasekharan et al. [4] andPal et al. [9]where the
R/Smethodwas applied for finding the persistence of rainfall in theNorthEast region.
More specifically, in our study, the monthly rainfall data of different subdivisions
exhibited a short-term persistence. Adarsh et al. [11] computed the persistence of
the SPI series of all the meteorological subdivisions using the multifractal DFA
approach. They noticed LTP in the majority of the SPI series (computed at monthly
scale) with an increase in persistence with aggregation scale. LTP was observed in
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all the drought index series considered in this study for different aggregation scales
ranging from 1 to 48 months. In this R/S-based method also, drought persistence
increases with an increase in aggregation scale reinforcing it as a universal property.
Even though the monthly rainfall exhibits STP, the drought indices derived from
it may be long-term persistent indicating better predictability of drought over the
rainfall.

The climatic changes may significantly influence the behavior of time series. For
developing policies for efficient water resource management in the future, accu-
rate modeling is necessary. The climate-induced non-stationarities may influence
the accuracy of hydrological forecasting exercises, as the assumption of stationarity
is inherent in conventional modeling processes. Therefore, the characterization of
hydrological drought is essential to develop alternative and accurate modeling prac-
tices. The insight to long/short memory of time series quantified as its ‘persistence’
may help in the improved prediction of drought conditions. Also, it may help to
get insights into the probable evolution of drought of a future time period. Many
parts of the country including PI are agro dominated and the occurrences of drought
may have a severe impact on our economy. So proper policy decisions for disaster
preparedness and risk assessment of droughts for the future is essential, for which
the drought characterization may help as a complementary scientific procedure.

5 Conclusions

The present study considered the monthly, annual and seasonal rainfall of Peninsular
India and its sixmeteorological subdivisions for evaluating the persistence of drought
quantified by theHurst exponent. The specific conclusions of the study are as follows:

• The monthly rainfall time series of PI and its subdivisions showed short-term
dependency.

• Annual rainfall time series of all subdivisions except Tamil Nadu and Pondicherry
and South Interior Karnataka showed long-term persistence.

• The SPI estimates at different aggregation time scales all over the Peninsular
region showed long-term dependency.

• Thepersistenceof drought is found to be increasingwith an increase in aggregation
time scale.

• The persistence analysis performed for the seasonal rainfall revealed that the
datasets of the post-monsoon season are long-term persistent at PI region and
all of its subdivisions except Tamil Nadu and Pondicherry and South Interior
Karnataka.

• No transition was observed in the nature of persistence (short to long or vice
versa) of SPI time series and monthly rainfall series in PI and its subdivisions
with respect to the global climatic shift of 1976/1977.
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• The annual rainfall series of Kerala showed short-term persistence whereas that
of Tamil Nadu and Pondicherry showed long-term persistence after the climate
shift.

• The short-term persistence witnessed in the monsoon rainfall of Kerala and PI
changed to long-term persistence after the climate shift.

The novel insights gained from the study can be used for improving the
predictability efforts of meteorological drought in different subdivisions of India.
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The Role of Water Governance
in Ensuring Water Security: A Case
of Indian Cities

Siddh Doshi and Rutool Sharma

1 Introduction

Water is an unequally distributed, transient, highly variable yet renewable natural
resource. While water is an inherent part of the natural environment, its use is
essential to all economic and social activities [1]. Urban water has been both a
catalyst of development, through the engineered approaches of pipe networks, and
impetus for catastrophes [2]. Urban water has always gained social and political
attention, primarily due to infrastructure financing, control, and governance mech-
anisms. Urban water resources are under serious threat due to the rapid rates of
urbanization. Such threats lay further stress on developing and promoting adaptive
and accommodative governance regimes to manage water resources. This gap has
encouraged researchers and advocacy agencies to develop alternative conceptual
tools and frameworks to address urban water nexus issues. These frameworks intend
to study the issue of urban water from entry points like scarcity [1], equity [3],
or decision-making, management, and use [4]. Apart from the recent discourses on
developing improved frameworks, the contemporary commentary on urbanwater has
evolved from a simple demand lead system design to a holistic approach considering
microclimate and the overall ecosystem [5]. Similarly, the recent discussions over
water security also aim to harness the productive prospects and reduce the destructive
potentials of urban water systems [6].

While several attempts to develop an adaptive fit-to-purpose framework of urban
water management have been made in the recent past, little progress has been
measured on the ground. Each of these concepts of urban water management,

S. Doshi (B)
Doctoral Candidate, Faculty of Planning, CEPT University, Ahmedabad, India
e-mail: siddh.doshi@cept.ac.in

R. Sharma
Assistant, Faculty of Planning, CEPT University, Ahmedabad, India
e-mail: rutool@cept.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Kolathayar et al. (eds.), Climate Change and Water Security, Lecture Notes
in Civil Engineering 178, https://doi.org/10.1007/978-981-16-5501-2_22

267

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5501-2_22&domain=pdf
mailto:siddh.doshi@cept.ac.in
mailto:rutool@cept.ac.in
https://doi.org/10.1007/978-981-16-5501-2_22


268 S. Doshi and R. Sharma

like Green Infrastructure (GI), Integrated Water Resource Management (IWRM),
Sustainable Urban Drainage Systems (SUDS), etc., have ventured towards the path
of holistic development of urban water resources. Yet, most of these concepts have
been limited to context-specific practices. Nevertheless, on close observation, one
can find several overlaps amongst most urban water management concepts—one of
the universal tools in almost all these concepts is water governance.

Interestingly, several theoretical literature and advocacy documents have equally
empathized over the past few decades on water governance as a tool to address the
contemporary issues of water crisis [1]. The term “water governance” has gained
prominence in global literature quite quickly. The growing dominance of the term
water governance can be seen in reviewing the term’s use on various interna-
tional platforms and research documents. For example, Google Scholar in the 1990s
recorded 47 references (excluding citations) of “water governance” in comparison
to 1270 for “environmental governance”. While in 2020, there are 4110 references
to “water governance” and 6580 for “environmental governance”.

This article presents a brief overview of water governance’s evolution and docu-
ments its perceived perspectives in literature. The research lists various definitions
of the term water governance. The section concludes that while the perceived defini-
tion of water governance may be fuzzy and inconsistent, most recognized definitions
have some common essential elements. The authors use these essential elements to
develop a working definition of water governance for cities in developing countries.
In the later section, the paper continues this discussion of water governance in devel-
oping countries’ cities and explores the legal and regulatory framework existing in
water governance, and suggests a way forward, taking India as a case study.

2 Evolution of Water Governance

Conference onHumanEnvironment in 1972 brought a new paradigm to review issues
related to the environment and natural resources on the international platform. This
was the first time the world accepted that there is growing evidence of human-made
harm leading to dangerous levels of pollution in water. The conference ended with an
official declaration, commonly known as the Stockholm Declaration of 1972, which
identified 26 principles concerning human impact on the environment. Principle 2 of
the declarationmentions, “The natural resources of the earth, including the air, water,
land, flora and fauna and especially representative samples of natural ecosystems,
must be safeguarded for the benefit of present and future generations careful planning
or management, as appropriate”. Thus, water was put on the global agenda for the
first time, not from the governance perspective but from pollution. Since then, the
UN has convened several conferences that advocated the need to pay attention to
natural resources and the environment. However, these conferences brought the term
water governance into international policy documents in a much ad-hoc manner [7].
Notable ones in the next three decades include Mar del Plata Conference of 1977,
Water and Sanitation Decade of the 1980s, UN Conference on Environment and
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Fig. 1 Initial Actions for Water Governance based on Bonn Conference 2001 (Adapted from UN
World Water Development Report (526), by UNESCO [12])

Development of 1992, Dublin Conference on Water and the Environment of 1992,
World Water Forum since 1997, and the Millennium Development Goals 2000; all
elaborated on the issues around water resources [8].

Amongst all the above conferences, the 1992 Dublin Conference’s targets can be
directly related to water governance’s current notion. The outcome of this confer-
ence “The Dublin Statement on Water and Sustainable Development” recognized
the increasing scarcity of water due to the different conflicting uses and overuses of
water and laid down recommendations for action at the local, national, and interna-
tional level through four major guiding principles. Principle 2 discussed involving
a participatory approach in water development and management, while principle
3 discussed women’s central role in the provision, management, and safeguarding
of water. Thus, these two principles laid down preliminary aspects related to water
governance, though indirectly. Accordingly, it can be marked as the threshold plat-
form that initiated the discussion on urban water governance [9]. The concept of
governing water was formally discussed in the 2000 Hague World Water Forum,
where water governance was identified, and the discussions then claimed “water
crises as a governance issue”[10]. This statement advocated that water systems and
supplies’ failures are not necessarily the result of water scarcity or lack of tech-
nical possibilities but due to inefficient water governance. Policy advocacy quickly
took up this concern. In 2001 at the International Conference on Freshwater (held
at Bonn), it drew the attention of the international audience on the importance of
water governance. The Boon conference ranked water governance as one of the
three priority action areas (besides capacity building and knowledge sharing, and
financial mobility of resources) [11]. However, the Bonn conference led to over 27
recommended actions without a set timeline to achieve its targets. These included 12
recommendations for water governance [12], which help trace water governance’s
initial intent as a concept.
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It can be observed from the list above (Fig. 1) that, from its inception, the term
“water governance” was addressing a diverse range of challenges. The nomencla-
ture rose to the limelight almost spontaneously in several international organiza-
tions with the flourishing dialogue and international water movement. Soon the term
operationalized in global policy documents and advocacy. The first definition was
expressed in 2002 by such a leading international water organization Global Water
Partnership (GWP)1 and later modified and adopted by the UN. The definition states:

The governance of water, in particular, can be said to be made up of the range of political,
social, economic and administrative systems that are in place, which diretly or indirectly
affect the use, development, and management of water resources and the delivery of water
services at different levels of society. Governance systems determine who gets what water,
when, and how and decide who has the right to water and related services and benefits. [1,
11, 13]

Almost during the same time, there was another definition by UNDP about water
governance that is noteworthy:

The political, economic, and social processes and institutions by which governments, civil
society, and the private sector make decisions about how best to use, develop, and manage
water resources. [14]

While these initial attempts of defining water governance are associated with a
larger notion of governance, it also considered the nuances of the sector-specific
concepts like service delivery. The recognition of water governance by such promi-
nent agencies leads to the recognition of water governance in academic circles.
Attempts to define water governance could be observed in academic literature as
well. Most of these attempts were driven by exploring the future trajectories of this
naïve term. One such noticeable definition is as follows:

The development and implementation of norms, principles, rules, incentives, informative
tools, and infrastructure to promote a change in the behaviour of actors at the global level in
the area of water governance. [8]

More recently, the Organization of Economic Corporation and Development
(OECD),which is activelyworkingonurbanwater systems, defineswater governance
as follows:

The range of political, institutional and administrative rules, practices and processes (formal
and informal) through which decisions are taken and implemented, stakeholders can artic-
ulate their interests and have their concerns considered, and decision-makers are held
accountable for water management. [15]

Apart from these definitions, even the Sustainable Development Goals (SDGs),
through their goals, 6.5.1 and 6.5.2, have laid substantial emphasis on concepts

1 Established in 1996, by the World Bank, United Nations Development Programme (UNDP) and
Swedish International Development Cooperation Agency (SIDA), the Global Water Partnership,
encompasses international government agencies, donor organizations, and public and private insti-
tutes actively engaged in the water sector. Currently, GWP has about 3,000 Partner organizations
in 179 countries.



The Role of Water Governance in Ensuring Water Security … 271

that use water governance as a tool for implementation. Furthermore, it has been
envisaged that appropriate water governance implementation shall place a crucial
role in achieving the SGD goals [16].

Each definition and interpretation brings its own set of specific concepts and
motives. Such commentary could lead to fragmentation of the term into newer ideas
and would do little good to the larger picture. These complexities and multiple
challenges have helped water governance attain the title of a wicked problem [17].

Despite the fuzziness, the evolution of the term “water governance” seems to
have some standard essentials. The paradigm notion of water governance includes
designing institutional frameworks and public policies that can mobilize resources
to support their functions independently and are socially accepted. The Central argu-
ment of water governance discourses goes beyond water as a utility to water as a
resource. While incorporating this, water governance also addresses the concerns of
water policy and its formulation. Thus, holistically approaching this term, overlaps
with economic and technical aspects are found along with indications on solving
or exploring administrative and political elements [9]. Inferring from here, one can
conclude the water governance is concerned with the relationship of social, political,
and economic organizations and institutions that are important for the management
and development of water resources.

This lack of uniformity in defining the term water governance calls for a need to
develop a clearer and fit-to-purpose definition. This is crucial, particularly in devel-
oping countries, where there are limited information and clarity of these overlaps and
interplays. This calls for a need to establish a consultative and participatory approach
while forming water governance systems. Water resources are not confined to urban
limits and boundaries. The consideration of hydro-geographical boundaries while
developing the water governance framework is another challenge.

Furthermore, despite all the claims for holistic considerations, these definitions
fail when applied differently. Thus, implying the importance of adaptivity in the
water sector while definingwater governance. The development of newer, often over-
lapping, water management concepts and their interpretation of water governance
structures also require careful attention. The situation further blurs in developing
counties like India, where several agencies in the urban water nexus overlay.

3 Water Governance in Developing Countries—A Case
of India

Universally dialogues on access to water services, lack of institutional capacities, and
infrastructural provisioning in developing countries have been discussed in academic
literature [18]. The same has been advocated by development agencies who empha-
size transforming the existing water resource infrastructure to achieve sustainable
development and resilience targets in developing countries [19]. Such interventions
help achieve the desired global goals and targets and enhance ownership amongst the
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community members and strengthen their bargaining capacity with the government
for water services [20]. It can also address issues such as the need for bottom-
up water approaches for the global south countries. As most developing countries
have an incomplete network of existing infrastructure services, integrated network
approaches, propagated as a larger part of water governance, could be implemented
with relative ease. It can cover, theoretically, a large aspect of water governance,
India.

Yet, the challenge of connecting proclaimed theories and concepts to the practi-
calities of implementation remains uncontested. Also, it is to note that majority of
these definitions of water governance are conceptualized in the global north, i.e.,
in the context of developed nations, making their replication in the global south
(the developing countries) would demand a closer understanding and engagement
alongside local idiosyncrasies. If such considerations are neglected, the envisaged
benefits, as per the extended definition, may not be possible, leading to contradictory
consequences and limited progress economically, socially, and environmentally in
public health. Hence, while considering the implementation of water governance
elements in cities of the global south, right collaborations between local and interna-
tional experts, through the support of authorities and advocacy organizations, become
quintessential.

The water governance inequalities in the global south have varied origins. Simul-
taneously, some scholars suggest it to be due to the historical legacies; others denote
this with the usage of arbitrary water categories that privilege certain forms of water
collection over the others. Hence water governance in the global south can be consid-
ered “many overlapping conflicts” that find roots in colonial policy segregation,
discriminatory land policies, and associated complications for upgrading contempo-
rary urban settlements [21]. Also, most of these situations require a context-specific
consideration, and thus, no umbrella framework could be derived. For this study, we
shall consider the contemporary water governance framework of India. This section
would critically analyse the legal and regulatory framework existing in the Indian
context and suggest a way forward.

India is a signatory to numerous international treaties and frameworks aimed at
tackling issues on the water. The SDG 6 of UN’s Sustainable Development Goals
aspires to provide cleanwater and sanitation to all; the Sendai Framework onDisaster
Risk Reduction aims at achieving disaster resilience of signatory nations, with clear
targets to manage disaster risk effectively. The country has also signed water-sharing
treatieswith neighbouring countries. These, alongwith other factors, play an essential
role in deciding its national and state water policies.

Water is a State subject, as per India’s Constitution, implying that water gover-
nance is decentralized at the state level. Water management and governance within
a state is the responsibility of the numerous municipal and district level bodies in
urban areas and the different tiers of Panchayats in rural areas [22]. With 16% of the
global population, the country must meet its water demands with merely 4% of the
global freshwater resources [23]. With more than 75 million people unable to access
clean drinking water, India fares worst in Asia in terms of the percentage population
without access to safe, potable water [22].
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The rapid pace of urbanization, poverty, the encroachment of watersheds, and
unsustainable water resource use have increased Indian cities’ vulnerability to water
risks. The looming water crisis became apparent when various cities, including
Bengaluru, Shimla, and Chennai, reached the brink of “day-zero”—exhausting their
freshwater supply. Floods have become common in major Indian cities, with nearly
all metropolitan and secondary cities reporting urban flooding instances during
monsoons. The civic authorities struggle to address such issues, owing mainly to
water governance challenges.

India’s water governance issues include an intricate decision-making system,
inter-state conflicts over water rights, insufficient technical and financial capacity,
inadequate water-related expertise amongst decision-makers, especially at the local
level [22]. Despite the launch of a gamut of initiatives, the country struggles to
improve its water resource management. These issues can be attributed to the incom-
plete decentralization, inadequate monitoring of project implementation, and an
obsolete approach to urban planning.

4 Conceptualizing Water Governance in India

The political and institutional complexities are one of the primary reasons for
the failure of these integrated water resource models [24]. The implementation of
water governance, as discussed above, heavily emphasize planning, developing, and
managing at basin scale the resources. This can seldom be possible; for instance, the
National Water Policy (NWP) 2012 of India has suggested practising basin plans,
yet no such plans exist [25]. Thus, despite policy rhetoric advocating these concepts,
governments worldwide focus on structural, regulatory, and efficiency mechanisms,
and there has been limited impact on the systems [26]. This shows an apparent “policy
failure”. The need for understanding this disconnect between implementation and
policy needs to be analysed. While there is elaborate literature on this phenomenon
regarding environmental policy, little exploration to address a similar gap in urban
water management is seen [27].

So, it is necessary to identify the critical elements of the term “water gover-
nance”, based on its interpretation in several context-specific water management
concepts, policy, and advocacy documents to undermine its multisectoral and multi-
disciplinary scope. This identification of essentials could then be considered a check-
list for defining the term (Fig. 2). Such an exhaustive list could further be used to
evaluate any future definition or interpretation of the term water governance.

While the elements listed (Fig. 2) are not represented in any hierarchical form, the
grading and preferences will completely depend contextually. Moreover, the premise
of fit-to-purpose definitions emphasize on the need for accommodative context-
specific flexibility. Acknowledging the same, the authors of this paper advocate these
five elements (Fig. 2) as the fundamental elements for the definition and implemen-
tation of water governance for any developing country. Based on the above-identified
essential elements of the term water governance, this research advocates that:
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Fig. 2 List of critical elements in defining the term “water governance” derived from documented
literature (Source Authors)

Water governance facilitates (for actors and institutions) the decision-making process (in
terms of Social, Economical, Political and Administrative) for protection/conservation,
development, management, and documentation of water resources with the desire to change
the behaviour of actors and institutes (through norms, rules, principles, policies, and
incentives) in lines with the contemporary discourses on sustainability and resilience.

5 Discussions and Way Forward

Water governance is a key to achieving the targeted SDGs, particularly SDG6, and
would be necessary for sustainable use and management of urban water systems.
While there is no one agreed-upon definition of water governance in literature, there
are several interpretations of the term. The research presents a brief evolution of
water governance and attempts to identify a generic definition for the Indian context.
However, while defining the definition, the authors of this research have tried to
keep the definition as adaptive as possible to make it a fit-to-purpose definition for
developing countries at large. The study also discusses the dilemmas that devel-
oping countries, specifically India, possess in terms of policy and legislation while
addressing the concept of water governance.

While defining the concept of water governance, the study subtly opens up
several questions on developing a fit-to-purpose framework for water governance.
The contemporary commentaries on water-sensitive cities also have identified water
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governance as a promising concept towards achieving water sensitivity. Such studies
could also be used as a foundation to develop an integrated water governance frame-
work for water-sensitive cities. The study further nudges to investigate linkages
amongst the various identified water governance parameters contextually to derive
context-specific implications. Thus, the research authors also consider this research
an entry point into the more extensive discussions of adaptive and participatory water
management resources.
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Making Indian Cities Water-Sensitive:
A Critical Review of Frameworks

Sameer Kumar, Siddh Doshi, Gargi Mishra, and Mona Iyer

1 Background

Asian cities have contributed over 65% of the global urban expansion in the twenty-
first century, resulting in the century being deemed the ‘Asian Urban Century’ [1]. Of
this, the largest urban transformation is occurring in Indian cities [2]. India’s urban
population of approximately 377 million people accounts for merely one-third of
its total population. This may give the impression that India is predominantly rural.
However, the rapid urbanization in the twenty-first century has led to the emergence
ofmany secondary cities.Nearly half the country’s population is projected to reside in
cities by 2050, adding an extra 416million urban dwellers [3]. A rapid increase in the
urban population is often followed by rapid urban sprawl, uncontrolled development,
growth of informal settlements, encroachment of low-lying areas and catchments of
waterbodies, overexploitation of resources, and an inability of authorities to provide
basic infrastructure, as has been observed in numerous Indian cities.

While the demand for water is constantly increasing, the availability of water
resources remains limited. India accounts for 17% of the world’s population whereas
it has merely 4% of the world’s freshwater sources [4]. 60% of this is in the Ganga-
Brahmaputra-Meghna basin. This unequal distribution of natural water sources,
coupled with the rapidly increasing population and haphazard development, results
in immense stress on the country’s water resources. An assessment by the World
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Resources Institute revealed that most of India are under high-to-very-high water
stress [5]. Climate change has further aggravated these challenges. Several cities
around the world are facing a water crisis, some even approaching ‘Day Zero’, the
day by which they would run out of water. Indian cities are also facing a severe water
crisis; the NITI Aayog, in its 2018 report, identified 21 major cities on the verge of
approaching zero groundwater levels by 2020 [6]. WaterAid has estimated that more
than 12% of the country’s population is already experiencing the Day Zero scenario
[7, 8].

The increased vulnerability to disasters and the looming water crisis in several
cities has resulted in the formulation of numerous international treaties and policies.
India is a signatory to several such documents including the Paris Agreement, Sendai
Framework for Disaster Risk Reduction, and the Sustainable Development Goals.
One of the major highlights of these documents is the demand for immediate action
with observable impacts by 2030. The international treaties and agreements have
resulted in a gamut of policy interventions at the national and provincial levels. The
water sector has also witnessed tremendous efforts towards becoming sustainable.

India has revised its urban and rural development strategies in the past few years.
The policy focus haswidened fromamere provision ofwater to citizens to a provision
of safe water and sanitation. The Government of India has launched a gamut of
initiatives in this regard. Further, new initiatives have been launched that strive to
achieve sustainable development in the country. Despite making progress across
various sectors, India is still struggling to make its cities more sustainable. The urban
development policies need towiden their scope tomake citiesmore ‘water-sensitive’.

2 Methodology

The intensifying water and climate crises in Indian cities demand a swift and
holistic solution. Amongst the existing urban water management paradigms, the
water-sensitive city concept offers a promising solution. However, a fit-for-purpose
framework needs to be developed; one that is localized to the Indian context.

This paper comprises a critical assessment of the numerous frameworks formu-
lated to tackle water issues. For this, major water challenges faced by Indian cities
were first identified through a literature review. Simultaneously, the literature on
the urban water management paradigm to tackle water issues were studied. The
concept of water-sensitive cities was found most suitable to resolve water-related
issues of Indian cities. Therefore, this concept was used to formulate the parameters
to assess the five identified frameworks. These frameworks were selected based on
their application to cities and their scope. The selected frameworks aspire to address
the prevailing urban water issues. Further, these have found applications in several
cities in different countries. The contents of the selected toolkits were analysed based
on the six parameters considered necessary to becomewater-sensitive. These include
improved infrastructure, built environment, disaster resilience, community empow-
erment, strengthening institutions, and environmental considerations. The paper uses
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the assessment to suggest a way forward for prospective frameworks devised to help
Indian cities to become water-sensitive.

3 Literature Review

3.1 Evolution of Different Paradigms for Urban Water
Management

Concerns over inefficient water supply and sanitation systems have resulted in the
emergence of new terminologies and techniques. Some examples of these include
low impact development (LID), sustainable urban drainage systems (SuDS), water-
sensitive urban design (WSUD), best management practices (BMP), Stormwater
quality improvement devices (SQIDs), and Integrated Urban Water Management
(IUWM) [9].While these terminologies are predominantly aimed at improving urban
drainage systems, the concept of integrated urban water management has been in
vogue since the 1990s. It envisages an integrated approach towards the management
of all parts of the water cycle within a catchment, considering the roles and interac-
tions amongst various institutions involved in water supply, groundwater, wastew-
ater, and stormwater management [9]. Climate change and its consequential effects
have played a pivotal role in defining and redefining these terminologies, with the
inclusion of environmental considerations in the new water-sensitive frameworks.
The evolution of the numerous paradigms on urban water management as traced by
researchers [9, 10] has been illustrated in Fig. 1.

Fig. 1 Evolution of new urban drainage paradigms. Adapted from Fletcher et al. [9] and Bichai
et al. [10]
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The scope of the different terms and their underlying principles were found to
have significant overlaps and two broad principles common across all concepts, viz.,
(i) mitigation of hydrological changes and evolution of a flow regime aligned to the
natural levels, and (ii) improvedwater quality and reduced pollution [9]. Subtle differ-
ences exist in the way these principles are expressed within each concept. Further,
the nomenclature of some terms is derived from the “descriptions of techniques
and practices” [9]. Figure 2 illustrates the classification of the various terminologies
based on their specificity and primary focus [9].

As evident in Fig. 2, the ‘green infrastructure’ paradigm is the most extensive,
both in terms of its primary focus and specificity. ‘Integrated urban water manage-
ment’ and ‘water-sensitive cities’ also have a diverse focus area, ranging from local
stormwater management concepts to the larger urban water management cycle.
Unlike several other paradigms, these do not focus on merely the technical solutions,
rather employing broader principles and concepts to devise an effective solution.
This paper analyses the selected frameworks with the lens of water-sensitive cities.

Fig. 2 Classification of urban drainage terminologies based on their specificity and primary focus.
Adapted from Fletcher et al. [9]
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3.2 Defining a Water-Sensitive City

The last decade haswitnessed the emergence of a new concept called ‘water-sensitive
cities’. One of the first uses of this term was by the Cooperative Research Centre for
Water-Sensitive Cities (CRCWSC) in the aftermath of a water crisis in Australian
cities [11]. A gamut of literature on water-sensitive cities provides numerous defini-
tions for such cities. Environmental protection, water security, improved technolo-
gies, enlightened citizens, and stronger institutions are the common aspects across
these definitions [12–14]. As per CRCWSC, a water-sensitive city shall have four
broad components—it must be (i) livable, (ii) resilient, (iii) sustainable, and (iv)
productive. CRCWSC has identified different stages of water sensitivity based on
the kind of issues tackled by its plans and policies (see Fig. 3). Three pillars of
water-sensitive cities have been identified by researchers [14].

Variations have been observed in the applications of the different concepts, with
the developed nations, i.e., global north, using them to overcome environmental chal-
lenges, whereas the developing nations (global south) apply them for basic infras-
tructural provisions [11]. These variations are due to the difference in the challenges
faced by different countries. The cities of the global north have already achieved
most of the milestones shown in Fig. 3, whereas those in the developing countries
are yet to attain the status of a ‘drained city’; the latter are more prone to social,

Fig. 3 Urban water transition framework—different stages of becoming a water-sensitive city.
Reproduced from https://watersensitivecities.org.au/solutions/wsc-index/

https://watersensitivecities.org.au/solutions/wsc-index/
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institutional, technological, and economic challenges including poverty, poor insti-
tutional capacity, inefficient technologies, and resistance to change [11, 12]. The
cities of the global south, therefore, need to leapfrog the steps to achieve the status
of water-sensitive cities.

3.3 The Indian Context

India has been undergoing rapid urbanization since the beginning of the twenty-first
century. The country’s urban population has increased by 31.8% between 2001 and
2011. The number ofmillion-plus cities during the sameperiod increase from35 to 53
[15]. The country’s urban population of 377 million is expected to rise to 606 million
by 2030 and 793million by 2050 [4]. Unlike the dynamic nature of the population, the
availability of resources is constant, rather showing a decreasing trend due to unsus-
tainable use. The authorities’ plans for urban development are inefficient in coping
with the rapid urbanization, resulting in an increase in slum population, overexploita-
tion and illegal extraction of water, encroachment in catchments of waterbodies and
low-lying areas, and several other challenges. The municipal water supply in Indian
cities shows stark disparities, varying between 37 and 298 lpcd with the duration of
supply varying between once in six days to daily supply in different cities [16].

India, with 85% of its land vulnerable to climate-induced natural disasters, was
ranked 5th in theGlobalClimateRisk Index 2020 [4].A study by theWaterResources
Institute found India to be amongst the critically water-stressed countries of the
world [5]. Several cities, including Bengaluru, Shimla, and Chennai, have faced
severe water crisis in recent years. The water demand is expected to increase in the
subsequent years. With merely 4% of the world’s freshwater resources available to
its population, India faces a daunting challenge. The unequal distribution of water
sources and the consequences of climate change further complicates the situation.
The water demand is expected to be twice the available supply by 2030 [4].

Numerous strategies and frameworks have been formulated and applied to address
the urban water issues in Indian cities. These have marginally improved the condi-
tions, but the situation remains grim with most cities, especially the rapidly devel-
oping secondary cities, unable to address emerging challenges like urban flooding,
droughts, and calamities due to climate change. The governments alongwith the plan-
ning agencies need to formulate more efficient and innovative strategies to tackle the
looming water crisis across Indian cities.

3.4 Parameters for Assessment

The review of the numerous urban water management paradigms and the Indian
context helped ascertain the most suitable paradigm that can be applied to tackle
the water issues in Indian cities. A holistic solution to address the inadequate water
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Fig. 4 Parameters for the assessment derived considering the fundamental aspects of WSC

supply infrastructure, environmental conservation, and high vulnerability to disasters
is needed. The concept of water-sensitive cities provides an overarching solution to
these issues.

Literature review of the concept revealed four fundamental aspects of water-
sensitive cities, viz., livable, sustainable, resilient, and productive. The parameters
for assessment of the frameworks were derived considering these aspects (Fig. 4).

Indian cities are yet to achieve 100% coverage of the water supply and sewerage
network. The quantity and quality of water supplied are also inadequate in several
cities. A framework to make Indian cities must include parameters aimed at infras-
tructural improvements. For this research, the parameter ‘improved infrastructure’
considers improving the provision ofwater and sanitation services, ensuring adequate
quality and quantity of supply, while also considering the cost to the consumers,
i.e., affordability of infrastructural provisions. ‘Infrastructure’ is also considered to
include solid waste, wastewater, and sewage treatment services.

‘Sustainable built environment’ requires technologies and paradigms (e.g.,
WSUD) that help develop harmony between the built environment/built form and
natural environment. These include water-sensitive urban design, land-use regula-
tions like mixed-use communities, and adopting an integrated approach to urban
planning [17].

The transition to water-sensitive cities requires conservation and restoration of the
environment and natural resources [14]. The research, therefore, assesses the environ-
mental considerations, including spatial reservations, preserving critical habitats and
ecosystems, mapping and active monitoring of natural resources, reducing pollution,
and promoting sustainable consumption.
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The Intergovernmental Panel onClimateChange defines ‘resilience’ as the ‘ability
of a system and its component parts to anticipate, absorb, accommodate or recover
from the effects of a hazardous event in a timely and efficient manner’ [18]. The
disaster resilience of a city is, therefore, its ability to mitigate and recover from
the effects of disasters. The large urban population, the looming water crisis, and
the consequences of climate change have increased the vulnerability of cities to
disasters. A water-sensitive city framework must, therefore, measure the disaster
resilience of cities. The probable indicators include records of past events including
spatial extent (map), capacity building of authorities, public awareness campaigns,
regular monitoring, and setting up emergency response centres.

Major challenges faced by local institutions in Indian cities include inadequate
technical and financial capacity, unavailability of collated data, overlapping juris-
dictions, and indistinct responsibilities [19–21]. A lack of accountability and trans-
parency in governance is another hindrance to efficient urban planning [22, 23].
These considerations have been incorporated under the parameter ‘strengthening
institutions’ in this study.

Community participation is found to play a pivotal role in the success of plans and
strategies [19]. A top-down approach to planning results in inefficient urban devel-
opment. Active involvement of the local communities in the plan-making process
is needed. The importance of community participation has also been identified by
the Government of India in its Smart Cities Mission [20]. This research, therefore,
includes ‘community empowerment’ through awareness, active participation, and
training and capacity building in the assessment of the selected frameworks.

4 Assessment of Toolkits and Frameworks

Numerous frameworks have been formulated globally to tackle the numerous
water challenges. These incorporate the applications of different techniques and
strive to achieve different yet overlapping goals. The assessed frameworks include
CRCWSC’s Water-Sensitive City toolkit, City Water Resilience Approach formu-
lated by Arup and SIWI, the USAID Toolkit for Climate Resilient Water Utility
Operations, the IUWM Toolkit for Indian Cities developed by ICLEI, and the Urban
Water Security Toolkit devised by the Centre for Water and Sanitation, CRDF. The
UrbanWater Security Toolkit and the IUWMToolkit have been prepared and applied
to the Indian context; the USAID’s Toolkit has been used in several water districts
of the Philippines; the CWRA has found applications in cities in the Global North—
including those in United Kingdom, USA—as well as those of the Global South—
in South Africa, Mexico, and Jordan; the Water-Sensitive City Toolkit formulated
by CRCWSC has been used across numerous Australian cities, as well as in Fiji,
Indonesia, Myanmar, and China (see Fig. 5).

The major challenges faced by Indian cities in the twenty-first century relate to
water security, governance, environmental degradation, and vulnerability to disas-
ters. There is an imminent need to ensure the availability of adequate quantity and
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Fig. 5 Applications of selected toolkits shown with respect to the Global North-South divide

proper quality of water to all; improvements in water supply and sanitation infras-
tructure will help attain this goal. Such provisions are inefficient in the absence of
strong institutions andwithout the support of local communities. Planning regulations
also play a vital role in ensuring water security, thereby attaining sustainable devel-
opment. The development strategies also need to incorporate provisions that strive
to balance the built and natural environment. The increasing vulnerability of Indian
cities to disasters also needs to be addressed through disaster resilience strategies. The
paper, therefore, assesses the toolkits and frameworks using six broad criteria, viz.,
improved infrastructure, sustainable built environment, ecological considerations,
strengthening institutions, community empowerment, and disaster resilience.

Stark variations were observed in the provisions of the assessed toolkits. The
Indian toolkits are aimed at ensuring adequate infrastructural provisions, while also
proposing considerations towards protecting the ecological resources; the provisions
of the toolkits applied mostly in the global north are more evenly distributed amongst
the chosen parameters, with a lower emphasis on the provision of infrastructure.
This skewed result can be attributed to the prevailing condition of cities in different
regions. The developing nations of the global south are still struggling to provide
the basic infrastructure; they usually follow the conventional, compartmentalized
approach to urban planning. The global north cities have already provided the basic
amenities owing to their better capacities and availability of more resources; they
followamore cohesive approach to urbanplanning, emphasizingmore on community
empowerment and ecological considerations.

The Urban Water Security Toolkit formulated by CWAS-CRDF lays excellent
emphasis on the provision of basic infrastructural services. It also includes provisions
aimed at ecological conservation. The toolkit lacks provisions to improve disaster
resilience and the empowerment of communities. It does not emphasize sufficiently
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on improving the built environment which would result in massive improvements in
water security. The IUWM toolkit devised by ICLEI also lays sufficient emphasis on
improving basic infrastructural provisions; the inadequate emphasis on strengthening
institutions, built environment, disaster resilience, and community empowerment are
its drawbacks.

All toolkits laid emphasis on the improvement of water and sanitation infras-
tructure; there was a difference in the sub-categories. While all the toolkits strive
to provide basic services, only a few explicitly mention water pricing and reduced
consumption ofwater. The toolkitswhich includewater pricing, availability at afford-
able rates, and reduced consumption have been formulated (and implemented) in
the cities of the global south, which face issues like poverty and overutilization of
resources.

While an integrated approach to urban planning finds mention in the toolkits
devised for cities of the global north as well as those of the global south, the latter do
not promote the application of innovative techniques for sustainable development.
USAID’s Toolkit for Climate Resilient Water Utility Operations was an outlier for
disaster resilience with themaximum proportion of provisions (38%), while less than
10% of the indicators in other toolkits pertaining to this parameter.

The Water-Sensitive City toolkit of CRCWSC is amongst the most balanced
toolkits under this study. It adequately emphasizes all the aspects considered neces-
sary by the authors for developing water-sensitive cities, barring disaster relief,
which finds insufficient mention in the document. The Arup and SIWI’s City Water
resilience Approach also contains a well-balanced set of provisions. It, however,
does not address issues pertaining to developing a sustainable built environment.
Disaster resilience and ecological considerations were also marginally inadequate.
The USAID’s toolkit was formulated to ensure disaster resilience in the water-
scarce and disaster-prone cities of the Philippines. It does not address issues on
environmental conservation and community empowerment.

None of the toolkits can be considered ‘perfect’ for direct application to develop
water-sensitive cities in India; each document comprises some beneficial aspects,
while also lacking in some others (see Fig. 6). These can, however, act as an
inspiration to formulate a fit-for-purpose water-sensitive city framework for Indian
cities.

5 Key Learnings and the Way Forward for Indian Cities

The large urbanpopulation andhighpopulation densities in Indian cities have resulted
in an extreme amount of stress on their natural resources, especially water resources.
Poverty and rapid migration to cities coupled with the compartmentalized approach
towards urban planning further complicate the urban challenges including the vulner-
ability to disasters including floods, droughts, and cyclones. Authorities should take
cognizance of the numerous urban challenges and learn from international experi-
ences to address such issues. Indian cities are still striving to become drained cities
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Fig. 6 The toolkits lay varying emphasis on different parameters towards becomingwater-sensitive
cities

(Fig. 3). The fast-approaching deadline to United Nation-Sustainable Development
Goals’ call-to-action demands a leapfrogging in these cities’ evolution to water-
sensitive cities. The frameworks assessed under this study can help them tackle
the rapidly increasing urban water challenges; they can act as a foundation for the
formulation of a fit-for-purpose framework for water-sensitive Indian cities.

The formulated framework must prioritize the issues with reference to the Indian
context while also addressing the global needs. This includes strengthening the local
institutions which struggle to cope with their financial and technical capacities; the
inclusion of all stakeholders in the plan-making process is also necessary; empowered
local communities forming the large urban populationwould play a significant role in
the successful implementation of development strategies and policies. Indian cities’
vulnerability to disasters and the looming water crisis must also be addressed by
the frameworks. Incorporating these, amongst other aspects, will help the planning
agencies, researchers, and other stakeholders in developing water-sensitive Indian
cities, complementing the national as well as global efforts to achieve sustainable
development.

The use of technology for data collection, analysis, and monitoring implemen-
tation will help the planning agencies devise more effective strategies. Indian cities
have a large number of institutions bestowed with responsibilities, which often tend
to overlap, resulting in governance issues; the roles and responsibilities of each insti-
tutionmust be defined clearly for effective governance and planning [4]. Indian cities
are still struggling to provide adequate quality and quantity of infrastructural services
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to their citizens. The use of the latest technology and innovations, often learnings
from the traditional practices, can help eliminate the constraints faced by authori-
ties in making relevant provisions. Further, the top-down approach followed in the
conventional urban development model needs to be transformed; a bottom-up/cyclic
approach must be adopted, wherein the local communities are included in the plan-
making and implementation processes; such an approach will help plan and manage
the limited resources more efficiently [24–26]. Empowered communities manage
their limited resources more efficiently while reducing the burden on the authori-
ties. Indian cities including Bengaluru and Bhuj have benefited from this approach.
Therefore, a water-sensitive city framework for Indian cities must include provisions
in this regard.

Sustainable development of cities requires integrated urban planning both in terms
of different sectors and different scales.Urban densities can be regulated (throughFSI
and urban design norms) to increase the available public open spaces. Environmental
considerations must be at the core of development strategies to avert the looming
water crisis and tackle the increased vulnerability of cities to disasters. Multi-scalar
planning and buffer zones will help protect the waterbodies and their catchments.
Prohibiting development around sensitive areas through regulations is also necessary.

Indian cities need to improve their disaster resilience strategies significantly
through interventions towards improving planning, record-keeping, and forecasting
techniques. The statutory development or master plans should strive to address
the increasing vulnerability of cities to disasters like urban floods and droughts.
These should include provisions for preventing and coping with such emergencies.
A disaster management plan must be formulated for each city with provisions for
emergency response in case of calamities. Unstructured strategies like the capacity
building of authorities and the education of citizens are also necessary.

These recommendations will help Indian cities become not just ‘water-secure’
but also ‘water-sensitive and resilient’. A framework that includes the aforemen-
tioned suggestions will help agencies formulate more sustainable and resilient urban
development strategies and ensure their effective implementation for the creation of
water-sensitive and water-secure cities.
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Assessing Groundwater Depletion
in Southern India as a Function
of Urbanization and Change
in Hydrology: A Threat to Tank
Irrigation in Madurai City

Aman Srivastava and Pennan Chinnasamy

1 Introduction

Groundwater is an important water resource that has contributed significantly to
the agricultural sector of India. Of the total groundwater extraction, India extracts
67% for irrigation purposes and 87% for total consumptive uses [1, 2]. In the last
50 years, the total land under groundwater irrigation has increased to 27 million
hectares in 2010 as compared to 21 million hectares under surface water irrigation
[3]. On the contrary, the unlimited extraction of groundwater has resulted in drastic
depletion of the quality and quantity of groundwater. As a consequence, groundwater
security is endangered, especially in the arid and semi-arid climatic zones [4–7]. The
groundwater extraction has increased by 500% in the last 50 years [8]. Consequently,
India has become the highest groundwater extractor with an annual extraction of 245
km3, which is approximately 25% of the world’s groundwater resources [1]. The
current groundwater situation is complex with the past literature revealing that the
groundwater crisis of depletion of the aquifer is evident across diverse groundwater
systems in India [6, 9–12].

Most arid and semiarid regions of the Southern Indian peninsula experience
frequent drought and over-exploitation of groundwater resources due to extensive
agricultural practices [13, 14]. To combat this, historically, many traditional water
recharge structures have been constructed along with strategic locations with settle-
ments, and agricultural fields. One such structure is an irrigation tank which is an
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artificial reservoir used primarily for irrigation in India [15, 16]. These water infras-
tructures are considered one of the oldest water harvesting technology that was prac-
ticed primarily for irrigation purposes for more than 2000 years in Southern India 17,
18, 5]. Tank irrigation ensured a regular supply of water in the adjoining command
areas and at the same time ensured potential groundwater recharge to increase the
efficiency of well-irrigation [19].

Historically, the tank cascade systems have been a primary water source for the
people of Madurai [20, 21]. One of the systems amongst them is the Vandiyur Tank
Cascade System (VTCS), wherein Vandiyur tank is one of the largest tanks existing
inside the city limits in VTCS and is rapidly being encroached due to urbanization
[22], Srivastava and Chinnasamy [17]. Since the 1990s, Madurai has been experi-
encing rapid urbanization and increased groundwater extraction through tubewells
and borewells, due to the increase in Madurai’s population size and population
density. The population of the city has increased from 0.4 million in 1951 to 1
million (more than 280% increment) in 2011 [23]. With a population density of 733
persons/km2 in 1990, it increased to 823 persons/km2 in 2011, and currently, hasmore
than 1000 persons/km2. Vaigai River, its elegant system of tanks, and agricultural
land are the first prey for this urbanization juggernaut. With the increase of urbaniza-
tion and migration to the city, agricultural activities have been impacted drastically.
Due to reduced dependency on the ancient tank cascade system, the farmers have
started ignoring the feeder channels and irrigation tanks. This has led to an increased
siltation rate in the tank bed, thereby reduced storage potential in tanks and thus
decreased groundwater recharge [5].

Therefore, detailed and holistic investigations on the surface—groundwater inter-
actions are required in order to formulate sustainable groundwater development and
security plans. Such plans will be useful for developing a comprehensive scheme
for artificial and natural recharge of phreatic groundwater by considering the vari-
ations in the geomorphic setup and the complex hydrological and hydrogeolog-
ical conditions. Given this context, the study’s primary objective is to understand
the influence of changing climatology and land-use patterns on groundwater avail-
ability, security, and sustainability in Madurai city. Secondary objectives include
understanding the impacts of negative percentage departure of the rainfall, fluctua-
tions in groundwater extraction levels, land use land cover transformations due to
urbanization, and rapid change in the rate of surface runoff on the Vandiyur tank
cascade system. The study further focused on suggesting appropriate rehabilitation
strategies for attaining surface water—groundwater management and security in the
changing climate, hydrogeological, and environmental context. The aforementioned
objectives require good quality and quantity of observation data, however, obtaining
such data is challenging. In such instances when observation data is limited, the use
of Remote Sensing (RS) data and Geographical Information System (GIS) has been
widely used to bridge data gaps [17, 5], and hence used in this study.
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Fig. 1 Location of study site in Madurai district, Tamil Nadu, India (Inset showing the location of
Madurai in India and the Digital Elevation Model of Madurai)

2 Methods

2.1 Study Site

The Madurai city represents the administrative headquarter of the Madurai district
and is known to be more than 2500 years old [24]. Geographically, it is located
between 9.93 °N and 78.12 °E in the Southeast of the Western Ghats1 at an average
elevation of 101 m above mean sea level in the Indian state of Tamil Nadu (Fig. 1)
[25]. The city is situated on the bank of the Vaigai river having flat and fertile
plains covering an area of 109 km2. The Madurai district is surrounded by Dindigul
district in the North, Theni district in the West, Sivagangai district in the East, and
Virudhunagar district in the South. It is the second-largest in terms of area and third
largest in terms of population in the state (population of 1,017,865) [26].

The average annual rainfall of Madurai city is about 858 mm [27] which is lesser
than the Madurai district’s annual average rainfall of 928 mm [28]. The highest rain-
fall occurs in October, with an average of 191 mm during the Northeast monsoon.
Bureau of Indian Standards [29] classifiesMadurai city as a warm and humid climate

1 Western Ghats, also known as Sahyadri Range, is a mountain range located parallel to theWestern
coast of the Indian peninsula; representing one of the 10 biogeographic regions.
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zone with temperatures varying between 20 °C and 40 °C during the summer season
(betweenMarch to June) while 18 °C and 29 °C during the winter months (December
to February) [30, 31]. Whereas the occurrence of groundwater has been observed
both in shallow fractures, especially located in the phreatic conditions, and deep frac-
tures across unconfined and confined aquifer conditions. The variations of depth to
groundwater level during pre-monsoon and post-monsoon season fluctuate between
3.13 to 7.66 m and 1.86 to 5.74 m below ground level, respectively [32, 33]. The
major soil type identified in the city are red loam (found at the periphery of the city),
clay loam (predominant inside the city), black cotton, and alluvial soil. The region
in and around the flat and fertile plains of the city is largely utilized for agriculture
activities being irrigated through the canals of the Periyar and Sathaiyar dam. The
major agricultural crop is paddy followed by pulses, millets, oilseeds, cotton, and
sugarcane [27].

Vandiyur tank cascade system, having 21 tanks in three cascading networks, is
the study site and located in Madurai city [22, 5]. This study focuses on one of
the networks of VTCS having eight watersheds spread across urban (Vandiyur and
Kosakulam-Parsurampatti-Kodikulam), peri-urban (Thiruppalai and Siruvour), and
rural areas (Kulamangalam and Veerapandi), as shown in Fig. 2. Each watershed is
having system tanks and all these tanks are part of VTCS. The name of the watershed
and the tank located within each has been given the same nomenclature (for example,
the Veerapandi watershed (T2) has been named after the Veerapandi tank located

Fig. 2 Location of tanks, watersheds (T1 to T8), and wells (W1 toW25) in Vandiyur tank cascade
system (VTCS) inMadurai city (RuralWatershed have T1: Kulamangalam tank and T2: Veerapandi
tank; Peri-urban Watershed have T3: Thiruppalai tank and T4: Siruvour tank; Urban Watershed
have T567: Kosakulam-Parsurampatti-Kodikulam tank and T8 Vandiyur tank)
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in the Veerapandi village). These tanks are interconnected to each other through
surplus streams, wherein tank T1 and T2 are located in the rural watershed, tank T3
and T4 in the peri-urban watershed, and tank T567 and T8 in the urban watershed.
The observation wells (tube wells and borewells) considered for the present study
have been selected from each watershed. The surplus water from the Vandiyur tank
(last tank of VTCS) becomes a recharge stream for the Vaigai river, situated at its
downstream.

2.2 Fieldwork, Data Collection, and Data Processing

The present study encompasses both field (primary data collection) and technical
(secondary data analysis) aspects, including both quantitative (data-based) and qual-
itative (survey-based) researchmethods [17, 5]. The groundwater data were collected
from the Central Ground Water Board (CGWB) archives [1, 8, 32]. Also, the data
of the tubewells and borewells adjoining the VTCS has been obtained through field
surveys. The wells located in the vicinity of the tanks (mostly downstream of the tank
or behind the tank bund) have been taken for the present study rather than the wells
located far away from the tank bund. The qualitative interviews were conducted for
the 25 well points with the communities settled in the vicinity of the surface water
storage structures (tanks). The objective was to guesstimate the depth of extracting
groundwater for the past decade.

The Open Data Kit (ODK) Collect App was used to document quantitative infor-
mation by conducting structured interviews with the local communities and NGOs.
The same 25 wells were visited and its depth to water extraction level was measured
using meter tape between 2018 and 2020. In order to get the historic analysis of the
depth to extraction levels of the wells, the structured interview included questions on
the status of the depth of extraction of groundwater below the surface in the past 15
and 10 years and recent years. The location of each well was recorded using Global
Positioning System (GPS) Essential App. All the collected data were transferred
in M.S. Excel and then imported into QGIS for spatial analysis of groundwater.
The analysis of the rainfall was based on the last 50 years of India Meteorological
Department (IMD) data [34]. This data was used for the calculation of the percentage
departure of the rainfall for the study period.

2.3 Remote Sensing and Data Processing

The assessment of the urbanization trend in Madurai city was based on Remote
Sensing (RS) data. The RS images were obtained using Google Earth Pro software
for the years 2002 and 2018. The study period 2002–2018 was selected, as clear
satellite imagery prior to the year 2002 was unavailable in the Google Earth Pro
database. Each watershed map consisted of at least one tank whose surplus water
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release became the recharge stream for the next downstream watershed. For devel-
oping thematic land-use classes from the watershed boundary, themanual supervised
classification method [17, 35 5, 36] was used. Following this, manual photointerpre-
tation was conducted that allowed better capturing of qualitative and quantitative
evidence on major land use land cover (LULC) alterations. The LULC classifi-
cations included—agriculture, barren land, and forest (non-urbanized cover),tanks
and surface recharge streams (surface water storage cover); and built-up regions
(urbanized cover consisting of buildings, residential houses, playgrounds, and related
concrete covers). Using this information of LULC and refering to Srivastava and
Chinnasamy [17], the curve number was identified for various land covers using the
Soil Conservation Service Curve Number (SCS-CN) approach [37]. The weighted
curve numbers were calculated based on the area of each land use in the identified
watershed. The comprehensive analysis was carried out with a baseline focus for the
trends of the urbanization, the pattern of the rainfall, the fluctuation in the ground-
water levels, and the resulting surface runoff from Madurai city between 2002 and
2018.

3 Results

3.1 Assessing Rainfall and LULC Pattern

Thenormal annual rainfallwas estimated to be 930mm(average 1950–2017).Results
indicated that for 11 years of the study period, the annual percentage departure
in rainfall was deficient (Fig. 3a). The current decade (since 2012) has been crit-
ical concerning the percentage departure of the rainfall. The rainfall showed an
erratic pattern where the percentage departure of the rainfall was recorded to be
46% (maximum) in the past 6 years (Fig. 3b). Similar findings were obtained by
Chinnasamy and Srivastava [5] and Srivastava and Chinnasamy [17].

Results from areal imagery analysis (Fig. 4) showed a rapid increase in the urban
area, up to 300%, between 2002 and 2018 in peri-urban and urban regions ofMadurai
city. The cover of the urbanized area was recorded highest for Vandiyur watershed
(T8) followed by Thiruppalai watershed (Fig. 4). The urbanized cover was found in
less than 5% of the entire rural watersheds (T1 and T2) as shown in Figs. 5 and 6. In
general, the urbanized cover has increased in all the watersheds since 2002. Another
classification of the land considered for the present study was agriculture, forest,
and barren land (non-urbanized cover). Agriculture practices are dominant in rural
watersheds (Fig. 6). Tanks serve as a primary source of irrigation apart from seasonal
rainfall and canal water supply from the Periyar and Sathaiyar dam located upstream
ofKulamangalamwatershed (T1). Overall, the non-urbanized cover has been reduced
in all the watersheds since 2002. Saravanabavan et al. [38] also identified the built-up
cover (43% of entire Madurai city) to be the most dominating land use land cover
classificationwith an area of 61 km2, followed by fallow land (20%), cropland (14%),
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Fig. 3 Rainfall status inMadurai: aAverage annual rainfall with reference to normal annual rainfall
(1950–2017), India since 2002; b Season-wise rainfall distribution (Source India Meteorological
Department (IMD))

and tank water spread area (13%). The study on LULC change by Kundu et al. [23]
indicated the decline in the non-urbanized area (by 24%) whereas, the built-up area
increased by more than 200% in the entire Madurai city between 2001 and 2018.
Similar findings were observed in coherence with the aforementioned findings by
Srivastava and Chinnasamy [17, 39].

The percentage change in the LULC across eight interconnected watersheds in
Madurai city is summarized in Fig. 7. The highest percentage increment in urban-
ized cover was recorded to be more than 330% in Siruvour watershed (T4) followed
by Thiruppalai watershed (T3) with an increment of more than 210%. Both T3 and
T4 are located in the peri-urban region. The reason behind the rapid urbanization
in the peri-urban region is attributed to its location and feasibility of expansion.
The Vandiyur watershed is close to its saturation concerning land area availability.
Therefore, the expansion of the city is happening through Thiruppalai and Siruvour
which is located next (at the upstream) to the Vandiyur. Also, agricultural activi-
ties are becoming limited due to rainfed-based farming practices having unreliable
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Fig. 4 Land use land cover (LULC) change in Thiruppalai watershed, Madurai India: a LULC in
2002 and b LULC in 2018 (Source Google Earth Pro)

Fig. 5 Change in the built-up area across watersheds inMadurai, India (Source Field investigation)

irrigation water supply from the silted (unmanaged) tanks. This allowed the rapid
conversion of the agricultural land (command area) into non-agricultural land. The
highest decrement in the percentage cover of the non-urbanized region was recorded
in the Siruvour watershed (49%). Whereas, Vandiyur watershed ranked second with
a 27% decrement followed by Siruvour with a 23% decrement in the non-urbanized
region. This newly available land is accommodating the expansion of the urbanizing
cover of the city. Similar inferences were drawn by Chinnasamy and Srivastava [5].
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Fig. 6 Change in the non-urbanized area (agriculture, forest, and barren land) across watersheds
in Madurai, India (Source Field investigation and using Subramanya [37] and Srivastava and
Chinnasamy [17])

Fig. 7 Comparative analysis of percentage change in the urbanized and non-urbanized area across
watersheds in Madurai, India (Source Field investigation)
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Results further indicate that the rural watersheds have been least affected due to
urbanization primarily due to two reasons. First, the villagers are actively partici-
pating in tank-fed-based agricultural development in associationwithDHAN (Devel-
opment of Humane Action) Foundation (a grassroot development organization in
South India), wherein, the tanks are maintained through the participation of the
village community [17, 40, 5]. Villages have formed their own water associations
headed by Sarpanch (village head). Apart from this, villagers they also participate
in the desiltation process (once a year during summer) of the tank by contributing
financially or by voluntary donation through labor time. The second reason could
be that the villages are located far from the urban region and hence are not much
influenced by the impact of urbanization.

3.2 Surface Runoff Analysis

The temporal change in LULC resulted in an increment in the curve number, leading
to an increment in the runoff in all the watersheds (Fig. 8). The highest runoff was
recorded from Vandiyur watershed (T8) (>86%) in 2018 followed by Kosakulam-
Parsurampatti-Kodikulam watershed (T2) having 85% of surface runoff. Both the
watershed is located in the urban region of the Madurai city. The least surface runoff
was recorded in rural areas (~70%), followedbyaperi-urban regionwith a variationof
75 to 80%. Consequently, rural areas have more provision for groundwater recharge,
whereas the increasing impervious cover is resulting in higher surface runoff from the
watersheds (as evident fromT567 andT8).As a result of erratic rainfall patterns, rapid
urbanization, and increased surface runoff, the discharge into the VTCS decreased,
which led to a decrease in the natural recharge of groundwater in the areas adjoining

Fig. 8 Change in surface runoff across interconnected watersheds in Madurai, India (Source Field
investigation and using Boughton [37] and Srivastava and Chinnasamy [17])
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the tanks. Similar correlations can be seen in the studies conducted in rural-Madurai
by Srivastava and Chinnasamy [17].

3.3 Groundwater Trend Analysis

Results showed an increase in the number of borewells and tubewells in the vicinity
of the tanks by 250%, particularly in the urban areas resulting in the over-exploitation
of the groundwater resources. Moreover, all the participants in the survey mentioned
the increasing depth for extracting groundwater since the year 2003. Field survey
and groundwater data also indicated that, from 2003, approximately 60% of the
groundwater levels have gone from safe (annual natural recharge above the annual
extraction rate) to critical status (annual extraction above annual natural recharge),
leading to unsustainable groundwater levels. The depth of tubewell and borewell to
extract these groundwater resources was found to increase at an alarming rate from
eight meters on average in the year 1990 to 60 m in 2007 (650% increase) to a further
200 m in 2018 (2400% increase). This accounts for a drop in groundwater level of
seven meters/year.

The spatial analysis revealed the higher groundwater declining rates concerning
the depth of extraction in the urban regions (wells located close to the bank of
the river Vaigai) followed by peri-urban (wells located at the central region of the
VTCS) while the least rates were recorded in the rural areas (uppermost region
of the entire VTCS) (Fig. 9). The declining groundwater extraction levels can be
attributed to urbanization which has abruptly influenced the LULC and regional
hydrology pattern, thereby resulting in less water for recharge. The average depth

Fig. 9 Spatial analysis of fluctuation in-depth to Groundwater extraction in Vandiyur tank cascade
system, Madurai, India (Source Field investigation)
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to extract groundwater was determined to be 200 m below ground level in urban
regions whereas the same for the peri-urban was 75 m and for the rural regions was
10 m. These wells were located in the vicinity of the tanks.

4 Discussions

The current study results show that there is high connectivity between groundwater
and surface water resources in Madurai city. Field investigation revealed that the
tanks located in the rural region are still functioning as irrigation tanks. The water
from the sluices of these tanks is used for distributing water to command areas at
its downstream. This analogy provides preliminary confirmation to the hypothesis
that the wells in the rural areas are getting higher recharge from the tanks. On the
contrary, the command area in the urban tanks is completely urbanized, and thus the
tanks fundamentally act as a flood moderator instead of irrigation source. The depth
of extracting groundwater below surface level in the urban areas is much higher
than the rural areas which could be due to poor recharge from the tanks and due to
higher rates of groundwater extraction. Therefore, the recharge process of ground-
water, especially in regions of hard rock aquifer, is essential for the determination
of groundwater reserves and their assessment. The results further indicated that the
rainfall pattern has changed drastically which has a direct impact on flood generation
and reduction in groundwater recharge. As a consequence, water security is under
threat and demands attention from the decision-makers, policy-makers, and local
communities (stakeholders) to collectively draft and implement stringent policies
to protect the water infrastructures (tanks) [41]. Results on LULC revealed that the
impervious area increased which resulted in the increase of depth to groundwater
levels. Furthermore, urbanization also led to over-extraction and reduction in natural
recharge avenues. This correlation implies that VTCS is experiencing the impact
of urbanization. Improper management, anthropogenic stressors (in view of illegal
settlements and blockage of canals and feeder channels), and unsustainable ground-
water use rates have caused the groundwater levels and the net tank water holding
capacity to decrease steadily [17, 5]. The depth of groundwater extraction in peri-
urban and urban areas was recorded more than 200 m below ground level. These
regions have become either overexploited due to unlimited groundwater extraction
or turned critical due to its continued depleted levels for several years. Therefore,
participatory groundwatermanagement [6, 36, 42], rehabilitation andmaintenance of
percolation tanks [5, 17], and strengthening local institutional governance [7, 36, 42]
towards ensuring water security are much-needed given the alarming unsustainable
groundwater scenarios in the VTCS region.

Artificial recharge methods such as Managed Aquifer Recharge (MAR) tech-
niques, as discussed by Dillon et al. [43], have to be taken up urgently in these
over-exploited and critical regions. Augmentation of the recharge wells is neces-
sary to make them suitable as a potential drinking water source by recharging the
deep fractures [12]. The desiltation of the tanks was found to be the most pressing
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recommendation in the study area, which is in coherence with previous studies (for
example, [3, 15, 17, 44]). There is thus a need to conduct evidence-based research
for understanding the role of the modern tanks amidst extreme climatic events across
South India [5, 17, 45, 46] in order to differentiate and redefine the tank’s function-
ality in terms of whether structures facilitate percolation or provide irrigation water
to the command areas. This approach, in turn, can foster assurance towards both
domestic and agricultural water security, environmental water balance, and support
to primarily livelihood activities for socially marginalized and poor local commu-
nities, as discussed by Srivastava et al. [6, 7]. In the current decade, Public Works
Department (PWD), Madurai Corporation, and the local Water User Associations
(WUAs) are taking many initiatives to restore the tanks in VTCS [5, 17, 40]. Some
of the initiatives are bund strengthening, dead storage creation, Prosopis clearance,
channel clearance, andwalkers park establishment.But these activities are challenged
due to limited resources and poor community-level participation. Groundwater levels
of densely urbanized areas of Madurai city such as Gomathipuram, Tahsildar Nagar,
Melamadai, Managari, Anna Nagar, and K. K. Nagar are dropped below 180 m. This
has transformed the locality into an open market for portable water [17, 47, 48]. The
revival, restoration, and rehabilitation of VTCS could provide scope towards holistic
groundwater and surface water management for sustaining water resources in rapidly
urbanizing regions of Madurai city.

5 Conclusions

The current study used a combination of observation data (government data and
survey data) and remote sensing data (satellite imagery) to quantify the impact of
urbanization on traditional water harvesting structures (such as tanks) and ground-
water scenarios. Results from the current research found that even though the rainfall
is changing rapidly in the region, the rapid urbanization of the region has led to an
increase in surface runoff and groundwater depletion. This has also led to the falling
storage levels in the traditional tanks and an increase in siltation rates. Loss of owner-
ship towards cascading tanks consequently caused tanks to become disposal sites for
solid waste. The current research showcased the need for delivering an integrated
understanding of scope to combat the fluctuating groundwater levels and erratic rain-
fall patterns in the scenario of rapid urbanization across VTCS. Such scientifically
validated results can ensure that the conservationworks are planned and implemented
meticulouslywith people’s involvement. Additionally, such approaches can aid in the
formulation of best management practices to enhance the tank ecosystem, overall
environmental development, and the highest possible returns (in terms of tank’s
services) along with sustainability. Finally, the study observed that even though the
cascading tanks and groundwater are interconnected, they are managed separately
by different government agencies. Due to limited holistic understanding, one agency
does not complement the other, resulting in challenging environments for collabo-
ration. Therefore, to maximize the benefits of these traditional tanks, all associated
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watermanagement agencies shouldwork in collaboration and take a holistic approach
in reviving and maintaining traditional tanks.
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Prediction on Water Security Level
of Saskatchewan Using Regression-Based
Models

Md Saiful Arif Khan, Armin Aalirezaei, and Golam Kabir

1 Introduction

Water security lies in freshwater’s obtainability as per requirement and on economic
and social issues as well [1–3]. United Nations (UN) conceded water security assur-
ance as to the resilient approach toward achieving the sustainable development goal
and prepared to strengthen the safety of water supplies. Hence planning to achieve a
resilient water supply, identifying and estimating the critical factors for warranting
water security is required [4]. Before forecasting water security levels, appropriate
water security parameters are needed to be identified on the local or individual,
national, or global aspects. While each aspect is crucial to some extent, several
studies emphasize the importance of local-level criteria [5, 6].

Being a spacious and diverse county, Canada needs to consider the factors of a
wide range of clusters and federal and provincial stages to get a reliablewater security
level. The local authorities are exclusively accountable for water management. The
consumers of water may struggle for lack of water security due to rising demand,
fluctuations in supplies, risks associatedwith land use for human-made activities; and
a rapid-emerging corporate environment [7]. Therefore, a proper water management
plan incorporated with uniformity, integrity, sincerity, cooperation, clarity is crucial
for sustainable and developing eco-friendly class, financial efficacy, and communal
well-being [8–10].
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In view of the above discussion for the necessity of water security and the
importance of estimating local indicators, the primary goals of this research are
as under:

• Distinguishing time-sequential parameters of water safety components for
Saskatchewan.

• Generating linear andnonlinear regression-based forecastmodel to investigate and
assess time sequence parameters of water security to support decision-makers for
tactical planning to magnify.

• Applying the prediction model by using real data of the Saskatchewan Water
Security Agency.

2 Literature Review

2.1 Water Security Perception

Almost eighty percent of the world population is in a vulnerable situation against
water security due to Climate change and excessive consumption of water due to
population growth [11]. At the 2ndWorldWater Forum (2000) held in theMinisterial
Declaration on Water Security by the United Nations in the era of the twenty-first
century, the water security notion has been articulated as a policy-level problem
[12]. Because of the complicated features of water security, it is much more needed
to estimate and compute than realizing the importance of water security [13].

2.2 Surface Water Management

Riverwater is a plentiful supply of surfacewater. It is essential to select and enumerate
the impressions of Integrated Water Resources Management (IWRM) at the water
body level for suitable shallow water administration. Several studies were done on
the application of novel technology that aims to ensure surface water security. A
study revealed that the basin water sustainability could be upgraded by using the
Bow River Integrated Model (BRIM). The model incorporates water requirement,
circulation, and operate underneath varied climate conditions, the sum of consumers,
financial conditions, and administration strategies [14]. Several studies were done
on the use of different techniques that aims to ensure surface water security. Such
as the technique to purify water by proposing a model to eradicate cyanobacterial
contaminants [15], model to monitor microcystins to ensure water security [16].



Prediction on Water Security Level of Saskatchewan … 311

2.3 Water Security Prediction Model

Developing a water security prediction model is a useful tool to accommodate
the rising demand for water. By employing different measuring tools, a predic-
tion model for water security can be developed. To improve the existing commu-
nity water system, these prediction models can play a crucial role. The prediction
model’s performance relies on the precise historical data, and data preprocessing is
an important step that enhances data reliability to predict water security accurately
[17].

2.4 Factors of Water Security

To understand the various features of water security, multiple schemes have been
designed and applied to determine and measure parameters to outline the measures
ofwater insufficiencyhazard, tension,water deficiency, anddurability [18, 18].Quan-
titative microbial risk assessment strategies can guide the decision-making process
to increase water safety [20]. Polluted drinking often is the reason for outbreaks of
different waterborne illnesses. Thus the impact of determining drinkingwater quality
is very important for keeping sound public health. The drinking water quality stan-
dard can be measured by detecting the quality of potable water effects on the human
body. The study’s realization can guide developing suitable strategies and improving
the standards of potable water quality [21]. Surface water is considered one of the
most treasured wealth in the world. Thus, the source water protection (SWP) plan
is a key component of the Integrated Water Resources Management (IWRM) and
essential for ensuring durable water distribution arrangement [22].

From the above discussion on available literature on water security, the study
reveals a study gap in the water security assessment sector in Canada. Hence, consid-
ering the impact of water security against sustainable development, the environ-
ment, economy, and society, a water security prediction model is obligatory. Using
linear and nonlinear regression to evaluate and forecast anticipated pointers of the
Saskatchewan water security agency of Canada is entirely new and the key outcome
of this research. In the upcoming days, the prediction technique can comprehend the
trend and anticipate the time sequence parameter value.

The results offer a credible output for decision-makers to calculate criteria for
enhancing the degree of water quality, and the understanding will assist them with
the efficient planning process on the way to attain resilient growth.
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3 Methodology

In the beginning, the time series parameters of the Saskatchewan water security unit
are identified. Then, the regression function is used to examine and forecast the time
series parameters. Finally, the developed model is applied by putting the real data
taken from Saskatchewan’s Water Security Agency.

3.1 Identification of Water Security Parameters

TheWater Security Agency of Saskatchewan published reports to present the annual
performance. The parameters that are being used in the water security prediction
model have been identified from theWater SecurityAgency’s published annual report
for the year 2015–16 and 2016–17. The Water Security Agency of Saskatchewan is
accountable for handling Saskatchewan’s water resources, maintaining the quality of
potable water and managing wastewater, keeping the information about water, etc.
[23, 24].

Eight years of data have been gathered from the competent authority of
Saskatchewan’s report. The authority’s goal is to implement quality development
strategies that will reduce the performance indicators that have a detrimental effect on
water protection and increase the performance indicator values thatwill producemore
benefits. Regarding this study, seven pointers under three key clusters, such as water
usage, threat, and quality, were extracted and populated using official government
data based on data availability. Table1 offers a list of indicators.

A brief outline of these seven parameters is mentioned below.

Table 1 List of Parameters for Saskatchwan water secuirty unit [23, 24]

Cluster SI. No Parameters

Consumption 1 Communal water usage in wintertime

2 Percentage of population in the province insured by a comprehensive
source water protection plan

Threat 3 Hazard allied with dams of water security agency

4 Number of substandard dams that needs repair

5 Number of sewage effluent discharges that cause threat to freshwaters

Quality 6 Conformity to standards quality of potable water

7 Potable water quality fulfillment
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Parameter 1: Communal water usage in wintertime

Based on the provincial water management strategy, water consumption and usage
differences are very common. Research has shown that regulations for water conser-
vation are not stable across the nation. Due to the lack of municipal data, categoriza-
tion, investigation, and projection of municipal water usage estimates are hindered
[25]. Since precipitation does not impact the communal water usage in the winter
(November to March), the actual requirement for winter municipal water use is
considered to be met here. Usage of water includes water in domestic works, indus-
tries, andmunicipal utilities like firefighting, road construction,municipal swimming
pools and rinks, and the water loss because of system fault. The usage of water is
determined by yearly community water use annals and population data. Here, the
measurement unit is a liter per person per day. Data on annual water usage and popu-
lation data have been obtained from the Water Protection Agency and the Ministry
of Health.

Parameter 2: Percentage of population in the province insured by a compre-
hensive source water protection plan

The indicator shows the proportion of the residents living in a regionwhere a strategic
planning phase for the Water Protection Agency has been accomplished. In contrast,
the South Saskatchewan SWP Plan was primarily implemented in 2007 [26]; the
western Prairie Provinces’ water supplies were catastrophic in terms of quality and
quantity through key informant interviews. It is notable that, according to popula-
tion data from the 2011 Census of Canada, the Water Protection Agency originally
planned to protect areas with a higher population density and where most of the
population of the province (89 percent) lives.

Parameter 3: Hazard allied with dams of Water Security Agency

Thismeasure shows the threat of theWater Security Agency’s dams. In upgrading the
dams to appropriate standards, it is a parameter of protecting the dams to advance. In
order to ensure dam protection, current risk detection, and potential risk assessment
are critical. Risk calculation is carried out using probabilistic means [27]. The proba-
bility is calculated as a fraction here, which is appraised as the likelihood of a failure
compounded by a failure’s consequences. The greater value designates a higher
threat. Therefore, a lower risk ratio indicates a safer structure. For instance, the risk
ratio was lowered to 0.275 in 2016/17 from 0.281 in 2015/16 due to reconstruction
work was undertaken at Avonlea Dam and Zelma Dam.

Parameter 4: Number of substandard dams that needs repair

Typically, dams have been built with a design life of 50 years, and most dams of
Saskatchewan are now reaching or exceeding their design life. Dams aging has
significantly impacted the viability of dams and the protection measures of dams
as well as community awareness are regularly improving over time. Hence, adequate
maintenance upgrades are needed to ensure the resilience of the existing dams
[28]. The Water Security Agency is accountable for the activity and management
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in Saskatchewan, based upon the guidelines of the CDA. Therefore, this parameter
lists the number of dams needed to be renovated by the Water Protection Agency
to meet the norm in compliance with the Canadian Dam Association’s Dam Safety
Guidelines (2007). This parameter does not define the seriousness of the deficien-
cies diagnosed, unlike the risk ratio. This indicator is an effective instrument for
calculating defective dams’ production over time [23, 24].

Parameter 5: Number of sewage effluent discharges that cause threat to
Freshwaters

Risk assessment is essential in estimating the possible risks of water contamination.
Twomain probable threats, like the risk related to the discharge ofmanufacturing and
agrarian dirt waste into the freshwater [29]. This measure indicates the potential risks
linked with the amount of discharges of effluent into the source waters due to under-
standard handling of wastewater, over-occupied schemes, or under-infrastructure
schemes. This parameter has a great impact on the prediction of water protection
as it is the most important process of calculating the number of significant possible
sources that pollute water.

Parameter 6: Conformity to standards quality of potable water

Acquiescence with the standard quality of potable water is determined by the mutual
compliance with disinfection and bacteriological drinking water requirements. This
measure involves both the effects of testing of bacteriological quality of water and
the amount of sterilizer that exists in potable water. As microbial contamination in
water sources can easily recognize significant diseases, the disinfection and bacterio-
logical quality are distinctive. In the environment, an outbreak of waterborne disease
has severe effects that impend and undermine consumer trust in the protection of
municipal drinking water [30]. Therefore, this parameter is a valuable means for
drinking water protection forecasting, and satisfactory decontamination is necessary
to guarantee healthy potable water and avoid the aquatic epidemic.

Parameter 7: Potable water quality fulfillment

Potable water quality fulfillment demonstrates the assurance of the inhabitants in
their supply of drinking water quality. Consumer input on potable water quality
is a crucial measure for the efficient administration of potable water supplies, the
setting of water quality requirements, and the monitoring of potable water quality
[31]. It is measured based upon the input from a yearly survey carried out on the
residents in Saskatchewan. This metric is the percentage of respondents who thought
they were really or somewhat secure in their tap water consistency. This parameter
tests the Water Security Agency’s efficiency in the production of secure drinking
water sources, including municipal supplies, pipelines, and large commercial water
systems, throughout the province.

To forecast the values for future years, linear and nonlinear regression function
have been described in the following section.
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3.2 Regression Analysis Methods

Regression analysis is the statistical method for assessing the relationships between
variables in statistics [32, 32]. To simulate data, we can use a model and then analyze
the simulated data. This will assist you to design better experiments. Regression
analysis is commonly used for prediction [34, 34].

Linear Regression

A fundamental type of multiple linear regression is simple linear regression (SLR).
It analyzes the linear relationship between a dependent variable and an independent
variable [36]:

(1)

Step 1: Gather the response variables and measurable variables, defined as

Y = [
y1, y2, ... . . . , yn

]
K (2)

X = [x1, x2, ... . . . , xn] K (3)

Step 2: We need to minimize the sum of errors ҫ for calculating λ = [λ0, λ1]:

P(λ0, λ1) = min ҫKҫ 
    = min (yi - λ0 - λ1xi)K (yi - λ0 - λ1xi)  

Hence, P(λ0, λ1) = min ∑(yi - λ0 - λ1xi)2

i = 1……n.

(4)

Formulate x1, x2,…., xn into n × 2 matrix termed the design matrix:

Ẍ =

⎛

⎜⎜⎜
⎜⎜⎜⎜
⎝

1
1
.

.

.

x1
x2
.

.

.

1 xn

⎞

⎟⎟⎟
⎟⎟⎟⎟
⎠

(5)

As per the invertibility of ẌKẌ. The λ can also be computed by

λ = (
ẌKẌ

)−1
ẌKY (6)

Step 3: Take the ҫ and λ to get the final model:
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Y = λẌ + ҫ (7)

Nonlinear Regression

Nonlinear regression is a technique to fit some designated equation with data.
Nonlinear regression methods, as with linear regression, evaluate parameter values
which minimize the sum of the squares of the distances of the data points to the curve
[36].

The typical nonlinear regression model is

Y = f (X, λ) + ҫ (8)

for Y = [
Y1, Y2, ......,Yn

]K
(9)

X = [
X1, X2, ......,Xn

]K
(10)

λ = [
λ1,λ2, ......,λn

]K
(11)

ҫ = [ҫ1,…., ҫn] (12)

Because of the parabolic regression model, for this analysis we need to use
equation

Y =  λ0 + λ1X + λ2X2 + ҫ. (13)

Step 1: Gather the response variables and measurable variables, defined as

Y = [
y1, y2, ......,yn

]K
(14)

X = [x1, x2, ... . . . , xn] K (15)

Step 2: We need to minimize the sum of errors ҫ for calculating λ = [λ0, λ1, λ2]:

P(λ0, λ1, λ2) = min ҫKҫ 
= min (Y - Xλ)K (Y - Xλ)

Hence, P(λ , λ , λ ) = min ∑(Y - λ0 - λ1Xi – λ2 )2

i = 1……n.

(16)

As per the invertibility of BKB.
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(17)

The λ can also computed by

λ = (
BKB

)−1
BKY (18)

Step 3: Take the ҫ and λ to get the final model

Y = BK λ + ҫ (19)

4 Results and Discussions

The methods explained in the previous section were used to forecast the water
safety indicator values for future periods. The linear and nonlinear regression-based
functions were developed using Microsoft Excel 2019.

4.1 Data Collection

From the yearly reports of the Saskatchewan water resource management authority,
i.e., Water Security Authority (WSA), all data for seven criteria from 2009 to 2016
has been obtained.

4.2 Data Analysis

The secondary data that has been collected from the reports ofWater SecurityAgency
is displayed in Table 2. The seven parameters, chosen from the available data, are
Communal water usage in wintertime, Percentage of population in the province
insured by a comprehensive source water protection plan, Hazard allied with dams
ofWater Security Agency, Number of substandard dams that needs repair, Number of
sewage effluent discharges that cause threat to Freshwaters, Conformity to standards
quality of potable water, Potable water quality fulfillment. The comparison between
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Table 2 Numeral Figures of selected parameters of the year 2009 to 2016 for water management
authority of Saskatchewan (Water Security Agency 2016)

Parameter No Year—Actual values

2009 2010 2011 2012 2013 2014 2015 2016

1 360 343 334 384 353 355 340 337

2 73 75 82 85 88 88 89 89

3 0.218 0.211 0.23 0.243 0.285 0.274 0.246 0.281

4 21 21 23 25 26 24 29 30

5 114 112 105 128 120 111 109 86

6 98 98 96 95 95 95 95 96

7 90 89 86 90 88 88 89 84

linear and nonlinear regression functions is shown. Microsoft Excel 2019 was used
to calculate and evaluate the coefficients of regression and related errors apropos to
each parameter (Tables 3 and 4).

Table 3 Parameter’s predicted value using linear regression

Parameter
No

Year – Predicted values

2009 2010 2011 2012 2013 2014 2015 2016

1 360.1743 361.8886 363.6029 365.3172 367.0315 368.7458 370.4601 372.1744

2 77.5834 80.0001 82.4168 84.8335 87.2502 89.6669 92.0836 72.7500

3 0.2156 0.2250 0.2344 0.2438 0.2532 0.2626 0.2720 0.2814

4 20.4168 21.6906 22.9644 24.2382 25.5120 26.7858 28.0596 29.3334

5 118.9971 116.6042 114.2113 111.8184 109.4255 107.0326 104.6397 102.2468

6 97.3330 96.9520 96.5710 96.1900 95.8090 95.4280 95.0470 94.6660

7 89.5836 89.1312 88.6788 88.2264 87.7740 87.3216 86.8692 86.4168

Table 4 Parameter’s predicted value using nonlinear regression

Parameter
No

Year – Predicted values

2009 2010 2011 2012 2013 2014 2015 2016

1 348.8333 353.9046 356.7139 357.2612 355.5465 351.5698 345.3311 336.8304

2 71.8834 77.0502 81.3004 84.6340 87.0510 88.5514 89.1352 88.8024

3 0.2071 0.2237 0.2379 0.2497 0.2591 0.2661 0.2707 0.2729

4 20.8750 21.7560 22.7680 23.9110 25.1850 26.5900 28.1260 29.7930

5 107.8757 115.0188 118.9833 119.7692 117.3765 111.8052 103.0553 91.1268

6 98.4957 97.1148 96.0673 95.3532 94.9725 94.9252 95.2113 95.8308

7 88.9166 89.0358 88.9646 88.7030 88.2510 87.6086 86.7758 85.7526
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Table 5 Model evaluation
between linear and nonlinear
(polynomial) regression
model

Mean Absolute Percentage Error (MAPE)

Linear function Polynomial function

0.0582 0.0292

0.0476 0.0095

0.0450 0.0526

0.0353 0.0340

0.0815 0.0527

0.0079 0.0029

0.0150 0.0143

4.3 Comparison Between Linear and Nonlinear Regression
Functions

To predict time series models one of the most prevalent methods is linear or
nonlinear regression (Guidolin & Pedio, 2018). To evaluate the regression function
the projected functions can be compared with each other. A comparison between
linear and nonlinear regression functions is presented in Table 5. It is clearly visible
from Table 5 that nonlinear regression model has lower ratio of error than linear
regression method in each case except for parameter 3.

The linear and nonlinear regression tendencies for each parameter are depicted in
Fig. 1.

4.4 Study Implication

Determining criteria of water protection makes administrators eval-
uate their decision-making plans and satisfaction of stakeholders and consider
compliance with guidelines of administration. Water resources section supervi-
sors can substitute these requirements on basis of the parameters of their association.
Moreover, predicting of strategic-level results encourages executives to iden-
tify the water security’s forthcoming movements and be encouraged keeping
in higher urgency to the indicators with more demanding tendencies. If certain
parameter does not indicate good results, acceptable annual strategies, long-
term targets, regional tactical strategies, and organizational executive strate-
gies may also be implemented.
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Fig. 1 Evaluation of linear and nonlinear regression functions for a Parameter 1, b Parameter 2, c
Parameter 3, d Parameter 4, e Parameter 5, f Parameter 6, g Parameter 7
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Fig. 1 (continued)
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Fig. 1 (continued)

5 Conclusions

Decision-makers in contemporary water protection administration schemes pay
attention to data analytics in a significant way. To achieve realistic results, the choice
of input data is very critical. The results and discussion and Table 5 for model evalu-
ation between linear and nonlinear (polynomial) regression models suggest that the
nonlinear regression model performed better than linear regression.

For the province that has been studied here, it is observed from Fig. 1 that confor-
mity to standards quality of potable water follows a concave pattern. Although the
measures of wintertime communal water, number of sewage effluent discharges
that cause threat to freshwaters & usage, potable water quality fulfillment display
declining tendency, percentage of population in the province insured by a compre-
hensive source water protection plan, hazard allied with dams of Water Security
Agency, number of substandard dams that needs repair, number of sewage effluent
discharges that cause threat to freshwaters show increasing styles over time. Given
these trends, revenue can be high or low based upon the blend of direct and indirect
overhead. The authority should decide what the best yield rate for the water safety
arena is. Given these patterns, turnover may be high or low based on the blend of
direct and indirect expenses. For the water security field, the management should
determine what the perfect turnover rate is.

Since performance prediction may be a challenge for each organization, other
organizations with the same issues may similarly apply this research method to
forecast similar nonlinear series in the sense of limited data in general. This research
has some limitations. The complicated matter in this study was collecting provincial
data. To resolve this shortcoming, the Security Agency’s annual reports were used
to obtain the criteria required for the model. It would be beneficial to note that
when the raw data series changes noticeably or expands vigorously, various models’
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estimated accuracy will quickly decrease; different prediction methods would be
needed in those circumstances.
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Studying the Water Scarcity
in the Downstream Due to Factors
in the Upstream—A Case Study

Tham Hong Duong

1 Overview

Mekong is an international river, flowing through many countries in South East Asia.
Many studies indicated that dams on the mainstream of this river lead to numerous
conflicts and problems that needed to be solved, both in social, economic, and envi-
ronmental aspects. There are actually somany hydropower dams built from upstream
to downstream, and the reason for conflicts is that this river played a very important
role in the specific region, where there are at least six countries, i.e., China, Lao,
Thailand, Myanmar, Cambodia Vietnam lived beneficially thanks to resource taken
from this river. This river supplies electrical energy, food, echo diversity, and fishery
products for these countries.

Mekong River Basin region is also the most crowded population community with
more than 60 million people. But nearly 85% of the population in the rural areas
earned their daily livings and lived along the river with fishery and agriculture [1].
The living condition of a great part of the region is under the standard level.

Many global organizations have had continuously set forward strategic plans for
speeding up economic development for this region, so one of the most key factors
is energy for the region. So HEP (an abbreviation of the hydro-electrical power) is
the prior option because this solution is reasonable for mountainous topography like
Lower Mekong River Basin (LMRB, where Laos is the most suitable for developing
this energy), it is cheap, less polluted than fossil energy, and may contribute for
irrigation when necessary. Reservoirs associated with dams can be used to regular
the flow when necessary and for irrigation purposes [2].

However, this kind of energy faces so many negative impacts on the environment,
affecting the economic and social aspects [3]. Disadvantages of hydropower dams
are:
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Ecosystem damage;
Loss of land;
Siltation;
Flow shortage;
CO2 and CH4 emission from reservoirs;
Resettlement for people;
Other failure hazards (reservoir-induced seismicity [4]).

Unfortunately, HEP in the condition of global climate change, combined as a
double-action has caused somuch and increasingly negative impacts: alter the regime
ofwater flowand runoff to regions and subregions inLMRB,Drought/Flood as severe
weather from places to places, loss of biodiversity, Green House Gas (GHG) emis-
sion, etc.; besides, it leads to decline in fishery and agricultural productivity, reduction
of sediment (for being trapped behind dams) to downstream regions, etc., and espe-
cially water quality and usage. More seriously, reservoir-induced seismicity due to
the high pressure of reservoir water on substrata of geo-morphological structure [5]
might be another threat.

As such, water resource in downstream was seriously affected by Mekong River
Hydropower dams, together with seawater rising due to climate change has resulted
in a lack of water both in quantity, quality (salinity intrusion and pollution), reduce
land for infiltration and surface storage into ponds or lakes…a question is how can
we point out water scarcity using data related to dams and to climate change?

This article will study quantitatively the effects of factors of the upstream such
as dam-related environment, i.e., catchment, runoff, flow discharge…to predict the
water scarcity in the downstream. The limitation of the study is on the time period
when the data was collected.

2 Methodology

2.1 Conditions, Variables, and Parameters to be Considered

Climate change. Water scarcity is currently keen and urgent. Salinity intrusion
together with extreme weather caused by El Nino make the situation worse than
ever. So a lot of factors to be taken into account should be as follows:

• Natural conditions of downstream countries/regions;
• Socio-Political conditions of the countries located along the River.
• Conditions of Water usage of each country in the region.
• What are the factors contributing to water scarcity in downstream regions?

Conflicts. Some examples for the non-sustainable development is Lao’s HEP might
cause negative impacts for Cambodia, then, in turn, Cambodia takes natural resources
prior to Vietnam. Nearly 40 big dams in the mainstream of the Mekong and its
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tributary areas built by these countries affect seriously the most downstreamMekong
Delta of Vietnam. There are visible conflicts and invisible ones.

Visible conflicts

• Literature reviews over the concepts of sustainable development indicated due
to the construction of hydropower dams upstream of the Mekong river, each
MRC country has a degradation in economic aspects (agricultural production,
fishery, and forestry), environment (i.e., degradation and loss of biodiversity)
and social aspect (poverty increases as population increases), especially riparian
citizen [3,6,7]. In another situation, China releases water from the Jing Hong dam
for drought protection in Vietnam, but Thailand warned the water raised so fast
that the fishery and agriculture were negatively affected.

• PDR Lao for years wants to be an electricity export country in LMRB, has built
at least 23 HEP dams along the mainstream of Mekong River and by 2020 at
least more 90 dams will be constructed. Big Xayaburi (1285 MW) and rather
a small Don Sahong (just 260 MW) are both approved by the government (the
main contractor is Thailand and Malaysia, respectively) [8]. A question is that
Lao is an MRC country, why Lao didn’t counsel other downstream MRC coun-
tries unilaterally disobeyed any Mekong Agreement signed in 1995 by member
countries.

• Phnom Penh Post [9] recently published on 6 April 2016 said that 11 proposed
dams in the LMB will damage Cambodia’s economy by nearly $450 million per
year, (Vietnam will suffer a higher loss, about $760 million per year). But in
turn, the country keeps on construct the Stung Treng dam (nearly 1000 MW)
which can push more than 10,000 to resettle to other places. The Phnom Penh
Post abovementioned also said: Don Sahong dam built in Lao’s territory will
cause “disastrous effects (quoted) for downstream countries”, i.e., Cambodia and
Vietnam. So, the question is that meanwhile, the MRC upstream countries knew
clearly the negative impacts to downstream, why they don’t give up hydropower
dam projects in the mainstream of Mekong River?

Invisible conflicts

Invisible conflicts are those in a complicated system where this is cause but also
being the effect of the other.

• Statistical data (Pornsook C, 2000 [10]) indicated that only thousands of hectares
of rice pad of Korat Plateau (Thailand), requires nearly 6.32 billion cubic meters
of water. Water for irrigation for North East Plateau of Thailand can be enough
of 325,000 Ha paddy rice field, has taken 17% water in the dried season of Tien
and Hau River. But whether Thailand may /may not give up the good ambition of
being a top leading rice exporting country in the region or not, it seems there is
uncertainty that the fishery and agriculture were negatively affected (Fig. 1).

• Another negative impact of dams is a reduction of sediment that is trapped behind
dams. Reported data indicated that with data in 1983, it is 160 million metric tons
of suspended sediment per year poured into East Sea (Milliman and Meade, 1983
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Fig. 1 Dams in LMRB.
Korat Plateau (KP in the
figure) is a very vast and
relatively dried area which
has huge demand of water
irrigation [10]

Fig. 2 Degradation in
sediment from upstream to
downstream countries [11]

[11]). But until 2010 (after 27 years), it decreases nearly 90 times to 155 Mt per
month1 although discharge increases someway (Fig. 2).

2.2 Data Collection for Model

A causal loop model for understanding the reason for water scarcity has been estab-
lished (Tham, D.H, 2011 [13]). The goal of this study is to find out the relationship

1 Calculation with discharge 60,000 cubic meters/sec × 86,400 s × 30 days/month × 1.500 ppm
(Zuo Xue, J. Paul Liu and Qian Ge, 2010) [12].
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between HEP dams-related factors andWater Use, in the condition of climate change
(Fig. 3).

Data from the period from 1995 to 2000 (post-dam period) are collected. These
were independently recorded ones in stations of PDR Lao, Thailand, Cambodia,
and Vietnam. For the practicable purpose, the mean values are obtained from the
documentations reported by MRC in 2010 [14]. There are 8 variables including:

• RSRVOIR, “water surface” = Sum-up areas of water surface of reservoirs
upstream in China before 2000 added to areas of reservoirs in specified country
of LMB; for example, to find area of reservoirs in PDR Lao, we take area of reser-
voirs associated with dams in upstream China built before 1995 (i.e. Manwan)
plus the area of reservoirs in PDR Lao’s territory;

• GHGEMIT (with label “CO2 CH4 (ton)”)= amount of greenhouse gases emitted
into atmosphere per capita, in million tons CO2 equivalent [15];

• CATCHMNT with label “area basin (km2) = Area of catchment in km2;
• RAINFALL (with label “rainfall in mm”)= Rainfall in mean value, in mm, [21];
• FLOW (with label “discharge (milm3)) = Discharge measured in each country,

million m3 [16];
• EVAPO (with label “evaporation in mm”) = Evaporation in mm [16];
• RUNOFF (with label “runoff in mm”) = depth of runoff in mm;

Fig. 3 Causal loop for a system dynamic between the effective factors
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Table 1 Table captions should be placed above the tables

MRC Countries RSRVOIR* GHGEMIT CATCH-MNT RAINFALL** FLOW*** EVAPO RUN
OFF

DEFOREST

(Km2) (mTon/cap) (103 km2) (mm) (M.m3) (mm) (mm) (103 km2)

Lao 451.93 17.40 202 69 5270 7 2000 129.4

Thai 1144 351.30 184 148 2560 40 700 515.3

Cambodia 415 22.70 155 181 2860 25 550 131.4

Vietnam 480 176.90 65 5 1160 15 350 137

Source *(WRI, 2009); **(IMC, 1988); ***IPCC, COP8, MRC

• DEFOREST (with label “area of deforest”) = Area of deforestation, 103 km2

These variables as independent variables are tabulated in Table 1.

3 Results

3.1 Correlation Between Factors of the Environment
in the Existing Condition

Vietnam is the most downstream country in the region. By conducting a multi-
variable linear regression, an equation for the correlation between different factors
of the upstream natural factors and the water condition in the downstream regions,
as in Fig. 4.

3.2 Equation of Water Balance

The equation of Water Balance is as follows [17]:

R = P + Q − E − I − �S (1)

where R is the runoff, P is the precipitation, Q is the discharge, I is the infiltration
and �S is the storage downstream. The condition of water scarcity happens when
the demand for water use excesses the runoff throughout the catchment. This situa-
tion will not take the be water spraying time of agricultural crops into account that
may exacerbate the scarcity. By assigning the trend of increase or decrease of each
individual factor in the Table of correlation, the storage has proved to be lowered, as
in Fig. 5.
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Fig. 4 Correlation between some factors of environment in period 1995–2000

Fig. 5 Correlated factors result in a decrease of the storage to themost downstreamcountryVietnam

3.3 Discussion

This study is personally the author’s viewpoint explaining scientifically the water
scarcity downstream by using a correlation matrix and the equation of the water
balance, that bases upon data mining in a specific period.

• There are unavoidable conflicts in the upstream, both in visible and invisible
issues. The key controversy is the way of upstream countries in governing water
use and the policy of sharing the natural resource implemented by upstream
countries.
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• This study only aims to entail some key factors in the upstream. The approach is
to analyze the correlation matrix in Fig. 3. By comparing quantitatively the trend
of increase or decrease of the specific factor associated with others in the water
balance equation, there are factors of climate change and those of upstream dam
projects. Factors of the upstream strongly depend on the construction activities
and their consequence, including environmental, hydrological, and social aspects.

• The overuse of the water resource aiming to increase the productivity in agricul-
tural activities results in the water scarcity of the downstream countries, but have
not been listed in the correlation matrix. Besides, the sea level rising causes the
water polluted.

• Solution for mitigating the water scarcity may come from the way of cooperation
betweenMRC countries, construction of some water storing and a transformation
from some agricultural activities to the fishery with a higher value obtained.

• This study only suggests an approach for estimating the water condition of water
use downstream in relationshipwith factors upstream.Themore efficient approach
for studying thewater scarcity the downstreamaccording to factors of the upstream
is the system dynamics [18].

4 Conclusions

TheMekong is an international river, but factors in the upstreamcausedwater scarcity
downstream. In the situation in which hydropower dams are constructed on the
mainstream, the consequence has been proved clearly to impacts negatively to people
community and its livelihood, environment, and economics of the downstream as
well. Projects of the hydropower dams have continuously harmed and damaged the
natural environment, have caused a change in the hydrological regime, and disturbed
the water balance from regions to other regions. Causes and effects is a complex
system with many different factors. A scheme of the causal loop is created that
serves as a good material for studying the system dynamics.

By investigating the data of 8 variables about the water condition in the regions
from the upstream to downstream,which their correlations are applied to the equation
of the water balance, the results point out a water scarcity in the downstream regions.
There are factors for water management downstream. They are still required further
studies for explaining water scarcity in a more detailed way in the future.
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Prediction Model for Evaluating the Raw
Water Quality Parameters and Its
Significance in Pipe Failures of Nuclear
Power Plant

P. Suganya, G. Swaminathan, B. Anoop, S. P. Sathiya Prabhakaran,
and M. Kavitha

1 Introduction

Majority of the plant auxiliaries in nuclear power plant depends on the water resource
to remove the non-radioactive thermal loads. Such daily raw water requirements
will vary from 5000 to 7000 m3 per day. Water quality monitoring and management
techniques are required for the prediction & evaluation of its effect on the component
failures. Optimization and water quality modeling caters to only 5–10% of the total
research on water quality (data from the Scopus database). Unplanned plant outages
and economic losses are enormous in water chemistry failures [3, 10, 13, 18, 20,
22]. Almost 90% of pipe failures in nuclear power plants occur due to leaks, and the
failure mechanism that continues to be a significant one is erosion-corrosion. This
erosion-corrosion mechanism is a significant failure mechanism factor in small and
large diameter pipelines [9]. The undesired phenomena due to low water quality can
be prevented if proper chemical conditioning and preventive measures were taken at
the appropriate time [20, 22].

The performance of the water supply systems with specific importance to water
quality can be measured by various indicators like mean, variance & other statis-
tical tools. The acceptance of a water sample is based on the mean and standard
deviation, rather than the exceeding value [24]. This assessment process is seen as
a statistical decision of a particular problem. However, a wide gap exists in these
classical methods to predict the severity with respect to time [14]. Response surface
methodology combines the mathematical and statistical tools to model and optimize
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the system parameter after determining the correlation between the independent vari-
able [19]. RSM is used extensively to design and optimize the parameters tominimize
the number of experiments and to find the relation between each individual parameter
[4, 8, 25].

Profuse quantity of research on contaminant transport, water quality with specific
importance to pollutant & its degrading effect has been conducted [11, 12]. The
performance of artificial neural network (ANN) and multilinear regression (MLR)
models in predicting the BOD, COD was better. Most of the models were utilized to
study the impact of industrial and human interference on the environment. Degrada-
tion of biological pollutants, DO variation in the natural water streams, and the fate
of hazardous & organic contaminants from industrial effluent are among the most
researched topic [5, 28, 29, 31].

The majority of the exceedance in the water chemistry levels pose severe damage
to the component and warrant hefty economic losses [6, 7, 15, 17, 21, 27]. These
water chemistry violations may slowly develop into a pipeline failure and prevent
the system from performing its intended function and hinder nuclear power plant
operations. The plant water auxiliary systems are highly required tomaintain the safe
state of the reactor to prevent any unforeseen exposures damages. Safety functions
are grouped and ranked into safety classes based on the consequences of the failure
of safety functions performed by the system & the occurrence probability of its
failure. Plant water auxiliary systems are classified under safety class: 3 and seismic
category: 1 [1]. The availability of the plant water auxiliary system even after the
reactor shutdown ensures decay heat removal and maintains the reactor systems in
the poised state. Hence, developing a prediction model for water chemistry violation
in the source of raw water of the nuclear power plant will be highly beneficial to
manage and act promptly to the situation.

The main objective of this research is to develop a prediction model with the
existing water quality data to correlate the effect of other water quality parameters
on the conductivity. Further studies are carried out with this data to manage and plan
for the pipeline failures in auxiliary water systems of the nuclear power plant. Once
a model has been developed, it can be adopted in the system, and necessary actions
can be formulated to prevent major disasters.

2 Material and Methodology

The process flow diagram of the plant water auxiliary system with its end system
load is depicted in Fig. 1. Plant water auxiliary system supplies raw water to the
safety-related unit coolers (SRSW coolers), which removes the thermal loads from
various safety-related systems like safety chillers, gas compressors, reactor auxil-
iary systems like concrete cooling systems, radiation shielding systems, spent sub-
assembly coolers, etc. Mostly carbon steel is used as the material of construction for
auxiliary water system pipelines.
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:dnegeL
1. Cooling Tower (CT) 2. Hot raw water to CT  
3. Cold raw water from CT 4. Raw water pumps 
5. Raw water to the unit cooler 6. Unit Coolers 
7. Raw water from the cooler 8. DM water to system loads 
9. DM water from system loads 10. Gas compressors 
11. Safety chillers 12. Reactor Auxiliary loads 

Fig. 1 Flow diagram of plant water auxiliary system

The water quality of this plant’s water auxiliary system is collected for a period
of 3 years (January 2018 to September 2020). Quantitative and qualitative analysis
of water samples is carried out as per the standard method for examination of water
[2].

This data is used for multivariate regression analysis by response surface method-
ology using Design-Expert software. Conductivity is chosen as the response param-
eter, and other water quality parameters like alkalinity, sodium, chloride, iron, silica,
hardness are given as input variables. The performance of the multilinear regression
model is evaluated by the correlation of coefficient and P-value of the model, as
indicated in the ANOVA table. These two criteria indicate the goodness of fit for the
model.

After this multivariate regression analysis, major chemistry violation which inten-
sifies to pipeline failures is identified case by case. Statistical analysis of the data
is performed using JASP Software. The results obtained from the prediction model
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are compared with available pipe failure cases, and a suitable recommendation is
proposed.

3 Results and Discussion

3.1 Experimental Run and Optimization of Water Quality
Parameters

The multilinear regression equation obtained for the predicted model is given by the
following equation.

Conductivity, Y = 92.9 − 3.58 X1 + 1.29 X2 + 7.77 X3−1.85 X4 + 4.45 X5

+ 185.22 X6 − 25.17 X7 + 0.12 X1X2 + 0.1 X1X3

+ 0.019 X1X4 − 0.023 X1X5−9.8 X1X6− 0.31 X1X7 − 0.5 X2X3

+ 0.027 X2X4− 0.016 X2X5 + 24.85 X2X6− 0.22 X2X7− 0.006 X3X4

− 0.0036 X3X5 + 18.84 X3X6 + 0.46 X3X7− 0.004 X4X5 + 3.18 X4X6

+ 0.046 X4X7− 4.18 X5X6 + 0.2 X5X7− 120 X6X7 + 0.0009X1
2

+ 0.07 X2
2 + 0.15 X3

2 + 0.0026 X4
2− 0.0016 X5

2 − 277.86 X6
2

+ 0.8 X7
2

Where X1 is the M-alkalinity, X2 is the total hardness, X3 is the calcium hardness,
X4 is the sodium, X5 is the chloride, X6 is the iron, X7 is the silica levels in the water.
The results of the ANOVA are represented in Table 1. The evaluation criteria for
the model is given by the R2 value and P-value of the model. The goodness of fit of
the predicted model is determined by the R2 value of at least 0.8. The coefficient of
correlation for the model is 0.98. The P-value of the model is <0.0001. This states
that a model is significant and has a good fit.

Figure 2 shows the actual and predicted plot for the model. Only little variation
is seen in the actual and predicted model. The residuals are evenly distributed along
the straight line (Fig. 3). Hence, the model could be used for predicting the response
variable. Figure 4 shows the response surface graphs for the responsevariable conduc-
tivity. There exists a heavy interaction between conductivity and sodium, chloride.
Moderate interaction between the conductivity and iron is prevalent (Fig. 4a–f). The
effect of sodium, chloride, iron, and silica is more significant than the hardness and
alkalinity terms (Table 1). Iron and silica being present in smaller quantities when
compared to sodium and chloride levels, the influence of these two parameters on
the conductivity is more significant. The raw water quality analysis results indicate
that the effect of hardness or alkalinity levels are less when compared to sodium and
chloride levels. Hence, by taking preventive measures to control the levels of sodium
and chloride, corrosion failure on pipelines can be minimized.
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Table 1 ANOVA table

Source Sum of squares df Mean square F-Value P-Value

Model 9.906E + 06 35 2.830E + 05 117.18 <0.0001

A-M- Alkalinity 539.23 1 539.23 0.2233 0.6380

B-Total Hardness 2179.20 1 2179.20 0.9023 0.3453

C-Ca Hardness 57.01 1 57.01 0.0236 0.8783

D-Sodium 12,191.90 1 12,191.90 5.05 0.0277

E-Chloride 2261.32 1 2261.32 0.9363 0.3364

F-Iron 7363.35 1 7363.35 3.05 0.0850

G-Silica 10,995.12 1 10,995.12 4.55 0.0362

AB 4255.61 1 4255.61 1.76 0.1885

AC 962.87 1 962.87 0.3987 0.5298

AD 3556.11 1 3556.11 1.47 0.2289

AE 3973.43 1 3973.43 1.65 0.2037

AF 3170.63 1 3170.63 1.31 0.2556

AG 1772.65 1 1772.65 0.7339 0.3944

BC 16,980.08 1 16,980.08 7.03 0.0098

BD 3467.41 1 3467.41 1.44 0.2347

BE 1088.33 1 1088.33 0.4506 0.5042

BF 18,787.57 1 18,787.57 7.78 0.0067

BG 765.71 1 765.71 0.3170 0.5751

CD 89.38 1 89.38 0.0370 0.8480

CE 21.07 1 21.07 0.0087 0.9258

CF 3587.50 1 3587.50 1.49 0.2269

CG 1258.75 1 1258.75 0.5212 0.4727

DE 2222.67 1 2222.67 0.9203 0.3406

DF 5399.15 1 5399.15 2.24 0.1392

DG 279.55 1 279.55 0.1157 0.7347

EF 10,889.05 1 10,889.05 4.51 0.0371

EG 10,938.82 1 10,938.82 4.53 0.0367

FG 15,530.93 1 15,530.93 6.43 0.0134

A2 0.6704 1 0.6704 0.0003 0.9868

B2 2043.63 1 2043.63 0.8461 0.3607

C2 2346.44 1 2346.44 0.9715 0.3276

D2 2775.89 1 2775.89 1.15 0.2872

E2 1582.87 1 1582.87 0.6554 0.4208

F2 2556.95 1 2556.95 1.06 0.3069

G2 4516.06 1 4516.06 1.87 0.1757

(continued)
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Table 1 (continued)

Source Sum of squares df Mean square F-Value P-Value

Residual 1.763E + 05 73 2415.29

Lack of fit 1.763E + 05 69 2555.30

Pure error 0.0000 4 0.0000

Cor total 1.008E + 07 108

R2 = 0.98; R2
adj = 0.97; CV (%) = 6.65

Fig. 2 Actual and predicted
plot

3.2 Effect of Water Chemistry on Pipe Failures

Table 2 gives the mean observed water quality parameters for 3 years and its compar-
isonwith the recommended levels.All thewater quality parameters are observed to be
within the recommended levels. But the chloride levels are slightly deviating. When
the chloride levels are examined individually, it was deduced that marginally higher
levels are received sporadically. The number of exceedance of chloride levels, when
compared to the sample population, is found to be 0.3. This exceedance of chloride
values above 200 ppm is not continuous, but occasionally the limits are exceeded.

Figure 5 indicates the density curve for the water quality parameter of a total
sample population. The distribution curve for Total dissolved solids, M-alkalinity,
Total hardness were definite and fell within the criteria. The chloride distribution
levels were distributed over a wide range and are skewed.
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Fig. 3 Normal probability
plot of the residuals

The prediction model was applied to study the conductivity and chloride levels
by varying each parameter through a range of values obtained from the field. The
conductivity values were predicted under two cases viz. when maximum exceedance
value is reached for each parameter, and when values are always in the range
(Table 3).

From Table 3, it is seen that there is a high possibility of chemistry failures
in pipelines and other components if the water quality parameters go beyond the
range (category: 1). Generalized corrosion, pitting corrosion plays a significant role
in carbon steel pipeline failures due to exceeded chloride levels [23, 30, 31]. A
severe corrosion process takes place in the internal surfaces of unlined carbon steel
pipelines when exposed to violated water quality parameters [26]. High deposition of
corrosion products inside the pipelines happens when this category 1 water is used in
the system for 12 months. Over a while, these deposits further interfere, leak & block
the system flow. This results in the frequent system, equipment outages. However,
if the range of values (category: 2) obtained in these three years is continuing in
the same manner, there is minimum or no cases of chemistry failures. Therefore, to
avoid system failures, it is recommended to maintain the chemistry levels as per the
category: 2 values.
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Fig. 4 a–f Response surface plots for conductivity
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Table 2 Recommendation for preventing chemistry failures

Parameter Recommended levels [16] Mean observed levels Remarks

pH 6–8 7.6 Acceptable as per standard

Turbidity <NTU 3.4 Acceptable as per standard

TDS <1350 ppm 409 Acceptable as per standard

M-Alkalinity 300 ppm 42 Acceptable as per standard

Total hardness <300 ppm 44 Acceptable as per standard

Chloride <200 ppm 206 Slightly above the standard

Iron <0.3 ppm 0.1 Acceptable as per standard

Fig. 5 a–f Histogram and Density plots for water quality parameters

Table 3 Predicting
chemistry failures

Parameter (ppm) Cat: 1 Max.
exceedance value

Cat:2 Normal range

M-alkalinity 50–70 30–50

Total hardness 50–70 40–50

Calcium hardness 20–50 20–30

Sodium 100–500 100–250

Chloride 100–700 100–250

Iron 0.1 0.1

Silica 5–15 5–10

No of runs 30 30

No of violations 90% of the cases were
exceeded

NIL in conductivity
01 in chloride
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4 Conclusion

The advancement of statistical and data analysis technology was outsourced in this
article for developing a prediction model for evaluating the colossal water qualita-
tive data. The predicted model is significant and can be used to predict water quality
levels. It was found that sodium, chloride, iron, and silica significantly affect conduc-
tivity levels. All the input parameters had a quadratic relationship with conductivity.
Further, the exceedance levels of the water quality parameter are anticipated under
two categories, and a suitable range of values for minimizing the chemistry failures
is provided. These exceedance levels and the significance of corrosion failures were
also enumerated. The obtained range of values, when maintained in the system, will
reduce equipment outages and increase the operation cycle.
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1 Introduction

Rangpur is one of themajor cities in the northern part of Bangladesh andwas declared
as the 7th administrative division of Bangladesh on 25 January 2010 [1]. After
becoming the new administrative division, a new window of economic opportu-
nity is opened in this city. Many people from non-privileged villages facing Monga
(Local Famine of northern Bangladesh) started migrating to the city area in search of
better opportunity [2]. Thus, a rapid increase in urbanization was spotted in the last
decade. Many large, medium, small-scale, micro, and cottage industries have been
formed in discrete fields for manufacturing different products, mining, quarrying,
electricity, gas, air conditioning supply, and construction work in Rangpur city [3].
With the industrial and economic development, urbanization expanded rapidly. In
2009 the build-up areawas 10.73% and in 2019 is 28.26%of the total area of Rangpur
city [4].

The rapid growth of urbanization and industrialization lead to regularly congre-
gating a lot of working-class people. In this context, the demand for consumptive
water use has prominently increased. There is no structured water supply system in
Rangpur city and people use various kinds of sources for drinking water [5]. The
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supplied jar water, bottled water, deep-wells, and tube-wells are the most popular
drinking water sources in Rangpur city. Most of the people use groundwater for
drinking, cooking, and other consumptive purposes extracted with tube-well [6].
Though the residential and official users ensure their drinking water quality by using
water-filter and treatment system, the low-income people don’t have the solvency
to do it. They are the most vulnerable water users in this city. The main source of
drinking water for these slum-dwellers and working-class people are public tube-
wells installed at the masjids, schools, colleges, universities, marketplaces, bus
stands, and roadside. As these sources are open for all, the authority was not pestered
about the water quality and there is no proper monitoring of water quality of this
water. Most of the users are constantly drinking this water out of unawareness and
ignorance about the quality. Thus, the health of such a huge population is vulnerable
to the drinking water. Hence, the water quality of these public tube-wells has become
a major concern now. Moreover, due to rapid urbanization the groundwater table is
continuously declining and the hydrochemistry is changing, becoming more diverse
and complex [7]. Though the groundwater table is decreasing in the northern part of
Bangladesh, the water table remains 3.27 m below ground surface in the wet season
and7.5m in the dry season inRangpur area,making the groundwater easily accessible
for tube-wells [8, 9]. Apart from that, the physio-chemical and heavy-metals present
in groundwater may cause high toxicity and the consumption of contaminated water
may lead to severe health problems including diarrheal diseases, jaundice, typhoid,
damaged or reduced mental and central nervous function, hypertension, hyperker-
atosis, restrictive lung and kidney disease, Wilson’s disease and hemochromatosis
and gangrene [10–13].

In spite of significant health impact, there are only a few studies on groundwater
and its contaminations in Rangpur district that have been conducted [14–16]. But
there isn’t any specific study focusing the public tube-well water quality in Rangpur
city. Thus, this study attempts to assess the water quality of the public tube-wells
of Rangpur city and determine whether it is within the allowable limit for drinking
according to the ECR1997 of Bangladesh andWHO guidelines. This water source is
chosen for study because this is themain drinkingwater source of themost vulnerable
low-income people residing in Rangpur city and contamination of this water source
can impose significant health threat to that huge amount of people. For this purpose,
some vital water quality parameters were analyzed from the collected water samples
to compare the drinking water criterion. This study also aims to visualize the spatial
distribution of the water quality parameters through GIS mapping. Using the GIS
map of the Rangpur city area, the water quality parameters in the whole region can
easily be distinguished.
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2 Study Area

Rangpur City is located in the northern part of Bangladesh. The city lies between
the latitude of 25°42’ to 25°47’ N and the longitude of 89°12’ to 89°19’ E. The total
area of the city is 205.76 square kilometers and is in the floodplain of the Teesta
River basin [15]. The average annual rainfall is 2192 mm in Rangpur [14]. Some
crucial locations were strategically selected for sampling from where many people
of different classes and professions collect their drinking water. The water samples
were collected from the public tube-wells located at New Shen Para, Kamarpara
Bus stand, Pouro Bazar, Dorsona More, Modern More, Jumma Para, Dhap, Central
Bus Terminal, New Engineers Para, Tajhat, Lalbag, Rail Station, Parker More, Jahaj
Company, and Salbon Mistry Para of Rangpur city which are labeled from WS1 to
WS15, correspondingly. The study area is shown in (Fig. 1).

Fig. 1 Study area
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3 Methodology

3.1 Sample Collection

Fifteen water samples from public tube-wells were collected from different strategi-
cally selected locations in the Rangpur city area in September 2020. Water samples
were collected in one-liter polypropylene bottles. Before the sample collection, all the
bottles were cleaned with diluted hydrochloric acid and deionized water, followed
by a repeated wash with the water sample. Before collecting the water samples,
the water was pumped out from tube-wells for about 15 min to avoid stagnancy
and water sampling contamination. After the collection of water samples, all the
bottle’s mouths were sealed tightly. The sample bottles were labeled with the date
and sampling location. After taking the samples, some important parameters, i.e.,
pH,TotalDissolvedSolids (TDS),Conductivity,DissolvedOxygen (DO),Alkalinity,
Total Iron, Phosphate, Copper, and Chloride for each sample were tested.

3.2 Laboratory Testing

The physical parameters such as pH, TDS, Conductivity, DO were measured and
recorded on the spot during sample collection. pH, TDS, conductivity, and DO were
measured byHACHmultimeter (Model:HACHHQ40d), and itwas calibrated before
the reading. The EDTA titrimetric method was used to measure Total Hardness, and
Alkalinity was measured with the titrimetric method using 0.02 N Sulfuric acid.
Chloride was measured by the Standard AgNO3 method. Total Iron, Phosphate,
and Copper were determined by Spectrophotometer (HACH DR6000). Chemical
analyses of the samples were conducted using the standard method recommended
by American Public Health Association [17].

3.3 Statistical Analysis

The test result was analyzed in both Microsoft Excel 2016 software and IBM SPSS
statistics 25 software. The minimum, maximum, mean, median, and standard devia-
tion for each parameter were computed in SPSS. After that, the box and whisker for
each parameter were plotted using Microsoft Excel [18].
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3.4 GIS Mapping

GIS map for the whole study area in Rangpur city has been developed to delineate
the spatial distribution of water quality parameters. The ESRI ArcGIS 10.5 software
was used to map the spatial distribution [19]. The administrative boundary map was
collected from Humdata of MapAction. The excel sheet of test result data was added
to ArcGIS by x,y data plotting and geo-referenced toWGS 1984 co-ordinate system.
Then this data was exported as a layer and used for mapping. The geoprocessing
tools were utilized to delineate each water quality parameter’s spatial distribution in
the Rangpur city area. The thematic map for each parameter in the Rangpur city area
was generated by the Inverse Distance Weighted (IDW) interpolation technique of
the 3D analyst tool of ArcGIS [20].

4 Results and Discussions

4.1 Laboratory Test Results

The tested sample’s value represents the state of the physical and chemical parame-
ters present in the water sample. The limit of these parameters in water is different
for different uses. The Environment Conservation Rules (Bangladesh),World Health
Organization, European Union, US EPA, India (BIS), and other environmental orga-
nizations have set a standard limit for different parameters for drinking water. The
study results are compared with the ECR 1997 and WHO limit to assess the water
quality of Rangpur city [21, 22]. The test result of different parameters of samples
is shown in Table 1.

pH: pH refers to the hydrogen ion concentration present in water sample and
pH value higher than 7 refers to the water is alkaline and less than 7 is acidic. The
maximumandminimumpHvalue in the tested samples is 7.44 and 5.94, respectively.
Mean, median, and standard deviation value from the statistical analysis is 6.75, 6.72,
and 0.37, respectively. Except for one, all other sample’s pH values are within the
recommended standards of WHO and ECR1997. The pH value of one sample below
the limit is 5.94 and this water is slightly acidic in taste but drinking this water would
not be hazardous.

Total Dissolved Solids (TDS): Total Dissolved Solids (TDS) value of all the
tested samples is within the limit of WHO and ECR1997 standards. The TDS value
varies between 380 mg/l to 71.2 mg/l with a mean of 186.2 mg/l. The median and
standard deviation are 146.4 mg/l and 111.12, respectively. The value of TDS shows
the water of all the tube-wells is very aesthetic to drink.
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Conductivity: The maximum and minimum value of conductivity in the tested
sample is 887 µS/cm and 153.8 µS/cm, respectively. A total of six samples exceeds
the recommended standard of WHO for drinking this water. Two samples slightly
exceed the limit, and the other four sample values are very high. Mean, median, and
standard deviation for conductivity is 401.98 µS/cm, 316.00 µS/cm, and 250.70,
respectively.

DO: The DO value of tested samples is found between 7.36 mg/l to 2.50 mg/l,
with a mean of 4.34 mg/l. The median and standard deviation are 4.28 mg/l and
1.25, respectively. Only one sample has a DO value of more than 6 and others have
relatively low DO. These tube-wells samples were extracted from groundwater and
the variations in DO are because of the tube-well’s depth.

Total Hardness: Themaximum andminimum total hardness value is 271.00mg/l
and 46mg/l, respectively. Themean,median, and standard deviation of total hardness
is 117.67 mg/l, 90 mg/l, and 79.55. Six samples are soft; four samples are moderately
hard; two samples are hard and the rest three are very hard, according to the WHO
guideline. Though all the samples are within the limit, people might find taste issues
with the hard water.

Alkalinity: The maximum value of Alkalinity is 196 mg/l, and the minimum
value is 44 mg/l. Mean, median, and standard deviation are 107.33 mg/l, 90 mg/l,
and 47.84, respectively. The water samples are within the standard limit and are very
good for drinking.

Total Iron: Higher iron concentration may cause color, taste issues, and toxicity
for human health. Themaximumvalue of the total iron is 5.99mg/l, and theminimum
value is 0.02 mg/l. Mean, median, and standard deviation for iron are 1.24 mg/l,
0.5 mg/l, and 1.94, respectively. Four water samples exceed the permissible limit of
ECR 1997, but two are more than 5 mg/l, which is not very suitable for drinking.
The iron removal technique should be used for the water of these two tube-wells.

Copper: Themaximum andminimumvalue of Copper is 0.45mg/l and 0.01mg/l.
The mean, median, and standard deviation is 0.067 mg/l, 0.02 mg/l, and 0.117,
respectively. Though one sample has a higher value of copper present in the water,
all the samples meet Copper’s guideline value. The samples are free from copper
toxicity.

Phosphate: The maximum value of Phosphate is 1.06 mg/l, and the minimum
is 0.07 mg/l in the tested samples. The mean, median, and standard deviation are
0.35 mg/l, 0.27 mg/l, and 0.225. According to the standard of ECR 1997, the
Phosphate in drinking water lies in a good range and suitable for drinking.

Chloride: The higher amount of chloride present in water may cause salinity. The
maximum chloride concentration is 81.39 mg/l, and the minimum is 5.95 mg/l in
the study area. The mean, median, and standard deviation for chloride concentra-
tion is 31.56 mg/l, 17.86 mg/l, and 26.86. There are no samples in which chloride
concentration exceeds the standard limit according to WHO and ECR.

The box andwhisker plot from statistical analysis of different parameters is shown
in (Fig. 2).
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Fig. 2 Box and Whisker plot of a pH, b TDS, c Conductivity, d DO, e Total Hardness, f Total
iron, g Alkalinity, h Phosphate, i Copper, and j Chloride

According to water quality standard, all the tested parameters of the sample
from New Shen Para shows satisfactory result which indicates that this tube-well
water is allowable for drinking. Similar kind of water quality is observed in the
Kamarpara Bus Stand, Pouro Bazar, Dorsona More, Modern More, Jumma Para,
Central Bus Terminal, New Engineers Para, Tajhat, Lalbag, and Salbon Mistry Para
which concludes tube-well water of these areas is suitable for drinking. The DO and
Conductivity value in some Rangpur city locations are not within the limit of ECR
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1997 and WHO, but this does not create any significant risk for consumption. No
necessary treatment is required for this region, and the water can be used for safe
consumption.

The iron concentration is higher in Dhap and Parker More area according to ECR
1997 guideline, though other parameters are within the limit. Though drinking the
water of these two tube-wells may not cause significant harm, still it is recommended
to treat the iron before drinking. A very high concentration of iron is found in Rail
Station and Jahaj Company. Whether the other water quality parameters are within
the acceptable limit, the iron removal treatment must have to be conducted to drink
the water of these two tube-wells. Otherwise, consumption of water from these two
tube-wells can cause severe health issues such as skin and hair problems, nausea,
stomach problems, etc.

4.2 Spatial Distribution Map

Inverse DistanceWeighted (IDW) interpolation tool of GISwas used formapping the
Rangpur city area’s water quality parameter value adjacent to the sampling locations.
Spatial distribution maps for different water parameters for Rangpur City are shown
in (Fig. 3). The value of the map is illustrated from the highest to lowest value with
stretched color from deep to light.

The value of Electrical Conductivity, TDS, Total Hardness, and Alkalinity is
found in quite similar spatial pattern throughout Rangpur city but a relatively higher
concentration is observed in the west region than the other parts of the city. The pH
value is lower in the central and north-western part and comparatively higher in the
southern part of the city. In the central and mid-south region, the iron is found in very
high concentration, while in other regions, the Iron concentration is deficient. Copper
is found higher in the mid-west part of the city and lower in eastern and southern
regions. A higher phosphate concentration is found in the mid-south part than the
other parts. Some areas in the mid-west region have higher chloride concentration
but the southern area has a lower concentration of chloride. The water quality of all
the Rangpur city is quite good and people can use the tube-well water for drinking
purposes without any health risk.
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Fig. 3 Spatial distribution maps for a pH, b TDS, c Conductivity, d DO, e Total Hardness, f Total
iron, g Alkalinity, h Phosphate, i Copper, and j Chloride for Rangpur City
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Fig. 3 (continued)

Though the results indicate that now the water quality of the tube-wells is satis-
factory for drinking, but it has to be remembered that the water quality differs in
different seasons. The samples were collected in the month of September after the
monsoon but during the rainy season, there can be fluctuations in some water quality
parameters which need to be monitored. So, seasonal variation of drinking water
quality is necessary and it can be explored as a further research topic.

5 Conclusion

With the rapid growth of population and unplanned urbanization, supply of safe
drinking water to people of all classes has become a new challenge for Rangpur city.
This paper attempts to assess the drinking water quality of the low-income people
who are the most vulnerable people to have access of safe drinking water. The results
show that tested parameters of the collected water samples are satisfactory in quality.
This assessment of water quality ensures that still now slum-dwellers, working-class,
and low-incomepeople are having safe drinkingwater. This is a relief for theworking-
class people of Rangpur city as they have one fundamental necessity of life with good
quality. But the drinking water quality can change time to time due to contamination.
There could have some seasonal variation in the water parameters, which needs to be
assessed as well. So, monitoring of temporal change of drinking water is necessary
in order to ensure the access of safe drinking water to the dwellers of Rangpur city.
Moreover, microbial and arsenic are two other critical parameters for drinking water
that can be tested in further study. Finally, from the results, it can be reinforced that
the water quality of the tube-wells in Rangpur city is quite satisfactory and suitable
for drinking.
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Assessment of the Sustainability
of Water, Sanitation and Hygiene
on Educational Institution: A Case Study
of Rajshahi City Corporation

Farhana Afroz, Shad Hossain, and Rafia Anjum Rimi

1 Introduction

Water, sanitation, and hygiene (WASH) access is important for the safe development
and growth of children worldwide. Every kid has the right to adequate access to
WASH, as stated in the Convention on the Rights of the Child (United Nations,
1989). Despite recent progress in the areas of water and sanitation throughout the
world, more than 2.3 billion people still lack access to sanitation and others are
unable to practice basic hygiene [11].

The challenges ofWASHremain plague for the developingworld.Despite decades
of international emphasis on these concerns, significant rates of illness and mortality
from avoidable water-related illnesses continue, particularly among young people.
More than one billion people require better water supplies [5], and over 2.5 billion
people need access to safe sanitation [6].

Secure and sufficient supply of water and sanitation at educational institutions
are prerequisites for students’ right to basic education [24]. The achievement of the
Millennium Development Goals (MDGs) for universal primary education, gender
equality, and child mortality, as well as the Sustainable Development Goals, and in
particular Target 6 on clean water and sanitation by 2030, have all been linked to
the availability of adequate water, sanitation, and hygiene facilities in educational
institutions [33]. According to academic studies, having proper WASH facilities in
schools can enhance children’s education and wellbeing by lowering the number of
school days lost due to menstrual periods or offering more possibilities for learning
activities [8, 14, 19, 22].

Improvements in health associated with improved water quality are smaller than
those obtained by increasing the quantity ofwater, which enables better hygiene prac-
tices in person and in the home [12, 18]. Population groups consuming more water
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generally have better health than those using less water. It has been shown consis-
tently for different health effects, such as common diarrhoeal infections, diarrhoeal
morbidity and child development [12, 17]. Upgrades to water and sanitation may
not always result in improved health. To address concerns about basic issues such
as hand washing, correct fecal waste disposal, and drinking water safety, hygiene
education is required [35].

Millions of school-aged children lose or fail to complete their education as a result
of disease caused by polluted drinking water and inadequate sanitation. In 2002,
about 500 million school-aged children lived in households without improved water
supplies. Unfortunately, themajority of schools lack adequate sanitary facilities [31].
Numerous studies have found that children who are afflicted with intestinal worms
do poorly in school. When sanitation is accessible, 11%more females attend school,
according to the World Health Organization (WHO) [34].

Because of diseases contracted in the school environment, many students in both
developing and emerging countries miss school [21]. The school atmosphere is an
important setting as the social patterns and attitudes of many children are taught at
school. In educational and non-educational settings, School WASH strategies boost
overall sanitation, hygiene and routine water intake [14].

In underdeveloped countries, girls are frequently responsible for collecting water,
which can take several hours each day, leaving them with little time or energy to
learn. Second, girls, especially those who are menstruating, may be reluctant to
attend school [3]. And for that reason, menstrual hygiene in the WASH sector has
become a largely overlooked problem.

In Zimbabwe, Moyo, Makoni, and Ndamba [25] discovered that menstrual
patterns were same in both rural and urban schools, indicating that menstruation
was not seen as a subject that required particular attention. There were not enough
ablution facilities and sick rooms, and toilet ratios did not satisfy government regu-
lations of one squat hole for every 15 girls and 20 boys. Because there were no
incinerators or other adequate disposal facilities in urban schools, the girls flushed
their sanitary pads down the toilet, causing sewage line clogs. In most situations,
school toilets are not designed to meet the unique needs of boys and girls.

Environmental factors, such as polluted drinking water, poor hygiene and sanita-
tion, are thought to be responsible for 94 percent of the causes of diarrhoeal disorders
(Prüss Üstün & Corvalán 2006). For example, of the total documented 1.5 million
diarrhea-related fatalities in 2012, an estimated 502,000 and 280,000 fatalities were
attributed to a lack of water and sanitation, respectively [29]. As a result, school
absenteeism is a strong predictor of both childhood illnesses and educational perfor-
mance [9]. Clean drinking water in schools appears to have an impact on student
health and increased absenteeism [27, 7].

Schools are one of a location for disease transmission among children but systemic
and educational changes can reduce disease spread [1]. WASH treatments reduce
morbidity and mortality resulting from diarrheal disease [10, 13, 16] and have been
associated with reduced risk of trachoma [23], ascariasis [15] and acute respiratory
infections [28].
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Bangladesh is a developing country in the world and Rajshahi is one of the educa-
tional cities of Bangladesh having many school, college and universities. That’s why
Rajshahi is called the ‘Educational City’ of Bangladesh. This city is helping huge
number of students to continue their study. But most of the educational institutes of
Rajshahi are more or less concerned about the water hygiene and sanitation facilities
for the students. Students spend long time of their day in schools, colleges or in
varsities. So it is important for them to have pure source of drinking water, better
sanitation and hygiene facilities in their institutions.

This study aims to upheld the present scenario of the WASH facility of different
educational institutions in Rajshahi City. After considering the problems that have
arisen as a result of the current state of these facilities, the study has also focused on
providing some necessary directions to solve these problems.

2 Materials and Methods

We used a cross-sectional study as we attempted to explain the state of water and
sanitation-related hygiene actions at one point in time by gathering data from various
schools, colleges and varsities. All the students from various kinds of educational
institutions in Rajshahi City were the targeted population.

2.1 Study Site and Population

As our study area was the Rajshahi City Corporation (RCC), we completed our
survey within the bounded area. While surveying, we found most of the schools and
colleges are located in the Shaheb Bazar area which is known as the city center of
the Rajshahi city. But most of the varsities are located in the off-center of the city
(Fig. 1).

There are a total of 33 educational institutions under Rajshahi City Corporation.
Among them, 13 are high schools, 10 colleges, 3 schools and colleges together and 7
varsities. All the Kindergarten schools were excluded from the survey to ensure the
accuracy of the research and survey. About 5,24,863 students are studying in these
educational institutions.

2.2 Study Design and Institution Sampling

Though the total amount of students were huge, but using 90% confidence level we
got 68 students as sample number. During the survey, we use the quota sampling
survey as the survey method. According to this method, we survey 60% girls and
40% boys of the total sample. So by calculation, we get 40 girls and 26 boys for the
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Fig. 1 Location of Rajshahi city

survey. We again divide these 68 students into school, college and varsity zones. At
the school and college level, the number of samples was 25, while at the varsity level
the number of samples was 18.

2.3 Data Collection Procedure

Data were collected via field survey from 33 qualifying institutions during unan-
nounced visits. All the students surveyed received the best of their information on
the availability of pure drinking water, soap and water for hand-washing, washroom
cleaning materials, menstrual items for girls, disposal of menstrual products, supply
of water in washroom, dustbin facility, ventilation condition and lighting condition
in both of classroom and washroom, etc.

2.4 Data Collection Method

In this study, the primary data were collected from the questionnaire survey and
Participatory Rapid Appraisal (PRA) tools.

The secondary data were collected from different journals, websites and educa-
tional institutions. Water, sanitation & hygiene (standard, facility and effects of their
absence, etc.) related data were collected from World Health Organization (WHO).

After collecting all the data from different sources, data were organized in SPSS,
and Excel and Arc GIS Pro was used for mapping data. Finally, considering all the
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data and suggestions from the students, some standards were provided to improve
the WASH facility in the educational institution. The research concluded with some
effective recommendations about the necessity of having WASH facility in every
educational institution.

3 Results and Discussion

3.1 Results

3.1.1 Drinking Water Availability

Students have to stay in school for a very long time during the day. After this time
they need plenty of drinking water. Now if there is no drinking water in the school,
or if the water is not healthy, it can be the cause of illness. The graph shows that
drinking water is available in 82% of the total institutions (Fig. 2). However, about
33% of the available water in educational institutions is unhealthy to drink. Only
49% of school water is safe to drink. Through the survey, it was also found that out
of the institutions where drinking water is available, 58% of schools and colleges
use tap water, 24% use tube wells. Only 18% of institutions provide filtered water
(Table 1).

Fig. 2 Drinking water
availability

18%

49%

33%

82%

Table 1 Source of drinking
water

Sources of drinking water Percentage (%)

Tap 58

Filter 18

Tube Well 24
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Table 2 Classroom and washroom condition

Condition Bad Medium Good 

Washroom Lighting 35% 18% 42% 

Ventilation 41% 23% 36% 

Water Condition 24% 34% 42% 

Classroom Lighting 39% 16% 45% 

Ventilation 29% 13% 58% 

Facility 

3.1.2 Classroom and Washroom Condition

It is very important for a school to have good ventilation and lighting conditions in
both classrooms and washrooms. If the lighting in the classroom is not good, it can
disrupt the students’ studies and all the work. And if the ventilation condition is not
good then there will be problems in ventilation, which can lead to saffocation among
the students, which in turn can lead to their hygienic problems. Same for washroom.
If the lighting facility, ventilation facility and water condition in the washroom are
not good then the students may face hygienic problems (Table 2).

According to the survey, about 35%, 41% and 24% of the institutions have poor
lighting, ventilation and water condition in washroom. And about 39% and 29%
of the institutions have poor lighting and ventilation conditions in classroom. It is
also found that overall 50% of the institutions have good washroom and classroom
facilities.

3.1.3 Dustbin Facility

About 65% of the institutions do not have any kind of dustbin in the classroom.
Only 35% of institutions have dustbins in the classroom (Fig. 3). Dustbins in the
washroom are also a necessity. But only 47% of the institutions have a dustbin in the
washroom.

Fig. 3 Dustbin facility
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Classroom Washroom
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Fig. 4 Separate washroom Separate Washroom Faciity for Boys & 
Girls

Yes

No

Table 3 Washroom per floor Washroom amount Percentage (%)

<2 12

2–5 76

>5 12

Fig. 5 Hand wash facility

71% 17%
12%29%

Handwash Facility

Yes No Handwash Soap

3.1.4 Washroom Facilities

Adequate number of washrooms in the school is very necessary for the students
(Fig. 4). Surveying all the educational institutions in RCC, about 76% of the institu-
tions have2–5washroomson eachfloor.And12% institutions haveonly 2washrooms
on each floor. Many of these institutions do not have separate washroom facilities
for boys and girls. According to the survey, only 44% of institutes have separate
washroom facilities for boys and girls. And 56% of the institutions do not have this
separate washroom facility (Table 3).
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58%

42%

18%

70%

12%

47% 42%

11%
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Yes No Daily Weekly Quarterly Finail Harpic Others

Cleaning Cleaning Frequency cleaning Product

Washroom Cleaning Facility

Fig. 6 Washroom cleaning facility

3.1.5 Hand Wash Facility

The first rule of hygiene is to use hand wash after using the washroom (Fig. 5). But
if the school does not have that facility then it becomes difficult for the students
to maintain hygiene. 71% of the surveyed institutions do not have any hand wash
facility. Only 29% of institutions have this facility. However, only 17% of these 29%
institutions use hand wash. The remaining 12% use soap for handwashing.

3.1.6 Washroom Cleaning Facility

Regular and timely cleaning of schoolwashrooms is essential (Fig. 6). This is because
the unwashedwashroomcanhave a serious impact on the health of the students.When
students in the survey were asked to talk about the washroom cleaning facility of
their institution, 58% of the students reported that their institution was frequently
cleaned and 42% said that washrooms are not frequently cleaned at their institutions,
so they get a lot of bad smells from their washrooms. For that reason, they do not
use the school washrooms. It is also found that 18% do daily washing, 70% do
weekly washing and 12% institutions quarterly clean the washroom. About 47% of
these institutions use phenyl as a cleaning product, which creates very bad smell and
harpic is used in 42% of the institutions.

3.1.7 Facility for Girls

When students were asked if there were separate facilities for girls’ periodical time
in educational institutions, 92% said no. Only 8% of the students report having this
facility at their institution. It is also learned that there is no bin facility for sanitary
pads in 88% of the institutions (Table 4).
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3.1.8 Satisfaction Level

When students were asked at the last minute of the survey whether they are satisfied
with the WASH facility of their institution or not (Fig. 7). Then 47% say they are not
satisfied. 42% of the students said that they are satisfied with the WASH facility of
their institution. But 11% of students did not comment. Also, when they are asked
for a recommendation about the WASH facility, 80% of the students want to have a
sanitary pad and pad bin facility in their institution. 68% of students expressed their
desire to have separate washroom facilities for boys and girls at their institution.
76% of students wish to improve the water condition of their washroom. And 83%
of students wish to have filters at the institution.

3.2 Discussion

According to the data surveyed in this study, 82% of the institutions are supplied with
drinking water, of which 33% are impure. There is a tendency to supply unclean
water in schools. In comparison, filtered water is used in colleges and varsities.
The lighting and ventilation conditions in the washrooms and classrooms of most
of the institutions are very bad which can hinder the health development of the
students. Also about 60% of the institutions on average have no dustbin anywhere
in both these washrooms and classrooms. Due to which they have to take classes
in the dirty classroom. It is very harmful to their health. Most of the schools do
not have separate washrooms for boys and girls. However, in college and varsity
this picture is different. Separate washroom facilities can be seen in most of the
colleges and varsities. Observing all the educational institutions of RCC, it is seen

Table 4 Facility for girls Facility for girls Yes (%) No (%)

Facility for menstrual period 8 92

Bin for sanitary pad 12 88

Fig. 7 Satisfaction level Satisfaction Level

Satisfied

Unsatisfied

Neutral
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that most of the institutions are unaware of the healthy environment, which is very
bad for the students studying in those institutions. The survey found that 71% of
the institutions do not have hand wash facilities. Most of the institutions that offer
these facilities are the private institutions.Many institutions are also indifferent about
washroom cleaning. And the products used for washroom cleaning are also known
to be unhealthy for students by surveying. It is the responsibility of an institution to
provide all the facilities to the girls at school during menstrual periodic time. But
about 92% of the institutions do not provide any facility for menstrual period in girls.
Also, no bin is provided for dropping pads at 88% Institution. These results show
how difficult it is for a girl to go to school and continue study during menstrual time.
Considering all these, it is seen that 47% students are dissatisfied with about the
WASH facilities of their institution. From this study, it is clear that most of the RCC
institutions are unhygienic in terms of WASH facilities, which is very detrimental
to the health of the students of those institutions. All these institutions should take
steps in this regard. And in every institution, it is very important to provide all kinds
of facilities for girls during menstrual period.

4 Conclusion

This research examined the impact of water, sanitation and hygiene facilities on
health of students in educational institutions. The research aimed at cataloging and
characterizing the current state of these facilities and providing some recommenda-
tions. Although WASH facilities were available at some of the institutions, the study
found that they were insufficient in terms of facility-user ratios, accessibility, and
proper operation and maintenance.

The overall rationale behind WASH facility is logical. The evidence summed
up in this paper supports the institution’s environment having a huge impact on its
student’s health. To achieve equal access to education as a right for all students, the
fundamental causes of providing water and sanitation in the school environment and
their effects on health and educational outcomes need to be tackled through more
thorough study, political action and successful intervention.
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Analyzing the Impact of Lockdown
on Rejuvenation of Rivers in Uttar
Pradesh, India

Pranjal Pandey, Akanksha, Madhuri Kumari, and Sonal Bindal

1 Introduction

During the COVID-19 lockdown phase, miraculous improvement in the river quality
attracted the attention of scientists and researchers worldwide. They are now empha-
sizing on the promising effects of nature-based solutions such as the natural restora-
tion process of the river due to the sudden halt in industrial activities, thus reviving
the natural ecosystem of the river [17]. The current COVID-19 pandemic has high-
lighted the importance of Nature-Based Solutions (NBS) and their relative influence
on diverse components of the environment. Lockdown had a negative impact on the
worldwide economy, however it gave the environment time to rejuvenate itself. As
most anthropogenic activities ceased significant qualitative and quantitative changes
in the environment were noticed and further analyzed from a very local to global
scale [20]. In India, nationwide lockdown was declared on 25th March 2020, and
and it was extended four times till 18th May 2020. Different types of restrictions
were imposed in different areas/regions throughout each phase of lockdown.

In India too, huge changes were observed in the air and water quality which
remained sub-standard due to industrial activities [27]. One of the environmental
advantages witnessed during the lockdown phase was the returning of dolphins in
the Ganga River in the Vikramshila Gangetic Dolphin Sanctuary (VGDS) in Bihar, as
naturewas able to take a break fromhuman intrusion [21]. According to the definition
of the NBS given by the European Commission [10], “Natural-based solutions are
environmental solutions that are inspired and supported by nature, with the goal
of benefiting the environment, society, and economy while also contributing to the
balance of humanwell-being and environmental protection.” Such solutions are cost-
effective and implemented using the latest technological and engineering innovations
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[18]. Indeed, this new paradigm shift in improving surface water quality naturally
without human intervention or the use of advanced technology has given hope to the
ongoing problems of water security in the country [4].

Water is the most basic necessity of life [15]. For human growth, assured acces-
sibility to consumable water is crucial. India is home to 18 percent of the human
population and 15 percent of the animal population worldwide [14]. It has only 2
percent of the landmass and 4 percent of global freshwater reserves [9]. The definition
of water security given by UN-Water serves as a starting point for the dialogue in the
UN forums. As per the definition, water security is defined as the ability of a commu-
nity to safeguard sustainable access to adequate quantities of and justifiable quality
water for the conservation of livelihoods, human well-being and socio-economic
development, to ensure safety against water contamination and water-related disas-
ters and for preliminary protection against water-borne pollution and disasters and for
conserving ecosystems in an ethos of peace and political stability [30]. It is essential
to limit risk of water hazard which can be achieved via a complete and fair valuation
of the available resources and by ensuring sustainability within the ecosystem at all
parts of the hydrological cycle [29]. The problems revolving around water is linked
mainly with environmental and food security, further out of which water security is
linked with fresh and safe water supply for drinking, food and sanitation [1]. Fresh-
water resources are gradually becoming inaccessible due to discharge of tremendous
amounts of untreated, chemical and hazardous waste in surface water because of
industrial and domestic activity [25]. Most of the small rivers and streams have
turned into wastewater drains in the name of urbanisation and economic advance-
ments. Further, these smaller streams confluence with big rivers such as Ganga &
Yamuna forwhich nowadays the treatment has become difficult [2]. It not only affects
the current water security scenario but also threatens the future of water as well.

The basin of Ganga is huge, densely populated and the largest source of surface
water [24]. Almost 43% of population depends on Ganga River and its tributaries
[11]. The basin is spread across Uttrakhand, Himachal Pradesh, Delhi, Uttar Pradesh,
Bihar, Jharkhand, Rajasthan,Madhya Pradesh andWest Bengal [8]. TheGanga River
was declared as a national river in 2008. The quality of Ganga and Yamuna River
and their tributaries such as East Kali and Hindon River has been moderately to
severely affected due to the anthropogenic factors such as barrages, dams, industrial
(tanneries, paper & sugar mills) and domestic (household sewers) waste water drains
[3, 26]. Stringent lockdown steps have had a major impact on rivers and other lotic
habitats in India.

Within a few weeks after lockdown, the water quality achieved by Ganga,
India’s longest and holiest river, was more pronounced than what government
policies/regulatory agencies have achieved in decades.

This study made a first attempt to quantify the levels of multi river water quality
pollution during pre-lockdown, lockdown and post-lockdown in the era of COVID-
19 pandemic. The objective of the study is to assess and analyze the status of water
quality in major rivers of Uttar Pradesh such as Ganga and Yamuna and its important
tributaries East Kali and Hindon. Additionally, an observation was made regarding
the effectiveness of the nature-based solution in order to understand the impact of
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the natural rejuvenation process for surface water bodies during three phases of
COVID-19.

2 Materials and Methods

2.1 Study Area

Uttar Pradesh is India’s most populous and fourth-largest state. It lies in the country’s
north-central region. It is the most populated state in India and the most populous
country subdivision in the world with around 200million inhabitants. The state’s two
main rivers, the Ganges and Yamuna, join Triveni Sangam in Allahabad and flow
further east as the Ganges. In terms of pollution levels, Uttar Pradesh has six most
polluted rivers, such as Hindon, Kishni, Kali East, Kali West, Dhamola and Yamuna.
The situation of these six rivers was named “deadly alarming” by a study conducted
by the World Water Monitoring Day Organization (WWMDO) [13].

The first case of COVID-19 reported in the state of UP is in the district of
Ghaziabad on 5 March 2020 and the state underwent lockdown on 25 March 2020
along with the other states of India after the emergency was declared by the Prime
Minister on the night of 24 March 2020. However, the usual riverside businesses
such as tourism were affected even before 21 March because of the emergence many
COVID positive cases which were reported in different parts of the state. Since the
industry and tourism activities closed completely after 25March 2020, the emissions
from these sources have almost stopped, which provided an opportunity to analyze
the lockdown effect on rivers [19]. The present study focuses on four stretches of
Uttar Pradesh rivers, including two main rivers, Ganga and Yamuna, and two of its
tributaries, Kali East and Hindon, respectively (ref. Fig. 1).

RiverGanga-The river starts fromMoradabaddistrict and ends atGazipur district
in UP. Wide number of industrial cities such as Kannauj, Farrukhabad, Kanpur,
Prayagraj and Varanasi are situated on its banks. 16 out of 56 drains outfalls are
from Kanpur itself and discharge of 2213 MLD of sewage (107 tonnes per day
BOD load) [5]. In the existing catchment area of the Ganga River, there are 591
water-polluting industries. The sectors belonging to Sugar, Pulp & Paper, Distillery,
Cloth, Tannery & Slaughter House and so on are grossly polluting in nature. In
Jajmau, Banthar and Site-2 Unnao, three tannery clusters exist. The total sewage
discharged into the Ganga River from 85 untapped drains is approximately 434.88
MLD, as described above. There are mainly 06 districts, i.e., Kanpur Nagar, Unnao,
Raebareli, Prayagraj, Mirzapur & Varanasi that are located in the catchment area of
the Ganga river, namely (Fig. 1). The sewage and other effluent produced from these
cities contribute to increasing the river’s organic load [28].

River Yamuna The river begins in the GB Nagar district and ends in the district
of Prayagraj at the confluence with Ganga. The 300 industries in the catchment
generate 856,101 MLD waste over 35 drainage systems. Total waste disposed of in
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Fig. 1 Study Areas spread across the river Ganga, Yamuna, Kali and Hindon covering 44 number
of monitoring locations

the Yamuna river through 35 major drains is around 807.53 MLD, as stated above.
GautamBudhNagar,Vrindavan,Mathura,Agra, Firozabad, Etawah,KalpiHamirpur
and Prayagraj are the major polluting cities that are located in the catchment area.
The industries have treatment plants for effluent and they discharge their processed
effluent through 18 drains, where the treated industrial effluent is mixed with the
sewage. The sectors belonging to Sugar, Pulp & Paper, Distillery, Cloth, Slaughter
House, etc., are grossly polluting in nature [28].

Hindon The river originates in the Saharanpur district from the lower Shivalik
range and flows throughMeerut, Gaziabad and ends at the confluence of the Yamuna
river in the GB Nagar district. Via 31 drains, a cumulative discharge of 674,033
MLD is reported. Total 78.39 MLD direct discharge of waste is done from 453
industries located in the catchment after treatment. In the catchment area of the
specified stretch of the River Hindon from Saharanpur to Ghaziabad, there are 06
districts: Saharanpur, Muzaffarnagar, Shamli, Meerut, Baghpat and Ghaziabad. The
sewage and other waste created from these towns add to the river’s organic load.
The industries are grossly polluting in nature, primarily belonging to Sugar, Pulp &
Paper, Distillery, Textile, Slaughter House, etc. [28].

East kali river It originates from Muzaffarnagar district and flows through
Meerut, Hapur, Bulandasheher, Aligarh, Kasganj and finally confluence with Ganga
river in Kannauj. Total 589.113MLDwaste is discharged from 94 industries through
17 drains in 120 km long stretch out of 550 Kms. The polluted stretch of the Kali
River East starts from the Muzaffarnagar district of Antwara (in Khatauli Region)
and flows south, south east via Meerut Town, Hapur, Gulaothi Town (Bulandshahar).
The industrial sectors belonging to Sugar, Pulp & Paper, Distillery, Cloth, Slaughter
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House, etc., are grossly polluting in nature. In the Hapur-Pilkhuwa Development
Authority industrial area of UPSIDC, there is a textile industrial cluster of around 13
units. In the catchment area of the Polluted Stretch of River Kali, there are 5 cities
and towns (East). On the basis of the 2011 Census, the approximate sewer generation
is 275.25 MLD. In the catchment area of the river, there are 05 city areas, namely
Meerut, Hapur, Khatauli, Modi Nagar and Gulaothi. The sewage and other waste
generated from these cities contribute to the river’s organic load [28].

3 Methodology

A multi-water quality parameter comparative analysis is performed for the selected
Rivers using data obtained from UPPCB such as Dissolved Oxygen (mg/l), Biolog-
ical Oxygen Demand (mg/l), Total Coliform (MPN/100 ml) and Fecal Coliform
(MPN/100 ml). The qualitative and quantitative analysis is carried out by using
prescribed standards as referred by CPCB. The lower DO and higher BOD concen-
tration ensures organic pollutionwhereas theTCandFCconcentration ensure sewage
contamination. In all the major districts, as per the given population density, a 10 km
buffer area (ref. Fig. 2) is chosen around the sampling locations. The key source of
water pollution is due to the industrial load and sewage load from the surrounding

Fig. 2 Population density aroundmajor rivers of study area representing the industrial and domestic
water demand areas
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factories and residential settlements (population), i.e., roughly within the 10 km river
reach. The buffer region maps were created using geospatial tools such as ArcGIS
10.7 software.

An extensive statistical analysis has been performed for understanding the river
water quality parameter data for all the four rivers obtained fromUttar Pradesh Pollu-
tion Control Board data bank. Four parameters—Dissolved Oxygen (DO) in mg/l,
Biochemical Oxygen Demand (BOD) in mg/l, Total Coliform (TC) in MPN/100 ml
and Fecal Coliform (FC) in MPN/100 ml are considered and compared simultane-
ously. For depicting the temporal variation in accordance with the different lockdown
phases the time period of 10 months, i.e., from January 2020 to October 2020 the
timeline of the study is chronologically categorized into 3 phases. The pre-lockdown
phase comprises of river water quality data of three months, i.e., January 2020,
February 2020 and March 2020, during lockdown phase includes data from April
2020 to June 2020 and for post-lockdown phase, July 2020–Oct 2020 months are
considered.

4 Results and Discussion

Figure 3a-d shows the average concentrations of DO, BOD, FC and TF in the pre-,
during and post-lockdown period. There was variation observed in all the param-
eters in the Ganga river monitored through 22 sampling stations. DO during pre-
lockdown period was observed to be lowest as 7.10 mg/l and highest as 11.20 mg/l,
whereas during lockdown period the lowest range varied as 6.67 mg/l and highest
9.25 mg/l and in post-lockdown period, a sudden increase in the lowest range value
was observed as 6.10 mg/l and highest as 8.20 mg/l as shown in Fig. 3a. The
BOD lowest value varied as 1.75 mg/l and highest as 4.33 mg/l in pre-lockdown
period, during lockdown period lowest value was observed as 2.00 mg/l and highest
as 3.90 mg/l and during post-lockdown period lowest value was observed as 2.33
and highest as 4.23 mg/l as shown in Fig. 3b. FC during pre-lockdown period was
observed to be lowest as 967MPN/100ml and highest 24,667MPN/100ml, whereas
during lockdown period the lowest range varied as 567MPN/100 ml and highest
as 12,467 MPN/100 ml and in post- lockdown period the lowest value varied as
1250 and highest as 19,100 MPN as shown in Fig. 3c. This suggests that there
has been a decrease during lockdown period, and a sudden increase in the lowest
FC prevalence. TC during pre-lockdown period was observed to be lowest as 2000
and highest as 49,000 MPN/100 ml, whereas during lockdown period was varied
as lowest as 1700MPN/100 ml and highest as 41,667 MPN/100 ml and in post-
lockdown significant increased in lowest values as 2450 MPN/100mland highest as
49,750 MPN/100 ml.

The average DO, BOD, FC and TF concentrations in the pre-, during and post-
lockdown period can be observed in Fig. 4a–d. There was a substantial variation
observed in all the variables in the Yamuna River monitored through 20 sampling
stations along the river stretch in Uttar Pradesh state. FC during pre-lockdown period
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Fig. 3 Variation in the concentration of a DO, b BOD, c FC and d TC in river Ganga at all the
sampling locations during pre-, during and post-lockdown periods

was observed to lowest as 997 and highest as 90,333 MPN/100 ml, whereas during
lockdown period the lowest range varied as 417 MPN/100 ml and highest as 60,500
MPN/100ml and in post-lockdown period a sudden increase in the lowest range value
was observed as 520 MPN/100 ml and highest as 53,250 MPN/100 ml. The lowest
values of TC varied as 2042 MPN/100 ml and highest as 120,000 MPN/100 ml in
pre-lockdown period, during lockdown period lowest range was observed as 1533



380 P. Pandey et al.

Fig. 4 Variation in the concentration of aDO, bBOD, c FC and d TC, respectively in river Yamuna
at all the sampling locations during pre-, during and post-lockdown periods

MPN/100 ml and highest as 87,000 MPN/100 ml and a significant increase in the
range values during post-lockdown period, i.e., lowest as 1375 MPN/100 ml and
highest as 88,250 MPN/100 ml (ref. Fig. 4c and d). The range of DO during pre-
lockdown period was observed to be lowest as 0 mg/l and highest as 9.55 mg/l,
whereas during lockdownperiod the lowest range varied as 2.1 and highest as 9.1mg/l



Analyzing the Impact of Lockdown on Rejuvenation of Rivers … 381

and in post-lockdownperiod a sudden increase in the lowest range valuewas observed
as 0.6mg/l and highest as 7.9mg/l. The values of BOD lowest value varied as 2.1mg/l
and highest as 46.0 mg/l in pre-lockdown period, the range during lockdown period
was observed to be lowest as 1.7 mg/l and highest as 28.5 mg/l and a significant
increase in the lowest range values during post-lockdown period as 2.0 mg/l and
highest as 33 mg/l (ref. Fig. 4a and b).

In case of River Hindon, the variation observed in the range values of selected
water quality parameters throughout 7 sampling stations along the river stretch in
Uttar Pradesh state were as follows: the range of TC during pre-lockdown period was
observed to be lowest as 83,000 MPN/100 ml and highest as 180,000 MPN/100 ml,
whereas during lockdown period the range varied lowest as 7767 and highest as
400,000 MPN/100 ml and in post-lockdown period a sudden increase in the range
value was observed to be lowest as 79250and 1,110,000 MPN/100 ml. The values of
FC varied in lowest as 11,667 MPN/100 ml and highest as 275,000 MPN/100 ml in
pre-lockdown period, the range during lockdown period was observed to be lowest
as 104,333 and highest as 460,000 MPN/100 ml and a significant increased in the
range values during post-lockdown period, i.e., lowest as 113,333 and highest as
2,317,500 MPN/100 ml (ref. Fig. 5c and d). The range of DO during pre-lockdown
period was observed to be lowest as 1.27 mg/l and highest as 2.13 mg/l, whereas
during lockdown period the lowest range varied as 0.63mg/l and highest as 1.93mg/l
and in post-lockdown period a sudden increase in the range value was observed, i.e.,
lowest as 0.83 mg/l and highest as 1.82 mg/l. The values of BOD varied in the lowest
range as 16 mg/l and highest as 77 mg/l in pre-lockdown period, the range during
lockdown period was observed to be lowest as 11 mg/l and highest as 59 mg/l and a
significant increase in the range values during post-lockdown period, i.e., lowest as
20 mg/l and highest as 51 mg/l (ref. Fig. 5a and b).

Similarly, for EastKali River, the variation observed in the range values of selected
water quality parameters throughout 10 sampling stations along the river stretch in
Uttar Pradesh state were as follows: the range of TC during pre-lockdown period was
observed to be lowest as 5450 MPN/100 ml and highest as 1,600,000 MPN/100 ml,
whereas during lockdown period the lowest range varied by 3850MPN/100 ml and
highest as 2,533,333MPN/100m/l and in post-lockdown period a sudden increase in
the lowest range value was observed as 3650 MPN/100 ml and highest as 5,600,000
MPN/100 ml. The values of TC varied in lowest range as 26,333 MPN/100 ml
and highest as 2,150,000 MPN/100 ml in pre-lockdown period, the range during
lockdown period was lowest value observed as 9467 and highest as 2,500,000
MPN/100 ml and a significant increased in the range values during post-lockdown
period lowest as 10,000 MPN/100 ml and highest as 7,400,000 MPN/100 ml (ref.
Fig. 6c and d).

The rangeofDOduringpre-lockdownperiodwasobserved tobe lowest as 4.4mg/l
and highest as 7.1 mg/l, whereas during lockdown period the lowest range varied
by 3.1 mg/l and highest as 7.7 mg/l and in post-lockdown period a sudden increase
in the range value was observed, i.e., lowest as 4.6 mg/l and highest as 6.0 mg/l.
The values of BOD varied in lowest range as 6 mg/l and highest as 66 mg/l in pre-
lockdown period, the range during lockdown period was observed to be lowest as
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Fig. 5 Variation in the concentration of aDO, bBOD, c FC and d TC, respectively in river Hindon
at all the sampling locations during pre-, during and post-lockdown periods

3 mg/l and highest as 58 mg/l and a significant increase in the range values during
post-lockdown period, i.e., lowest as 5 mg/l and highest as 61 mg/l (ref. Fig. 6a and
b).
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Fig. 6 Variation in the concentration of a DO, b BOD, c FC and d TC, respectively in river East
Kali at all the sampling locations during pre-, during and post-lockdown periods

4.1 Discussion

Overall it can be observed from the above graphs that how the maximum values of
fecal Coliform, Total Coliform (ref Fig. 7a and b), Biochemical Oxygen Demand
and DO (ref Fig. 8a and b), have varied in three all phases. It can be clearly incurred
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Fig. 7 Variation in the concentration of a FC and b TC, respectively in all four rivers during pre-,
during and post-lockdown periods

Fig. 8 Variation in the concentration of a DO and b BOD, respectively in all four rivers during
pre-, during and post-lockdown periods

from the combined comparative graphs of all selected rivers that there has been
a significant increase in the concentration of water quality parameters from pre-
to during lockdown and during to post-lockdown. In the River Ganga, the Fecal
Coliform has slightly decreased by 36% during lockdown period, and then increased
by approximately 80% in post-lockdown period with respect to during lockdown
phase whereas the Total Coliform decreased by 24% during lockdown period and
drastically increased by 81%, In case ofDO, the amount ofDOwas slightly decreased
by 16.1% during lockdown phase and 13.4% during post-lockdown phase when
compared with during lockdown phase whereas BOD was decreased by 8% during
lockdown period and increased by 2% in post-lockdown phase in comparison to
lockdown period.

In the case of river Yamuna, the fecal Coliform has slightly decreased by 29%
during lockdown period, and then further decreased by 12% in post-lockdown period
with respect to during lockdown phase whereas the Total Coliform decreased by 21%
during lockdown period and further decreased by 6%, In case of DO, the amount of
DO was increased by 26% during lockdown phase and decreased by 11.5% during
post-lockdownphasewhen comparedwith during lockdownphasewhereasBODwas
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increased by 22% during lockdown period and decreased by 4% in post-lockdown
phase in comparison to lockdown period.

In case of River Hindon, the Total Coliform has dramatically increased by 47%
during lockdown period, and then further exacerbated by approximately 98% in post-
lockdown period with respect to during lockdown phase whereas the fecal Coliform
immensely increased by 72% during lockdown period and drastically increased by
approximately 85%, when compared with during lockdown period. In case of DO,
the amount of DO was decreased by 33% during lockdown phase and significantly
increased by14%during post-lockdownphasewhen comparedwith during lockdown
phase whereas BOD was decreased by 22% during lockdown period and increased
by 12.5% in post-lockdown phase in comparison to lockdown period.

In case of river Kali (East), the Total Coliform has dramatically increased by 49%
during lockdown period, and then further exacerbated by approximately 95% in post-
lockdown period with respect to during lockdown phase whereas the fecal Coliform
increasedby25%during lockdownperiod anddrastically increasedby approximately
81%, when compared with during lockdown period In case of DO, the amount of DO
was decreased by 9.5% during lockdown phase and significantly increased by 7.8%
during post-lockdown phase when compared with during lockdown phase whereas
BOD was decreased by 15.3% during lockdown period and increased by 5.18% in
post-lockdown phase in comparison to lockdown period.

The above observations suggest that in all four selected rivers there has been a
decrease in pollution load during lockdown period. This is supported by the fact that
during lockdown loads of wastewater discharge was reduced as the Industrial load
was eliminated in the rivers. Other activities such as tourism, fairs, bathing and cloth
washing near the ghats were curtailed. However, a sudden increase in the Coliforms
values were observed in River Hindon and East Kali during the lockdownwhich may
have been caused as the domestic sewage would have increased owing to increased
demand for water to maintain hand-washing hygiene. These observations indicated
that both domestic and industrial effluent contribute to river contamination, and that
the sewerage discharge was not the main cause of concern. To ensure water security
in terms of surface water quality and quantity, appropriate surface water treatment
for both industrial and domestic wastewater is required.

5 Conclusion and Recommendations

Theworldwide imposition of lockdownhas causedboth positive andnegative impacts
on water quality of rivers flowing through India. The pollution severity of river water
at the monitoring stations is directly correlated to the industrial activities in the
surrounding areas. Alongside the closure of industries, the anthropogenic activities
were restricted to control the viral transmission during the COVID-19 pandemic
scenario. This had great impact on the water quality which has been reported through
several news articles and scientific papers.
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The present study is a first attempt to compare and evaluate the spatio-temporal
variability ofwater quality parameters in riverwater such asDO,BOD,FecalColi and
turbidity in all three lockdown phases, i.e., pre-, during and post-lockdown. Several
research papers have reported the impact on surface water quality during the two
phases, i.e., pre-lockdown and lockdown. However, this research sought to provide
insight into the post-lockdownwater quality scenario of four important rivers in Uttar
Pradesh, namely, Ganga, Yamuna, Hindon andKali. Also, the authors have attempted
to understand nature’s response on restoration of river by limiting the anthropogenic
activities. It was observed that River Ganges and River Yamuna recorded consider-
able improvement in water quality due to partial closure of industries discharging
effluents, restricted tourism activities and closure of other commercial establish-
ments. However, River Hindon in western U.P showed slight improvement in the
water quality indicating that the untreated wastewater from small drains is the main
source of water pollution as against industrial effluents. There was no improvement
in water quality of River Kali, thus signifying the level of overexploitation that has
resulted in the destruction of its natural ecosystem. It was clearly observed from the
comparative analysis of the water quality parameters for all four rivers on average
during all three phases. Moreover, considerable changes in the values of DO, BOD,
Turbidity and Fecal Coli were observed during post-lockdown period as compared
to lockdown period. This can be due to sudden increase in the sewage influx during
lockdown period along with the increased discharge of industrial effluent during
post-lockdown period.

The trend analysis observed during this study gives an insight on the natural
restoration phenomenon of river bodies. The river scientists have placed emphasis
on the concept of nature-based solutions as an alternative for reducing the flood risk
and improving the ecological quality. These solutions practically aim at restoring
the natural in-stream processes in order to enhance the ecosystem functions as well
as the delivered services. The sudden restrictions in the industrial activities led to a
drastic decrease in the amount of anthropogenic pollution and gave nature an ample
amount of time to breath and rejuvenate on its own without requiring any expensive
water treatment method.

There is an urgent need to re-investigate the main source of pollution and reorient
all river cleaning policies. Industries need to comply strictly with discharge standards
accompanied by strong enforcement of laws and regulations vis-a-vis a strong frame-
work of monitoring and vigilance. There is an urgent need to expand the monitoring
network across the rivers of India to understand the mechanism of its pollution. Also,
to keep the river water clean for a longer run, an optimal discharge will have to be
maintained. A new paradigm for river restoration in a natural way must be explored
as a long-term and cost-effective futuristic solution for mitigating pollution as well
as flood risk.
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Prevention of Saltwater Intrusion:
A Laboratory-Scale Study
on Electrokinetic Remediation

Abhishek A. Sutar and Veerabhadra M. Rotte

1 Introduction

1.1 Saltwater Intrusion and Conventional Ways of Its
Prevention

Increased population along with improvement of living standard is forcing water
demand to rise sharply in past few decades [1]. In coastal areas, for fulfilling the
domestic, agricultural, industrial, and tourist water needs, groundwater is mostly
overexploited [2]. Naturally fresh water flows from aquifers toward the sea and
ground water flows from high level to low level, and this naturally occurring process
prevents saltwater intrusion into fresh groundwater aquifers [3]. This phenomenon
may get reversed due to long term climate change, sea level change, and tidal inten-
sity fluctuations. Manmade activity like excessive pumping of fresh groundwater in
coastal areas causes up-coning of transition zone as shown in Fig. 1, which has high
impact on sea water intrusion. Saltwater intrusion can lower the potability of water
and makes it difficult to use for other purposes like agricultural or industrial use [4].
Research has been going on to find out measures of controlling saltwater intrusion
for protection of freshwater sources. The primary aim of these methods is to increase
freshwater flow and reduce saltwater flow [5].
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a. Natural situation without b. Upconing of the transition zone
pumping wells due to pumping wells

Fig. 1 Effect of excessive pumping in coastal areas (After Bereyso [18])

Hussain et al. [6] reviewed techniques for controlling saltwater intrusion and
reportedmethods like reductionof pumping rate, relocation of pumpingwells, perme-
able subsurface/surface barrier, hydraulic barrier, artificial recharge wells, abstrac-
tion barrier, and combination of any of these methods. It is very difficult to select
the optimum control method due to limitations like performance efficiency, cost, etc.
Due to high cost of installation, it is profitable to combine two or more methods to
introduce efficient control technique [7].

1.2 Electrokinetic Remediation for Saltwater Intrusion

When direct current is applied to soil through electrodes, then pore water flows from
positive to negative electrode. Electrokinetic treatment includes electro-osmosis,
electrophoresis, electrolysis, and electro-migration, combining effect of all this
phenomena causes movement of water. Malekzadeh et al. [8] reviewed electroki-
netic dewatering of soil and reported that it is affected by soil type, zeta potential,
pH, temperature, water content, soil salinity, electrical resistivity and conductivity,
type of electrodes, etc. Electrokinetics plays an important role in different remedia-
tion applications. It has been used as an in-situ technique for contaminant mobiliza-
tion and recovery. It is done by applying a low electrical potential between anode
and cathode electrode array inserted in the soil [9]. This technology is applicable
for containment of soils where conventional techniques are not applicable, and soils
have very low permeability. Electrokinetic barrier or fencing is same type of appli-
cation in which electrokinetics shuts the pollutants from moving into neighboring
un-polluted ground. The hydraulically generated movement of ions is opposed by
combined effect of electro-osmotic flow and electro-migration [10]. Electrokinetic
barrier is an application of electrokinetic remediation technology. This technology
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has been developed for its practical use by Lageman and Pool [11] since 1980s.
The main focus is given on electro-migration in case of remediation studies which
includes movement of ions causing desalination of soils during the process [12]. In
case of saltwater intrusion seawater flows in freshwater aquifers and contaminate
the fresh groundwater source. Under the effect of DC field sodium and chloride
ions which are major components of seawater are transported toward barrier and get
trapped and deposited near to opposite electrode while fresh water passes toward
other side of barrier. The deposited ions can be removed from ground periodically
[13]. Electrokinetic remediation method is cost effective, easy to install, and operate
[14, 15]. This method does not disturb the original nature of soil [16]. Electrokinetic
remediation can be considered as eco-friendly and sustainable technique due to very
less use of chemicals, and it can be given power by renewable energy sources like
solar energy or wind energy [17]. Bereyso et al. [18] applied electrokinetic barrier in
a lab scale setup for prevention of salt migration and allowed transfer of desalinated
water through the barrier. The decreased conductivity on downstream side of barrier
as compared to upstream side is the principal finding, but the scope was limited to a
constant 12 V potential difference. The viability of this technology in practical use
on field needs to obtain more insights into electrokinetic applications in the remedi-
ation area [19]. The main aim of the present study is to evaluate optimum efficiency
of experimental parameters like spacing of electrodes and electrode materials for
prevention of saltwater intrusion and integrating feasibility of the technique for its
practical use. Further, it can be elaborated that the study aims to capture chloride and
sodium ions present in salt water near the electrodes to some extent that the treated
water on downstream side of the electrokinetic barrier can be used for drinking or
agricultural use as per standards.

2 Materials

2.1 Soil

The experiments were carried out on river sand having specific gravity of 2.6 and
passing through 600 micron sieve. Grain size distribution of the sand shows that the
sand is poorly graded. The initial electrical conductivity of the sand was measured
as 220 µS/cm. It was found to be same for all samples and need not be required to
wash sand by deionized water before each test.

2.2 Water

Experimentswere conducted by 75%saturation of the sandwith potablewater having
conductivity 210 µS/cm. T.D.S. of the water was noted to be 110–115 with 8.7–9.2
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Fig. 2 Saltwater wells and
freshwater pumping wells

Plastic Sheet
Saltwater 

Inlet Wells

Pumping Wells

pH. Seawater contains 75% of sodium chloride as major salt thus AR grade sodium
chloride meeting ACS standards was used having 99% purity. 70 mg of NaCl was
weighed and mixed thoroughly into 1 L water by using stirrer, and it was added on
saltwater side of the setup. The electrical conductivity of the saltwater was found to
be 1.625 mS/cm with T.D.S. of 747 and 9.2 pH. Sand on the right side of the vertical
plastic sheet has been saturated by normal potable water through four perforated
pumping wells (Fig. 2). Simultaneously, on left side of the sheet, saltwater was
added into the perforated saltwater inlet wells to create actual seaside condition.

2.3 Electrodes

Based on the study by Malekzadeh et al. [20] stainless steel and graphite solid rods
with 11 mm diameter and 105 mm length were used for supplying direct current to
the sand.

3 Experimental Test Setup, Procedure, and Program

Experiments were carried out in a transparent plastic container box with dimensions
360 mm × 290 mm × 180 mm with reference of Tumalla et al. [21]. To prevent
surface water losses, it was covered with lid from top. Two holes of 6 mm diameter
were drilled on side edge to house electrical supply wires. The box was divided
into two parts by a temporary plastic sheet having very less thickness making the
saltwater side of area 70 mm × 295 mm and fresh water side of area 290 mm ×
295 mm as shown in Fig. 2. The sheet was held vertically in between saltwater side
and freshwater side of the box while filling the sand into box.

The sand was poured simultaneously on both sides and tamping was done to
achieve uniform density of 1.365 gm/cm3 having relative density of 80%. Flow
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characteristics of water depend upon the density of sand significantly. If the density
of sand in the setup is different for each test then the flow characteristics of water will
varie and affect the results of the experiments. In view of this, uniform density has
been attained in all the tests. Total 16 kg of sand was filled in the box up-to 100 mm
height. For measuring electrical conductivity and pH of water, two pumping wells
were installed on the either side of electrokinetic barrier by using PVC hollow pipes
with 37 mm internal diameter, 120 mm height, and 12 mm thickness. For allowing
water inflow into these pipes 5mmdiameter holeswith 30mmcenter to center spacing
were drilled on periphery of the pipes in staggered pattern. Similarly, for pouring salt
water along the salt side of the setup three PVC pipes of internal diameter 30 mm
and 120 mm height with 12 mm thickness were used. For prevention of soil particles
into these perforated hollow pipes, cotton cloth around and from bottom side of these
pipes was wrapped as shown in Fig. 3. The PVC pipes for pumping wells and salt
wells were inserted by simply pushing without much disturbing the density of sand.
Electrodes were installed in series with 40mm center to center spacing between same
polarity electrodes and required center to center spacing between opposite polarity
electrodes as shown in Fig. 4. Potable water was poured in freshwater side through

Fig. 3 Details of perforated
pipe and cotton cover Hollow Pipe

Cotton Cover
Hollow Pipe 
with Cotton 

Cover
5 mm dia. Holes

30 cm c/c

Fig. 4 Details of electrodes,
U/S wells, and D/S wells Saltwater

Wells

U/S 
Pumping 

Wells

D/S 
Pumping 

Wells

Electrodes



394 A. A. Sutar and V. M. Rotte

pumping wells and simultaneously salt water was poured in saltwater side of the box
through saltwater wells. The sand in whole setup was saturated for 75% such that
there should not be any freely flowing surface water to cause ill results by mixing
of saltwater and freshwater. The vertical plastic sheet was removed slowly, and DC
supply was started.

pH of water from wells was monitored manually by measuring it with WELL-
TRONIX’s AUTO pH System PM300 (Fig. 5). pH electrode was inserted in each
well every hour and reading was noted to the accuracy up to 0.01 pH. Similarly,
conductivity of the water was measured by using EQUIPTRONICS’ Conductivity
meter EQ667 (Fig. 6). For measuring T.D.S., handy T.D.S. meter was used. The
details of complete setup are shown in Fig. 7. With these arrangements of electrodes,
water was observed to flow from anode to cathode. Due to electrokinetic barrier
only water and not the salts will flow from anode to cathode. Electrical conductivity,
T.D.S., pH were measured manually at every hour for 24 h.

The experiments were performed to study the effect of Electrode Spacing and
Electrode material on the electrical conductivity, total dissolved solids, and pH. All

Fig. 5 pH meter

pH Meter pH Probe

Fig. 6 Conductivity meter

Conductivity Probe

Conductivity Meter
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D.C. 
Supply

Data 
Logger

Setup 1

Setup 2

Connecting Wires

Fig. 7 Details of complete setup with D.C. supply and data logger

Table 1 Test program of the
present study

Test name Electrode spacing Electrode
material

Voltage

Control test NA (cm) NA NA (V)

EKR-1 5 Graphite 10

EKR-2 10 Stainless steel 10

EKR-3 10 Graphite 10

the tests were continued up to 24 h. The test programwith all details is shown in Table
1. Control test was also carried out in which no electrode was used and no potential
difference has applied. The main purpose of control test is to compare the effect
due to electrokinetic with control test and to find out efficiency of the electrokinetic
barrier under different working conditions.

4 Results and Discussions

4.1 Influence of Spacing on Electrical Conductivity and Total
Dissolved Solids

The electrical conductivity of soil water is measured to derive soil salinity. Elec-
trokinetic remediation experiments were carried out by varying the center to center
spacing between cathodes and anodes as 5 cm (EKR-1) and 10 cm (EKR-3). All cath-
odes were placed in a single row, and all anodes were placed in single row to form
electrode array having c/c spacing as required. A potential difference of 10 V was
maintained for all the experiments except control test in this series. Figure 8 shows
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variation of electrical conductivity of water with time for upstream and downstream
wells of control test and only downstream wells of electrokinetic tests.

The rate of increase in electrical conductivity was observed to be more for control
test as compared to electrokinetic tests. It was noticed for EKR tests, with an increase
in center to center spacing between cathodes and anodes, rate of increase in electrical
conductivity decreaseswith time. This is because of increase in spacing, an area under
the influence of electric field increases causing efficient ions exchange with more
absorbed ions on the large area of soil surface producing low electrical conductivity.
Figure 9 shows variation of total dissolved solids with time for control test and elec-
trokinetic tests. As time passes T.D.S. values were observed to increase. The T.D.S.
values of upstreamwells were noticed on the higher side as compared to downstream
wells for control test. The figure indicates that with increase in spacing of electrodes,
T.D.S. values decreases significantly. Chloride and sodium ions get prevented from
flow at larger area under influence of applied potential for large spacing between the
anodes and cathodes. Thus, only water is allowed to flow indicating less dissolved
solids in downstream wells for more spacing in EKR tests.

4.2 Influence of Electrode Material on Electrical
Conductivity and Total Dissolved Solids

Experiments were carried out to find out effect of electrode material on different
parameters. Stainless steel (EKR-2) and graphite (EKR-3) electrodes have been used
in current experiments. Electrode configuration was kept unchanged with 10 cm
center to center spacing. A potential difference of 10 V was maintained for all
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experiments except control test in this series. Figure 10 shows variation of electrical
conductivity of water with time. It is clear from figure that electrical conductivity for
all tests increases with time. It was also noticed that stainless steel electrodes show
lower values of electrical conductivity as compared to graphite electrodes. Variation
of total dissolved solids with time has shown in Fig. 11. The graph for T.D.S. values
for control test is much similar to electrical conductivity graph. The T.D.S. values are
lower for stainless steel electrodes as compared to graphite electrodes. The stainless
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steel gives much better electro-osmotic effect over graphite electrodes. Graphite is
carbon electrode which results in large voltage drop in later stages of experiments
causing inefficient results as compared to stainless steel electrodes.

4.3 Effect of Different Parameters on pH

The manual tracking of pH was also done to find out effect of spacing and electrode
material on pH. The change in pH directly relates to electrolysis occurring in soil. In
all experiments the initial pH values from downstream pumping wells are in range
of 9.2–10.2 which was not observed to change in a particular manner. The final
values were also in the same range and did not follow any relation with time giving
random variation. Rather the experiment duration was just 24 h which may need to
be increased up to 72 h in order to obtain acidic and basic fronts due to oxidation
reduction reaction to find out the effect of different parameters on pH of water in
upstream and downstream wells.

5 Conclusions

Total two set of experiments were carried out for analyzing effect of spacing and
electrode material on different parameters of the tests. Based on the results obtained
from experiments, the following conclusions can be obtained.
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1. Control tests show higher values of electrical conductivity and T.D.S. of water
in downstream pumping wells as compared to EKR tests with increase in time.
In case of EKR tests due to applied voltage the chloride and sodium ions of
saltwater from upstream side got prevented fromflow near electrodes whichwas
not observed in the case of control test thus the values of electrical conductivity
and T.D.S. are high in control tests.

2. For constant applied potential and electrode material as spacing between elec-
trodes increases the electrical conductivity and T.D.S. values of water in down-
stream pumping wells decreases. It occurs due to an increase in spacing of
electrodes, area under influence of an electric field increases. This causes effi-
cient ion exchange over large surface area of soil giving decreased electrical
conductivity and T.D.S. values.

3. Stainless steel showed lower values of electrical conductivity and T.D.S. as
compared to graphite electrodes in downstream pumping wells for constant
voltage and spacing between electrodes. Graphite is a carbon electrode which
gives large voltage drop in later stages of electrolysis. This large voltage drop in
case of graphite causes inefficient electro-osmosis and less control on ion flow
giving high values of electrical conductivity and T.D.S. as compared to stainless
steel.

4. It is confirmed from the figures of electrical conductivity that EKR-2 gives
68.53% reduction in the values of electrical conductivity as compared to control
test. Similarly, EKR-3 gives 47.02% reduction and EKR-1 gives 42.25% reduc-
tion in electrical conductivity values. This can be directly related to the salinity
of water, and we can say that EKR-2 with 10 cm center to center spacing of
stainless steel electrodes the saltwater intrusion can be minimized up to 68.53%
as that of control test which is optimum finding of the experiment.

Further research needs to be focused in order to analyze effect of voltage, salt
concentration of source saltwater wells, grain size of soil, and other material of
electrodes like copper, aluminum, etc. Experiments may be planned to lasts for more
than 24 h duration for obtaining better results of electrolysis reaction in order to find
out effect of varying parameters on pH of water in downstream wells.
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On-Site Grey Water Treatment
Integrated with Constructed Wetland
for Household Appliance

Vinayak K. Patki, P. V. Vijay Babu, and Adinath Palase

1 Introduction

Extreme utilization of regular water assets because of fast urbanization has required
quest for elective wellsprings of water for non-consumable purposes. The potential
sources which can be investigated incorporate gathered water, recycled water, and
ocean water. Recycled water from each family is a fitting decision as it gives exten-
sion to water protection, contamination counteraction and decentralized treatment.
Black water and dim water are two significant contributory floods of homegrown
wastewater. Dim water has incredible potential for reuse because of its accessibility
and low toxin strength, when contrasted with sewage. In non-industrial nations like
India, recovery of dimwater for non-consumable use is fundamental because of non-
presence of sewerage framework in the vast majority of the towns/urban areas and
groundwater contamination because of removal of untreated sewage. Akratos and
Tsihrintzis [1] considered impact of temperature, HRT, vegetation and permeable
media on expulsion effectiveness of pilot-scale level subsurface stream developed
wetlands. Evacuation execution of the built wetland units was excellent; since it
came to on a normal, BOD, TKN, and ortho-phosphate (P-PO4

3−) were all reduced
by 89, 65, and 60%, respectively. Temperature has an effect on all pollutant removal
efficiency. For temperatures above, it seems that an 8-day HRT was sufficient for
appropriate elimination of organic debris, TKN, and P-PO4

3−. 15 zC. Bouchaib et al.
[2] zeroed in on dim water treatment, reusing for latrine flushing with the correlation
of low and cutting edge treatment draws near. The minimal expense unit comprised
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of a rock even stream developed wetland planted with Phragmites followed by an
upward stream multi-facet sand channel. For the examination, two innovative units
to be specific; MBR and a sequencing cluster reactor (SBR) and an inherent UV light
were utilized. The good presentation of the minimal expense unit was accounted for.
Then again, it was tracked down that the presentation of MBR and SBR units was
brilliant with profluent quality adjusting to reusing norms for latrine flushing. Lee
et al. [3] examined nitrogen expulsion in built wetland frameworks. The survey is of
the present status of nitrogen evacuation innovation, zeroing in on existing sorts of
wetlands, the systems of nitrogen expulsion, major natural components comparative
with nitrogen evacuation, and the activity and the board of the wetlands. Langer-
graber et al. [4] concentrated high-rate nitrogen evacuation in a two-stage subsur-
face vertical stream built wetland. In their examination two-stage framework was
worked with a natural heap of 40 g COD/m2 d for the whole system, that is, with a
specific surface area requirement of 2 m2 per person equivalent. Average nitrogen
removal efficiencies of 53% and average nitrogen elimination rates of 2.7 gN/m2

d and 986 g N/m2 yr, respectively, could be accomplished without distribution, in
this manner permitting development with sans energy stacking frameworks. Yalcuk
and Ugurlu [5] thought about level and vertical built wetland frameworks for land-
fill leachate treatment are compared. Leachate was treated with natural pollution,
alkali, and heavy metals using constructed wetland frameworks, and the influence
of taking care of method was measured. The effect of several sheet materials (rock
and zeolite surface) was also investigated. A pilot-scale investigation was conducted
on subsurface stream-built wetland frameworks that functioned in both vertical and
flat modes. The bedding material of two vertical frames differed from one another.
Individually, the frameworks were planted with cattail (Typha latifolia) and operated
indistinguishably at a stream rate of 10 l/day and water-driven maintenance seasons
of 11.8 and 12.5 days in vertical 1, vertical 2, and flat frameworks. Fixation based
normal evacuation efficiencies for VF1, VF2 and HF were NH4–N, 62.3%, 48.9%
and 38.3%; COD, 27.3%, 30.6% and 35.7%; PO4–P, 52.6%, 51.9% and 46.7%; and
Fe (III), 21%, 40% and 17%, respectively. Better NH4– N evacuation execution was
seen in the upward framework with zeolite layer than that of the upward 2 and even
framework. Conversely, level framework was more successful in COD expulsion
(Konnerup et al. [6]). Treatment of homemadewastewater was considered in tropical,
underground stream-built wetlands planted with Canna and Heliconia. The evacua-
tion rate constants for COD as fitted by themain request model were determined to be
0.283 and 0.271 m/d, respectively, for Canna and Heliconia beds. Nitrogen (N) and
phosphorus (P) evacuations were low in comparison to stacking rates, although full N
expulsion was greater in Canna-planted beds than in Heliconia-planted beds owing
to Canna’s faster growth rate. Vymazal [7] examined utilization of built wetland
for wastewater treatment. The examination revel that to accomplish better treat-
ment execution, to be specific for nitrogen, different kinds of built wetlands could be
joined into half and half frameworks. Avila et al. [8] considered an exploratory HCW
framework comprising of 3 phases of various wetland arrangements (for example,
two vertical stream beds followed by a level underground stream and a free water
surface wetland in order), as well as the character of its final outburst. The overall
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evacuation rate was 97 percent TSS, 78 percent COD, and 91 percent BOD5. Vertical
stream beds achieved a significant natural matter reduction (77 percent BOD5) and
an exceptional nitrification limit (74 percent NH4-N expulsion). Denitrification and
water sterilisation were minimal in level and free water surface wetlands. In general,
the three-stage cross-breed designed wetland framework has proved the ability to
construct an appropriate eco-innovation for wastewater treatment and reuse in small
networks of warm climate areas. Avila et al. [9] focused on a full-scale HCW system
made up of three stages of diverse wetland layouts for domestic wastewater treat-
ment and reuse in small networks. It was made up of three wetlands: a 317 m2 VF,
a 229 m2 HF, and a 240 m2 FWS (Free water surface). The VF and HF wetlands
were planted with basic reed (Phragmites australis), whereas the FWS had a mix of
plant and animal species. TSS, BOD5, andNH4–N ejection proficiencywas obtained
at 98–99 percent. Nitrification and denitrification occurred as a result of the inter-
action of high-impact and anoxic sites within the marsh bed. Similarly, cross breed
framework has been shown to have a high sterilisation limit. Saumya et al. [10] inves-
tigated the design and evaluation of a model subsurface stream wetland seeded with
Heliconia angusta for the treatment of produced dark water. The experiment find-
ings revealed a significant reduction in BOD (48.62 percent), COD (27.63 percent),
turbidity (92percent), andTSS (81.75percent).NEERI [11] presented the challenges,
which included dim water treatment alternatives, demonstrations of current frame-
works, and a cost–benefit analysis of dim water. NEERI and UNICEF (Bhopal) have
developed, implemented, and evaluated dim water reuse systems for small buildings
(schools) in provincial areas. The therapeutic options used include physico-natural
therapy. The actual treatment, which consisted of a rock sand canal and a wetland,
was organic. Sonavane et al. [12] examined achievability of Constructed Wetland
Treatment framework for septic tank gushing. The examination uncovered that rate
expulsion of 65–80% BOD, 55–90% suspended strong 22–66% TKN and 12–26%
phosphorous evacuation for 4-multi day maintenance time. Bindu et al. [13] exam-
ined poison expulsion from homegrown wastewater with Taro (Colocasia esculenta)
planted in a subsurface stream framework. The consequences of their investigation
uncovered that the subsurface stream frameworks planted with C. esculenta could
diminish the nitrate and phosphate substance of the wastewater, other than natural
matter. The nature of treated water from the raceways with plants was superior to
those without plants. Additionally C. esculenta was found to oppose COD focus as
high as 1650 mg/L. Patil and Munavalli [14] examined the exhibition assessment of
an Integrated availableGreywater Treatment System in a tropical localewith essential
settling/filtration, auxiliary developed wetlands and tertiary adsorption treatment for
an inn building. They tracked down a predictable execution in the Upflow-Downflow
channel. In their investigation the CODwas decreased by 70% and turbidity by 70%.
The TKN and microorganism expulsion was 70% and 85% separately in the general
framework. Graaff et al. [15] conveyed the achievability of applying a UASB reactor
for the treatment of concentrated dark (latrine) water at 25 °C. The reactor exhibited
a stable operation and removed more than 78% of the incoming COD.
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In this investigation it was chosen to

• Evaluate the ebb and flow physical and natural frameworks of dimwater treatment
announced in writing concerning their pertinence to Indian conditions.

• Design and foster pilot scale dim water treatment framework fusing fundamental
treatment, different blends of physical and natural cycles.

• Carry out Performance assessment investigations of dim water treatment blends
for evacuation of pollutants.

2 Materials and Methods

2.1 Foundation of Greywater

To treat the greywater for the school in working in grounds, the mixture type nearby
greywater treatment plant was utilized. It can likewise be alluded as on location
Integrated Greywater Treatment plant. In Preliminary treatment, Filtration System
was utilized and for Secondary treatment the Constructed Wetland was utilized. The
On-Site plant is as demonstrated in Fig. 1. TheGreywater treatment plant constructed
for the hostel building had integrated system consisting of primary filtration and
secondary wetland system. The combine system was called as Integrated On-site
Greywater Treatment Plant. The arrangements of primary and secondary treatment
technology are shown in Fig. 2.

2.2 On-Site Integrated Greywater Treatment Plant Process

A number of physical, chemical, and biological processes are used in the greywater
treatment process. Therapy is often divided into two phases, known as primary and

Fig. 1 On-site treatment
plant
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Fig. 2 Line sketch of treatment technology

secondary treatment. Filtration is used in the main treatment, and the wetland system
is used in the subsequent treatment. Primary treatment is used to separate and remove
inorganic elements and suspended particles that would clog or damage the pipes
owing to inorganic matter in the water. The basic treatment was carried out in three
phases using three distinct materials. The initial step included varied sizes of sand.
Brick powder and a brick bat were used in the second step. Charcoal powder and
charcoal chunkswere used in the third step. The primary treatment includes treatment
using sand, brick bats and charcoal powder. In the first stage the grey water was
allowed to move under gravity through sand layers of different thickness and sand
particles of different effective diameter. In the second stage the grey water was
allowed tomove under gravity through brick layers of different thickness and brickbat
particles of different effective diameter. In the third stage the grey water was allowed
to move under gravity through charcoal layers of different thickness and charcoal
particles of different effective diameter.

2.2.1 Surface Overflow Rate (Hydraulic Loading)

Tomaintain the hydraulic flow, rate several trails were taken to get the optimum flow,
so as to increase the efficiency of primary treatment. The trails conducted to get the
optimum flow are as stated below.

2.2.2 Trial No. 1 First Stage: (Sand Filter)

In the first trial the sand passing through a sieve size of 2.36 mm was used. It was
cleaned from dust. The lower 15 cm layer was filled with gravel of size passing
through 12.5 mm and retaining on 20 mm sieve. The top layer was then completely
filled with fine sand. This fine sand layer was used in regarding to block the colloidal
impurities and to reduce the Total Suspended Solids.
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Second Stage (Brickbats Filter): In the first trail the brick was crushed in fine
powder and the powder was then sieved through the sieve of 2.36 mm sieve and then
filled in the second tank. The lower layer in the second tank of 15 cm was filled with
coarse gravel as that used in first tank. The crushed brick powder was used as it gives
larger area for surface adhesion to water molecules, which might reduce the acidity,
Total Dissolved Solids, etc.

Third stage (Charcoal Filter): The third tank was filled with coal powder used
in brick manufacturing plants. This was sieved through a size of 2.36 mm and then
filled in the tank. The lower layer was also used of gravel. The charcoal powder
was used to give more contact surface for helping in reduction of alkalinity, pH,
conductivity, etc. The flow obtained was very slow which resulted in the failure of
the plant and overflow from each of the tank due to very less voids present in the
sand, brick powder and the coal powder. The top layer was fully clogged in a very
short duration of time. Due to this a revision was carried and conducted as in trial no
2.

2.2.3 Trail No. 2

First stage (Sand Filter): In the first stage the coarse particle of gravel was used which
was of size passing through 12.5 mm and retaining on 10 mm for the complete tank
except for the last 15 cm was filled with gravel retaining on 20 mm. The number of
air voids in this case increased but the retention time as reduced. The larger air voids
were kept in order to help the greywater get mixed with oxygen and thus reducing
the BOD and COD. The colloidal impurities were to be blocked at the top surface,
but this was not seen as the voids were very large.

Second stage (Brickbats Filter): In second trail the brick was broken into chips of
size 20 mm and filled in the tank. The last layer was filled with gravel as that in the
tank 1 for the lower 15 cm. The size of bricks was large due to which no removal was
seen in acidity and TDS. The water passed very swiftly so reduction in any chemical
parameter of water was seen.

Third stage (Charcoal Filter): In this tank coarser particles of wooden coal were
used as it contains large voids and also the carbon content is high. The lower level
was same as that of tank 1 and tank 2 filled with gravel for bottom 15 cm layer. The
coal was used was of cylindrical shape wooden coal, having diameter 1 to 4 cm and
length 10 to 15 cm. This coal layer was not compacted as it would result in crushing
of coal thus blocking the path of water. This increased the air voids in the charcoal.
The hydraulic flow rate obtained in this trail was very fast and the retention time was
very less, due to which no filtration and treatment was seen in the system. The water
was retained for a very small time in the primary stage due to which it was not that
effective. Another trail with mixed material size was conducted.
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2.2.4 Trail No. 3

This trail was finalized after taking care of the hydraulic loading and the rate of the
flow. This trail was basically an average of trail 1 and trail 2.

First stage (Sand Filter): The third trail was conducted by using the combination
of trail 1 and trail 2. The lower layer consisted of coarser gravel of 12.5 mm and
the top 15 cm layer consisted of gravel retaining on 4.75 mm sieve. Due to this
combination the top layer blocked the soap particles and any other coarser impurity,
thus reducing the TSS and turbidity, whereas the voids in lower section helpedmixing
of oxygen to mix with water and hence reduce the BOD, COD effectively. The cross
section is as shown in Fig. 3. The layer at top needed to be scrapped and replaced
every 3 to 4 weeks. The time when the scrapping was to be done, and the tank
needed maintenance, a strong odour was expelled from the tank making it difficult
for breathing. This was a major disadvantage of the primary treatment.

Second Stage (Brickbat Filter): In this trail the lower layer consisted of gravel
to avoid blockage in the pipe for the layer of 12 cm. The middle layer of 32 cm
consisted of the brick bats of size passing through 20 mm and retaining on 12.5 mm.
The top layer of 25 cm consisted of brick particles of size passing through 4.75 mm
and retaining on 2.36 mm. This layer consisted of bricks which has a large amount

Fig. 3 Cross section of stage 1—sand filter.
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Fig. 4 Cross segment of
stage 2—brickbat filter

of lime and thus helps in reducing the acidity and also due to porosity the TDS was
also reduced. The cross segment is as shown in Fig. 4.

Third Stage (Charcoal Filter): The bottom most layer consisted of gravel for
avoiding blockages in the pipe connections. The middle layer had charcoal of size
retaining on 12.5 mm and passing through 20 mm. The cross section of the charcoal
tank was as shown in Fig. 5.

The top layer had crushed charcoal particles. This charcoal consists of high carbon
content. The charcoal was used to remove the alkalinity, dissolved and suspended
solids, conductivity, etc. In this trail the flow rate was maintained and no overflow
of the tanks was observed. Thus, this combination was finalized.

2.3 Constructed Wetlands (CWs)

The wetlands are constructed in order to reduce the nitrogen and phosphorus. The
area was decided according to UN-HABITATS Journal of Greywater treatment.

2.3.1 Surface Area of Constructed Wetlands

The area was calculated as per the UN-HABITATS given by the empirical equation
stated below.
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Fig. 5 Cross segment of stage 3—charcoal filter

A = Qd (lnCi–lnCe)/KBOD.

Where

Ci = Influent BOD5 mg/day.

Ce = Effluent BOD5 mg/day BOD rate constant KBOD = 0.23 mg/day.

Flow rate (Q) per day by 8 persons = 100*8/1000 = 0.8 m3/day.

Therefore, surface area of constructed wetland.

A = 0.8*(ln 50 –ln 20)/ 0.23.

n = 3.187 m2.
Thus, an area of 3.2 m2was provided. The surface area of the constructed wetland

was as shown in Fig. 6
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Fig. 6 Line sketch of secondary treatment

3 Results and Discussion

3.1 Grey Water Characterization

To assess the practicality of the Integrated in the vicinity Gray Water Treatment
System, an examination was done. The progressions in the dim water quality bound-
aries after each phase of treatment were considered. The dark water tests at each
stage are as demonstrated in Fig. 7.

The normal dark water quality trademark subtleties after each stage are as refer-
enced in Table 1. The outcomes showed that BOD5/COD proportion is in the scope
of 0.46–0.733 demonstrating managability of dark water for organic treatment. It
can likewise be seen that the nature of crude dark water was uniform all through the
investigation period. Be that as it may, the central point of contention to be noted
with respect to biodegradation of natural matter is the supplement unevenness. The

Fig. 7 Water sample collected at each stage
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Table 1 Characteristics of raw and treated grey-water

Sr. no Parameters Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

1 pH 7.31 ± 0.34 7.45 ± 0.6 7.36 ± 0.5 7.27 ± 0.3 7.20 ± 0.22

2 Acidity
(mg/L)

23.27 ± 1 19.33 ± 1 15.66 ± 1 12.11 ± 1 9.5 ± 1

3 Alkalinity
(mg/L)

124.78 ± 8 110.89 ± 4 102.89 ± 4 93.33 ± 4 84.55 ± 5

4 Chloride
(mg/L)

83.66 ± 1.07 76.2 ± 1.9 68.98 ± 4 62.03 ± 2.9 56.52 ± 2.22

5 BOD5
(mg/L)

53.91 ± 2.5 44.61 ± 0.3 34.22 ± 2 27.52 ± 0.2 22.75 ± 1

6 COD
(mg/L)

98.81 ± 2.1 85.65 ± 1.5 76.52 ± 2.8 67.77 ± 1 62.34 ± 1.4

7 TKN 19.8 ± 1.4 18.2 ± 1 16.2 ± 0.1 14.8 ± 0.8 5.3 ± 0.6

8 Turbidity
(NTU)

66.51 ± 4.5 51.65 ± 6.5 36.71 ± 6.2 22.42 ± 3.7 12.05 ± 0.12

9 Phosphorus
(mg/L)

2.6286 ± 0.2 2.3 ± 0.1 1.87 ± 0.1 1.5 ± 0.1 0.6 ± 0.1

outcome demonstrates that there is slight lopsidedness between carbonaceous matter
and supplements. The other trademark showed that the dim water is almost nonpar-
tisan, low in ionic strength, and turbidity. The line of treatment for this quality ought
to incorporate expulsion of suspended solids, natural matter and supplements. The
normal worth of dim water quality boundaries after each phase of essential treatment
and the auxiliary treatment are as referenced in Table 1.

The significant boundaries of the investigation were COD, BOD, nitrogen and
phosphorus. The evacuation proficiency of dark water quality boundaries in the
essential stage, optional stage and absolute effectiveness of incorporated plant is
referenced in Table 2. The pressure driven stacking was extremely high in the first
part of the day hours because of the understudies finishing their everyday tasks, for

Table 2 Percentage removal of parameters in treatment process

Parameter Primary treatment (%) Secondary treatment (%) Over-all efficiency of
removal (%)

BOD5 50.00 18.00 58.00

COD 32.00 8.10 37.00

Phosphorus 43.07 60.00 77.17

Nitrogen 25.00 65.00 73.00

Acidity 47.95 21.55 59.18

Alkalinity 25.20 9.40 32.23

Turbidity 66.29 44.15 81.87

Chloride 25.82 8.89 32.41
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example, brushing and washing towards the beginning of the day hours which will
add to the dimwater. It tends to be obviously seen from Table 2 that the evacuation of
BOD, COD and Turbidity was exceptionally high in the essential treatment though
the expulsion of nitrogen, phosphorus and turbidity was in the auxiliary treatment.

3.1.1 Primary Treatment

The main parameters that were removed in the primary treatment are COD, BOD,
turbidity, acidity, alkalinity and Total Dissolved Solids. The results and the removal
efficiency of each parameter are as mentioned below.

3.1.2 Biochemical Oxygen Demand (BOD5)

In the essential treatment because of most extreme air voids present in the changes
layers of sand, bludgeons, charcoal the oxygen get blended in the dark water hence
lessening the BOD. The phases of BOD evacuation of BOD are as demonstrated in
Fig. 8. It tends to be seen from Fig. 8 that the BOD rate is not uniform in the two
phases. In the primary stage it is more whereas in secondary stage the removal rate
decreases. In primary treatment the removal of BOD5 is half and in optional treatment
the expulsion of BOD5 is 18%. The BOD/COD proportion in the influent went from
0.36 to 0.54 demonstrating that the crude sewage is genuinely biodegradable and
can be viably treated. Figure 8 demonstrates the progressions in influent and gushing
grouping of BOD5.The BOD has been adequately diminished on account of the
microbial layer around the rock, bludgeons and charcoal as they burn-through the
natural matter from the dark water by using the oxygen from the voids. BOD5 is a

Fig. 8 Stage-wise BOD
removal
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percentage of the amount of oxygen required by high-impact animals to break down
natural materials in water. Expulsion of the solvent BOD5 occurs in constructed
wetlands as a result of microbial growth attached to plant roots, stems, and leaf
litter that have fallen into the water. Because green growth is absent with entire
plant inclusion,water surface re-air circulation provides considerable oxygen sources
for these reactions, notwithstanding plant transport of oxygen from the leaves to
the rhizosphere (thin district of soil straightforwardly affected by roots). Attached
and suspended microbial is responsible for the evacuation of dissolvable natural
mixes that are contaminated organically both violently and anaerobically. Poisons
are removed from the wetlands via a number of complicated physical, synthetic, and
organic processes.

3.1.3 Chemical Oxygen Demand (COD)

The COD is generally referred to total organic and inorganic matter present in the
water. The inorganic matter present in grey water was higher than the organic matter
due to non-mixing of organic waste such as sewage, vegetables, and food as the grey
water was collected from the hostel building. The removal of COD was higher in
the primary stage compared to that in secondary stage. The removal of COD in each
stage is as shown in Fig. 9.

The heavier inorganic matter of large size was trapped in the upper layer of
each stage due to the less air voids in the upper layer. The small inorganic matter
gets reduced in the sand, brick, charcoal layer due to absorption of water in each
layer and while expulsion of water out of the brickbats the water was removed but
the dissolved inorganic impurities gets trapped in each layer. In primary treatment
maximum air voids are present because this oxygen get mixed into the grey-water
and COD value get reduces. The values of COD of untreated and treated samples are
shown in Table 1. The high substance of absolute disintegrated solids and complete
suspended solids were answerable for higher synthetic oxygen interest (COD). It

Fig. 9 Stage-wise COD
removal
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can be seen from Fig. 9 that the COD worth continues lessening consistently in both
essential and auxiliary stage, yet the decrease is more in the essential treatment as the
decrease of COD in essential treatment is 32% and in optional treatment is 8.1%.The
COD evacuation in essential stage is more a result of sand, bludgeon and charcoal
containing greatest voids and along these lines helping the blending of oxygen to
diminish the natural matter and more modest air voids in the upper layer prompts
decrease the inorganic matter.

Turbidity

Table 1 describes the stage-by-stage elimination of turbidity. The turbidity of a sample
is determined by the number of contaminants present. The higher the concentration
of garbage, the higher the turbidity. After the first week of therapy, the turbidity
had decreased. However, when handled with sand, brickbats, and a charcoal filter,
the turbidity was decreased from 80.2 NTU to 6 NTU. According to BIS standards
for treated grey water, turbidity of treated grey water treatment, turbidity of treated
samples should be less than 10 NTU (Environment Agency, 2011), and the findings
demonstrated a considerable increase in greywater quality. Figure 10 shows that
the turbidity reduction efficiency in primary treatment is 66.49 percent and 44.15
percent in subsequent treatment. Because of the tiny size of the air gaps in the top
layers of sand, bricks, and charcoal layer, turbidity is eliminated. Turbidity was
decreased in subsequent treatment due to hydraulic retention time and subsurface
flow. In primary and secondary treatment, all dissolved and suspended particles are
eliminated, reducing turbidity. The tiny layers at each level of primary treatment
retained all colloidal particles, significantly lowering turbidity in the primary stage.

Fig. 10 Stage-wise turbidity
removal
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Fig. 11 Stage-wise chloride
removal

3.1.4 Chloride

Because urine andwaste water mingle, the chloride concentration of grey water rises.
While microorganisms devour the treated sample in the rhizosphere, the chloride
content is lowered to 2.1 mg/L following treatment. According to BIS guidelines,
the quantity of chloride in treated grey water should be less than 2 mg/L, but it
should be less than 0.5 mg/L for garden reuse. Figure 11 shows that the elimination
of chloride is 25.82 percent in the main treatment and 8.89 percent in the subsequent
treatment. The elimination of chloride was not as effective as planned.

3.1.5 Alkalinity

Alkalinity is an essential characteristic, and a rise in alkalinity may be caused by the
presence of several ions in the soil, such as carbonate, bicarbonate, and hydroxide.
In our investigation, the average alkalinity of the untreated samples was 137 mg/L,
whereas the treated samples had a value of 60 mg/L. The alkalinity of grey water is
caused by the soap in thewater, which is naturally alkaline. The alkalinity of thewater
steadily decreases at each step as soap particles get caught in each layer, lowering the
alkalinity of the water. Figure 12 depicts the progressions of alkalinity convergence
in influent and gushing. The alkalinity evacuation productivity in necessary treatment
was 25.20 percent, whereas it was 9.40 percent in optional treatment. Because there
was no microbial layer organisation, there were no changes in alkalinity in the first
fourteen days. Following fourteen days, when themicrobial layer forms and is coated
by coal particles, it becomes acidic in nature and so effectively aids in the lowering
of alkalinity. The nitrogen and phosphorus from the water are also removed in the
auxiliary treatment, which is a part of the cleaner, lowering the alkalinity in the
optional treatment as well.
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Fig. 12 Stage-wise
alkalinity removal

3.1.6 Acidity

The acidity in the grey water was very little due to the alkaline nature of grey water.
The removal of the acidity at each stage is as shown in Fig. 13. In general, when
basic substances added to an acidic substance the base reacts with the acid to reduce
the acidity and neutralize the sample. In the same way due to high alkalinity in the
grey water the acidity of the raw grey water was nearly about 25 mg/L. The treatment
was seen in the primary treatment due to the presence of the brickbats. The bricks
are made from the lime material which is alkaline in nature and thus reacts with the
acidity and helps in reducing it. The acidity also reduces in the secondary stage due
to the alkaline nature of the black cotton soil used in the constructed wetlands.

Fig. 13 Stage-wise acidity
removal
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Fig. 14 Stage-wise nitrogen
removal

3.2 Secondary Treatment

The important parameters that were studied in the secondary stage are the removal
of nitrogen and phosphorus. Although the BOD was also considerably reduced in
the secondary treatment, it has been explained in Sect. 3.2.1.

3.2.1 Nitrogen

In essential treatment in general expulsion of nitrogen is under 25% and in optional
treatment the evacuation of nitrogen is 65%. The variety of influent and profluent
Nitrogen in ConstructedWetland frameworkwas concentrated all through the period.
Dim water filtration components in built wetland are accomplished by miniature
organic entities around the root zone. From Fig. 14, it is seen that the normal evacua-
tion of nitrogen is 73% inwetland. Canna-indica plants retain nitrogen for their devel-
opment and accordingly help in evacuation of nitrogen. The horizontal stream design
was utilized in the built wetland stream to permit water to remain in the wetlands
for a more drawn out timeframe and accordingly helping in nitrogen expulsion. The
evacuation components for nitrogen in developed wetlands are complex and incor-
porate volatilization, ammonification, nitrification/de-nitrification, and plant take-up
and grid adsorption (Fig. 15). The significant evacuation system in the vast majority
of the built wetlands is microbial nitrification/de-nitrification. Alkali is oxidized to
nitrate by nitrifying microbes in oxygen consuming zones. Nitrates are changed over
to di-nitrogen gas by denitrifying microscopic organisms in anoxic and anaerobic
zones.

3.2.2 Phosphorus

The general effectiveness of phosphorus in essential stage is 43% and in optional
stages it is 60%. The variety of influent and profluent phosphorus in Constructed
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Fig. 15 Nitrogen
transformations in
constructed wetlands

Wetland framework was concentrated all through the period. The treatment of phos-
phorus in each stage is as demonstrated in Fig. 16. The canna indica plants assume
a huge part in the evacuation of phosphorus.

The major process responsible for phosphorus removal in constructed wetland
is the sub-surface flow stage. Phosphorus is an essential requirement for biological
growth. An excess of phosphorus can have secondary effects by triggering eutroph-
ication within a wetland, leading to algal blooms and other water quality problems.
Phosphorus removal in wetlands is based on the phosphorous cycle and can involve a
number of processes. Primary phosphorus removal mechanisms include adsorption,
filtration and sedimentation. Other processes include complexation/precipitation
and assimilation. Particulate phosphorus is removed by sedimentation, along with
suspended solids. The configuration of constructed wetlands provides extensive
uptake by Biofilm and plant growth, as well as by sedimentation and filtration of
suspended materials. Phosphorus is stored in the sediments, biota, (plants, Biofilm
and fauna), detritus and in the water. The rapid growth of the canna indica plants
shows the effective removal of nitrogen and phosphorus from grey water. The plants
need the nitrogen and phosphorus for their growth. The growth of the plants was

Fig. 16 Stage-wise
phosphorus removal
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Fig. 17 The rapid growth of
Canna Indica plants

very fast, and the plants were well suited to the environment within duration of 2 to
3 weeks. The growth of canna indica plants at every week of the study is as shown
in Fig. 17.

As the study was made for 8 students, thus in this way it can be seen that the
removal of all parameters in the complete treatment is very impressive and can be
used for household application. The treated water also can be used for the purposes
like flushing and gardening in the houses.

3.3 Advantages and Disadvantages of Primary Treatment

3.3.1 Advantages of Primary Treatment

A primary grey water treatment system needs less acreage and provides for more
control over the grey water treatment process. CWs that discharge to surface water,
for example, need 4–10 times the land size of a basic grey water treatment plant. As a
result, the efficiency is less responsive to environmental factors. This initial filtering
process might result in more consistent effluent quality.
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3.3.2 Disadvantages of Primary Treatment

The fundamental downside of basic grey treatments is their expensive construction
and maintenance costs. Construction costs are typically one-tenth to one-half of
those of comprehensive treatment systems. Every month, the top layers must be
scrapped because particles get blocked in the upper voids. As a result, the expense
of maintenance is substantial.

3.4 Limitations of Constructed Wetland

There are different restrictions of the built wetlands of which the most significant
are noted beneath.

3.4.1 Evaporation

The evaporation of water is a major problem in the constructed wetlands in Solapur,
India. The temperature in Solapur in summers varies from 40 ± 60 °C. The evapo-
ration losses are very high during this period and may be of about 22 to 30%. This
results in lower discharge at the end of the constructed wetlands.

3.4.2 Precipitation

During the monsoon season due to the precipitation the flow in the wetlands will
increase which in turn increases the flow rate and mixing of rainwater and grey
water. This problem may not be generally encountered in Solapur region due to a
very less rainfall but may generally affect the high precipitation zones.

4 Conclusions

In this study Integrated On-site Grey Water Treatment System (IOGTS) consisting
of gravity down flow filtration system as primary treatment whereas constructed
wetlands as secondary treatment was used. The primary filtration consisted of three
stage filtration processes, consisting of sand, brickbats and charcoal in each stage
respectively. Each of these stages consisted of particles of various effective sizes of
varying thickness of layer. The conclusions that can be drawn are as follows:

1. There was effective removal of various parameters such BOD (50%), COD
(32%), turbidity (66.29%), alkalinity (25.20%), acidity (47.95%) and chloride
(25.82%) in the primary treatment.
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2. The upper layer in each primary stage was very useful for the removal of
turbidity. Due to small size the colloidal particles get trapped in the upper layer.

3. The BOD and COD in the grey water reduces in each stage due to the microbial
growth attached on the surface of the filter media, which in presence of the
oxygen reduced the organic matter from the water.

The secondary treatmentwas donebyusing the canna indica plants. Thevegetation
played an important role in the grey water treatment. The various conclusions that
can be drawn from the obtained results are as follows:

1. The removal of efficiency for nitrogen is 65% and that for phosphorus is 60%.
2. The root zone played important role in the removal of these parameters from

the grey water.
3. The BOD also reduced in this layer due aerobic layer in the root zone of the

plants.

Overall removal efficiency of various parameters by integrated wetland system
are as follows:

1. The BOD removal efficiency by integrated wetland system is 58%.
2. The COD removal efficiency by integrated wetland system is 37%.
3. The phosphorus removal efficiency by integrated wetland system is 77.17%.
4. The nitrogen removal efficiency by integrated wetland system is 73%.
5. The turbidity removal efficiency by integrated wetland system is 81.87%.
6. The acidity removal efficiency by integrated wetland system is 59.18%.

IOGTS dependent on eco-accommodating innovation was discovered to be
vigorous, savvy, proficient, effectively operable (viable) and least automated alter-
native for dim water treatment. Activity of IOGTS for longer length showed that it
is a supportable framework.

The advantages of dimwater reusing include the following: Reduced utilization of
new water, less strain on septic tanks or treatment plants, more successful cleansing,
achievability for locales inadmissible for a septic tank, diminished utilization of
energy and synthetics, ground water re-energize, plant development, recovery of
supplements, expanded mindfulness and affectability to nonpartisan cycles each day.
In the forthcoming days because of water shortage this kind of treatment frameworks
may end up being useful.
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Application of Nano Technology in Waste
Water Treatment

Komal P. Mehta

1 Water Treatment and Nanotechnology

Availability of good quality water is going to be a great challenge in coming century.
All water supply practices are facing challenges. More than 700 million are lacking
for availability of drinking water as per minimum daily requirement. The regular-
ization in standard of quality of water has given new vision to the existing water
treatment and distribution systems. Increase in population and change in climate are
adding pressure on water sources. The water and waste water technologies currently
in practice have limitation for providing good quality of water with least distur-
bance in environment. It is expected that use of nano technology will provide highly
efficient techno economical solution for waste water treatments.

A nanometer is 10−9 at which scale, size dependent properties of materials can be
different from their large counterparts. Size can be beneficial property for applica-
tion in waste water treatment. The process of photosynthesis in which plants convert
carbon dioxide into energy is best example which can be related to chloroplasts,
tiny structures made up of many nano scale thylakoid disks containing chloro-
phyll. Enzymes that catalyze chemical reactions are also examples of nano tech-
nology available in nature. Some user specific characteristics like surface area,
reactivity, sorption, etc. are providing advantage of its usage. Other beneficial
characteristics are quantum confinement, super paramagnetism, surface Plasmon
resonance which are discontinuous properties, e.g., nano magnetite for removal
of heavy metals—large surface area to volume ration, for advanced oxidation
and reduction processes hypercatalysts—enhanced catalytic property, disinfection—
antimicrobial, self-cleaning and repairing—multi functionality, surface structure to
decrease adhesion—self-assembly, and nano electrode—high conductivity [1].
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1.1 Nano-Adsorbents

Adsorption can be used for removal of all types of contaminants for water and waste
water treatment. Adsorbents has limitation of surface area or active sites; sorption
kinetics and less possibility of selection are available. Nano-adsorbents give more
efficiency as it can give more surface area, less distance of inter particle diffusion, by
high specific surface area and sorption sites, short intra-particle diffusion distance,
and pore size.

1.1.1 Organic Removal

On adsorption of organic chemicals, carbon nano adsorbents are better than activated
carbon is proved (Pan andXing 2008). Due tomore surface area and diversified inter-
actions, increase in efficiency is achieved. The outer surfaces can be considered as
area of adsorption by CNTs [2]. Adsorption is more for polar organic compounds
due to diversified pollutants by CNTs. It has a tendency to aggregate in aqueous solu-
tion and leave molecules of water, post exposure prophylaxes interactions, bonding
of hydrogen atoms, and also electrostatic interactions [2]. Adsorption of positively
charged elements like antibiotics can bemore as it can be attracted by the electrostatic
interactions [3].

1.1.2 Removal of Heavy Metal

Withmetal ions, CNTs show high adsorption and fast kinetics. It happens mainly due
to surface functional groups through electrostatics attraction and chemical bonding
[4] due to which CNT adsorption capacity is increased due to surface oxidation.
Research data confirms that CNTs are good adsorbents compared to activated carbon
for heavy metals like Cu2þ, Pb2þ, etc.

1.1.3 Regeneration and Reuse

Cost of adsorption is dependent on regeneration. Reverse of CNT adsorption is
possible by reducing the solution pH which can recover 90–100% metals [5]. In
majority case studies, the adsorption capacity of it is maintained efficiently after
several cycles of regeneration and reuse while few cases showed reduction also in
adsorption after regeneration.
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1.1.4 Metal Based Nano-Adsorbents

Sorption is dependent on dissolved metals and oxygen in metal oxides [6]. Once,
adsorption of metal ions on outer surface followed by, intra particle diffusion with
micro pore walls. They show good adsorption, rapid kinetics, less intraparticle
diffusion distance, and larger number of surface reaction sites.

1.1.5 Polymeric Nano-Adsorbents

Dendrimers are invention of polymeric materials. They are capable of removing
both organics and heavy metals as they are tailored adsorbents. They are having
many branches and single dispersion macromolecules. There materials have high
impact on properties (physical and chemical) due to their structure. For sorption they
have hydrophobic interior shells. For adsorption of heavy metals they have tailored
exterior branches.

2 Potential Application in Water Treatment

Due to advancement in the quantumworld, new treatment processes adapted in prac-
tice are adsorption, catalytic degradation, and nano filtration. Because of increase
in population, drought, and pollution of existing sources of water, application of
nano technology in water treatment is increasing. More than 1 billion people do
not have good quality water for usage, and more than 2 billion people do not have
water for daily use, WHO (2004). In last 50 years new methods are found for water
treatment for making it available for people with improved quality. There are mainly
three membrane processes which include Reverse Osmosis, Ultra filtration, Micro-
filtration. In last 100 years membranes of nano filtration are developed as filter mate-
rial between ultra filtration and reverse osmosis. Their applications are increasing
for treatment of water, waste water, surface water, sea water, groundwater, etc.

3 Membranes and Membrane Processes

Water treatment is required for removal of pollutants from it. As per size of pollu-
tants, membranes provide a layer which works as obstruction. They can provide
automation, less land and chemicals utilization, flexible design due to modular
configuration which makes its use possible as a key component [7]. Requirement of
energy consumption is high, and it is a barrier for its wide application in membrane
processes. As per provision ofmaterial ofmembrane, its performance can be decided.
Addition of nano materials in manufacturing of membranes increases permeability,
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Table 1 Membrane
separation processes

Type of
membrane

Pore size (nm) Pressure (Bar) Product water

Reverse
osmosis

<0.6 30–70 Pure water

Nano
filtration

0.6–5 10–40 Pure water and
low
molecular
solutes

Ultra
filtration

5–50 0.5–10 All above and
macro
molecules

Mocro
filtration

50–500 0.5–2 All above and
colloids

fouling resistance, and mechanical and thermal stability, and it can also contribute
for decrease in contaminants and self-cleaning if filter (Table 1).

3.1 Nano Fiber Membranes

With complex pore structures nano fibers can prepare nano mats due to high surface
area and porosity of nanofibers. Characteristics of electrospun nano fibers can be
altered like diameter, morphology, composition, secondary structure, and spatial
alignment. Without significant fouling, nanofiber membranes can remove smallest
particle with great efficiency. Nano fibers are used for making multi-functional
media/membrane due to its properties which includes use of materials like TiO2.

3.1.1 Nano Composite Membranes

Researchers have tried addition of nanomaterials into membranes for creating multi-
functional effect on nano technology in membranes. By increasing hydrophilicity
of the membrane, fouling can be reduced which is main purpose of addition of
hydrophilic metal oxide. Membrane surface hydrophilicity, fouling resistance, and
water permeability can be increased due to addition of metal oxide nano particles
like alumina, silica [8], zeolite [9], and TiO2. Addition of inorganic nano particles
increases mechanical and thermal stability of polymeric membranes, and negative
effect on compaction and heat on membrane permeability is reduced [9]. Efforts
are made to develop photo catalytic inorganic membranes consisting of nano photo
catalysts (normally nano-TiO2 or modified nano-TiO2).
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3.1.2 Thin Film Nano Composite (TFN)

Development of TFN emphasizes on addition of nano materials into the active layer
of thin film composite (TFC) membranes through casting solutions or surface modi-
fication. Factors like permeability, negatively charged ion, etc. can be increased
due to addition of nano zeolites [10]. Compared to available RO membranes, these
membranes shows efficiency of doping at 0.2 % wt. With 250 nm nano zeolites with
higher permeability and better salt rejection (>99.4%) than ROmembranes are avail-
able in market [11]. This technology is awaiting for commercialization. Addition of
nano-TiO2 (up to 5 wt%) in to the TFC active layer has increased the rejection of
membrane with maintenance of the permeability. Rise in cost is because of water
flux, defect formation in nano-TiO2.

3.1.3 Biologically Inspired Membranes

These are permeable and very selective. Aquaporins are the protein channels for
regulating the flux of water across membranes. It is used in polymeric membranes
due to its characteristics of high selectivity andwater permeabilitywhich can improve
efficiency of membrane. For production of more water permeability E-coli has been
incorporated into polymer vesicles.

3.1.4 Forward Osmosis

To get water from low to high osmotic pressure, FO uses osmotic gradient, after
which the diluted solution is treated by Reverse Osmosis to receive pure quality
of water. It gives benefits compared to RO that membrane is less prone to fouling,
and it can work even at low pressure. Forward Osmosis has drawn solute which is
easily separable from water. References show that to recover draw solute through
flocculation magnetic nanoparticles were used [12].

4 Photo Catalysis

For removing residual pollutants and microbial pathogens, advanced oxidation
process such as Photocatalytic oxidation is in process. Photocataytic oxidation
enhances biodegradability as it can remove hazardous and non-biodegradable pollu-
tants. It can be used as a first step for removal of organic compound. Main problem
is kinetics because of limited light fluency and photocatalytic activity.
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4.1 Nano-Photocatalyst

TiO2 optimization is very widely used as due to less toxicity, less cost, and chemical
stability in treatment of water and waste water. It produces an electron/hole (e/hþ)
pair as it absorbs a UV photon. Nano TiO2 increases photo activity with optimization
of particle size, shape by noble metal doping, maximizing reactive facets, treatment
of surface to increase contaminant adsorption. TiO2 photocatalysis is the end result
of process of fast recombination of e, and hþ is cause of its kinetic reaction.

4.1.1 Potential Applications in Water Treatment

The factors to decide efficiency of treatment of water are configuration and opera-
tion parameters of the photo-reactor. Most commonly used TiO2 reactors are Slurry
reactors. Catalyst immobilization accelerates its efficiency. Effects of TiO2 loading,
pH, temperature, DO, contaminant type, light wavelength, and intensity are under
observation. Nano-TiO2 facilitated solar disinfection (SODIS) is tested greatly, and
it seems as it is safe option to give pure quality water in remote areas.

4.1.2 Disinfection and Microbial Control

The confusion between effective disinfection and formation of toxic disinfection by-
products (DBPs) holds a great challenge forwater industry. Research findings support
the formation of toxic DBPs with use of various disinfectants, such as chlorine
and ozone (e.g., halogenated disinfection byproducts, carcinogenic nitrosamines,
bromate, etc.). The known option is due to its capacity of producing minimal DBPs
with challenge of requirement of high dosage for some viruses (e.g., adenoviruses).
These challenges urge the development of alternative methods that can enhance
robustness of disinfection by avoiding DBP formation. Review on antimicrobial
nano materials has highlighted the potential of nano technology in disinfection and
also microbial control.

4.1.3 Antimicrobial Mechanisms

Most famous antimicrobial nanomaterial is Nano-Ag in current era. It possess strong
anti-microbial activity, wide antimicrobial spectrum, lower toxicity which makes its
use easy, and it can prove a promising choice for disinfection of water and microbial
control. It is proved at lab scale research that antimicrobial activity of nano silver
largely stems by released silver ions [13]. It can be bended to thiol groups resulting
in damage of enzymes [14]. Because of capacity of DNA replication, silver ions
can incorporate cell changes structurally [15]. Due to which release rate and bio
availability for toxicity of silver nano ions (Ag) is critical. It has important role
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in antimicrobial activity due to its physio chemical properties. Its properties like
size, shape, coating, and crystallographic facet relates it to kinetics of silver ions. Its
presence reduces toxicity, and its lower concentration increases E coli growth [13].
With use of disturbance of cell membrane, oxidative stress, disruption of oxidizing
cellular structure in direct contact of bacterial stress leads to killing of bacteria by
Carbon Nano Tubes [16, 17].

5 Monitoring

Till date most difficult task in the treatment of water and waste water is lack of ability
to detect fast growing pathogens, lower concentration of some pollutants, toxicity,
and complexity of pollutants in water/waste water. With characteristics of sensitivity
and selectivity innovative sensors can be designed to get fast response which may be
utilized for fat treatment.

5.1 Pathogen Detection

Lab scale experiments like coli form bacteria is quite time consuming, and it cannot
detect some viruses (hepatitis A and E, coxsackieviruses, echoviruses, adenoviruses,
and Norwalk viruses), bacteria (Legionella and Helicobacter), and protozoan (Cryp-
tosporidium and Giardia) [18]. They are involved with drinking water, so they should
be dealt with up most priority. Disinfection can be effectively carried out only if
microorganisms are detected properly. For identification of nanomaterials and agents
research is in progress and at lab scale sensor development is also taken care bymany
research institutes [17].

5.1.1 Trace Contaminant Detection

Because of high absorption capacity and fast kinetics carbon nano tubes can identify
trace metal and organic pollutant. In newly developing areas or plants of water
treatment it is possible to include technology of Nano materials for the same.

6 Concluding Remarks

Due to unique characteristics of nano materials and possibility of its combination
with existing treatment in the field of water and waste water treatment, its accep-
tance is increased world wide. The discussed materials are proved or in research
stage at lab scale and commercial applications still to be worked out. Based on
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current proofs of application of nano materials, its actual applications will be as
nonabsorbent, nano technology enabled membranes, and nano photo catalysts, in
construction, paint, coating, components of water and waste water treatment plant.
Even though few products are available in market, its large scale usability is not
at wide acceptance level. In POU systems also nano materials can be applied. The
limitations to implement at large scale are temporary which includes its cost, risk to
env., etc. It is expected that for solving such limitations research institutes, industries,
government, etc. will hold hand together.
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Geochemical Modeling of Groundwater
in Tirupur Region, Tamil Nadu, India

K. Arumugam, K. Elangovan, T. Karthika, R. K. Sangeetha,
and S. Vikashini

1 Introduction

The inverse modeling applies to situations where the enough data are available
to define the flow path and changes in groundwater composition beside the path.
Geochemical modeling frequently recognized as inverse modeling. Hydrochemistry
studies and its examination are generally adopted to rebuild geochemical sequence
of subsurface water from a spot of an aquifer to next setting in the converse course
beside the water flow conduit [1]. This model calculates the segment mole transfers
for accounting the differences in initial.

With the ending water composition all next to the flow conduit in groundwater
process, the reliability of the results depends on suitability of the groundwater inter-
action method, accurateness of input data into the model, validity of the essential
hydro-geochemical concepts in the region [2]. The element interactions between the
soil components, bed rock in addition to groundwater, give a range of constituents.
The modeling is a vital tool to predict the environmental formation. In hydrogeology,
it is significant for investigating the performance of regional aquifer [3]. Geochem-
ical modeling is a useful tool for forecasting the mobility and solubility of speciation
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of radionuclides in the aquatic environment [4]. The NETPATH model was used to
provide details to themass-balance of geochemical reactions of initial and final water
point [5]. Numerical as well asmathematical methodswere used to solve the contrary
issues of heat transport and water flow [6]. Constraints of many modern inverse
models are based on theoretical representation which directs to underestimation of
uncertainty and statistical [7].

2 Study Area

The locality is in between the geographical area coverage: 11° 11’N to 11° 22’N
longitudes and 77° 23’E to 77° 50’E latitudes and located at 55 km south east to
Manchester city—Coimbatore (see Fig. 1). The study region is covered within 450
km2. The average precipitation of study zone is 610 mm. The range of temperature
varies from 21 °C to 45 °C and receives light rains as it is situated on the east
(leeward) side of the Western Ghats. The study zone is characterized by an undulate
topography with the elevated range from 290 to 322 m over the MSL and slopes
steadily towards east direction. The Noyyal river diagonally separates the study zone
into two identical sector. Nallar river along with the Noyyal river have been coupled
with water quality problems by discharging unprocessed effluents into the rivers.
Geomorphic units present in the study zone are shallow buried pediments, duri crust,
etc. Based on petrography, the total area is with different grades gneissic rock types
[8]. Soils in the area are red and brownish types.

Fig. 1 Study area and sample locations
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3 Materials and Methods

3.1 Materials

Within the identified boundary for study purpose, sixty two subsurfacewater samples
were collected. About one third of samples were within the urban boundary of the
Tirupur municipality as it was more contamination problem expected. For physico-
chemical parameter analytical studies, the necessary instruments were appropriately
checked as per the calibration principles in advance for the measurements according
to the guide lines (9). The analyzed parameters along with the methods are given
Table 1.

Saturation Index: Groundwater saturation with dissolved constituents is prone to
deposit some constituents during the abstraction causing incrustation or utilization
causing incrustation, blockage or scales in vessels. The various methods available to
represent the level of water with regard to a mineral have been used. Water composi-
tion must be balanced with respect to minerals. Dissolution is continuing if the water
is under saturated to any kind of mineral, whereas saturated water could indicate
an enduring precipitation course [10]. For hydro chemical study, Saturation Index
(SI) is generally used to describe the saturation status of minerals in groundwater.
The equilibrium condition of the water with respect to a mineral phase can be deter-
mined by SI calculation using analytical data [11]. The saturation index is defined
as follows:

Table 1 Parameters and the
methods used for the analysis

Parameters Methods

Electrical conductivity
(EC)(µS/cm)

EC indicator

Total dissolved solids
(TDS)(mg/l)

Conversion factor (0.55 to 0.75)
x SEC

Calcium (Ca2+) (mg/l) Titration

Magnesium (Mg2+) (mg/l) Calculation (total
hardness—calcium)

Sodium (Na+) (mg/l) Flame photo-meter

Potassium (K+) (mg/l) Flame photo-meter

Carbonatē (CO3) (mg/l) Titration with hydrochloric acid

2−
Bicarbonate (HCO3) (mg/l)

Titration with hydrochloric acid

Chloride
(Cl−) (mg/l)

Titration with Ag NO3

2−
Sulphate (SO4) (mg/l)

Spectrophoto-meter

Nitratē (NO3) (mg/l) Colorimeter
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Saturation indexlog = IAP

Ks p
(1)

The percentage of saturation is obtained as follows:

Saturation index percentage = IAP/Ksp × 100%, (2)

where IAP is the ionicmovement of the ions andKsp represents the solubility creation
of the minerals. Saturation index should be taken carefully as it is based on the
hypothesis of thermodynamic equilibrium for uncontaminated calcite.

It can be used as an important estimation of widespread carbonate constraints,
particularly if combinedwithmajor physiochemical facial appearance of the aqueous
environment [12]. The SI, regarding a certain solid phase, is a geochemical param-
eter to describe the tendency of solution to precipitation or dissolve in the phase.
Saturation index < 0 shows under-saturation with reference to the particular mineral.
Saturation index > 0 specifies as super saturation level with reference to the specific
mineral. This index value identity reflects the discharging of groundwater from an
aquifer containing sufficient mineral quantity with adequate inhabitant moment in
time to reach the balance level [13, 14].

Mass Balance Simulation: In a combination at equilibrium, the activities of the
chemical species available are associated by a set of equations of mass-action equi-
librium [15]. The calculations of mass balance are made to account for the change
in solution composition attributable to the precipitation or dissolution of the reac-
tive phases. Mass balance equation of solution for a fastidious set of reactive phases
producing a reaction of the form. The reaction accounts for the changes in composi-
tion ofwater by the quantity (moles/kilogramofwater) of reactants thatmust dissolve
into the water and products that ought to precipitate from solution as the water flows
from an up gradient well to a down gradient region.

The principles of hydro-chemical mass-balance chemical reactions can be stated
as the computation of the early aqueous components and the reactants generation to
the total of the closing stage aqueous components. Overall mass-balance simulations
are conceded against the basic elements. In aqueous solutions, if ‘n’ elements are
measured, the quantity of suspension/deposition of the elements can be dogged by
the mass-balance replication.

n∑

i=1

aijx j = bi (3)

where aij is i-th element of stoichiometric number with reference to j-th mineral, a
dimensionless value to i-th element of the molar number generated by the absolute
dissolution of 1 mol of the j-th mineral elements, xj represents molar number which
is the j-th mineral elements dissolves and bi is describes increment of the i-th element
in the aqueous quality. The probable mineral segment recognized in their reactions
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is an indefinite phases which refers to the chosen chemical substances due to the
resultant and reactants in the hydro-geological structure [16].

Various prospective conceptual models of different suites of reactive phases could
account for the pragmatic changes in solution concentration all along the flow path,
and it is confront of the modeler for eliminating unrealistic models. As the inverse
method is based on mass balance computation only and as it does not essentially
consider thermodynamic constraints on the system.

WATEQ4F Model. Modeling of speciation of groundwater composition is almost
the chemical equilibrium computation of water–rock system [17]. They have been
basically derived from the classical works which are confined to the speciation of
major ions in pullover. A FORTRAN IV computer program ofWATEQ4Fmodels the
thermodynamic species of mineral components in solution for a givenwater analysis.
This WATEQ4F model contains an undated thermodynamic data, certain advanced
means of handling the carbonate equilibrium, and a change which allows for a back
substitution method for an early convergence of anion mass balance.

4 Results and Discussion

Hydro-chemical facies. The most important parameters of cations as well as anions
are used to classify different types. Mainly the graphical procedures are followed for
representing total dissolved solids concentration and their relative quantity extent
of the dominant ionic species. Piper diagram [18] is extensively used to identify
the dilemma concerning the evolution of groundwater. The geochemistry progres-
sion of groundwater samples can be implicit by plotting the parameter concentra-
tions of cations and anions in Piper diagram. The types are typically with calcium
(Ca)—sodium(Na), bicarbonate (HCO3), chloride (Cl) and sodium(Na), bicarbonate
(HCO3), chloride (Cl) types. The nine different water categories are identified (see
Fig. 2).

WATEQ4F Model. The program consists five sub routine steps. In the first step,
converting the limits of the concentration to molality and calculates all the temper-
ature reliant data of the groundwater samples. In the second step, it initializes the
values of individual species for the interactive mass. In the third, they calculate the
activity coefficients and solvemass action andmass balance equations for the species
measured. In the fourth step, it prints the outcome calculated from the aqueousmodel.
Finally, it calculates and prints thermodynamic saturation status to water with respect
to the various mineral contents measured by the program. The circulation of aqueous
species is solved by a succeeding approximation routine concerning the concur-
rent solution particular mass balance equations that represent the aqueous model.
Individual ion activity coefficients of the species were computed from the extended
Debye–Huckel equation.

When the chemical representation is completed, it is useful to calculate modal
concentration ratios and ion activity ratio for preparing the composition of water
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Fig. 2 Classification of water (after Piper [9])

and mineral permanence diagrams respectively. Comparison of these ratios with
the related water can suggest possible origin of dissolved constituents and possible
control by mineral reaction. A number of these ratios are considered in WQTEQ4F.
The enthalpy of reaction at 25 °C has been intended for most of the conditions
of equilibrium in WATEQ4F. The effect of pressure cannot be considered by the
program. Even though gas partial pressures are rarely measured in natural waters,
in several solutions, they can be calculated from the gas solubility constants and the
water study. The partial pressure of CO2 is measured as

LogPCO2 = logaHCO3 + logdaH−logaH2O (4)

The hydrochemical data from the fieldmeasurements and laboratory analysiswere
used to model the chemical equilibrium conditions of the aqueous environments.

The saturation indices intended for various minerals using WATEQ4F have been
stipulated in Table 2. The numbers of samples performance saturation indices of less
than 1.0, 0.1, 0.1 to 1.0 and greater than 1.0 for dolomites, calcite, aragonite, goethite
and magnesite for the various minerals have been calculated using WATEQ4F.

Saturation of mineral species. The WATEQ4F speciation-solubility model [19]
has been used for calculating the equilibrium sharing for the inorganic aqueous
species which are found in the groundwater of Tirupur region. The investigation
for the saturation index with reference to calcite, dolomite, goethite, aragonite and
magnesite are made for the groundwater of the study area.

Calcite and Dolomite

Calcium carbonate equilibrium in contact with groundwater is the most significant
geochemical reactions articulated in almost all the area of Precambrian terrain where
retrograde metamorphism has formed more calcites. Calcium carbonate deposits
can be dissolved by water and carbon dioxide of particular importance in calcium
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Table 2 Saturation indices of minerals

Sample station LOG IAP/KP

Calcite Dolomite Goethite Aragonite

01 0.181 0.173 3.374 0.017

02 0.174 0.110 3.201 0.010

03 0.280 0.244 – 0.117

04 0.088 −0.313 3.645 −0.075

05 0.135 −0.048 – −0.029

06 0.232 0.102 2.877 0.069

07 0.289 0.273 4.023 0.126

08 −0.027 −0.027 – −0.190

09 −0.150 −0.754 – −0.313

10 0.790 1.117 4.787 0.627

11 0.610 0.886 4.899 0.449

12 0.317 0.216 3.032 0.150

13 0.573 0.865 3.954 0.409

14 0.667 0.961 3.558 0.504

15 0.225 0.204 – 0.062

16 0.852 1.290 – 0.688

17 −0.461 −1.368 – −0.624

18 0.242 0.201 3.135 0.079

19 0.433 0.501 3.894 0.270

20 0.464 0.820 4.013 0.300

21 0.288 0.154 4.294 0.125

22 0.755 0.685 – 0.592

23 0.548 0.713 – 0.384

24 0.451 0.550 – 0.288

25 0.195 0.084 2.835 0.031

26 0.536 0.668 3.760 0.372

27 0.148 −0.101 – −0.016

28 −0.406 −1.351 3.473 −0.570

29 0.168 −0.011 2.474 0.004

30 0.771 0.570 3.732 0.607

31 −0.057 −0.874 – −0.220

32 0.335 0.238 – 0.172

33 −0.067 −0.491 2.177 −0.230

34 0.514 0.684 4.186 0.351

35 −0.383 −1.321 2.802 −0.547

(continued)
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Table 2 (continued)

Sample station LOG IAP/KP

Calcite Dolomite Goethite Aragonite

36 0.020 −0.558 – −0.144

37 0.639 0.885 – 0.476

38 0.041 −0.299 – −0.123

39 −0.294 −1.422 – −0.458

40 0.453 0.512 3.831 0.290

41 0.774 1.111 3.290 0.610

42 0.727 0.718 4.035 0.563

43 0.344 0.365 3.980 0.181

44 −0.034 −0.355 – −0.198

45 −0.016 −0.484 – −0.179

46 0.527 0.589 3.842 0.364

47 0.138 −0.053 2.698 −0.025

48 0.379 0.557 4.304 0.216

49 0.164 −0.252 – 0.001

50 −0.026 −0.512 3.133 −0.189

51 0.215 0.228 – 0.051

52 0.302 0.293 – 0.139

53 0.174 0.028 4.700 0.010

54 0.477 0.686 4.081 0.314

55 0.807 1.288 5.355 0.644

56 0.623 0.857 4.379 0.459

57 0.254 0.239 3.765 0.091

58 0.136 −0.294 – −0.027

59 −0.045 −0.537 3.389 −0.209

60 −0.169 −0.866 2.906 −0.333

61 −0.654 −1.620 – −0.818

62 −0.447 −1.386 – −0.610

carbonate cycle. Water in contact with air will readily attract CO2 whereas under the
right conditions it converts to weak carbonic acid

CO2 + H2O → H2CO3 (5)

This weak carbonic acid can be able to dissolve certain mineral species such as
calcium carbonate to form bicarbonate,

CaCo3 + H2CO3 → Ca + 2HCO3 (6)
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Fig. 3 Disequilibrium index using the program WATEQ4F for calcite

The disequilibrium indices for the mineral of calcite are calculated using
WATEQ4F and their performance are shown (see Fig. 3).

Dolomite is characteristically associated with serpentinites and talc containing
rocks and occurs in metamorphic source. At high ranking of metamorphism, the
dolomite can break down into two stages [20] as follows:

CaMg(CO3)2 → CaCo3 + MgO + CO2 (7)

MgO + H2O → Mg(OH)2 (8)

The chemical constitutions of groundwater in the aquifers of carbonate is
controlled by the reaction among the dissolved gases, groundwater and the minerals
forming the aquifer rocks namely calcite and dolomite. The disequilibrium index
for dolomite mineral is calculated using WATEQ4F and the recital are depicted (see
Fig. 4).

Fig. 4 Disequilibrium index using the program WATEQ4F for dolomite
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Goethite and Aragonite

Weathering product of geothite is derived from various iron-bearing minerals in
oxygenated environments. It a primary precipitate in hydrothermal, aquatic and
marsh environments leading to oxidation of reduced iron comportment waters. The
disequilibrium indices for goethite is intended using WATEQ4F. Aragonite is a
less stable mineral than calcite. At typical temperature and pressure, aragonite is
metastable and fairly inverts to calcite. Crystallization of aragonite may be induced
in the presence of Sr, Mg, Pb, or CaSO4. Aragonite is formed along with calcite at
the temperature of 30 °C [21]. On the same temperature and pressure, aragonite is
more soluble compare to calcite [22]. The disequilibrium indices for the aragonite
are calculated using WATEQ4F, and their results are given (see Fig. 5). The results
indicate that a number of the groundwater samples are saturated with the mineral
constituents of aragonite.

Magnesite

Common occurrence of magnesite is an alteration of different magnesium containing
igneous and metamorphic rocks. A carbonate mineral of magnesite (MgCO3) is used
as catalysts and in the preparation of fertilizers and magnesium chemicals. In this
study, the majority of the groundwater samples are saturated (see Fig. 6).

Fig. 5 Disequilibrium index using the program WATEQ4F for aragonite
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Fig. 6 Disequilibrium index using the program WATEQ4F for magnesite



Geochemical Modeling of Groundwater in Tirupur Region, Tamil Nadu, India 445

5 Conclusion

Based on dominant cations and anions, the hydro-chemical types are mostly the
Ca-Na-HCO3-Cl and Na-HCO3-Cl types. However, the water types are calcium-
sodium-bicarbonate-chloride, sodium-bicarbonate-chloride, calcium-bicarbonate,
calcium-sodium-chloride, sodium-chloride, calcium-sodium-bicarbonate, calcium-
bicarbonate-chloride, sodium-bicarbonate and calcium-chloride categories. The
investigation about the saturation of minerals proves that minerals species of calcite,
dolomite, goethite and aragonite are saturated in majority of the study region.
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Design of Storm Water Management
System for the Water Stressed Areas
in Palakkad District

Karthika Aravind, Megha Krishnan, Melvin Devassy,
Noel Tharakan Renjith, and T. R. Rajalakshmi

1 Introduction

Seasonal drought like conditions is experienced in Kerala every year during the
summer months, summer water scarcity problems exist in most of the regions, even
in the months of normal rainfall. It can be seen from the Indian Meteorological
Department (IMD) Reports that 14 districts of Kerala experienced severe rainfall
shortage. This deficit has particularly affected the districts such asWayanad, Palakkad
and Thrissur. After the basic anaylsis we chose Palakkad as our study area. Our
objective includes (1) Study and Identification of water stressed areas in Palakkad
District using overlay analysis in ArcGIS by generating required thematic layers. (2)
To find a solution and Design of the remedial measure. (3) To estimate the cost of
the project. (4) Submittal of proposal to the relevant authorities.

The system used to reduce runoff of rainwater into streets, lawns and the improve-
ment of water quality is Stormwater management system. Moreover, ground gets
saturated by water after a heavy rainfall creates excess moisture that runs across
the surface and into storm sewers and road ditches. Debris other pollutants gets
carried into streams, rivers, lakes, or wetlands so it is always better to utilize this
stormwater for ground water replenishment. For achieving this, we adopt the design
of stormtech chambers for the water stressed areas under our study. The system of
stormtech chambers is considered to be one of the most economic water harvesting
systems along with super flexibility and enhanced performance.

For the identification ofwater stressed areas in Palakkad,we have decided to do the
GISmapping using the softwareArcGIS v 10.3. Initially the datawas collectedwhich
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includes the slope map and attribute data for those factors that we have considered
for the identification of water stressed areas. The factors considered includes mainly
ground water level, rainfall data, slope, land-use and soil. The data required (in the
form of slope map and attribute data) for our study area was collected from Indian
Meteorological Department (IMD), Kerala State Disaster Management Authority
(KSDMA) and also from the Soil survey Department, Palakkad. With these, the
maps were created for Slope, Rainfall, Land use, Groundwater Level and Soil type
using ArcGIS. After which overlay analysis was conducted and water stressed areas
of Palakkad district was identified. Total nine such sites (villages) were identified.
Again these nine villages were shortlisted into two based on their satellite view
where we checked the presence of river and also considered the residential area
where ground wa ter replenishment tends to be more useful. The identified sites are
(1) MNKMHS School Ground, Melarkode Panchayat (GWL-25m), (2) Bungalow
kunnu stadium, Kongad(GWL-10M). These sites were inspected and collected the
basic details for the design of Stormtech chambers.

2 Methodology

2.1 Site Selection

2.1.1 Study Area

Palakkad, Kerala, India, with the GPS coordinates of 10° 47’ 4.9308” N and 76°
39’ 11.3220” E, in the southeastern part of the former Malabar district, out of the
14 districts of the South Indian state of Kerala. Population is around 132,728. 4,480
km2 which is the total area of the district. Palakkad has a tropical wet and dry
climate. Moderate temperature is prevalent round the year, with the exception in
March and April being very hot and humid. Palakkad receives a very high amount of
precipitation mainly due to the South-West monsoon. The wettest month is July, and
the total annual rainfall is around 83 inches (210 cm). Palakkad has the maximum
number of dams in the State, but the district faces severe drought conditions and acute
water shortage. Average temperatures of up to 42 °C is recorded in Palakkad during
summer. Palakkad is more prone to droughts when compared to other Districts of
Kerala and hence it is prerequisite to study the intensity of drought in detail.
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Fig. 1 Rainfall map for the year 2019 of Palakkad district

2.2 Preparation of Thematic Maps

2.2.1 Rainfall Intensity Map

The excel data of rainfall for Palakkad district was collected from IndianMeteorolog-
ical Department (IMD), for four different rain gauge stations in Palakkad district for
the year 2019. The data was inputted to the software as attribute table, and different
ranges were selected and provided in millimeters. Then the resulting spatial rainfall
map was considered as one of the thematic layers. The following is the map obtained
for the year 2019 (Fig. 1).

2.2.2 Ground Water Level

Creating water level maps is one of the common mapping tasks in groundwater
projects. The ArcHydro Groundwater (AHGW) is used to automate the process of
creating water level maps in ArcGIS. Water levels taken from wells were summa-
rized over a given time period. The data was collected from Department of Water
Resources, RD and GD. The following shows the thematic map generated using the
software (Fig. 2).
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Fig. 2 Ground water level

2.2.3 Slope

Slope is an important factor. The slope map was derived from Aster DEM data,
which can be downloaded from the Earth data, NASA, with 30m resolution, and
slope is derived using spatial analyst tool in ArcGIS 10.3. Slope is generated using
data collected from the Advanced Spaceborne Thermal Emission and Reflection
Radiometer (ASTER), a spaceborne earth observing optical instrument. The only
DEM that covers the entire land surface of the Earth is the ASTER GDEM (Fig. 3).

2.2.4 Land Use/Land Cover Map

Land use indicates how people are using the land, whereas land cover indicates
the physical land type. As population increases, land use also increases. The rapid
land use/land cover transformations increase the chances for the shortage of water.



Design of Storm Water Management System for the Water Stressed … 451

Fig. 3 Slope map

Thematicmap of land use/land coverwas obtained fromKerala StateRemote Sensing
and Environmental Centre (KSREC), Trivandrum (Fig. 4).

2.2.5 Soil Map

Soil characteristics invariably control penetration of surface water into an aquifer
system, and they are directly related to rate of infiltration, percolation and perme-
ability. The study area is predominantly controlled by black cotton soil, forest soil,
hill soil, laterite soil, and mainly covered by laterite soil. Thematic map of soil was
obtained from KSREC, Trivandrum (Fig. 5).

2.3 Preparation of Map for Finding Water Stressed Areas
in Palakkad District

2.3.1 Overlay Analysis

Overlay analysis integrates spatial data with attribute data. Overlay analysis is done
by combining information from one GIS layer with another GIS layer to derive an
attribute for one of the layers. The overall objective must be identified. All of the
remaining steps of the overlay process should contribute to this overall objective.
The identified locations should be visited. Since the data for the model was created,
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Fig. 4 Land use

things could have changed. Thus, higher the value on the resulting output raster, the
more desirable the location will be.

After the analysis of the different thematic layers, seven villages where taken
into consideration from the district which was facing water shortage, low water
table, high population etc. The seven villages are follows: Trittala, Thirumittakod_1,
Lakkidiperur,Malapuzha,Kongad, Palakkad, Eruthempathy, Pattancherry,Melarkod
(Fig. 6).

2.4 Site Selected

After conducting overlay of the maps, Melarkode village of Alathur Taluk was
selected as one of the water-stressed areas. The ground water level of the area is
about 25m on an average. Stormtech chambers was selected as a remedy to increase
the ground water level of the area. The playground of the MNKMHS school Chitta-
lancheri has been selected as a suitable site to install the Stormtech chambers as it



Design of Storm Water Management System for the Water Stressed … 453

Fig. 5 Soil type

ensures the use ability of land. The selected area is densely populated, so the require-
ment of water is also high Ground water in the range of approximately 20–25 sq.km
can be recharged; since the entire area of Melarkode village is about 25.42 sq.km, it
will meet the requirement (Figs. 7 and 8).

2.4.1 Soil Type (from Soil Report)

Vettikad series: The soils of Vetikkad series are moderately deep, well drained,
moderately fine textured, very dark grayish brown and acidic. They are formed from
granite gneiss. They occur on moderately steep to steeply sloping hills with slope of
15–25 percent. The general elevation is 20–100 m above MSL.

Taxonomic class: Fine-loamymixed isohyperthermic family ofTypicHaplustepts.
Typifying pedon Vettikad—Gravelly sandy clay loam—cultivated

Kinasseri series: The soils of Kinasseri series are deep, well drained and moderately
permeable, fine textured, reddish brown and acidic. They are formed from gneiss.

They occur on mid land side and foot slopes with slope of 3–15 percent. The
general elevation is 20–100 m above mean sea level.

Taxonomic class: fine—loamy, mixed, isohyperthermic, OxicHaplustepts. Typi-
fying pedon Kinassery—gravelly sandy clay—cultivated.
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Fig. 6 Overlay map with 9 identified villages

3 Materials

3.1 Chamber

Chambers should be manufactured from virgin, impact modified polypropylene or
polyethylene copolymers and arch-shaped. Rows of the chamber should provide
continuous, obstruction free internal space with no support panels in order to provide
ease of access for inspection and maintenance requirements. As per project plans
inspection ports shall be installed and constructed. The chambers shall be open-
bottomed.

3.2 End Caps

End caps shall be injection moulded or rotor moulded from polyethylene or
polypropylene resin and allow pipe connections with polyethylene pipe. All chamber



Design of Storm Water Management System for the Water Stressed … 455

Fig. 7 Contour map of Melarkode Village

Fig. 8 School ground
MNKMHS

rows shall be terminated with an end cap. End caps may incorporate cutting guides
to allow easy field cutting for various diameters of pipe (Fig. 9).
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Fig. 9 Chamber and end cap

Fig. 10 Manifold piping

3.3 Manifold Piping

Manifold piping shall be designed to ensure that peak flows are distributed (without
scour of foundation stone) to the rows of chambers. To use equations of hydraulics
as basis of manifold piping, it shall be of dual wall HDPE piping (Fig. 10).

3.4 Stone

In accordance with the chamber manufacturer’s installation instructions, the foun-
dation, embedment and cover stone should be selected.

3.5 Fabric

Between the chamber bottom and the stone foundation, a fabric is located along the
entire length of the Isolator Row and the first 10.5 ft or 14.5 ft of all inlet rows.
Fabric between the top of the Isolator Row chambers and the embedment stone and
surrounding the entire chamber system shall be AASHTOM288 Class 2 non-woven
for filtration.
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4 Design and Installations

4.1 Design

The primary step of design of stormtech chambers is calculating the area required
for the installation. The area of the village is around 25 sqkm in area, designing for
this area, and we need to know the total rainfall for this area which we have collected
from IMD (Indian Meteorological Department). Assuming the total runoff in that
area to be 70 to 80% of total rainfall and by testing the infiltration rate of the soil
by using infiltrometer. We could easily get the area required which is equal to Total
runoff/Infiltration rate, and we get the area in sqm and an addition of 20% to this area
for the safe design. The plot can be designed either in rectangular or square shape. The
components that include in the design of stormtech chambers are (1) Aggregates,
(2) Soil—Backfill-4 layers of 30 cm(compacted), (3) Manhole—Concrete M-30
Mix, (4) Chambers-PVC Prefabricated (Size—From Installation Guide), (5) Pipe—
Upvc Material (Upvc-Unplasticized polyvinyl chloride), (6) Epoxy paint—Inside
the chambers, (7) Water Proofing— Outside chambers.

The next step of the design is to calculate the number of aggregates required for
the project. Aggregate size ranges from 20 to 50 mm, and the volume of aggregate
is equal to the product of total area of installation and total height of installation and
then deducting the inner volume of chambers. This can be done only after fixing
the number of rows of chambers needed for plot size and also the chamber’s inside
diameter. Aggregate usually fills up 15–30 cm bottom layer, side filling up-to a height
of chamber which is usually 1.5 m and the top layer of 30–40 cm.

4.2 Installation

4.2.1 General Requirements

Chamber products must be designed and installed in accordance with the manufac-
turer’s minimum requirements. Structures shall be accurately located and properly
oriented.

4.2.2 Site Preparation

Excavationmust be free of standingwater. The chamber bed’s subgrade soil should be
prepared as outlined in the engineer’s drawings. The subgrade soil bearing capacity
should be equal to or exceed the chambermanufacturer’s required allowable subgrade
soil bearing capacity.
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4.2.3 Chamber Installation and Backfilling

Install chamber systemflat or at constant slope between points an elevation indicated.
The chamber bed is constructed by joining the chambers lengthwise in rows. Stone
placement between chamber rows and around perimeter.

4.2.4 Protection

Pipe plugs in the inlet manhole pipes or Flex Storm Catch. All inlet and outlet
structures should be protected against construction sediments.

4.2.5 Inspection and Maintenance

Chambers may incorporate an optional inspection port to allow for inspection of the
stormwater system during normal operations. Inspection can also be accomplished
through the inlet manhole connected to the Isolator Row requires confined space
entry certification of the inspector. Maintenance of the Isolator Row shall utilize a
Jet Vac process to remove sediments that have accumulated in the Isolator Row over
time.

5 Conclusion

The primary purpose of this paper is to express how land and water should be
managed to maximize the chances of providing cities and their inhabitants with
water. Investigations of the relationships between various characteristics like rain-
fall, water scarcity, slope and groundwater level were undertaken. Following which
the understanding was extended to different land areas, based on the assumption that
all these factors play a major role in the management of stormwater resources.

The methodology was developed based on weightage analysis. Development and
application of innovative designs using structural plastic materials provides substan-
tial opportunity to minimize cost and maximize the service life of underground
stormwater collection structures. Successful structural performance of these struc-
tures relies on application of engineering principles that are specific to the behaviour
of structural plastic materials. Because of which, stakeholders in the stormwater
industry must push for the development of efficient standards that guide designers,
installers, and municipalities to systems that are proven to perform, environment
friendly and lasting.
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Design of Storm-Water Drainage
Network for Educational Institute

Nikunj K. Mangukiya, Kalpesh B. Baladaniya, B. Gopika, Nishant Sourabh,
and P. V. Timbadiya

1 Introduction

Stormwater is the water from rain and melting snow. It can infiltrate into the soil, be
held on the surface and evaporate, or runoff and end up in a nearby stream, river, or
another water body [1]. In a natural area like a forest, the soil absorbs considerable
amounts of stormwater, and plants can hold stormwater from the closest place where
it falls so that runoff will be minimum [2]. But due to changes in land, the amount of
stormwater that infiltrates or evaporates is also decreased [3]. Stormwater is the main
cause of water pollution. It runs off solid surfaces and collects several pollutants.
This contaminated runoff leads to the death of aquatic life and makes waterways
an unhealthy place to live [4]. Untreated stormwater entering streams may lead to
contamination of our drinking water supplies, problems with aquatic plants and
animals, risks to public health, as well as increased flooding [5].

The stormwater drainage system generally consists of curbs, gutters, catch basins
or inlets, manholes, etc. Proper design of storm drainage systems will lead to the
solution of several stormwater drainage problems [6]. A storm drain is a portion of a
storm drainage system that collects runoff from inlets and conveys it to somewhere
and discharged into a channel, piped system, or water body. A storm drain may
be an open conduit, a closed conduit, or a combination of both. Storm drain design
consists of system planning, including data collection, pavement drainage, pavement
details, and inlet spacing, size, and location of mains and manholes [7]. An adequate
stormwater drainage system for any settlement is required to prevent the flooding of
low-lying areas and discharging the stormwater safely to the nearbywater body.Also,
the development of the area will increase the runoff due to variation in hydrology [3].
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In order to avoid the problem of flooding while considering the altered hydrology, an
effective and planned stormwater drainage system is required. Furthermore, if such
urban development is a coastal area, it may increase the complexity of the design
of the stormwater drainage network due to the influence of the tidal cycle [8]. A
stormwater drainage network is a trade-off between three main parameters, i.e., the
slope of the drain, the velocity of the flow in the drain, and the cover to be provided
above the crown of the drain. The change in one of these parameters results in a
change in the design.

In India, the design of stormwater drainage network was carried out as per
the Central Public Health and Environmental Engineering Organization (CPHEEO)
manual [9] guidelines till the year 2019. The guidelines have specified several criteria
for the design as per the allowable flooding duration based on the importance of the
area. The frequency specified in the aforementioned manual is 1 in 0.5, 1 in 1, and 1
in 2 (Partial Duration Series (PDS)) for area peripheral residential areas, central and
high-priced areas, and commercial and high-priced areas respectively. The design
criteria of a city having the same topographical and meteorological condition in Asia
are on the far conservative side than in India. They consider the design frequency
from 1 in 2 to 1 in 25 years (PDS) depending upon the importance.

In the present study, the design of a stormwater drainage system for the Sardar
Vallabhbhai National Institute of Technology (SVNIT) campus has been carried out
as per the criteria of CPHEEO manual 2012. SVNIT is a residential institute which
is situated in Surat city. On average, the city is being undergone flooding every
two and a half years from 1869 to 1884. In 2006, 75% of the city was affected by
floods. Due to flooding, the library basement of the campuswas also destroyed. Every
year, due to heavy rainfall, the water is accumulated on campus, and the breeding
of mosquitoes and other insects will take place in waterlogged areas, leading to a
harmful and dangerous environment for students and faculty. The poor stormwater
drainage system will also lead to many problems, such as road transport problems
and poor traffic conditions. The study presented in the paper aims to provide an
efficient and useful separate stormwater drainage network for the SVNIT campus,
which can be used in future developments. The methodology presented in the paper
can be useful to other educational institutes in India.

2 Study Area and Data Collection

2.1 Study Area

The Sardar Vallabhbhai National Institute of Technology, Surat, commonly known as
National Institute of Technology (NIT), Surat, or SVNIT, was established in 1961 by
the Parliament of India as an engineering institute of higher education. The SVNIT
campus is situated near the Ichchhanath area of Surat city of Gujarat, India, having
latitudes of 21.16 °N and longitudes of 72.78 °E with approximately 100-hectare
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Fig. 1 SVNIT—Surat map showing the buildings and other features from the Masterplan

area. Figure 1 shows the map of the SVNIT campus. The institute campus has ten
academic departments, laboratories, and central research facilities. The academic
facilities of the institute are located in the north-western part of the campus, including
departmental buildings, lecture halls, laboratories, the central library and the central
computer center. In addition to it, the institute campus has a dispensary, a post-office,
three guest houses, and one nationalized bank within the campus. The campus has
one cafeteria, electrical substation, a water pumping station, and telephone exchange.
The campus also has ten hostels with approximately 3500 students living on it.
The campus has 5000 residents, including 210 faculty members. A campus is also
a favorite spot for walkers and joggers who come regularly to the campus in the
morning and evening time.

2.2 Data Collection

The physical attributes of the study area like the existing topography of the area,
the land use pattern, and the master plan of the area were collected from the Estate
section, SVNIT. This was further edited using the data obtained from the survey.
Rainfall data are required to develop an Intensity–Duration–Frequency (IDF) curve
for the study area from which the intensity of the corresponding storm duration can
be obtained for different storm frequencies, which is then directly used to determine
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the peak discharge generated. The hourly rainfall data from the year 1972 to the year
2013 is procured from the IMD rain-gauge station located at Rander, Surat, and has
been utilized to develop IDF curves for the return periods of 2, 5, and 10 years. The
outfall locations of the existing SVNIT stormwater drain system were identified, and
R.L. of the outfall points were found out by survey.

3 Methodology and Design Basis

The methodology involves the preparation of existing topography, land-use land-
cover map, and IDF curve for calculation of different design parameters. Figure 2
shows the flowchart of the methodology.

3.1 Preparation of Existing Topography

The existing topography map of the study area was prepared from the contour survey
data of the year 2011 for theSVNITcampus collected from theEstate section, SVNIT,
Surat. The obtained contour surveyed points were digitized first in ArcGIS Desktop
v10.5 with the spatial reference coordinate of ‘WGS 1984 UTM Zone 43 N’. The
digitized contour points are then interpolated in the raster form by using the ‘Topo to
Raster’ tool of Arc Toolbox featured in ArcGIS. Finally, the Georeferenced digital
elevation model (DEM) of the campus is obtained. From the DEM, it has been

Fig. 2 Methodology flowchart
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identified that the study area has a minimum elevation of 5.91 m and a maximum
elevation of 9.45 m. The elevation value for the entire study area differs with a
standard deviation of 0.37 m with a mean of 7.36 m.

Catchment delineation and outfall locations. The entire SVNIT campus area
of 1 km2 has been divided into four major catchments using the ‘spatial analyst
toolbox—Hydrology’ in ArcGIS v10.5. Considering the topography of the area, a
total of three outfalls are proposed. The main purpose to divide the area into three
outfalls is to uniformlydivide the discharge among themso that a particular catchment
will not be overloaded. Delineated catchments and their properties are represented
in Fig. 3 and Table 1.

Estimationof timeof concentration. The timeof concentration is the required for
a drop of water to reach the outlet from the farthest point of the catchment. There are
many empirical equations available for calculating the time of concentration. Kirpich
equation is the commonly used formula which relates the time of concentration with

Fig. 3 Catchments considered for the present study

Table 1 Catchment
properties

Catchment Area (m2) Maximum
travel length
(m)

Slope of the
catchment

Catchment 1 279,112.197 1038.6 1.367 × 10–3

Catchment 2 317,665.414 1374.5 4.510 × 10–4

Catchment 3 204,720.292 897.6 1.114 × 10–3

Catchment 4 139,098.464 1367.6 6.873 × 10–4
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the slope of the catchment and length of travel [10]. As per the Kirpich (1940), the
time of concentration is calculated by Eq. 1.

tc = 0.01947 L0.77 S−0.385 (1)

where tc is the time of concentration (min), L is the length of travel of water (m), and
S is the slope of the catchment.

3.2 Preparation of Land-Use Land-Cover Map

The land-use land-cover (LULC) map for the determination of runoff coefficient is
prepared from the existingmaster plan of the SVNIT campus by usingArcGIS v10.5.
The entire area of the SVNIT campus has been divided into three land-use patterns,
i.e., buildings, roads, and vegetation areas. The LULC map is shown in Fig. 4. From
the LULC map and the catchment map, the percentage area of different land use has
been calculated which is shown in Table 2.

Estimation of runoff coefficient. The runoff coefficient represents the combined
effect of catchment losses. It depends on rainfall intensity and characteristics of the

Fig. 4 Land use land cover map for SVNIT campus
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Table 2 Percentage area of different land use for catchments

Catchment Total Area (m2) Buildings (%) Roads (%) Vegetation (%)

Catchment 1 279,112.197 12.64 10.64 76.72

Catchment 2 317,665.414 16.11 9.80 74.09

Catchment 3 204,720.292 21.75 6.85 71.40

Catchment 4 139,098.464 27.80 4.38 67.82

surface [11]. For a non-homogeneous catchment, the weighted equivalent runoff
coefficient has to be calculated as Eq. 2 [12].

Ce =
∑N

1 CiAi

A
(2)

where Ai is the sub-area i which is having a runoff coefficient Ci, A is the total area
of the catchment, and N is the total number of sub-areas. The runoff coefficient Ci

is considered as per the guidelines in the CPHEEO manual on sewerage and sewage
treatment [9].

3.3 Preparation of IDF Curve

An Intensity–Duration–Frequency (IDF) curve indicates the mathematical correla-
tion between the intensity of rainfall and its duration and frequency of occurrence.
For the preparation of the IDF curve, rainfall series for different durations (i.e., 1-
h, 2-h, 6-h, 12-h, and 24-h) are prepared first from the available rainfall data. The
annual maximum depth of rainfall is calculated for each selected duration. Then
each selected duration data series is fitted to Gumbel’s extreme value probability
distribution [13]. There are three asymptotic modes of extreme value distribution,
i.e., Type I, Type II, and Type III. The most popular model for storm rainfall is the
Extreme Value Type I (EVI) distribution [14, 15]. The function for EVI probability
distribution is shown in Eq. 3. The parameters α and u are estimated by Eqs. 4 and
5 respectively. A reduced variate y can be defined as Eq. 6. The return period T can
be calculated using Eq. 7.

F(x) = exp

[

−exp

(

−x − u

α

)]

; − ∞ ≤ x ≤ ∞ (3)

α =
√
6 s

π
(4)

u =
−
x −0.5772α (5)
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y =
x − u

α
(6)

1

T
= P(x ≥ xT)= 1 − P(x < xT)= 1 − F(xT) (7)

where u is the mode of the distribution, s is the standard deviation, and
−
x is the mean

of the data.

3.4 Estimation of Peak Discharge and Design of Drain
Sections

Considering all the above-mentioned parameters/terms, the peak discharge is
calculated using the rational formula as given in Eq. 8 [16].

Q= 10 C i A (8)

where Q is the peak discharge in m3 hr−1, C is the coefficient of runoff, i is the
intensity of rainfall in mm hr−1, and A is the area of the catchments in hectares.
The commercial software adopted for modeling uses Manning’s formula as shown
in Eqs. 9 and 10 for the design of drain sections.

Q=A × V (9)

V =
1

n
R

2
3 S

1
2 (10)

where V is the flow velocity, A is the cross-sectional area of the drain, n is the
manning’s roughness coefficient, R is the hydraulic radius, and S is the slope of the
drain.

In addition to the above-mentioned design parameters, other design criteria were
also considered as per the CPHEEOmanual. The flow velocity is constrained within
the range of 0.6–2.7 m s−1. The minimum cover over the drain is considered as
0.6 m. The slope of the drains is constrained within the range of 1 in 500 to 1 in
5000. At every junction, the head loss is to be calculated based on the standard head
loss formula. The crown elevation of the downstream pipe at any junction is assured
to be less than all upstream pipes crowns. At every junction, one of the upstream
pipes, which is hydraulically critical, will have the same invert as the downstream
pipe, and there will be no fall in this line of flow. The other upstream pipe invert
should also normally be matched with this level and falls eliminated by increasing
the slope and thereby reducing the required flow area.
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4 Design Parameters and Results

The CPHEEO manual on sewerage and sewage treatment suggest the return period
of once in two years for the residential, commercial, and high-priced area. However,
in the present study, return periods of 2-year, 5-year, and 10-year are taken into
consideration for the design of the stormwater drainage network. The rationalmethod
to be used in the design of the stormwater drainage system assumes the intensity of
rainfall to be uniformover the catchment. This intensity corresponds to the duration of
rainfall equal to the time of concentration. The intensity–duration–frequency (IDF)
relationship is derived from hourly rainfall data using Gumbel’s method which is
shown in Fig. 5.

The Indian standard specifies that for the developed area a 1 in 1-year rainfall
frequency or a 1 in 2-year rainfall frequency is to be used. In the hydrologic prac-
tices, two methods for deciding the return period of rainfall are available. The more
commonly usedmethod is to prepare anAnnualMaximumSeries (AMS) and subject
to frequency analysis by fitting a theoretical distribution. The other method is the
analysis of a Partial Duration Series (PDS) which is constructed by counting all
independent events above the threshold value. In this process, depending upon the
threshold assumes, for a particular year there may not be any event and for another
year there could be numerous events. Thus, while the AMS information would have
one event per year, the PDS information would have a variable number of events per
year, and the total number of events may be either less or more than the number of
years. The method indicated in the CPHEEO manual is based on the PDS. However,
the independence of the events in preparing the PDS data causes difficult problems.
The return period as decided from AMS data and the PDS data are different but are
theoretically related as shown in Eq. 11.

Tp = − 1

ln
(
1 − 1

Ta

) (11)
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Fig. 5 IDF curve adopted for the stormwater design and analysis
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Table 3 Coefficient of runoff for different land use pattern and return period

Land use pattern C (2.56-year) C (5.54-year) C (11-year)

Buildings 0.75 0.80 0.83

Road 0.73 0.77 0.81

Vegetation/Recreational 0.30 0.33 0.36

where Tp is the average return period for level (threshold value) in PDS and Ta is
the return period for AMS. Thus, the equivalent values for the return period 2-year,
5-year, and 10-year are taken as 2.56-year, 5.54-year, and 11-year respectively. The
runoff coefficient is considered as per the guidelines in the CPHEEOmanual and the
final values that are used for the design purpose are shown in Table 3.

Bentley StormCAD v10.01 CONNECT Edition is used for the modeling and
design of the stormwater drainage network of the SVNIT campus taking into consid-
eration all the above-mentioned design criteria. The obtained results of the drain
design for all four catchments are summarized in Tables 4 and 5. The layout of the

Table 4 Designed Storm-water drainage network for SVNIT campus

Parameters Catchment 1 Catchment 2 Catchment 3 Catchment 4

Total length of network (m) 2900.6 2830.4 1661.9 1115.6

Maximum velocity (m/s) 1.52 1.67 1.59 1.95

Number of manholes 95 77 28 24

Invert level of the pipe draining to the
trunk drain (m)

4.75 4.05 4.50 3.76

R.L. at outfall (m) 6.57 7.14 6.73 6.81

Discharge at outfall (m3/s) 1.12 2.47 1.25 2.61

Table 5 Details of the stormwater drainage network conduit for SVNIT campus

Diameter of drain (mm) Length of the drain in catchment (m)

Catchment 1 Catchment 2 Catchment 3 Catchment 4

1200 57.7 390 194.3 235.1

1100 986.6 42.6 – –

1000 − 43.8 – 240.2

900 − 143.9 384.9 –

800 1413.3 693.5 823.5 152.6

700 − 634.8 – 143.4

600 133.1 833.4 – 138.6

500 237.4 48.4 259.2 205.7

450 72.5 − – –

Total Length 2900.5 2830.4 1661.9 1115.6



Design of Storm-Water Drainage Network for Educational Institute 471

Fig. 6 Layout of Pipe network for stormwater drainage

designed drain network is shown in Fig. 6. The cost estimate of the SVNIT campus
stormwater drainage network is considered to be the future scope of the present work.

5 Conclusions

An efficient and separate stormwater drainage network has been designed for the
SVNIT campus using STORMCAD v10.01. The total area of the SVNIT campus
has been divided into four major catchments, and three outfall locations have been
proposed. The outfalls of the drainage system have been taken care of at the same
R.L. of SMC outlet provided in the institute to prevent backwater flow and waterlog-
ging. The total runoff generated from the 100-ha area of the institute is 7.45 m3 s−1

and has a stormwater network of about 8.51 km with the highest conduit diameter of
1200 mm. The model indicates that the designed network can take care of the runoff
generated from buildings, roads, parking plots, gardens, and all other infrastructure
and recreational areas and can give a solution for major problems of the present
stormwater drainage system of SVNIT campus. It was ensured that the new devel-
opment and facilities are free of flood hazards from major and smaller storm runoff
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events. The methodology presented in the study can be useful to other educational
institutes in India.
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Developing a Web Application-Based
Water Budget Calculator: Attaining
Water Security in Rural-Nashik, India

Aman Srivastava , Leena Khadke , and Pennan Chinnasamy

1 Introduction

Water is a limited freshwater resource and is essentially used for domestic, agri-
cultural, industrial, and other development purposes [1, 2]. Over-exploitation of
available water resources to meet individual requirements in the present context of
climate change has put immense stress on global water security [3], thereby posing
extraordinary challenges to the current water managers [4]. The total water resource
available on the earth is constant; however, humans have been interfering directly or
virtually with the hydrological cycle through land use land cover change, ground-
water extraction, construction of dams, artificial rain, etc. [5–7]. The interference to
the hydrological cycle at one stage can lead to serious consequences at some other
stage due to the strong interdependency between the stages of the cycle [8]. India,
having predominantly the rural and agricultural society, is no more exempted from
the issue of water scarcity, security, and spatial non-uniformity in the water distri-
bution [9–11]. The villages located in the arid and semi-arid climate zones of India
experience erratic rainfall patterns with highly variable surface water storage [12].
The production through agriculture is primarily dependent on rainfall, as more than
60% of India’s population relies on agriculture [13]. Studies also show the increase in
integrated precipitable water in India by 4.69% against a 1 °C increment in regional
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warming [14]. More than the scarceness of the water is the mismanagement in the
usage of this limited resource at a village level [15–17]. The increase in the demand
for water-intensive activities and the effects of climate change has underlined the
urgency and significance of sustainable management of water resources to attain
water security [17–19]. Thus, there is a substantial need to understand the crucial
components in the hydrological water balance so as to estimate water budgets.

Water is in a continuous recirculating hydrologic cycle involving transportation
components, such as precipitation (or rainfall), evaporation, transpiration, infiltra-
tion, and runoff, and storage components, such as groundwater storage, soil moisture
storage, and surface storage in the forms of ponds, lakes, reservoirs, etc. [20]. The first
qualitative representation of the hydrologic cycle was introduced by Horton called
Horton’s representation of the hydrological cycle [21] which linked its significance
with the major sectors, including agriculture, forestry, geography, economics, soci-
ology, and politics. The interdependencies between the transportation and storage
components of the hydrological cycle are quantified using the principle of continuity
called the water budget equation [22]. Water budgeting of a particular catchment or a
watershed helps the planner to design better water management policies and security
provisions for the careful distribution of water [23].

In this regard, several attempts to develop a water assessment-based calculator
have been undertaken in India. Puri et al. [24] used a water quality index calculator
developed by the National Sanitation Foundation Information System to select the
sampling points for measurement of the water quality index at various locations in
the district of Nagpur in the Maharashtra state of India. Singh et al. [25] used a
one-dimensional water balance model—Water Impact Calculator (WIC) developed
by the International Crop Research Institute for the Semi-Arid Tropics, Hyderabad,
India, to estimate the consumptive use. WIC required data on soil depth, evapotran-
spiration, precipitation, crop growth, topography, and crop management details as
input. Surendran et al. [26] used Drought Indices Calculator (DrinC) software that
calculates the drought indices such as Standard Precipitation Index, Reconnaissance
Drought Index, and Streamflow Drought Index by providing an interface for the
district of Madurai located in the semi-arid climatic zone of India. Awasthi et al.
[27] developed a calculator to prepare a water budget of any discrete land unit such
as agriculture and livestock using C language. The calculator estimated the water
deficiency or surpluses of the land use.

The spatial information about water sources links statistical and socio-economic
information to a location, bringing much-improved understanding and policy anal-
ysis both at the local (village) and state level (Central and State) [16, 17, 28]. In a
general, estimation of thewater availability, the study of the influence of hydrological
and climatological parameters on water occurrence, circulation, and distribution on
the earth and earth’s atmosphere, and assessment of extreme events like flood and
droughts [29] and strategies to combat them are of paramount importance [22], espe-
cially while proposing the sustainable water management and security plans [14, 17].
The designs and the operation of the projects are critical while developing a water
supply irrigation and drainage network, flood control, coastal works, and recreational
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uses ofwater. The precise estimation of the hydrological parameters such as precipita-
tion, evaporation, and groundwater flow provides fundamentals to study the science
of hydrology of a catchment or a watershed in a systematic manner. The major
concern is identifying methods to optimize the usage of water obtained as precipi-
tation through advanced computing and seamless modeling systems. However, this
approach of water analysis and system design is expensive [30]. This is attributed
to expensive modeling software and costly secondary data, even though the bulk
of empirical formulae had been suggested by researchers for the estimation of the
hydrologic parameters [14, 18, 21, 22, 31]. The task of data loading manually into
the empirical relations while designing is time-consuming, tedious, and demands
experience. Obtaining the data from the field and analyzing the same in the digital
laboratory/computer systems increases the efforts, and expense, and further delays
the work. To address this, an attempt has been taken in this study to use computer-
based web applications for the estimation of the water budget by analyzing the
abstractions of the precipitation from the given village-level watershed.

The primary objective of this study is to develop a water budget calculator (WBC)
for estimation of the hydrological parameters using a server-side scripting language
called PHP (Hypertext Pre-Processor that earlier stood for Personal Home Page).
The secondary objectives include (1) the measurement of precipitation, calculation
of the adequacy of the rain gauge station, estimation of the occurrence of extreme
events, such as flood, assessment of the associated hydrological risk, calculation of
the rate of evaporation, evapotranspiration, and infiltration, change in the depression
storage, and estimation of surface runoff at micro-watershed level, with grounded
case study from the rural-Nashik, India, and (2) developing water security plans
and water governance strategies through local community participation under rural-
settings. The objectives mentioned above require excellent quality and quantity of
observation data; however, obtaining such data is challenging. In such instances,
when observation data is limited, the use of Remote Sensing (RS) data, especially
satellite imagery, has been widely used to address data gaps. This paper presents an
integrated study using PHP, primary data, secondary data, RS, and field observations
with a case study approach.

2 Methods

2.1 Study Area

The Shivaji Nagar is a remote village located in the Trimbakeshwar taluka (block) of
Nashik district in the Maharashtra state of India (Fig. 1). The village is surrounded
by the villages, viz., Holdar Nagar in the East, Somnath Nagar in the West, Vele at
the South-West, Devergaon at South, and Peth taluka in the North. The village is
geographically located at latitude 20.103883°N and longitude 73.55648°E, having
a distance of 27 kilometers (km) from its administrative Trimbakeshwar taluka and
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Fig. 1 Location of the study site—Shivaji Nagar village in the Nashik district showing three
hamlets viz., Kavlyachapada, Shivaji Nagar, and Satya Nagar hamlets (insets showing the location
in Maharashtra state and India)

42 km fromNashik district. The location of the study site lies in the Sahyadri range of
Maharashtra, having a typical hilly climate with heavy rainfall. The average annual
precipitation of the village is 207.2 centimeters (cm), and the average temperature
of the place remains below 40 °C throughout the year. There are, in total, three
hamlets under the boundary of Shivaji Nagar Gram Panchayat (GP) (village-level
government in India) viz., Kavlyachapada, Shivaji Nagar, and Satya Nagar hamlets.
The predominant occupation of the village is agriculture, and more than 90% of
farmers practice rainfed farming. The source of water to the village is the South-
West monsoon (June to September); however, during the non-monsoon period, other
sources, such as check dams and small storage reservoirs, become the primary source
for drinking water and irrigation. Although private wells are primarily employed for
irrigation, the GP wells are typically used for supplying water for drinking water
demand.

2.2 Development of Water Budget Calculator (WBC)

TheWBC is developed using a server-side scripting language called PHP, withwhich
a web application has been created, where all the hydrological parameters, targeted
to be calculated, are available in a menu. The development of the WBC consists
of nine operations, as depicted in Fig. 2 viz., (1) measurement of precipitation, (2)
calculation of the adequacy of rain gauge stations, (3) probability of occurrence
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Fig. 2 Path flow for web application development of Water Budget Calculator (WBC) for Shivaji
Nagar village in Nashik district of India

of extreme precipitation events, (4) assessment of hydrological risk, (5) volume of
evaporation, (6) volume of evapotranspiration, (7) volume of infiltration, (8) volume
of depression (surface) storage, and (9) volume of surface runoff. The calculator
operates in the same sequence as listed from 1 to 9.

2.3 Measurement of Precipitation

In the present study, three methods on measurement of precipitation, namely, (1)
Arithmetic-Mean method, (2) Thiessen-Mean method, and (3) Isohyetal method,
have been used to convert the point sampling information of the magnitude of the
rain gauge into precipitation over an area, such as at micro-watershed level. The
WBC provides options for the user to select any of themethods to display the average
precipitation (Pa). In this regard, the data on the number of rain gauges (m), catchment
area (A), the magnitude of the precipitation measured from each station (Px), where
x is 1, 2, 3,…up to m, and the catchment area of each rain gauge (Ax) is required as
input to WBC.

2.4 Adequacy of Rain Gauge Station

The WBC calculates the adequacy of the rain gauge station along with the measure-
ment of precipitationwith the same inputs. The optimal number of rain gauge stations
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(N) required in the given catchment area has been obtained through statistical anal-
ysis using the values of the allowable degree of error in the measurement of the
precipitation, expressed in percentage (e), and the coefficient of the variation of the
precipitation values (Cv), as shown in Eq. 1. While the estimation of the value of
Cv is based on the standard deviation (SD) of the precipitation values Px from Pa

, calculated using Eq. 2. Apart from the values of m, Px, and Ax, the value of e is yet
another necessary input needed to calculate the adequacy of the rain gauge station
(N) in WBC.

N =
(
Cv

e

)2

(1)

Cv = SD × 100

Pa
(2)

2.5 Probability of Occurrence of Precipitation
and Hydrological Risk

To record extreme events, such as floods, the probability of the occurrence (P) of
extreme precipitation, such as precipitation, is expressed in terms of the return period
(T), as shown in Eq. 3. Whereas, in the case of the probability of the event not
occurring in a year (q), it is expressed as Eq. 4. While the binomial distribution
has been used to calculate the hydrological risk [22, 32], which is fundamentally
defined as the probability of the event occurring at least once in n successive years
(frequency) and calculated in percentage, as shown in Eq. 5. The WBC calculates
both the probability of occurrence (P) of precipitation and hydrological risk (h) with
the input of the data on the return period (T) and frequency (n).

P% = 1

T
× 100 (3)

q% = 1 − P% =
(
1 − 1

T

)
× 100 (4)

h% = (
1 − qn

) × 100 (5)



Developing a Web Application-Based Water Budget Calculator … 479

2.6 Estimation of Evaporation, Evapotranspiration,
and Infiltration

The rate of evaporation (Ev) from the lake, or as such any surface water storage
structures, has been calculated as a function of pan evaporation (Ep) by taking into
account the pan coefficient (Cp) for two types of pan viz., (1)USClass AEvaporation
Pan having an average value of Cp as 0.7, and (2) ISI Standard Pan, also called as
Modified Class A Pan, having the value of Cp as 0.8 and is substituted, as shown
in Eq. 6. In case, if the evaporimeters are not used in the estimation of evaporation
depth, then the rate of the evaporation (Er) is calculated based on the solar radiation
(Rs) received per unit area, the mass density of the water (ρ), and the latent heat of
vaporization (L), as shown in Eq. 7. The data as input toWBC for the estimation of the
depth of evaporation includes Cp, whereas the estimation of the rate of evaporation
includes Rs and L, as the value of ρ is known.

Ev = Cv × Ep (6)

Er = Rs

L × ρ
(7)

The WBC estimates evapotranspiration using the Blaney-Criddle formula [8].
This empirical formula is based on data from the arid climatic conditions of the
United States and takes into account the sunshine hours and temperature. The data
as input to WBC for the estimation of the depth of evapotranspiration includes an
empirical coefficient (K) that depends upon the type of the crop and the stage of
the growth, monthly percent of annual day time hours (Ph), and average monthly
temperature (T) in degree celcius (°C). For the given crop season, the depth of
potential evapotranspiration (PET) is calculated, using Eq.

PET = ET = 2.54 × K × Ph × [(T × 1.8) + 32]
100

(8)

.31
The WBC estimates the rate of infiltration using Horton’s equation that primarily

depends on three parameters viz., the initial rate of infiltration capacity (f 0), final
constant rate of infiltration at saturation (f c), and an empirical constant (k) depending
primarily upon soil and vegetation and calculated, as shown in Eqs. 9a and 9b [12].
In this equation, the time from the beginning of the precipitation is represented by t,
whereas the area under Horton’s equation is represented by Fc. The data as input to
WBC includes f 0, f c, t, and Fc. The WBC has been designed to calculate the value
of k based on the already input data on f 0, and f c.

f p = fc + ( f0 − fc)e
−kt (9a)
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k = f0 − fc
Fc

(9b)

2.7 Estimation of Depression Storage and Surface Runoff

The WBC takes into account the change in the depression storage (S) based on the
nature of depression, the type of the soil, slope of the watershed, the measure of
the soil moisture, etc. The S is calculated as the difference between the initial water
storage depth (S1) to the final water storage depth (S2). The observed value of S
obtained during the field survey is the direct input data for WBC. The volume of
the water entering (V i) into the watershed under consideration from the adjacent or
another watershed has been taken into account in the water budget calculations. The
estimation of the surface runoff (R) is based on the water budget equation and is
expressed as shown in Eq. 10. The two options have been provided to the user for
entering data into the WBC viz., (1) in the case if the user wanted to use the values
of the other parameters (right-hand side of Eq. 10) for the estimation of R, then the
WBCwill automatically import those values directly into the equation, and (2) If the
user wanted to input the fresh values of the other parameters, thenWBCwill provide
separate entries for the input of the data for other parameters.

R = Pa + Vi − Ev − ET − f p − S (10)

2.8 Data Collection and Data Processing

The WBC is designed to estimate or calculate the aforementioned hydrological
parameters using PHP. The data on the estimation ofE,ET, S, andR has been obtained
through recorded observations from the field. However, not all the data were obtained
from the field for which theWBC is designed for. The unavailable data from the field
includes m, N, Px, e, T, n, Rs, L, f 0, f c, t, and Fc. The study constructively assumed
certian data, based on the experiences from the field investigation, for the village so
as to validate the functionalities of WBC. The field surveys and the qualitative inter-
views were further conducted with the residents of the Shivaji Nagar village between
May and July 2019 (at the interface of summer and monsoon). The purpose was to
study and collect the information regarding the background of the field conditions
concerning the functionalities of the surface water storage structures, availability of
water across seasons, the type of the crops grown, and the significant changes in the
land use land cover that happened in the past. The study comprehensively focused
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on the data collection for the various hydrological parameters such as P, E, ET, G,
S, and R.

PrecipitationData. Thefirst hydrological parameter—Pa is obtained based on the
analysis of the last 20 years of India Meteorological Department (IMD) rainfall data
for the Trimbakeshwar taluka. The average annual rainfall in the area was calculated
as 207.2 cm. Similar results were obtained by Sanjay et al. [33] Srivastava and
Chinnasamy [17] and Gavit et al. [34]. However, to validate the accuracy of WBC in
estimating N, m is assumed as seven, and the annual rainfall recorded for each rain
gauge station in cm is considered as 130.0, 142.1, 118.2, 108.5, 165.2, 102.1, and
146.9. The values of Pa are obtained using the Arithmetic-Mean method. The value
of e is assumed as 5%, whereas T for the extreme precipitation event is assumed
20 years, occurring at least once in 10 successive years (n).

Evaporation Data. The ISI standard pan evaporimeter, specified by IS: 5973–
1970, and also called as the Modified Class-A Pan, was used for the measurement
of E. The monthly average depth of the water evaporated in May, June, and July was
recorded at 1.40 cm/day (cm/d), 1.25 cm/d, and 0.60 cm/d, respectively. However,
to validate the accuracy of WBC in estimating E with the other method, the Rs has
been assumed as 200 watts/square meters (W/m2) at a temperature of 25.0 °C, L of
water as 2,441× 106 joule/kilograms (J/kg), and ρ as 1,000 kg/cubic meters (kg/m3),
kept as default value in WBC. The parameters such as ground heat flux and sensible
heat have been ignored for simplifying the calculations. Such an approach has been
repeatedly used in past studies [35, 36].

Evapotranspiration and Infiltration Data. A large number of empirical
formulae are available for the estimation of potential evapotranspiration (PET) based
on climatological data [22, 32]. The current study uses the Blaney-Criddle formula,
as it assumes that the PET is related to sunshine hours [Ph] and temperature [T] [31].
The Ph in the study site for May, June, and July was measured as 7.8, 7.2, and 6.9 h,
respectively. The values for T in the village (averaging maximum and minimum)
for the same months were measured as 29.5, 27.5, and 25.0 °C, respectively. Apart
from field data, the CentralWater Commission (CWC) and the Food andAgricultural
Organization (FAO) recommendations have also been considered for the estimation
of evapotranspiration rates for the rest of the year [22, 32]. Depending upon the type
of the crop and the stage of the growth, the K for the village is estimated as 0.6, 0.7,
and 0.8 for May, June, and July, respectively. On the other hand, based on the soil
survey and USGS method [37], the depth of infiltration was calculated. The value of
f 0 was estimated as 6.5 millimeters/hour (mm/h), f c was assumed as 1.5 mm/h, and
k was 0.151/h.

Depression Storage Data. The surface storage capacity of the check dams was
measured using remote sensing and field surveys. The depth of the check dams
was obtained directly from the field, whereas the surface area was obtained using
satellite images archived inGoogle Earth Pro. To identifying and classifying different
land-use and depression storage in the study area, a manual supervised classification
technique was employed using the polygon tool in Google Earth Pro [14, 15, 17].
In total, there were three check dams with an average depth of 4.5 m, 3 m (two of
them are located in Shivaji Nagar hamlet), and 5.6 m (one is located in Satya Nagar
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Fig. 3 Land use land cover classification of Shivaji Nagar village located in Trimbakeshwar Taluka
(Tal. or Block) of Nashik district (Source: Google Earth Pro)

hamlet), respectively (Fig. 3) showing Shivaji Nagar watershed boundary having an
area (~4.2 square kilometers) greater than its official geographical boundary. There
were, in total, 11 opendugwells identified in the vicinity of the villagewhose volumes
were calculated based on the measurement of (1) the total depth of the wells from the
ground level to the base of the well and (2) the diameter of the well; both parameters
were measured using meter tape for each well. The data on the runoff was measured
based on the land use and land cover change (area), where the entire village was
classified into four land-use classifications viz., forest, agriculture, habitation, and
surface storage.

3 Results and Discussions

The efficiency of the WBC tool was analyzed by processing the data in two ways
viz., (1) the data was analyzed by solving the problems manually, and (2) the data
was input to the WBC, and the output was compared against (1). The comparative
analysis of the results obtained manually versus the results obtained usingWBCwas
used for understanding the accuracy of theWBC tool. The present section focuses on
the former (manual calculations) while the latter is covered in discussions (analysis
with WBC calculations).
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3.1 Precipitation Analysis

The manual estimation of the mean precipitation using the Arithmetic-Mean method
(Pa,Arith), calculated using Eq. 11, was 130.43 cm, with a standard deviation (SD) of
22.54 (Eq. 12). Using SD, Cv was calculated as 17.28. Given e as 5%, the adequacy
of the number of rain gauge stations (N) is estimated as 12, which represents the
optimum number of rain gauges required in the given catchment (Eq. 13). Therefore,
the number of additional rain gauges needed for the given catchment or watershed
is the difference between the already existing rain gauge (m) and N, which eventu-
ally comes out as 5 (Eq. 14). Given T as 20 years, the probability of occurrence of
the extreme precipitation is calculated as 5% (Eq. 15), while the probability of the
not occurring of the same event eventually becomes 95% or 0.95 (Eq. 16). Substi-
tuting this value in Eq. 5 along with the frequency of the occurrence (n = 10), the
hydrological risk estimate was 40.13% (Eq. 17).

Pa,Arith = 130.0 + 142.1 + 118.2 + 108.5 + 165.2 + 102.1 + 146.9

7
= 130.43 mm (11)

Cv = SD × 100

Pa
= 22.545 × 100

130.43
= 17.28 (12)

N =
(
Cv

e

)2

=
(
17.28

5

)2

= 11.95 ∼ 12 (13)

Additional RainGauge = N − m = 12 − 7 = 5 (14)

P% = 1

T
× 100 = 1

20
× 100 = 5% (15)

q% = 1 − P% ⇒ q = 1 − P ⇒ q = 1 − 0.05 = 0.95 (16)

h% = (
1 − qn

) × 100 = (
1 − 0.9510

) × 100 = 40.13% (17)

3.2 Evaporation Analysis

The pan evaporation approach consideredModifiedClass-APan for themeasurement
of the evaporation for which the value of Cp is 0.8 [22]. The monthly average depth
of the water evaporated in May, June, and July for the village was recorded 1.4 cm/d,
1.25 cm/d, and 0.6 cm/d, respectively, whose average value (Ep) is calculated as
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1.08 cm/d (Eq. 18). The rate of evaporation observed from a pan is corrected by the
use of the pan coefficient to get the evaporation (Ev) from the surface water storage
structures under similar climatic and exposure conditions. This provided the value
of the rate of evaporation as 0.87 cm/d (Eq. 19). The other approach of estimating
the rate of evaporation (Er) is dependent on the solar radiation of 200 W/m2 at a
temperature of 25.0 °C, latent heat of vaporization of water of 2,441 × 103 J/kg, and
mass density of water having a default value of 1,000 kg/m3 [20]. Substituting these
values in Eq. 7, Er comes out as 0.71 cm/d (Eq. 20).

Ep = 1.4 + 1.25 + 0.60

3
= 1.08

cm

day
(18)

Ev = Cp × Ep = 0.8 × 1.08 = 0.87
cm

day
(19)

Er = R

L × ρ
= 200

2441 × 103 × 1000
= 8.19 × 10−8 m

s
= 0.71

cm

day
(20)

3.3 Evapotranspiration and Infiltration Analysis

The estimation of the potential evapotranspiration using the Blaney-Criddle formula
was dependent on the average sunshine hours, which was identified as 7.8, 7.2, and
6.9 h for May, June, and July, respectively. The average temperature during the same
months (averaging maximum and minimum) was measured as 29.5 °C, 27.5 °C, and
25.0 °C, respectively. Substituting these values in Eq. 8 along with the values of
crop coefficient identified as 0.6, 0.7, and 0.8 for each aforementioned month [20],
ET was estimated as 0.33 cm/d for May (Eq. 21), 0.35 cm/d for June (Eq. 22), and
0.35 cm/d for July (Eq. 23). Whereas, using Horton’s equation and substituting f 0
as 6.5 mm/h, f c as 1.5 mm/h, k as 0.15 l/h, and t as 10 h in Eq. 9, the infiltration
capacity after 10 h was calculated as 0.26 cm (Eq. 24).

ETMay = 2.54 × 0.6 × 7.8 × [(29.5 × 1.8) + 32]
100

= 10.11
cm

month
= 0.33

cm

day
(21)

ET Jun = 2.54 × 0.7 × 7.2 × [(27.5 × 1.8) + 32]

100
= 10.43

cm

month
= 0.35

cm

day
(22)

ET Jul
2.54 × 0.8 × 6.9 × [(25.0 × 1.8) + 32]

100
= 10.80

cm

month
= 0.35

cm

day
(23)
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f p = fc + ( f0 − fc)e
−kt = 1.5 + (6.5 − 1.5)e−0.15×10 = 2.62mm = 0.26cm

(24)

3.4 Depression Storage Analysis

The satellite imagery was analyzed to estimate the total depression storage in the
village watershed boundary. There were three check dams namely C1, C2, and C3

with an average depth (d1, d2, d3) of 4.5 m, 3 m, and 5.6 m, respectively, and having
a surface area (a1, a2, a3) of 2,807 m2, 64,684 m2, and 36,772 m2, respectively. Apart
from check dams, the village consists of 11 dug wells having diameter varying in
the range of 6 m to 7.5 m (average diameter (2r) = 6.64) m) and the depth varying
between 5 m and 16.5 m (average depth (h) = 9.9 m). Therefore, the total volume
of the depression storage due to check dams (Sc) having a volume of 412,607 m3

(Eqs. 25a and 25b) and dug wells (Sd) having a volume of 3,771 m3 (Eq. 26) in the
given village watershed area of 4,220,013 m2 was estimated as 416,378 m3 (Eq. 31).

Sc = C1 + C2 + C3 = (a1 × d1) + (a2 × d2) + (a3 × d3) (25a)

Sc = (2, 807 × 4.5) + (64, 684 × 3) + (36, 772 × 5.6) = 412, 607m3 (25b)

Sd = 11 × (
π × r2 × h

) = 11 ×
(

π ×
(
6.64

2

)2

× 9.9

)
= 3, 771m3 (26)

3.5 Surface Runoff Analysis

The surface runoff was estimated using a water budget equation for the entire village
watershed having an area of 4,220,013 m2 across three months (between May and
July having 92 days). Precipitation analysis showed that 91%of rainfall occurs during
the monsoon. Assuming the total rainfall received in the village catchment as 80%
(between May and July), the Pa volume was estimated as 6.9 M m3 (Eq. 27). The
volume of water evaporated from the surface water storage structures was about
3.4 Mm3 (Eq. 28), whereas the volume of evapotranspiration was estimated close to
1.4 M m3 (Eq. 29). Infiltration and additional volume inflow were assumed as 10%
of the total precipitation that occurred within the watershed boundary, which comes
out as 0.7 M m3(Eq. 30). The surface depression storage due to check dams and dug
wells was estimated as more than 0.4 M m3 (Eq. 31). In terms of the rainfall-runoff
relationship, the water budget equation can be represented as the difference between
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precipitation (Pa) and losses (L). L signifies the volume of water from the watershed,
which was not available for surface runoff due to evaporation, evapotranspiration,
infiltration, and surface depression storage (Eq. 32). L contributes to the increment of
soil moisture and groundwater storage. Using the water budget equation, the surface
runoff was estimated as more than 1.8 M m3. (Eqs. 32a and 32b).

Pa = 0.80 ×
(
207.2

100

)
× 4, 220, 013 = 6, 995, 094m3 (27)

Ev =
(
0.87

100

)
× 92 × 4, 220, 013 = 3, 377, 698m3 (28)

ET =
[(

0.33

100
× 31

)
+

(
0.35

100
× 30

)
+

(
0.35

100
× 31

)]
× 4, 220, 013m3

= 1, 332, 680 (29)

f p = Vi =
(

10

100

)
× 6, 995, 094 = 699, 509m3 (30)

S = Sc + Sd = 412, 607 + 3, 771 = 416, 378m3 (31)

R = Pa + V i − L = Pa + V i − (Ev + ET + f p + S) (32)

R = 6, 995, 095 + 699, 509 − (3, 377, 698 + 1, 332, 680 + 699, 509 + 416, 378)
(32a)

R = 1, 868, 351m3 (32b)

3.6 Comparative Analysis

The validation of the WBC tool was checked by a comparative analysis between
outputs obtained from WBC and manually obtained outputs. For this, the data for
measurement of precipitation (m, Px, and Ax), adequacy of the rain gauge station
(e), assessment of hydrological risk (T and n), rate of evaporation (Cp and Ep), rate
of evapotranspiration (K, Ph, and T ), depth of infiltration (f 0, f c, t, and Fc), and
volume of runoff (Pa, V i, Ev, ET, f p, and S) were input to the WBC (such as the one
shown in Fig. 4) to get WBC-based estimation. The output obtained from WBC for
the adequacy of the rain gauge station and measurement of precipitation is shown
in Fig. 5. The WBC calculated the number of rain gauge required in the catchment
as 12 and the average precipitation as 130.3 cm. The output from WBC is identical



Developing a Web Application-Based Water Budget Calculator … 487

Fig. 4 Web application for Water Budget Calculator (WBC) showing input data for estimating the
adequacy of rain gauge station and measurement of precipitation

Fig. 5 Water Budget Calculator (WBC) showing outputs for the adequacy of rain gauge stations
and measurement of precipitation

and consistent with the outputs obtained manually. The comparative analysis for the
rest of the parameters indicates that the outputs from WBC operation and manual
calculations are identical and consistent (listed in Table 1).

3.7 Opportunities for Water Management and Security Using
WBC

The results obtained afterWBC operations were scrutinized to understand the hydro-
logical phenomena at the study site. Results indicated that the most dominant hydro-
logical parameter in the village watershed betweenMay and July 2019 is evaporation
whichwas estimated as 48%of the total precipitation (received during the same dura-
tion) followed by surface runoff that was estimated as 26%. The evapotranspiration
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Table 1 Comparative analysis of the outputs between the results obtained manually and the results
obtained using the water budget calculator

Parameters Manually calculated WBC calculated

Measurement of Precipitation* (cm) 130.43 130.44

Adequacy of rain gauge stations 11.95 11.95

Probability of occurrence of extreme precipitation (in
%)

5.00 5.00

Hydrological risk (in %) 40.12 40.12

Evaporation

Pan Evaporation Method (cm/d) 0.87 0.87

Evaporation Method (cm/d)

Rate of Evaporation Method (cm/d) 0.71 0.71

Depth of Evapotranspiration (cm) in

May 0.34 0.33

June 0.35 0.35

July 0.36 0.37

Depth of Infiltration (cm) 0.26 0.26

Surface Runoff (m3) 1,868,351 1,868,345

*Precipitation has been estimated using the Arithmetic Mean Method

was 20% of the total precipitation; however, the percentage volume of water iden-
tified as depression storage within the village watershed boundary was mere 6%. A
few attributes to this huge water loss (in the form of evaporation, evapotranspiration,
and the surface runoff which together becomes 94% of the precipitation received)
from the watershed was due to the limited surface water storage capacity, poor main-
tenance of the existing check dams and reservoirs leading to their siltation, and the
poor groundwater recharge potential. Similar inferences were observed by Srivastava
and Chinnasamy [17] and Srivastava et al. [18]. Besides the findings fromWBC, the
study from the qualitative interview also validated the high rates of surface runoff
from the village during monsoon due to its location over the steeper slopes of the
Sahyadri hills. At the same time, the observation regarding depth to the water level in
bore wells and dug wells showed the poor potential of the groundwater resources in
that region. This could be attributed to the fact that the wells and the surface storage
structures usually start getting up dry post-mid-winter. Thus, the water sources in the
village were observed productive mostly from the mid-monsoon to post-monsoon
season.

From the consideration of vulnerability to surface–groundwater storage and secu-
rity at a village scale, there is a clear need to develop a robust mechanism on partici-
patory forms of surface and ground water management and governance coupled with
digitizing data collection using open-source web tools such asWBC (summarized in
Fig. 6). The following series of steps could form the building block for village-level
governance strategies with a considerable orientation towardsWBC basedweb tools:
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Fig. 6 Village-level facets
for water management,
governance, and security
plan using Water Budget
Calculator (WBC) (Wherein
P: Precipitation; R: Surface
Runoff; E; Evaporation; ET:
Evapotranspiration; I:
Infiltration; S: Depression
Storage) (Source: Field
investigation)

Village/Micro-watershed

Village 
Habitat

WBC Web Tool

Digitizing 
Data

Database

Hydrological Balance Analysis
(

Water    
Budgeting

Participatory 
Governance

• It is recommended that the user should first develop a conceptual model for the
givenmicro-watershed by specifically identifying the patterns of access to surface
water sources (for example, check dams) and groundwater sources (for example,
wells) and the associated social process that regulates its usage including agrarian
and domestic practices.

• Status of available water resources can be obtained through conducting participa-
tory rural appraisals (PRA) such as developing resource maps, social maps, Venn
diagram, and by organizing focused group discussions, problem ranking exercise,
qualitative interviews, transect walk, and other relevant community-based interac-
tions involving villagers, farming and non-farming communities, representatives
from educational institutions, and village-level administrative bodies [38].

• Once acquired the primary information on the prevailing trends of water usage
andwater security issues, scientific investigation through the surface–groundwater
mapping approach can be adopted. It should demarcate location-specific surface–
groundwater typologies to develop disaggregated hydrological and hydrogeolog-
ical regimes by definingwatersheds boundaries andmappingmicro-level aquifers,
respectively [39].

• Toachievingparticipatorywater governance, a pilot programoncommunitymobi-
lization on digital methods of collecting hydrologic and hydrogeologic data and
hands-on training on mapping techniques can be organized at this stage.

• Then the WBC tool can be introduced and employed to quantify and analyze the
surface–groundwater parameters and, at the same time, develop a comprehensive
database for the water flow systems. This, in turn, provides scopes to prioritize
location-specific water applications, such as for domestic, livestock, irrigation,
and other primary livelihood purposes.

• Further, the key findings from the location-specific water attributes could
be directed for effective decentralized management of surface–groundwater
resources through water budgeting facets via community-level engagement. Such
practices have been succeeded in dry parts of India such as Hiware Bazar and
Ralegan Siddhi villages in Western Maharashtra (India) [20].
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4 Conclusions

The primary objective of this studywas to develop aWater Budget Calculator (WBC)
using a server-side scripting language called PHP that resulted in a web application.
This web application was designed to estimate the hydrological parameters at the
micro-watershed or the village level th at included calculations on average precipi-
tation, adequacy of the rain gauge station, estimation of the occurrence of extreme
events such as flood or extreme rainfall, assessment of the associated hydrological
risk, rate of evaporation and evapotranspiration, depth of infiltration, change in the
surface depression storage, and estimation of surface runoff. The outputs obtained
for these hydrological parameters using WBC were validated with the grounded
field observations at the Shivaji Nagar village located remotely in the Sahyadri range
in the Nashik district of the Maharashtra state in India. Field surveys along with
qualitative and quantitative interviews with the villagers and Government officials
provided primary data on the rate of evaporation and evapotr anspiration, and the
depth of surface depression storage in the village. However, the data on the land
use land cover and surface water storage area were obtained using remote sensing
methods, while data on precipitation was obtained from secondary sources, and lack
of certain data was assumed. The comparative analysis of the WBC-based outputs
with manually solved outputs indicated high accuracy of WBC.

The development of user-friendly web applications, such as developed in this
study, plays a role in monitoring performance in preparation for the water budget
at the village-level. Acquisition and analysis of hydrological data of any catchment
using WBC provide an opportunity to better understand the hydrological balance
in terms of water security. This, in turn, provides a check over the sectoral specific
water deficiency or surpluses thereby keeping the scope for careful water utilization.
Community-level training programs over the conceptions of water budget along with
the usage of web applications will increase overall sensitivity towards water-related
applications. Such attempts are much more needed in these contexts and allow for
the development of decentralized water management and security plans and designs.
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A Review of Energy Dissipater
as a Mitigation for Dam Risk
Management

Aisyahira Melan, Agusril Syamsir, and M. H. Zawawi

1 Introduction

A dam is basically a man-made hydraulic structure built across a valley to provide
sufficient water to users. However, there is a risk of dam overtopping during the
extreme flood where the inflow of water increases and raise the reservoir level due
to major rainfall situation. The problem of dam safety is one of the most important
research topics of water conservancy projects, and many researchers pay much atten-
tion to study the risk of earth dam overtopping. To dispose surplus of water from
the upstream to downstream effectively, a spillway system can be designed to pass
safely floodwaters above, below, within, or around the dam [1]. These spillways are
an important functional part of a hydroelectric facility.

Because of the conversion of whole potential energy into kinetic energy, water
flowing over a spillway has a very high kinetic energy. Thus, a serious scour of the
channel bed as illustrated in Fig. 1 may occur due to the high velocity of water that
is discharged through the spillway or pipe outlet [2].

Along these lines, a hydraulic energy dissipator can be introduced as a device to
protect the downstream area by scaling down the velocity of the flow to an acceptable
limit. There are several types of energy dissipation devices that have been tried so
far;

(i) Energy dissipation of block ramp (ii) Hydraulic jump type stilling basin, (iii)
Stepped spillway, and (iv) Deflector—Flip bucket and ski-jump bucket [3]. Further-
more, the devices may be used as a barrier or obstruction to reduce the velocity of
the flow resulting in better energy dissipation [4].
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Fig. 1 Scour process downstream of a spillway [2]

2 Type of Energy Dissipator

2.1 Energy Dissipation of Block Ramps

Block ramps are naturalistic stream structures that are often used to satisfy a correct
balance between hydraulic functioning and environmental impact. Chanson [1] Fig. 2
shows the illustration of the block ramp on the spillway. According to Pagliara,
block ramps give a minor environmental impact compared to traditional hydraulic
structures such as sills and check dams that usually became a barrier for fish migra-
tion, present problems of landscape insertion, and sometimes reduce solid transport.
Pagliara et al. [5] Due to the large roughness, block ramps have been classified as
an effective dissipation for the energy at the downstream of hydraulic structures
such as spillways, over-flow dams, and trench weirs. A morphological and structural
classification of block ramps is illustrated in Fig. 3 [6].

Various studies have been conducted to study the numerous aspects of block
ramps. Pagliara and Chiavaccini [7] conducted an experiment to study the energy
dissipation caused by the presence of a block ramp. With different bed materials,
ranging from very coarse sand to small cobbles, the experiment is conducted on
ramps, considering the different slopes of the bed ranging from 1 V:4H to 1 V:12H.
Essentially, the amount of energy dissipation is a function of the slope, the relative

Fig. 2 Scour process
downstream of a spillway [9]
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Fig. 3 Morphological and structural classification of block ramps [6]

submergence, and the ratio between the length of the slope and the critical water
depth. Through this study, it can be concluded that the energy dissipation decreases
with the slope of the ramp and from small-scale roughness to large-scale roughness
[5].

Zulfequar et al. [8] studied the effect of energy dissipation at the block ramp with
the existence of boulders on the bed. The experiment is conducted on a rampwhere the
boulders are hemispherical in shape, arranged in a staggered layoutwith basematerial
on its bed. The author experienced that staggered arrangement contributes to the
higher dissipation of energy in correlation to the boulder with random arrangements.
Relative energy dissipation not only depends on discharge flow, but also depends on
the concentration and the size of boulders. Furthermore, in comparison to the smooth
base material, the author noticed that the dissipation of energy was considerably
improved in conjunction with the flow resistance by the staggered arrangement of
the boulders placed over the ramp. It shows that the relative dissipation of energy
increases with the decreasing of the boulder’s spacing [8].

2.2 Stepped Spillway and Cascade

A system of the spillway is an opening intended to spill securely the floodwater. The
spillway is also required to dissipate the turbulent kinetic energy of the flow before it
rejoins the natural river channel. Figure 4 shows a schematic diagram for a stepped
spillway.

The construction of a step on the spillway contributes to the dissipation of the
energy, subsequently diminishing the measure of downstream stilling structure.
Novak et al. [3]Many studies, as well as engineering practices, show that the aeration
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Fig. 4 Stepped spillway schematic diagram [1]

of flow and the vortex on the steps may dissipate the energy of the flow. Wu et al.
[11] According to Roushangar et al. [12], the acceleration and final velocity of the
flow may be reduced as the steps in the spillway act as roughness elements. The
author believed that a stepped spillway has a stepped ogee-profile spillway instead
of the traditional smooth ogee-profile spillway, where a series of drops are made in
the invert from the area of the crest to the toe Roushangar et al. [12].

Gamal et al. [13] investigated the over-flow, through flow, and under-flow breakers
in the stepped spillway. In the investigation, the author constructed a physical model
of four steps to evaluate their effect in dissipating the energy. Breakers are installed
over the steps of the spillway, providing three types of breakers as shown inFig. 5. The
experiment resulted in a significant improvement in dissipating the energy through
the stepped spillway with the addition of appurtenance such as breaker. On the other
hand, comparing the energy dissipation in three different types of breakers, it can
be concluded that the three-hole breaker gave the maximum result in dissipating the
energy [13].

Felder and Chanson [14] conducted an experiment to compare the effect of energy
dissipation between uniform step heights and non-uniform step heights. A phys-
ical study was conducted with 5-stepped structure in a steady slope-stepped chute
(1 V:2H). The rates of energy dissipation for all configurations were calculated in
both skimming and transition flow regimes. From the physical study, the author noted
that the rate of energy dissipation decreases with an increment of discharge. Never-
theless, there is inequality for all configurations in terms especially of the dissipation
of energy as well as the pattern flow. A little difference in the rate of energy dissi-
pation indicates that the design of a stepped spillway with non-uniform step height
results in no improvement in terms of dissipation of energy at the end of the chute
[14].
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Fig. 5 Configuration of
breakers [13]

Chen [15] studied the factors influencing the energy dissipation ratio of the stepped
spillway. In this study, some main factors that influence the energy dissipation ratio
are noted as units discharge, dam slope, and height of the step. Due to the increment
of turbulence kinetic energy that occurs during higher unit discharge, the dissipation
of energy is shown to be decreased. The author believes that some additive structures
should be designed to increase the energy dissipation rate. On the other hand, the
smaller dam slope resulted in the increment of the energy dissipation ratio. The height
of the step influences the energy dissipation ratio differently depending on the unit
discharge. The influence of height becomes less with a large amount of discharge and
vice versa. The energy dissipation ratio showed a slight increment with the addition
in the step height. Thus, the author concludes that the suitable step height should be
chosen depending on the unit discharge in the design [15].

2.3 Hydraulic Jump Type Stilling Basin

Due to their efficiency and simplicity, hydraulic jump type energy dissipators are
popular and widely accepted while designing hydraulic structures such as weirs,
dams, and barrages [16]. In an open channel, the hydraulic jump can be illustrated as
a sudden and rapid transition from a supercritical to a subcritical flow. It is often used
to dissipate the kinetic energy that produces from the high velocity of water flows in
a hydraulic structure [3]. In order to reduce the energy contained in the flow, stilling
basin is necessary to be built as an energy dissipater [17]. To stabilize the jump as
well as improving the energy dissipation, additional devices may be introduced to
the stilling basin.
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According to Alikhani et al. [18], in designing a stilling basin, chute block, baffle
block, and end sill are the device that are always being used with different configura-
tions. Figure 6 shows the location of these appurtenances in the stilling basin. Each
of these elements provides a different role to make sure the energy can be optimally
dissipated. The first one is chute blocks normally placed into the inclined sections of
the spillway. It is a group of concrete blocks that are commonly placed at the head
of the stilling basin to generate turbulence prior to the hydraulic jump. The second
element is baffle blocks. It is a freestanding concrete block placed in the main basin.
Due to the high force that they have been subjected to and the potential for cavitation,
these blocks are only used for flows below 20 m/s. Finally, the last element is end
sills. It is a built-up lip at the tail of the basin, with or without blocks. The height of
the end sills has the most significant impact on energy dissipation. Moreover, taller
sills are reused in reducing the overall length of the stilling basin [18].

Yadav [16] et al. studied the design of a hydraulic jump type stilling basin for the
over-flow weir of the canal at Warana dam. By applying Froude’s model law, a phys-
ical model study is carried out in order to study the percentage of energy dissipator
and the location of the jump depending on the amount discharge flow, the subcrit-
ical depth of flow, and the initial Froude number. The experiment is conducted in
the laboratory considering variable discharge ranging from design charge to around
20% of design discharge. The experiment resulted in stabilizing the condition down-
stream for the overall flow scenario in the stilling basin. The author concluded that
the arrangement of energy dissipation ensures that the length of the stilling basin
is within an acceptable limit. Literally, the stilling basin length is possible to be
minimum length to satisfy the location of the jump for varying discharge [16].

Ashraf [19] conducted an experiment to study the optimum shape of the baffle
pier which gave the maximum dissipation of energy. In the experiment, 14 different
models of baffle piers were introduced in the flume to have approximately the same
pass of water flow, and the position of piers is set to be in a fixed position in a row.
In this study, it is found that the model with a concave surface is able to increase
the change of flow direction with low turbulence intensity in recirculation zone
downstream baffle piers. Besides, the energy dissipation is higher than the other
shape of the model. The author concluded that the vertical semi-circular section is

Fig. 6 Stilling Basin [1]
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Fig. 7 Variation shape of end sill [20]

dissipating the energy higher than the other model. The author also believes that the
right choice of baffle piers is important to have a stable hydraulic condition and a
shorter stilling basin [19].

Tiwari et al. [20] inspected the energy dissipation by varying the shape of the end
sill for the rectangular pipe outlet basin. The author mentioned that the sill plays an
imperative role in reducing the length of the stilling basin and helps to enhance the
flow pattern downstream of the channel. In the experiment, the 3 shapes of end sill
were tested with three Froude numbers values as 1.85, 2.85, and 3.85. Figure 7 shows
the shape of the variation of the end sill tested in this experiment. It is shown that the
shape of the end sill affects the maximum depth of scour and hence the scour index.
During this study, it was found that the sloping end sill (1 V:1H) with vertical face
upstream improved the dissipation of energy compared to the other end sill [20].

2.4 Deflector—Flip Bucket and Ski-Jump Bucket

Nevertheless, in certain cases, it is suitable to direct the discharge water from the
spillway into the river without pass across the stilling basin. In order to achieve
effective energy dissipation, there are several types of deflectors used at the end of
the release works of the hydropower project [21]. By constructing a deflector bucket
at the toe of the spillway, the water strikes a riverbed which can provide a secure
distance between the dam and spillway. Figure 8 shows the type of deflector that is
commonly used as a spillway element. The flip bucket (also known as roller bucket)
is deflecting the dischargewater upwards to generate disintegration in the air whereas
the jet of a ski-jump spillway spills horizontally [22].

Jian-Hua et al. [21] studied the effect of the slotted-flip bucket by varying the
width and the angle of the slot. The author conducted the study theoretically and
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Fig. 8 Variation type of deflector [22]

experimentally to estimate the dissipation of energy. Throughout the experiment, it
can be noticed that the slot helps the division of water flow, which develops three
branches in the right, middle, and left. The effect of separation becomes greater as
the slot angle increase resulting in higher energy dissipation [21].

In another study, Shantuo et al. [23] investigated the hydraulic characteristic of
ski- jump-step energy dissipator by conducting an experiment. The study includes the
fundamentals and performance of energy dissipation, flow regime, pressure distribu-
tion, and the characteristic of the air entrainment. For the stepped chute that having
an immense discharge value, the author had introduced a method along with a new
approach in dissipating the amount of energy. Figure 9 shows the sketch of the ski-
jump-step energy dissipator developed in this experiment. It can be shown in the
experiment that the dissipation of energy on the ski-jump-step energy dissipator is
said to be greater than the other steps. The author also believes that the design of
the aeration basin helps in dissipating the energy with a result of absorption of aera-
tion in ski-jump jet during the development of water cushion. This is due to vortex
formation and the impact of the jet flow. Moreover, the aeration basin provokes the
preaereted flow and thus improves the performance of flow as well as the dissipation
of energy in the stepped chute downstream. The author concluded that the defalcation
of energy dissipation in the common stepped chute that has a higher discharge can
be improved [23].

Heller et al. [24] studied the hydraulic of trajectory spillway which focuses on
the countenance of the main flow for a 2-D jet where the jet is deflected into the
atmosphere with the existence of a circular-shaped bucket. An experiment of a total
of 91 tests was conducted which considering three different radii for the bucket (R=
0.10, 0.25, and 0.4 m). The deflection angles of the bucket were varied to 10, 15, 20,
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Fig. 9 The sketch of ski-jump-step energy dissipator [23]

25, 30, and 40°. The result demonstrates the increase in the rate of energy dissipation
when the elevation difference between the tailwater channel and the takeoff point
increase. In another hand, the dissipation of energy across a ski jump was also
observed to improve with the deflection angle and smaller relative bucket curvature
[24].

3 Basic Consideration

According to South Dakota Drainage Manual, there are some considerations which
need to be fulfilled in selecting the type of energy dissipator; (i) debris control—
debris control should be considering the limitation of clean-out access and dissipator
should be able to pass the debris, (ii) flood frequency—the frequency of flood used in
designing energy dissipator should be the same as flood frequency used for the culvert
design, (iii) ice buildup—the size of dissipator structure should not obstruct thewinter
low flow and external dissipator may be used if ice buildup is a factor, (iv) tailwater
relationship—depth of tailwater andmaximum velocity for a range of discharge need
to be determined by evaluating the hydraulic condition at the downstream, (v) cost—
considering construction cost, replacement cost, maintenance cost, traffic delay cost,
and the difficulty of construction, (vi) maximum culvert exit velocity—the velocity
at the culvert exit should be consistent with the maximum velocity in the natural
channel or should be mitigated using energy dissipator or channel stabilization [25].
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4 Conclusion

To provide a long-term water reserve and protection of floods to our society, dams
and reservoirs are the most effective alternative. The main component for the safety
of the dam is the spillways system designed to safely pass the floodwater. At the high
velocity of discharge, it is important to protect the downstream area by introducing
and selecting the most suitable energy dissipator depending on location, the velocity
of flow, and the initial Froude Number. During the literature review, it was noted that
plenty ofworkhas been carried out bypast researchers related to the energydissipator.
Although there are many energy dissipation devices that have been designed in
conjunction with spillways, outlet works, and canal structures, it is important to
make model studies of individual structures to be certain that these will operate as
anticipated due to the uncertainty that exists in the repetitive experiment and test
regarding the overall performance characteristics of energy dissipators.
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Overview of Water Resources in Kerala
and Feasibility of Coastal Reservoirs
to Ensure Water Security

U. S. Amala Krishnan and Sreevalsa Kolathayar

1 Introduction

Kerala, theGods own country, is rich in all the amenities they need for their existence.
It is famous for its beauty of nature, greenery, backwaters, rivers, etc. The network
of brackish water lakes and river estuaries distributed along the length is the greatest
asset of the state. Kerala has 44 rivers. The drainage area and the total flow of some
rivers are given in Table 1. Bharathapuzha, Periyar, Chaliyar, Pamba, Kallada, etc.
are the major coastal rivers, and Vembanadu and Ashtamudi are the main among the
15 major lakes of Kerala.

2 Major Water Sources in Kerala

2.1 Rainwater

The average rainfall in the state is 3055 mm, which is double the national average.
Kerala receives 69% of the annual rainfall during the Southwest monsoon and
16% during the Northeast monsoon and the remaining during summer (Fig. 1)
(Customized Rainfall Information System (CRIS)). The water received as precip-
itation drains quickly into the sea due to the physiographical pattern and topography
of the region. Kerala has been declared as drought-affected as there is a deficiency in
rains. The farming activities get affected adversely due to the reduction in the number

U. S. Amala Krishnan
Sarathy Geotech Engineering Services Pvt. Ltd., Bangalore, India

S. Kolathayar (B)
National Institute of Technology Karnataka, Surathkal, India
e-mail: sreevalsa@nitk.edu.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Kolathayar et al. (eds.), Climate Change and Water Security, Lecture Notes
in Civil Engineering 178, https://doi.org/10.1007/978-981-16-5501-2_39

507

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5501-2_39&domain=pdf
http://orcid.org/0000-0003-1747-9284
mailto:sreevalsa@nitk.edu.in
https://doi.org/10.1007/978-981-16-5501-2_39


508 U. S. Amala Krishnan and S. Kolathayar

Table 1 Hydrological
parameters of major river
basins in Kerala

River Drainage area (km2) Total flow (Mm3)

Periyar 5284 5180

Bharathapuzha 6,186 4000

Meenachil 1272 1190

Manimala 847 1217

Pamba 2235 3961

Achenkovil 1484 2017

Muvattupuzha 1554 4780

Chalakudy 1404 1167

Karuvannur 1054 1413

Keecheri-Puzhakkal 635 975

Fig. 1 Map showing annual rainfall of Kerala districts (2016). source www.mapsofindia.com
modified

http://www.mapsofindia.com
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of rainy days and erratic rainfall pattern, which in turn affects the food security of
the state.

2.2 Groundwater

Groundwater is also a major water source in the state. The people of the state extract
groundwater through open wells or bore wells. Population growth and rapid urban-
ization have led to increased use of groundwater resources in Kerala during the
past several years. The net groundwater availability of the whole state is reported
as 6.07 billion cubic meters (BCM) (http://www.kerenvis.nic.in/Database/WATER_
820.aspx). Groundwater sources have been used for 80% of rural and 50% of urban
population for domestic purposes and 50% for irrigation activities. The ease and
simplicity of its extraction made this source accessible to all. But this mainstay has
been declining because of the problems of declination of the water table, pollution
of groundwater, seawater invasion, etc.

2.3 Other Resources

Along with rivers and wells sources like tanks, ponds, springs etc., surangas are also
playing their roles in supplying water for both drinking and irrigation purposes. A
suranga is a narrow horizontal tunnel, dug into laterite hills until a water spring is
found. The porous laterite can store water. The clay in the laterite mud holds the
water, which is the key in the process of surangas. There are about 510 surangas
in Kasargod district of Kerala. There are around 1000 tanks and ponds in the state
having more than 15,000 Mm3 of water storage in summer. Around 240 natural
springs are there in the highland regions of Kerala state which are used for drinking
water supply and for small-scale irrigation in remote areas.

2.4 Water Supply Schemes

Themajor challenge in the water supply sector is the supply of drinking water of high
quality to all the population. KeralaWater Authority (KWA) covers around 1.75 crore
population (52.30% of the population) through their water supply schemes. KWA
and KRWSA (Jalanidhi) are the two main agencies distributing drinking water in
Kerala. KWA is involved in implementing major schemes and mainly concentrating
on UrbanWater Supply. Jalanidhi is involved in small Rural Water Supply Schemes.

http://www.kerenvis.nic.in/Database/WATER_820.aspx
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2.5 Dams

Kerala is a region with plenty of dams. As there are plenty of rainfall and rivers,
Keralites depend more on hydroelectric projects for electricity. There are around 33
dams and reservoirs locating in Kerala state. They also serve purposes like irriga-
tion, drinking water supply, etc. Dams cause a disturbance to the flow of a river by
converting it into a series of pools divided by dry stretches. Some of the major dams
of Kerala are Idukki dam, Peringalkuthu, Sholayar, Peechi, Vazhani, Chimmony,
Mattupetty, Kundala, Neyyar, Bhoothathankettu, Idukki, Malampuzha, Siruvani,
Pothundi, Thumpoormuzhi, Kakki, Thenmala, Mangalam, Walayar, Idamalayar,
Mullapperiyar, Kakkayam, Peruvannamuzhi, and Banasura Sagar. Dams stop the
natural flow of the river and create a vast bed of water. It also destructs the evergreen
forests, a lot of lands, etc. It causes sustained environmental impacts because of the
variation of a river’s flow and sediment transport. A dam also desists sediments that
would naturally destroy downstream ecosystems. The flow rate of the river at the
downstream end of the dam will depend on the amount of compensation flow. It also
affects the water volume in rivers during dry seasons.

3 Current Status

Water is inseparably connected to the development of all societies and cultures. At
the same time, these developmental activities increased immense pressure on water
resources. The region is categorized under “water stress” since there was a reduction
reported in the per-capita utilizable water availability from both surface flow and
renewable ground flow [7]. Kerala has a coastal belt of 570 km (15% of the total area
of the state). The rivers are facing serious threats due to human activities and climate
change. Deforestation, sandmining, and plantation crops created an imbalance in the
water cycle. Contamination is another major issue. E. Coli and coliform are the main
bacteriological pathogens. As per studies, around 748 million people today lack an
improved drinking water source in this monsoon-rich state. Our planet’s freshwater
resources have remained the same, but its demand has exceeded over the supply.
There should be a balance between water supply and demand, otherwise, the world
will face the serious issue of global water deficit. The sustainable development of a
nation can only be achieved by proper water resource management. Drinking water
shortage is the principal drought condition in Kerala. Bharathapuzha is the second-
longest river in Kerala. One hundred seventy-five villages in the Palakkad, Thrissur,
and Malappuram districts depend on this river basin alone for drinking water. This
river stands as themainwater source for variousminor irrigation schemes also. The 41
among the 44 rivers flow towards the west and the rest to the east direction in Kerala.
The basin area of the majority of rivers is located within the Western Ghats and the
remaining originate from laterite hills [6]. The rivers debouch into the Arabian Sea.
The river gets filled up during the monsoon but goes dry again after rain (Fig. 2). This
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Fig. 2 Condition of Kerala’s second-largest River, Bharathapuzha a during monsoon b during
summer

is because the annual averagewater discharge through the river is simply flushing into
the Arabian Sea. The discharge recorded by the Central Water Commission (CWC)
at Kumbidi, 4000 million cubic meters of water from the Bharathapuzha, is simply
allowed to flow into the Arabian Sea annually. Only less than 10 per cent (only 400
million cubicmeters.) of this quantity ofwater can be stored in all the seven reservoirs
of the basin. About 96–97 per cent of this huge quantity passes to the sea during the
monsoonmonths. Not only Bharathapuzha but majority of rivers of Kerala are facing
the same problem, and this is the prime reason for this water scarcity and drought
conditions of the state. Industrialization and urbanization increased the serious issue
of water scarcity. It consists of evaporation, condensation, sublimation, precipitation,
transpiration, runoff, and infiltration. But due to unscientific developmental activities
like filling of agricultural fields, cementing ground surfaces, and increased number
of buildings decreased the process of infiltration.

4 Alternative Solutions

The average per-capita availability of pipedwater in the state ofKerala is 100.79L per
day. The estimated water demand and population are given in Table 2. The annual
water demand of Kerala state is around 45.36. This section discusses alternative
solutions for the efficient management of water resources in Kerala.

4.1 River Rejuvenation

River rejuvenation is an innovative and integrated method to harvest rainwater and
recharge groundwater [1]. It reduces the rate of runoff, raises the water levels in
the upstream watershed, and sustains the base flow and the runoff in the down-
stream basin till the next rainy season. Relevant structures have to be designed based
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on geomorphology, lithology, and geological structures. Rainwater harvesting is the
most feasible solution in themonsoon-rich state ofKerala. Check dams,NalahBunds,
Contour trenches, Percolation tanks, Soak pits, Subsurface dykes, Sand dams, Infil-
tration wells, Injection wells, Water pools, Subsurface dams or underground dams
or sand dams, and Coastal reservoirs are the feasible structures for Kerala for rain-
water harvesting. Boulder Checks reduce the speed of the water, prevent soil erosion,
promote soil moisture, and in turn support natural vegetation. Recharge Wells allow
water to percolate in the weathered zones, promote soil moisture, and in turn support
natural vegetation. Recharge Bore Wells are constructed where water flow is more.
It enables the rising of water levels in the bore and deep wells. It also raises the
water table level in downstream areas. Water pools are water storage columns with
a minimum spread area. It reduces evaporation and stands as a source of water for
humans, cattle, and birds. The long-term permanent solution for the water problem
is afforestation. It prevents soil erosion, accelerates water infiltration, and attracts
more water to the gravity zone. It also enhances water retention through capillary
action.

4.2 GroundWater Dams

Groundwater Dams or Sub Surface Dykes are a barrier across the stream below the
ground surface that reduces the subsurface flow of the river system and stores water
below ground. These dams check the flow of water out of the sub-basin and upsurge
the storage within the aquifer. The subsurface dyke in the river course/stream can
capture groundwaters flowing fairly near the surface. As the water is stored below
the ground, there is no threat of land submergence. Evaporation loss and siltation can
be prevented by employing subsurface dams. The potential disaster like the collapse
of dams can be avoided.

4.3 Coastal Reservoir

The coastal reservoir is an emerging concept to store freshwater near the coast or
in the sea itself by means of a dyke in the sea. This coastal reservoir has its own
advantages in the case of land acquisition and forest clearance. Singapore is the
smallest country that once experienced problems due to flood and drought at the
same time as Kerala. They solved the issue by constructing a dyke across the mouth
of the marina channel, Marina Reservoir, to store the rainwater and to prevent the
saltwater intrusion into the river. This plan would be a clear source of freshwater
during drought times. The construction follows a unique concept that can cater to
the action of both saline and seawater.
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4.4 Potential of Popular Lakes of Kerala

Thanneermukkam saltwater bund/ barrage across the largest lake of Kerala and the
second-largest lagoon of India, the Vembanad Lake, is regarded as the largest mud
regulator of the country (Fig. 3). The barrier was constructed in 1974 and it created
a freshwater lake within brackish Vembanad lake fed by the rivers draining into the
lake. The shutters of the barrier remain open during the monsoon and kept closed
during the summer season to prevent salinewater intrusion to the lake and agricultural
lands. This has provided sufficient water for second crop cultivation for farmers. But
because of unscientific operation and engineering practices, pollution increased and
fish wealth reduced, as many fishes require saltwater to complete their life cycle.
Proper revising and implementing scientific and innovative engineering techniques
can improve the barrage’s performance. The water stored by this barrage canmeet all
the domestic and irrigational water demands of the people of the beneficiary region.

AshtamudiLake is the second-largest lake in the state. TheKallada river formedby
the conflux of three rivers, Kulathupuzha, Chenthurnipuzha, andKalthuruthipuzhais,
originates near Ponmudi in theWesternGhats. It emerges into theAshtamudiwetland
at Neendakara near Kollam town and enters the Arabian Sea after flowing a distance
of about 121 km through the forests. A dike can be constructed at the outlet of the
lake where it joins the sea. It will stop themixing of saltwater with freshwater coming
from theKalladaRiver. Even its small portion (one arm) is converted into a freshwater
pond using a small dike, and it can meet the water demands of major districts of the
state [9, 4, 5]. A recent study reported that people residing near Ashtamudi Lake
are willing to pay for wetland restoration, mangrove conservation, and sustainable
fisheries [8].

Fig. 3 Schematic representation of Thanneermukkam Barrage
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5 Summary

This paper presented an overview of the water resource options in the state of Kerala,
which faced frequent floods and droughts in recent years. Few recommendations to
maintain existing water source options and alternative solutions are proposed in
the paper. There is a need to conserve and maintain traditional water conservation
structures. There is a need for community participation and awareness for water
conservation at the regional level. The entire fresh floodwater, rather than simply
allowing flowing into the sea and becoming saline, need to be stored appropriately.
Kerala is blessed with many backwaters and lagoons. The rich freshwater resource
of rivers merge with the sea and turns unfit for drinking as well as irrigation. Possible
alternative solutions to ensurewater security for the state of Kerala are river rejuvena-
tion, groundwater dams, and coastal reservoirs. Implementing innovative engineering
practices to check the flushing out of floodwater from the rivers and preventing the
saltwater intrusion will make the drought effects immaterial for Keralites.
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Location-Specific Rainfall Threshold
for Landslides in Select
Micro-Watersheds in Coonoor Taluk,
Tamil Nadu, India

Evangelin Ramani Sujatha , C. R. Suribabu , and G. Kannan

1 Introduction

Nilgiris District in Tamil Nadu is a popular tourist destination in South India and
has a dynamic population density. The hill region receives heavy rainfall and is
frequently affected by landslides particularly during the monsoon season between
October and December. Landslides often result in isolation of the hill station as it
cut-offs the movement through roads and rails in the region. The annual recurrence
of landslides in this region mandates the need for an Early Warning System (EWS)
to help in the timely evacuation of the people and re-routing of traffic through road
and rail. But, the interactions between the meteorological, geological and hydrolog-
ical factors that trigger a landslide are complex, very specific to location and not
clearly understood making the design and implementation of an EWS difficult [1].
The first step forward in the development of an efficient EWS is the determination
of a reliable rainfall threshold that triggers the landslide in the region. It is also
highly significant for the success of the mitigation strategies to be adopted in the
event of a landslide hazard in the region. Rainfall threshold depends on a number
of factors like the geology of the region, its climate and land-use patterns [1–3].
Numerous methods have been adopted by various researchers to determine the rain-
fall threshold based on the lithology, morphology, soil characteristics and hydrology
of the region [1–9]. A threshold value for a landslide triggered by rainfall can be
defined as the quantum of rainfall that is most likely to trigger a landslide [1]. The
rainfall threshold to initiate a landslide can be, therefore, defined as the minimum
rainfall intensity/duration/cumulative antecedent amount of rainfall that causes or
reactivates the landslide [10, 11]. Some authors like Reichenbach et al. [12] and
Guzzetti et al. [2] define the threshold as the rainfall, hydrological condition or soil
moisture that triggers the landslide when exceeded. Wieczorek [5] defines a rainfall
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threshold to cause a landslide in terms of rainfall intensity that initiates slope insta-
bility for a specific geo-environment. Such thresholds can be broadly divided into
physical and empirical thresholds [2, 3].

Physical thresholds are numerical models and depend on the rainfall necessary
to cause a landslide and are established using physical slope models coupled with
hydrological models [6, 13, 14]. These models are process based and require a large
amount of spatial and temporal inputs on the physical parameters like the slope, soil
characteristics (permeability, transmissivity, soil thickness, soil strength parameters
its unit weight, pore water pressure and degree of saturation), land-use pattern and
nature of vegetation in the region, spatial and temporal variation of rainfall and
location and variation of the groundwater table [7, 13–15]. The major limitation with
the process-basedmodel is the requirement of specific geotechnical and hydrological
data in large amounts thereby limiting its use at a regional scale.

Empirical thresholds are derived from the relationship between landslide occur-
rence and the rainfall event triggering the landslides. Empirical models study the
rainfall events that result in landslides and usually are estimated as the lower bound
lines that have resulted in a landslide in the region under study. They can be plotted in
Cartesian, logarithmic or semi-logarithmic coordinates. Empirical thresholds can be
broadly classified with respect to the rainfall measurements used—(i) thresholds that
are based on precipitation measurement obtained for specific rainfall events which
can either be single or multiple events; (ii) thresholds based on antecedent rainfall
[4, 9, 11]; (iii) other thresholds like hydrological thresholds, etc. [6, 12, 16] and
(iv) precipitation event and intensity thresholds [1, 2, 17]. These thresholds can also
be grouped based on geographical extent like local, regional and global thresholds.
Global thresholds attempt to define the minimum amount of rainfall below which
landslides do not occur and are independent of the local lithology, morphology,
land-use pattern and/or the rainfall pattern [18, 19]. Regional thresholds define the
minimum rainfall that causes landslides for areas that extend from a few to several
thousand square kilometres of the areal extent with similar climatic, physiographic
and meteorological characteristics [20, 21]. Local thresholds are for specific areal
extent defined by a local climate regime and geomorphology. They are applicable
to a single landslide event or multiple landslides and extent from a few to several
hundreds of kilometres [17, 22, 23]. But there is no clear distinction between regional
and local rainfall thresholds based on their extent of applicability [11].

An attempt has been made in this study to identify the local rainfall threshold for
a part of the Coonoor Taluk of Niligiri District in the Western Ghats region based
on the multiple precipitation events associated with landslides in this region and
antecedent rainfall. This rainfall threshold can be utilized for the development of
an early warning system and can be extended to similar geo-environmental set-ups
particularly in the Western Ghats. A scientific database of the details of landslides
types, location and time of occurrence and a well-connected system of rain gauges
that record minimum hourly data are essential to establish accurate and reliable
rainfall threshold. But the Coonoor region has very limited information pertaining
to rainfall and scientific records on the temporal landslide data. Also, the spatial
variability in the factors causing landslides and anthropogenic interference further
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complicates defining a rainfall threshold that can initiate a landslide. Hence, an
antecedent rainfall threshold model that can utilize the available data to the best is
selected and also an observation on the relation between landslide occurrence and
rainfall shows that antecedent moisture conditions play a vital role in triggering
landslides in this region.

2 Study Area

Three micro-watersheds (Fig. 1) were delineated around one of the most damaging
landslides that occurred in November 2009 on a slope that housed a hospital in
the heart of the Coonoor town to predict the threshold rainfall that can initiate a

Fig. 1 Land-use Map of the Selected Micro-Watersheds
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landslide in this region. The total area covered by the selected micro-watersheds
was 31.46 square kilometres. This landslide is one of the very large volume land-
slides that occurred in this region. The selected area cuts across the most affected
traffic corridor—the Coonoor–Mettupalayam traffic corridor—that houses both the
highway connecting Mettupalayam and Ooty and also the Mountain Railway traffic.
The climate, in general, is temperate in nature with an annual average temperature
of 17 °C. The average variation in temperature over a 30-year period shows that the
average minimum temperature dips to 8.6 °C in January and rises to 24.3 °C in May.
Rainfall is spread throughout the year with an average annual rainfall of 1335 mm
[24]. The altitude ranges between 1238 and 1969 m above the mean sea level. The
slope in the region is predominantly gentle (i.e.) less than 15˚. Themaximum slope in
the area is 55˚. The bedrock is composed of principally charnockite. The vast expanse
of the study area falls under agriculture, mostly tea plantations and the northern part
comprise of high-density settlements. Patches of forest plantation and evergreen
forest are present in the fringes of the micro-watersheds. The micro-watersheds are
drained by a number of first-order streams.

The linear infrastructure congestion in this area has led to the destruction of the
native forests to a large extent and has also given rise to unplanned urbanization. The
anthropogenic interference has exceeded the self-sustaining capacity of the moun-
tain ecosystem and this has led to a phenomenal increase in the occurrence of land-
slides in Coonoor. Maximum numbers of landslides are recorded in months between
October and November when the rainfall recorded is highest. Also, the majority of
the landslides are recorded after intense precipitation and are localized.

3 Rainfall Regime and Landslides

Records of daily rainfall were collected from Coonoor railway station, Glendale tea
estate and Coonoor Municipality for the period 1992–2017. Daily rainfall data was
used to calculate the antecedent rainfall relating to landslide occurrence. Historic
records from 1935 till 2019 show that the annual rainfall exceeds 1000 mm [24].
Precipitation is maximum between October and December (monsoon season) and
minimum in the post-monsoon period, January to March (Fig. 2).

The precipitation shows high inter-seasonal variation and inter-annual variation
(Fig. 3). The variability is high in post-monsoonmonths of January and February and
least in the pre-monsoon months between June and September. Heavy precipitation
is concentrated in the months between October and December (North East Monsoon
Season).

Multi-temporal landslide data was obtained from various sources like the field
register of the railways department, national highways and state highways depart-
ment, Geological Survey of India, newspapers, online resources and from published
literature. The total number of landslides recorded in the period of study in the
selected micro-watersheds was 106. The majority of the landslides occurred in the
monsoon months between October and December. Landslides are shallow in nature
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Fig. 2 Average monthly rainfall in the study area

Fig. 3 Variability in seasonal rainfall

and are of the types debris falls, earth slides, earth slumps and subsidence. Major
traffic corridors are most affected by debris flows and cut-slope failures. Landslides
are triggered by rainfall that causes an increase in pore pressure and subsequent
slope failures. The landslide database consists of the coordinates of landslide loca-
tion and date of occurrence. Landslides of all types are included in the study [25,
26]. Landslide database collected from various sources indicates that soil type, land-
use pattern, proximity to linear infrastructures like roads and railway lines, slope
gradient and proximity to streams influence the stability of the slopes but rainfall
remains the single most important factor that triggers the landslide in the selected
micro-watersheds.



520 E. R. Sujatha et al.

4 Analysis of Rainfall Threshold

A description of the rainfall event and the associated landslide is required for the
empirical threshold [3]. Intensity–duration relation and antecedent rainfall have
been used to determine the rainfall threshold in this study as it is a trial-tested and
commonly used threshold parameter relation to identify the rainfall threshold [1].
This parameter couple also provides the flexibility to define the intensity and dura-
tion based on data availability and the nature of the specific terrain [3]. The intensity
(I)–duration (D) threshold connects the rainfall of specific duration (D) with mean
rainfall intensity (I) in the corresponding duration. In general, the relationship is of
the form I = αD−β + c. α, β and c are the empirical parameters and represents a
straight-line patternwith ‘c’ equal to zero in typical cases [1]. The scaling factor (α) is
the intercept of the log D–log I plot and β is its slope. The power law equation is used
to fit the equation [1]. Power law equation is used to determine the rainfall threshold
based on two basic assumptions—(i) there is a non-linear rise in the feasibility of
landslide occurrence with the increase in rainfall intensity and (ii) with the increase
in the duration of rainfall, the possibility of initiation of a landslide event decreases
[11]. The empirical parameter ‘β’ describes the rate of decline of the critical intensity
with the increase in duration. This equation indicates that both short duration–intense
rainfall and long period–less intense rainfall can trigger a landslide [2]. Therefore, the
occurrence of slope failure depends on the hydrogeological conditions of the slope in
addition to the rainfall intensity and duration. Most rainfall thresholds fall between
1–100 h and 1–200 mm/hour intensity [1, 2]. The hourly intensity of rainfall or daily
intensity can be used for determining the rainfall threshold equation depending on
the availability of rainfall data [1, 9, 11].

Coonoor experiences rainfall all through the year. The temporal variability of
rainfall in the selected micro-watersheds shows a seasonal variation (Figs. 2 and
3). The landslide occurrence pattern also follows the general trend of the rainfall
pattern with the majority of landslides in the monsoon months between October
and December. A total of 107 landslides are recorded in the period between 1992
and 2017 and all these landslides were triggered by rainfall. Landslides between
1992 and 2009 were used as test dataset to determine the rainfall threshold that
triggers landslides in this region. The landslides that occurred between 2010 and
2017 were used to validate the threshold equation proposed from the test data. The
daily intensity of the rainfall events associated with the landslide was calculated
and plotted in the logarithmic scale against duration in days, also in the logarithmic
scale [9]. Antecedent rainfall corresponding to one day, three days, five days, fifteen
days and thirty days were plotted against the corresponding durations. The power
equation of the best fit (i.e.) the threshold equation corresponding to 50% exceedance
probability [3] for the selected micro-watersheds was obtained as

I = 46.486 ∗ D−0.364. (1)
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Fig. 4 Intensity–Duration Threshold for the Selected Micro-Watersheds

Intensity–duration study was adopted by authors Harilal et al. [1], Dikshit et al.
[9] and Kanungo and Sharma [11] for Sikkim and Garhwal Himalayas and obtained
comparable equations. This equation indicates that landslides would not occur in the
selected area if the rainfall received is less than 46.486 mm/day.

Also, it demonstrates that a rainfall intensity of 13.48mm/day for 30 days can also
trigger a landslide indicating the influence of soil characteristics and moisture and
also the importance of antecedent rainfall. Figure 4 indicates that almost all of the
maximum rainfall without landslides (orange dots) were plotted below the threshold
line indicating the better performance of the threshold equation in demarcating the
rainfall causing landslides in the region.

5 Validation

The use of the threshold rainfall determined from the test data can be used for oper-
ational early warning system only after its validation. The landslides that occurred
between the period 2010 and 2017were used to validate the threshold equation. Four-
teen landslides have occurred in this period and were associated with seven rainfall
events. The threshold equation was fit to the selected antecedent rainfall periods (i.e.)
3, 5, 7, 15 and 30 days. It was found that application of threshold equation to 30 days
antecedent rainfall period predicted five landslide events out of seven events posi-
tively. Also, Fig. 5 implied that all the maximum rainfall events without landslides
in the test period between 1992 and 2009 were plotted well below the threshold line
indicating that 30 days antecedent period ismore effective in predicting the landslides
in this region.
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Table 1 Performance Appraisal of Proposed Local Threshold

Threshold True
Positive

True
Negative

False Positive False Negative Sensitivity

Local 5 4 1 2 0.71

Specificity Positive
Prediction
Power

Negative
Prediction
Power

Likelihood
Ratio

Efficiency True Skill
Statistic

0.8 0.83 0.67 3.57 0.75 0.51

The threshold was validated using the threat score [9, 27, 28]. The Threat Score
(TS) is calculated as the ratio between the True Positives (where landslides have
occurred when the threshold was exceeded) and the sum of True Positives (TP), False
Negative (where landslides have occurred when the threshold was not exceeded) and
False Positive (where landslides have not occurred though threshold was exceeded).
The threat score was calculated for the period from 2010 to 2014 for an Intensity–
Duration threshold corresponding to 30 days antecedent rainfall and was found to be
0.625. Also, few other statistical measures are used to assess the performance of the
proposed local threshold for the selected micro-watersheds (Table 1).

Table 1 shows that the predicted threshold has a good ability to predict classify
the rainfall that triggers the landslides in the region and the overall efficiency of the
predicted threshold model is fairly good.

6 Discussion

Rainfall thresholds are basic tools for assessing the stability of the slope and defining
the minimum cut-off below which the probability of occurrence of landslide is very
less and beyond this threshold, the probability of occurrence exponentially increased.
There are still chances for false alarms which is often the major challenge. Uncer-
tainties associated availability of rainfall data, its quality and information on the
landslides particularly the date of occurrence have resulted in numerous attempts by
various researchers to determine the rainfall threshold. Rainfall is often the triggering
factor but the influence of other environmental, geotechnical and anthropogenic
factors cannot be ruled out. Essentially, for the effective design and functioning of an
early warning system parameters like pore pressure, soil moisture, slope movement,
solar radiation and the vegetative pattern on the slopes should also be considered in
addition to the rainfall threshold. The landslides in the selected micro-watersheds are
often triggered by monsoonal rainfall which occurs over an extended period of time.
The soil in the study area is fairly permeable and hence, prolonged rainfall (i.e.)
antecedent moisture conditions play a major role in initiating the landslide event.
Also, the unplanned urbanization and high built-up density have led to open drains
that lead to saturation of the soil aggravation slope instability. The intensity–dura-
tion model and the antecedent rainfall models used to predict the rainfall threshold
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indicate that a minimum 7-day antecedent rainfall is necessary to trigger landslides
in the region in most cases. A prolonged period of nearly 30 days duration results in
large volume landslides that cause major damage. Short intense rainfalls have also
resulted in landslides but often such landslides are localized and happen in isolation.

7 Conclusions

This study attempted to establish the intensity–duration-based rainfall threshold that
was built on antecedent rainfall. The rainfall threshold determined is location specific
and serves as an input for the development of the early warning system for these
specific micro-watersheds. The threshold determined to a large extent depends on
the quality of the short-term rainfall data and has much scope to be improved. The
study used a 25-year database from1992–2017with 107 landslides spread throughout
the study area. The study points to the following conclusions; daily rainfall (short
duration) events of intensity 46.486mm/day can trigger landslides. Rainfall intensity
of 13.48 mm/day exceeding 30 days duration can also induce landslides. Long-term
antecedent rainfall plays a major role in triggering landslides in this region. The
rainfall threshold can further be refined by expanding the database of landslides and
their corresponding rainfall data.
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