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Modeling and Analysis of the Impact )
of Charging Electric Charged Vehicles oo
on the Grid Load in the Expressways

Dazhou Li and Wei Gao

Abstract With the development of the energy grid, the number of electric charging
cars will gradually increase on the highway. Highways must not only provide enough
natural gas and fuel for vehicles, but also have enough electricity to provide a large
number of electric charging cars in the future. When electric charging cars on the
highway become the main body of the vehicles, the grid load problem caused by the
charging of electric charging cars on the highway will be a problem that must be
faced and resolved. The present study is aimed to analyze and model the power load
on the highways, combined with electric vehicles penetration scenarios, in order to
produce geospatial information for potential energy demand with charging stations
in the highway. According to the fluid theory, the efficient and timely prediction
of the grid load generated by the charging of electric charging vehicles has been
proposed. It will not only help the construction of the grid along the highway, but
also contribute to the stability, speed and smoothness of highway traffic. This paper
selects Shenda Expressway in China as a realistic research object, and analyzes and
models the power load demand of charging stations from 3 aspects: peak-to-valley
difference, load balancing and voltage excursion.

Keywords Expressways - Electric vehicles - Charging management + Power load *
Peak-to-valley difference * Load balancing - Voltage excursion

1 Introduction

Transportation electrification offers two important advantages. First, it reduces local
carbon emissions and fossil-fuel dependence [1]. Second, it shifts energy needs
toward a power system that is increasingly able to leverage energy produced from
renewable sources [2, 3]. Electric vehicles, in particular, allow for emission reduction
in urban areas and, due to their use patterns in urban environments, can potentially

D.Li- W. Gao ()

College of Computer Science and Technology, Shenyang University of Chemical Technology,
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operate as flexible electric loads to support the operation of power systems and
the integration of renewable energy [4—6]. Therefore, research on electric vehicles
and their related technologies has become the focus of attention of governments,
automakers, and energy companies [7].

With the popularity of electric vehicles, the rapid charging of a large number of
electric vehicles disorderly connected to the grid can lead to a sharp increase in the
load on the user side of the grid. It will cause a great negative impact on the stable
of the grid operation and result in a decrease in energy load. Furthermore, as the
main concentration of electric vehicles in the future, the highway is also bound to
generate a large amount of electrical load. The electrical load will not only cause
a large impact on the power grid, but also need to renovate the existing power grid
along the highway to ensure smooth highway traffic.

Therefore, how to achieve reasonable and orderly charging management of a large
number of electric vehicles has become a hot topic of research. How to analyze and
model the grid load generated by electric vehicles on highways will be an issue
that the transportation and power sectors need to consider together in the future. In
order to solve above problem, this paper conducts joint modeling of the traffic flow
of electric vehicles on the expressway, in which the charging service provided by
the charging station, and analyzes the calculation of the electrical load required for
electric vehicles to travel in concentrated traffic based on the classical fluid theory
and queue service theory.

2 Related Works

Research effort on electric vehicles’ charging in highway has largely focused on
three main issues:

(1) Optimal placement of charging stations: Napoli et al. [8] proposed an optimal
locations of electric vehicle infrastructures in a highway network. Zhang et al.
[9] proposed a highway charging station planning method based on the dynamic
traffic flow simulation. Wang et al. [10] investigated the siting and sizing
problem of fast charging stations in a highway network, where the budget
constraint and the service capacities of charging spots are considered. Covic
et al. [11] detailed a new topology for the track pad, consisting of two largely
coplanar, partially overlapping coils positioned such that there was no mutual
inductance between them. Li and Xie [12] developed an optimal charging
station location model and method for locating charging stations for electric
vehicles in intercity highway networks with the aim of minimizing the detour
cost of the driving population. Jinglin et al. [13] calculated and identified the
optimal positions of the charging stations for electric vehicles in the Italian
highway network. Zhao and Burke [14] studied the feasibility of the deploy-
ment of renewable hydrogen fueling at Highway Safety Roadside Rest Areas
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and the integration of the stations with the electricity grid to lower the infras-
tructure cost and to accelerate the usage of renewable energy in the California
transportation sector.

(2) Development of electric vehicles’ charging scheduling algorithm: In this part,
the appropriate scheduling algorithm and a process by which individual elec-
tric vehicles make correct decisions about their charging locations are both
research targets. In [15], Simulation of the number of electric vehicles is carried
out applying the distribution of residential load, and site planning for charging
station is put into operation to maximize the operating income of charging
station. Victor [16] proposed the Vehicle-Originating-Signals approach for
charging control of a fleet of electric vehicles in an electricity distribution
network. Gusrialdi et al. [17] addressed the system-level scheduling problem
and the individual control problem, while requiring only distributed infor-
mation about electric vehicles and their charging at service stations along a
highway. They also developed a strategy to coordinate the queues among the
charging stations, with only local information about traffic flows and the status
of electric vehicle charging stations along a bidirectional highway, so that
excessively long waiting times had be avoided [18]. Reuter et al. [19] provided
a comparison of two applied approaches—one coverage oriented approach and
an optimization based method—which can be easily transferred to other regions
due to comparably low data requirement. Razo and Jacobsen [20] proposed a
smart scheduling approach for electric vehicles to plan charging stops on a
highway with limited charging infrastructure to minimize the total travel time
for each electric vehicle.

(3) Analyzing and modeling the load of the grid along the expressway: This paper
falls into this aspect. Some of these problems have already been considered in
the literature. In [21], the probabilistic model of charging load is studied. Xie
et al. [22] built a model of calculating the charging demands of electric vehicles
running in highway to satisfy the travelling demands of large scale of electric
vehicle in intercity highway. The literatures [7, 23-25] analyzed the impact
of the large number of electric vehicles accessing the grid and suggested that
load management strategies should fully consider the distribution of electric
vehicle charging loads in time and space in order to avoid overloading of
the power system during peak hours. Based on the charging demand and load
characteristics of electric vehicle, modeling and calculation method is proposed
in [26, 27].

3 Modeling Method

3.1 Modeling of Electric Vehicle Flow in Expressways

There are multiple lanes on the freeway. Vehicles moving in two directions have
different forward speeds. Assume that a section of highway is represented by a
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length of horizontal line. The left end is the starting point of the highway and has 0
distance in the coordinate system. The distance of the vehicle traveling to the right
from the left starting point is represented as x. The speed of the vehicle traveling to
the right is denoted by v(x, 7) at time ¢ in the distance x from the left origin.

In general, v(x, r) > 0, x > 0, +00 > ¢ > 0. The analysis and calculation on the
reverse lane are consistent with mentioned above, but the directions are opposite.
The right end point is the starting point of the leftward movement in the highway.
In later content, we take the vehicle moving from left to right as an example. The
analysis and modeling methods of a vehicle moving from right to left are completely
equivalent in the same way.

In this paper, the methods, based on the theory of fluid flow in [28-30], are used
to estimate the number of charging cars in each charging station on the highway.
The following assumptions are made: the amount of power of an electric vehicle
that has been fully charged before coming into a highway is the upper limit of the
battery capacity. It allows electric vehicles to run one-way journey on the highway.
If a fully-charged electric vehicle cannot run the entire highway, it must stop and
charge in the halfway. The assumption is rationality that will not only avoid burden
the driver, but also resist the congestion on the highway.

We define the following 4 variables. At time #, A(x, ) is the number of electric cars
that need to be charged on the highway (0, x) section. In the range of time (0, ), B(x,
t) is the number of electric vehicles that need to be charged out of the range of (0, x),
but still on the other section of the expressway. In the range of time (0, 1), C(x, t) is
the number of electric vehicles that need to be charged coming into the highway (0,
x) section from any entrance of the (0, x) section. Within the time range (0, ¢), D(x, t)
is the number of electric vehicles that will charge the power and leave the highway
in any exit in the (0, x) segment. D(x, t) consists of two types of vehicles. One type
of vehicles arrive at the destination and leave from the highway in any exit in the (0,
x) segment. The other type of vehicles enter the charging station for charging due to
insufficient power and return to the highway to the destination after charging power.

In the (0, x) section of the highway and the time range (0, f), the net flux of the
electric vehicle to be charged is equal to the sum of A(x, ) and B(x, t). Furthermore,
it also equals to the difference between C(x, ¢) and D(x, t), as shown in Formula (1).

A(x,t)+ B(x,t) =C(x,t) — D(x,1) (1)

Assuming A(x, 1), B(x, t), C(x, t), and D(x, t) are continuous in time and space in
Formula (1), the following conclusions can be drawn.

First, at time 7 on the freeway point x, the density a(x, #) of the vehicle to be
charged is equal to the partial derivative of A(x, ) for distance x.

dA(x,1)
ax,1) = ——— 2)
ox
Secondly, at time ¢ and freeway point x, the flow b(x, ) of the vehicle to be charged
is equal to the partial derivative of B(x, ¢) for time ¢.



Modeling and Analysis of the Impact of ... 5

b(x.1) = % 3)

According to Formula (1-3), we can get Formula (4)

datr,n) | Bb(,0) _P°Cr0 9Dk,

= “4)
dat 0x 0rox 0rox

According to the hydromechanics theory in [31], the flow at the outflow end of
a pipe is equal to the fluid density multiplied by the flow velocity of the fluid at the
outflow end of the pipe. When we consider the section of highway (0, x) as a section
of pipeline, the left end of the highway, in the coordinate system 0, is the entrance of
the pipeline. The point x of the highway is the exit of the pipeline. The vehicle fluid
flow b(x, 1) at the pipe exit can be regarded as the flow of the vehicle that needs to
be charged at the x point of the highway. The density a(x, t) of the vehicle flow fluid
at the outlet of the pipeline can be regarded as vehicle fluid density that needs to be
charged at the x point of the highway. The velocity of the flow fluid v(x, ¢) can be
regarded as the speed of vehicle that needs to be charged. Therefore, we obtain the
Formula (5) by [30, 32].

b(x,t) =a(x, 1) v(x,1) (5)
Substitute Formula (5) into Formula (4).

da(x,t) n d(a(x,t)-v(x,t))

at 0x
_ 92C(x, 1) 9*D(x,1) ©)
T drox dtdx
Formula (6) expands.
da(x,t) da(x,t) dv(x,1t)

o + ry v(x, 1)+ v ca(x,t)

_ 32C(x,t) 3’°D(x,1) e

C Atdx dtdx

Because speed can be considered as the product of displacement and the inverse
of time, v(x, t) can be written as

v(x,t) = 8);?)

®)

According to the partial derivative calculation rule [30], the Formula (9) is
obtained
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da(x,t) . da(x,t) L+ da(x,t) dx(t)

9
dt ot 0x dt ©)

Formula (9) and Formula (8) are substituted into Formula (7) to obtain Formula
(10)

da(x,t) dv(x,t)
. 1
dt + X ax, 1)
9>C(x,1) 9*D(x,t
_9¥Ck, ) 97Dk, 1) (10)
d0tdx 0tdx

When the time is in the range of (0, #), there are C(x, t) electric vehicles that need
to be charged in the Section (0, x) of the highway form any entrance in the Section
(0, x). If there are n highway entrances in the (0, x) segment, each entrance records
c(k) that is the number of electric vehicles entering the (0, x) segment at every k
seconds. The second-order partial derivatives of C(x, ) for time ¢ and position x can
be obtained according to [30] as illustrated in Formula (11).

32C(x,t .
%x) =Y ak (11)
i=1

D(x, t) is composed of two types of vehicles. One type of electric vehicles reach
the destination and apart from any one of the exits in the segment (0, x). The number
is represented by E(x, t). The other type of electric vehicles enter the charging stations
due to insufficient power, which will return to the highway to continue to its destina-
tion after fully charging. The number of latter type of electric vehicles is represented
by F(x, t).

D(x,t) = E(x,t)+ F(x,1) (12)

If there are m highway exits in the (0, x) segment, each exit records e(k) that is the
number of electric vehicles leaving the highway at every k seconds. The second-order
partial derivatives of E(x, t) versus time ¢ and position x can be obtained according
to Formula (13) by [30].

2
FECD _ S ey (13)

If there is a charging station in the (0, x) section, which is built in a rest area at the
location x, the maximum number of electric vehicles parking in the charging station
is denoted by Max. At time ¢, h(x, t), h(x, t) < Max, is the number of electric vehicle
in the charging station. If h(x, #) equals to Max, the charging station is saturated for
parking. Only one electric vehicle fully has been charged and left, the next one can
be allowed to enter for charging. When the number of vehicles are fully charged at
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time ¢ is presented by p(x, t), we have Formula (14).

2F(x,t
% = p(x.1) (14)

When h(x, t) < Max and h(x, t) + a(x, t) < Max, the number of vehicles that need
to be charged at position x is denoted by a(x, 7).

32F(x,1)

370 =a(x,t) (15)

When h(x, t) < Max and h(x, t) + a(x, t) > Max, the number of vehicles that the
charging station at position x at time 7 is given as follow.

32F (x, 1)

Preva Max — h(x,t) + p(x, 1) (16)

Substituting Formula (11-16) into Formula (10), we get

da(x,t) dv(x,t)
. t
d + dx a(x. 1)

t
= ch(k) — Ze,(k) - p(x, t)
i=1 i=1

when h(x,t) = Max
da(x,t) n av(x,t) )

-a(x,
d 0x

t
= ZC,(’C) - Zez(k) - a(x7 t)
i=1 i=1

h(;, t) < Max
whe
h(x,t)+a(x,t) < Max
da(x,t) " dv(x,t)

dt
= Zc,-(k) — Zei(k) — Max + h(x,t) — p(x,1t)
i=1

i=1

a7

a(x,t)

h(x,t) < Max
hx,t) +a(x,t) < Max

when {

In Formula (17), except for a(x, t), the rest can be obtained from actual highway
information. The partial derivative of speed v(x, t) for the displacement x can be
obtained according to the restrictions on vehicle speed in the traffic rules of different
sections of the highway. For example: the maximum speed of different lanes is from
110 to 90 km/h, and the minimum speed is limited to 80—-60 km/h. Moreover, it also
can be considered that the vehicle speed is a random value at the displacement x and
time ¢ between the maximum and the minimum speed limit of the road sections. The
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calculation of partial derivative can be operated by using the difference of velocity
at adjacent positions. Therefore, under the conditions of given x and ¢ through the
numerical solution of the partial differential equation, the value of a(x, r) can be
obtained by Formula (17).

For solving the partial differential equation and setting the boundary conditions
as mentioned above, we adopt a(0, t) and v(0, ¢t) to represent the initial density
and speed of the electric vehicle that needs to be charged at the left end of the
expressway. The variable gy is the arrival rate of vehicles passing through the left
end of the expressway.

a0,t) =v(0,1) - qo (18)

After calculating a(x, t) through Formula (17), the number of electric vehicles
that need to be charged at a given time ¢ and position x can be obtained in Formula
(19).

2
YF&D _ s,

h(x,t) = Max
32F (x, 1)
———— =ax, 1),

Jdtox

h(x,t) < Max (19)
hx,t)+a(x,t)

32F (x, 1)
= Max — h(x,t) + p(x,1),

h(x,t) < Max
h(x,t) +a(x,t)

3.2 Modeling of Charging Station Queues in Expressways

There are multiple lanes on the freeway, with vehicles moving in two directions, each
with a different forward speed. In this paper, the M/M/s/K queue theory [32] can be
used to estimate the number of electric vehicles that need to be charged in a charging
station located at x at a given moment ¢.

The electric cars that need to be recharged arrive in Poisson flow with an average
of A cars per minute, i.e., the time that the electric cars that need to be recharged
arrive at the charging station successively obeys the negative exponential distribution
of the parameter A.

2F (x,t
, o F&n

20
dtox 20
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The charging station can only park up to Max electric cars waiting to be charged,
and the electric cars waiting to be charged are lined up in a queue, the longest queue
being Max, using the first-come first-served principle. When the electric vehicle
arrives, if that charging station is full, the electric vehicle must be driven to the next
charging station.

2
Ai:{x:%, i=0,1,2,..., Max on
0, i>Max

The charging station is provided with s charging piles. The charging time of the
electric vehicle obeys a negative exponential distribution with the parameter u =
p(x, 1).

The charging station has s charging piles. The electric vehicle charging time
distribution is a negative exponential distribution of L.

I-nu=1i-px,t), 0<i<s
i = 128 px, 1) . (22)
s-u=s-plx,t), s<i<Max

According to [33], we used W to represent the charging power of a charging
pile and y to represent the battery capacity of an electric vehicle that needs to be
supplemented. Generally, the value of y can reach 0 to 4.88 kWh. According to
Formula (22), p(x, t) can be calculated using given W, s and y.

Accordingto [33], W denotes the charging power of 1 charging stake and y denotes
the battery capacity that needs to be replenished for electric vehicles. Generally, y
values can reach between 0 and 4.88 kWh. According to Formula (23), p(x, t) can
be computed using the given W, s and y.

p();, 1) _ % 23)

In order to make the queue system stable, the following inequality should be
satisfied, according to the M/M/s/K queue theory:
— <1 (24)
R’

When time ¢ is given, the minimum value of the number of charging piles in the
charging station located x on the highway is

1 9%F(x,t)
p(x,t) 0tox

s >

(25)

When s meets the conditions, the queue system is in a stable state. The probability
that there are i electric cars in the queue waiting to be charged is represented by p;.
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Di (26)

For convenience, p and p; are defined respectively.

_ A _ 1 9*F@.p
p= n = p(x,t) dtdx

o= L @

s-p(x,t) 0tdx

For calculating p;, the value of the initial state p is a hyper-parameter.

-1
s—1 S.1_ Max—s+1
p_' + (p)*-A '(pi) ) . P 7& 1
= sl(1—py)
pbo =

‘ A (28)
(55 +wmmn) )=
i=0

By

Considering that the charging station space has a maximum Max, the average
number of occupied charging piles (which is also the average number of charging

electric vehicles receiving charging service) is N, which can be calculated according
to the full probability formula.

Max

N, = Z pHrZs pi
s—1 . n Max n
=po<zl'g',o) +> (p)‘_)

i b i ST
Z (p)" MZ 0 (M @9)
— ' — s!(s)ifs s!(S)Maxf‘Y
_ (i (p)M”
=p s!(S)Maxfs Po
=p(1 = po)

So far, at a given time 7, the average power consumption W, of the grid load in

the charging station located x on the highway can be calculated by the product of N;
and W.

W, =N, -W (30)
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4 Experiment and Analysis

4.1 Dataset

We take the Shenda Expressway as an example. When the electric charging car
becomes the main type of vehicles traveling on the Shenda Expressway, the electrical
loads required by the charging stations located in the service area of the Shenda
Expressway ban be calculated through the relevant data analysis. The calculation
can provide a scientific and theoretical basis for the future grid construction and
traffic dispatching of the Shenda Expressway (Fig. 1).

The Shenda Expressway is the first eight-lane expressway in China. It is 348 km
long. When it was completed in 1990, it had four lanes, with full interchange traffic.
The widening and transformation started in 2002 and was completed in 2004. It is an
eight-lane expressway with a subgrade width of 42 m. The design speed is 120 km/h.
Shenda Expressway has a total of 348 km. The total length of Shenda Expressway

Shenyang #Fshn
®

% Chaoyang

® Jirahou ® Paryn % Arshan

® Yirghoi

Fig. 1 The Shenda expressway in northeast China is marked with a green line on the map
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before the renovation was 375 km. After the renovation, it started from Campbell
Interoperability in Shenyang in the north and ended in Houyan Village in Dalian in
the south. Shenda Expressway has a total of 38 entrances and exits and 6 service
areas, which list in Table 1.

4.2 Experimental Environment and Parameter Settings

There are six service areas, “Jingquan Service Area”, “Ganquan Service Area”,
“Xihai Service Area”, “Xiongyue Service Area”, “Fuzhou River Service Area” and
“Sanshilibao Service Area” in the Shenda Expressway. Each of the six service
areas has a charging station. The six service areas divide the Shenda Expressway
into five sections: Shenyang Campbell Interoperability-Jingquan Service Area,
Jingquan Service Area-Ganquan Service Area, Ganquan Service Area-Xihai Service
Area, Xihai Service Area-Xiongyue Service Area, Xiongyue service area-Fuzhouhe
service Area, Fuzhou river service area-Sanshilibao Service Area. Within each
segment, there are multiple exits and entrances. However, charging stations are only
set up in the above six rest areas.

Taking the Shenyang Campbell Interoperability-Jingquan Service Area as
an example, a horizontal line is used to represent the Shenyang Campbell
Interoperability-Jingquan Service Area. Campbell Interoperability is the left starting
point of the highway moving to the right, with coordinate 0. The length of the
vehicle traveling to the right from the left starting point is represented by x, the speed
of the vehicle traveling to the right is represented as v(x, 7), and the length of the
vehicle traveling to the right is x, at time ¢ from the left starting point of Campbell
Interoperability.

For the other example, to calculate the grid load of charging stations located
in Jingquan Service Area through the proposed method in Sect. 3, the following
parameters will be set up as follow. Assume v(x, f) obeys the distribution ranges
from 60 to 120 km/h with an average value of 90 km/h. Normally, v(x, ¢) can be reset
according to traffic rules, such as: bends and gates. The pit stop area is 30 km/h.
There are n = 4 highway entrances in the section of Campbell Interoperability-
Jingquan Service Area. Each entrance records the number of vehicles entering the
highway, c(k),in every k = 60 s. There are m = 4 highway exits. Each exit records
the number of vehicles leaving the highway, e(k), in every k = 60 s. In the Campbell
Interoperability, the density of electric vehicles is a(0, ¢) and speed is v(0, 7). The
vehicle arrival rate gy can be estimated according to [32].

The charging station located in Jingquan Service Area adopts the following param-
eter settings. The charging station can accommodate a maximum of 100 electric vehi-
cles and is equipped with 50 charging piles. The maximum charging power of each
charging pile is W = 70 kW. Generally, charging electric vehicles need to supple-
ment the battery capacity y, which obeys a normal distribution of 0—4.88 kWh, with
the average value 2.5 kWh. The remaining 5 sections in the Shenda Expressway
use the same setting method. The only difference is that the average value of y will
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Table 1 The name of Shenda expressway entrance and service area
No. | Entrance and Distance from No. |Entrance and Distance from
service area Shenyang (km) service area Shenyang (km)
1 Campbell 0 23 Gaizhou entrance 177
interoperability
2 Sujiatun entrance |5 24 S19 Zhuanggai 182
expressway
3 Sujiatun South 9 25 Shagangzi entrance | 185
entrance
4 Shilihe entrance 20 26 Sturgeon entrance 195
5 Lighthouse 30 27 Xiongyue service 204
entrance area
6 Jingquan service |36 28 Liguan entrance 216
area
7 North entrance of |48 29 Jutun entrance 242
Liaoyang
8 Liaoyang entrance | 53 30 Fuzhou River service | 257
area
9 G91 Liaoning 59 31 Wafangdian entrance | 261
central ring road
10 Entrance to 65 32 Laohutun entrance 271
Liaoyang county
11 Anshan entrance | 77 33 Wafangdian South 282
entrance
12 South Anshan 88 34 Turret entrance 292
entrance
13 Ganquan service |97 35 S12 leather long high | 297
area speed
14 Nantai entrance 103 36 Bay North entrance | 303
15 Haicheng entrance | 112 37 Shihe entrance 309
16 Xiliu entrance 118 38 Entrance to thirty 316
miles
17 G16 Danxi 121 39 Sanshilibao service | 320
expressway area
18 Huzhuang 134 40 S23 Dayao Bay 323
entrance Shugang expressway
19 S21 fuying 144 41 Jiuli service area 331
expressway (Shenyang direction)
20 Yingkou entrance | 147 42 Golden state 339
entrance
21 Yingkou South 169 43 G11 crane big G15 | 342
entrance Shenhai expressway
22 Xihai service area | 172 44 Dalian entrance 348
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Electric Vehicle Charging Load  ®Total Grid Load
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Fig. 2 Electric vehicle charging load and total grid load during a day in No. 30, Fuzhou River
service area in the Shenda expressway

gradually increase as the section far away from Campbell Interoperability, because
the probability of charging is increasing.

4.3 Result Analysis

Monte Carlo methods can be used to solve any problem with the given probabilistic
interpretation. Usually, it tends to follow a particular pattern. Firstly, define a range
of possible inputs. The possible inputs contains the constants and the parameters,
which have been analyzed in Sect. 3.1. Secondly, inputs will be randomly selected
from a probability distribution in the range, illustrated in Sect. 3.2. Thirdly, the inputs
will be performed a deterministic distribution and computation. Lastly, aggregate the
results. The simulation results are shown in Figs. 2, 3, 4, 5 and 6.

4.3.1 Effect of Electric Vehicle Charging on the Peak-To-Valley
Difference of Power Grid

Figure 2 shows the charging load data of electric vehicles and the grid load data
that is the total load data of the system after being integrated into the grid in No.
30, Fuzhou River Service Area for one day. When the electric vehicle charging load
is calculated as shown in Fig. 2, it is added to the original load of the power grid
to calculate the total system load after the electric vehicle is disorderly charging.
Furthermore, Fig. 3 indicates two picks of charging load in the No. 39 Sanshilibao
Service Area during a day. In Fig. 3, the peak hours of the charging load of the power
grid are mainly concentrated at 12:00-16:00 and 19:00-21:00, especially during the
period of 19:00-21:00.
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Fig. 3 Electric energy load distribution of No. 39, Sanshilibao service area in the Shenda
expressway during a day
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Fig. 4 Electric energy load distribution of No. 6, Jingquan service area, No. 13, Ganquan service
area, and No. 27, Xiongyue service area in the Shenda expressway during a day

Figures 2 and 3 demonstrate that the effect of electric vehicle charging on peak-to-
valley difference of power grid need be dealt with. Under no guidance charging, the
electric vehicle is allowed to charge at any time. The charging load is mainly concen-
trated during the peak period of the original system load. Because the electricity price
is also very high at this moment, the user charging at this time not only will fail to
achieve the effect of “peak cutting”, but also bear higher charging costs. The most
effective way should be applied to order the charging time of electric vehicles.

In order to measure the impact of charging load on the peak-to-valley difference
ratio of the power grid, we perform the calculation and obtain a result that indicates
as follow. When the electric vehicle is not connected, the original load peak-to-valley
difference is 41.73%. After the electric vehicle is disorderly connected to charge, the
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Fig. 5 Voltage excursion during a day in No. 30, Fuzhou River service area in the Shenda
expressway
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Fig. 6 Variation on voltage of service area and entrance in the Shenda expressway during a day
into 6 slots

load peak-to-valley difference becomes 46.51%, which has an increase of 4.78%
than no charging. It means if electric vehicles connected to the grid for charging in a
disordered state, it will not only enlarge the peak-to-valley difference of the load and
exacerbate the fluctuation of the load curve, but also will increase the peak-to-valley
difference ratio of the grid load. Moreover, disorder charging also introduces a threat
to safe parking. Therefore, it is necessary to guide the charging behavior of electric
vehicles, which can not only reduce the impact on the grid load, but also use it as a
special energy storage.
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4.3.2 Effect of Electric Vehicle Charging on the Load Balancing
of Power Grid

As shown in Fig. 4, the huge variation is observed in the profile of charging stations,
which indicates that the load balancing of charging stations should be improved. No.
27, Xiongyue Service Area needs more power supply than No. 6, Jingquan Service
Area and No. 13, Ganquan Service Area for a day. If we want to ensure the grid has
a more balanced line load rate, the high-generation installed nodes and high-load
nodes must have a stronger connection with the grid in No. 27, Xiongyue Service
Area.

To handle the effect of electric vehicle charging load balancing between the
different service areas, the line transmission power margin should be increased and
the transmission of power should be ensured. The relatively balanced current distri-
bution at a small economic cost must be considered before charging station setting
up. It not only guarantees the technical economy of the scheme, but also rationalizes
the line capacity margin ratio. Above all else, it improves the safety of the grid in
various operating modes.

4.3.3 Effect of Electric Vehicle Charging on the Voltage Excursion
of Power Grid

Excessive voltage excursions cause a series of adverse effects on the grid, which
includes the residents’ life hazard, shorten the service life of power equipment, and
negative effects on the grid itself. The voltage excursion of the power grid in 24 h
is shown in Fig. 5. It analyzes the impact of electric vehicle connection on the grid
voltage excursion in No. 30, Fuzhou River Service Area. The penetration rate 20%
and 40% are connected to the electric vehicle charging load, respectively.

With reference to Fig. 2, the charging load in Fig. 2 remains basically unchanged
during the period of 0:00-9:00, remains relative stable in the range of 9:00-13:00,
and reaches its peak at 21:00. Similarly, in Fig. 5 the voltage excursion remains
unchanged from 0:00 to 9:00, and the voltage excursion remains relative stable from
9:00 to 13:00. This far, even though the charging load of electric vehicles and the
impact on the grid voltage have gradually increased, it is still under control.

Between 14:00 and 16:00, the charging load and the voltage excursion increased
significantly. At 21:00, the voltage excursion reaches its peak. When the penetration
rate reaches 40%, the voltage excursion increases to 10.5%. During this period, not
only the peak-to-valley difference ratio for a day is greater, but also the load of the
power grid and the impact of the electric vehicle on the voltage of the power grid are
both the largest.

Therefore, adjusting the charging time of the electric vehicle is an effective way
to improve its impact on the voltage excursion of the power grid. If the charging
time is changed from 18:00-23:00 to 1:00-8:00, the voltage excursion will be small,
which will affect the power grid less.
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Figure 6 shows the voltage variation through the day of the service areas and
entrances listed in Table 1, which contains 44 stations in the Shenda Expressway.
If not been ordered, the charging time of electric vehicle is relatively concentrated,
which will impact a lot on the distribution power grid on voltage loss, harmonic and
the balance of three phase. We consider voltage loss as the mainly impact. The loads
is added into the grid and calculated according the flow theory. We classified the
statistic results during a day, and divide them into 6 slots: 2:00-6:00, 6:00-10:00,
10:00-14:00, 14:00-18:00, 18:00-20:00, and 20:00-2:00 for calculating the voltage
loss separately. The largest deviation is observed during 14:00-18:00.

As aresult, to avoid the harm of voltage excursion on the grid, methods should be
taken to hold the voltage. Many vehicle to grid methods have been developed recently,
which treat the battery of electric vehicles as containers to hold the frequency.
Distributed power, such as wind and solar energy, in the 44 stations listed in Table
1, is also helpful of clipping the picks. Moreover, the degree of voltage excursion
varies from charging station should be considered in different areas.

5 Conclusions

This paper proposes a methodology to analyze impacts of electric vehicle using
the example of public available information for the Shenda Expressway in China.
The study demonstrates the importance of electric vehicle mobility for the entire
energy demand. Our results indicate potential benefits to Shenda Expressway and
increase power independence. The classic fluid theory and queue theory are used to
analyze and model the electricity load demand along the Shenda Expressway after
the charging station is built in the service area along the Shenda Expressway.

According to the method provided in this article, the electric energy load of
the service area along the Shenda Expressway while providing electric vehicle
charging services, and the electricity required by the entire Shenda Expressway can
be analyzed. While the final goal would be to analyze impacts to the distribution
and grid, more details such as traffic information, service areas supplied by electric
pipes, arrival rate, and traffic rules would be required to model results and the overall
impact to the power system.

In the future, the construction of the power grid along the Shenda Expressway
will be combined with the construction of the energy grid. The transport artery and
the energy artery will gradually merge with each other. The research in this article
will provide a certain theoretical basis for the common development of the two.
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Abstract Inorder to verify the accuracy of the discrete traffic flow model and find out
the most suitable statistical method of data for model validation, the discrete traffic
flow model proposed by Robertson which was suitable for urban arterial between the
intersections was studied. The traffic flow of five roads in Beijing city was investigated
by multi-spot photography. The traffic flow data were collected at different time
intervals according to 1-6 s and verify the discrete traffic flow model proposed by
Robertson at different statistical intervals. Finally, the error of the model in different
statistical interval of 1-36 s was obtained. The mean and variance of the error were
analyzed and the optimal time interval of the survey data in this model was 1-5 s.
This conclusion was verified by T test.

Keyword Traffic control - Platoon dispersion + Optimal time interval - Signal
optimization

1 Introduction

With the accelerated process of urbanization and the rapid development of social
economy, people’s living standards were generally improved, the sharp increase in
motor vehicles and traffic demand increases, “traffic jam” has become a common
problem in modern cities. Serious traffic congestion will lead to additional travel
time, increased vehicle energy consumption, air pollution and the increasing degree
of noise pollution and many other issues. Urban traffic congestion problem was
increasing year by year and the urgent need to be treated. The traffic control which
is an effective means has the advantages of improving traffic order and safety. By
means of traffic control, the traffic flow on the road can be guided and controlled
reasonably to reduce the traffic accidents, noise pollution, exhaust emissions and
ease traffic congestion. The theory of signal control in the intersection of the modern
city shows that when the signal was matched according to the queuing vehicle, the
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traffic flow can be met the green light signal at the intersection without stopping to
wait. The two-way traffic flow “green wave” formed will greatly improve the traffic
congestion.

Therefore, this paper takes the traffic flow in the urban arterial as the research
object and carries on the research to the acquisition and processing of the data on
the basis of the traffic characteristics of the vehicle between the intersections. The
movement of the vehicles in the queue at the intersections would be obtained. This
research has certain practical significance for the control and optimization of urban
arterial traffic signal.

2 Literature Review

Vehicles departing from the stop-line of an upstream signal intersection generally
form a vehicle fleet. As vehicle speeds fluctuate during the motion, the fleet will
disperse before it arrives at the downstream intersection, which was called “platoon
dispersion”. Platoon dispersion is an essential phenomenon to be studied for building
traffic models in traffic control system. Discrete traffic flow models directly influence
the optimization of signal timing schemes in arterial signal coordination because of
their impact on traffic delay models. Over the years, many scholars have studied the
Discrete traffic flow model.

Pacey [1] proposed the traffic diffusion model assuming normal distribution of
speed. Grace and Potts (1964) further investigated Pacey’s model from the density
aspect. Later, Robertson [2] developed a recurrent dispersion model with field data
gathered by Hillier and Rothery (1967), which was widely implemented in various
signal plan design software and signal control systems. Seddon [3] reported that
Robertson’s model was equivalently based on shifted geometric distribution of travel
time. In 1990, Gantz and Mekemson [4] calibrated the parameters of the discrete
model of the fleet and used the simulation program to compare the model before and
after calibration. Cantarella [5] compared the discrete traffic flow model and the cell
transmission model by studying the effects of the variation of the distances between
pairs of adjacent junctions.

In China, the application and evaluation of the discrete traffic flow model of foreign
countries was the focus of domestic research. Wei et al. [6] proposed a discrete traffic
flow model for cars from the aspect of density with truncated normal distribution
of speed assumption. Weiwei et al. [7] uses Vissim simulation software to simulate
the line control system. By comparing the fleet discrete data before and after the
change of road length, the relationship between the vehicle flow distribution and the
fleet discrete characteristics is obtained. Yizhou et al. [8] use micro discrete model to
study the mutual interference mechanism between people and vehicles at signalized
intersections. Zhihong and Yangsheng [9], Zhihong et al. [10] proposed the discrete
model of heterogeneous traffic flow fleet and the dynamic heterogeneous traffic flow
fleet discrete model. Both models reduce the mean square root error of the prediction
of the distribution of the arriving vehicle flow at the downstream intersection.
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It can be seen that many scholars have mainly focused on the establishment of a
new discrete traffic flow model or the analysis and improvement of existing discrete
traffic flow model. With the progress of modern science and technology and data
acquisition device, traffic data could be collected even by seconds. The requirements
of data acquisition and processing were also getting higher and higher in the analysis
and research of the discrete traffic flow model. However, literatures were lack of
the research on the precision of data acquisition and processing. In view of this
background, this paper takes the relevant data of the discrete traffic flow model as
the starting point. What kind of time interval is suitable to study the statistics of the
survey data? Because the geometric distribution model of Robertson was suitable
for short distance travel time distribution and for the situation of the city between
the two intersections, this paper chose the Robertson model for research.

3 Introduction to the Discrete Traffic Flow Model

In 1969, Robertson proposed a geometric distribution model. He believes that the
actual travel time of the vehicle which between a fixed start and stop was distributed
according to the geometric function. The dispersion coefficient of the fleet reflects
the difference of travel speed. According to this analysis, the vehicle arrival rate of a
certain section of the downstream and the vehicle pass rate upstream stop line section
have the following relationship:

qa(i +1) = Fqo(i)) + (1 = F)ga(i +1 — 1)

where

qq(i + t)—the expected rate of arrival of vehicles on a certain section of the
downstream in the (i 4 t) period.

qo(i)—the vehicle passing rate of upstream stop line section in the (i) period.

t——The average running time of the vehicle between the above two sections
was 0.8 times (take the period number as a unit);

F—A coefficient which represents the discrete degree of traffic flow in the course
of motion was called the discrete coefficient of traffic flow;

Robertson recommends that the formula for calculating F was:

1
F=——
14+ Axt

A: according to the observed values of the correction, A is usually taken 0.35; the
other coefficients were the same as in the front.

Time interval T was a concept which was proposed to verify the accuracy of the
Robertson geometric distribution model. The passing rate and the arrival rate of the
geometric distribution model need to be obtained in the field investigation. Time
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interval T was refers to use different time intervals to collect the data of the passing
rate and the arrival rate. Since the rapid development of intelligent traffic control
system in recent years, the accuracy of data acquisition device in traffic control has
been calculated according to the second. Due to the time interval should not be more
than the green light, the time interval range was set to 1-36 s. Then the model was
verified separately.

4 Data Collection

The study of traffic characteristics can not be separated from the field survey of Road
intersection data. In the study of the dispersion characteristics of the fleet, the field
observation data is the key data of the later analysis. Through the field observation
and analysis to master the basic change of traffic characteristics, this survey selected
five sections of Beijing city. The specific circumstances and video conditions of the
five sections is shown in Table 1.

Vehicles through the upstream intersection and vehicles arriving at the intersection
of the downstream on the same road were recorded by a video camera. Since the
camera has the function of recording time, the flow data of the four sections from
the upstream and downstream was obtained from the video. Take the Sect. 1 as an
example to introduce the collection and collation of survey data. In the case of the
time interval was 1-6 s, the geometric distribution model of Robertson was used to
calculate the field survey data. Then the error is calculated. Part of the Survey data
and calculated data of Sect. 1 were shown in Table 2.

5 Study of the Time Interval

In order to verify the accuracy of the geometric distribution model of Robertson and
get the optimal time interval, the error of the calculated data and the actual data was
analyzed mathematically in the case of time interval T was 1-36 s. Finally, the mean
value of each set of error data of the four sections was shown in Fig. 1.

By the analysis of the average value of the error, we can see that the average
value of the error of each section was gradually increased with the increase of the
time interval T. When the time interval T = 1 s, the average value of the error of
the Section 1 was 0.55, the average value of the error of the Section 2 was 0.51, the
average value of the error of the Section 3 was 0.58, the average value of the error of
Section 4 was 0.66. When the time interval T = 5 s, the average value of the error of
the Section 1 was 1.16, the average value of the error of the Section 2 was 1.2, the
average value of the error of the Section 3 was 1.17, the average value of the error of
Section 4 was 1.45. When the time interval T = 36 s, the average value of the error of
the Section 1 was 13.4, the average value of the error of the Section 2 was 9.71, the
average value of the error of the Section 3 was 10.01, the average value of the error



Research on the Time Interval of Discrete Traffic Flow Model 25

Table 1 The situation of survey

Section Name Phase of a signal light
Section 1 | Upstream The intersection | Two phase | One-way lane | Distance of
intersection of west road and number: Four |road (m): 553
north industrial lane
road
Downstream | The intersection | Two phase | One-way Video time:
intersection of west road and vehicle flow 9:30-10:30 am
Ping Le Yuan (pcu/h): 1645
district
Section 2 | Upstream The intersection | Four phase | One-way lane | Distance of
intersection of Song Yu number: Four | road (m): 822
south road and lane
west road
Downstream | The intersection | Two phase | One-way Video time:
intersection of Song Yu vehicle flow 10:30-11:30
south road and (pcu/h): 1435 | am
Wu Sheng road
Section 3 | Upstream The intersection | Four phase | One-way lane | Distance of
intersection of south mill number: Three |road (m): 803
road and west lane
road
Downstream | The intersection | Two phase | One-way Video time:
intersection of south mill vehicle flow 2:30-3:30 pm
road and Wu (pcu/h): 1551
Sheng road
Section 4 | Upstream The intersection | Two phase | One-way lane | Distance of
intersection of Song Yu number: Three |road (m): 794
north road and lane
Wu Sheng road
Downstream | The intersection | Two phase | One-way Video time:
intersection of Song Yu vehicle flow 3:30-4:30 pm
north road and (pcu/h): 943
west road

of Section 4 was 13.97. The average error values of all 4 arterials are calculated by
5 s interval and plotted with black bold lines in Fig. 1. The following data are shown
in Table 3.

As can be seen from Table 6, the average value of the error of the four sections
were less than 1 vehicles when the time interval T = 1-5 s. With the increase of
the time interval T, the mean value of the error gradually increased to 3 vehicles, 7
vehicles. When the time interval T = 30-36 s, the mean value of the error has been
increased to 10 vehicles.

This shows that the smaller the time interval T, the smaller the error between the
actual data and the data calculated by the Discrete traffic flow model of Robertson,
the more favorable to the accuracy of validation of the Discrete traffic flow model.
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Fig. 1 Scatter plots of the mean value of the error

Table 3 Analysis of the average of the error
Time interval T (s) 1-5 5-10 10-15 15-20 20-25 25-30 30-36
Average of error 0.87 1.81 2.89 3.62 53 7.08 9.53

In order to make a further study on the volatility of the error between the survey data
and the calculated data, this paper makes a mathematical analysis of the variance of
the errors in each group. The results of the analysis were shown in Fig. 2.

In the analysis of the variance of each group, the trend of the variance of each
group was gradually increasing with the increase of time interval T. When the time
interval T = 1 s, the variance of the error of Section 1 was 0.4, the variance of the
error of Section 2 was 0.38, the variance of the error of Section 3 was 0.5 the variance
of the error of Section 4 was 0.01. When the time interval T = 5 s, the variance of
the error of Section 1 was 1.14, the variance of the error of Section 2 was 1.31, the
variance of the error of Section 3 was 1.46, the variance of the error of Section 4
was 2.3. When the time interval T = 36 s, the variance of the error of Section 1 was
59.52, the variance of the error of Section 2 was 50.24, the variance of the error of
Section 3 was 42.08, the variance of the error of Section 4 was 51.23. In order to
reflect the change of variance more clearly, the variance of the four sections will be
calculated again according to the time interval interval of each 5 s. The average value
of the graphic representation with black bold lines in Fig. 2. The data were shown in
Table 4.

As can be seen from Table 4, the average value of the variance of the four sections
was 0.32 when the time interval T = 1-5 s. This shows that the error of the calculated
data and the actual data was very stable and each error value was close to the average
value of the error when the time interval was 1-5 s. In the previous analysis of the
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Fig. 2 Scatter plots of analysis of variance of error

Table 4 Analysis of the average of the variance
Time interval T (s) 1-5 5-10 10-15 15-20 20-25 25-30 30-36
Average of variance 0.32 2.13 5.06 9.89 17.55 273 38.8

average value, the average value of the error was less than 1 vehicles, that was the
value of each error was less than 1 vehicles. The average value of the variance of the
four sections increased to 38.8 when the time interval T = 30-36 s. This means that
when the time interval was 30-36 s, the fluctuation of the error of the calculated data
and the actual data was very large. The degree of dispersion of each error value was
very large, and the degree of the deviation from the mean of the error was different.
Therefore, the data obtained in the case of time interval T = 30-36 s was not suitable
for the Discrete traffic flow model to verify the accuracy.

Through the analysis of the error of the data of each group, it was not difficult to
get the time interval T. With value smaller, the accuracy of the model validation was
higher. Because the data of the four sections of the acquisition time were not peak
hours, so the error is less than 1 vehicle to be considered a high precision verification.
As aresult, this paper obtains the time interval T = 1-5 s which was the best time to
validate the team’s discrete model.
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6 Verification of the Conclusion

For the conclusion of the best time interval T was 1-5 s, this paper uses the newly
collected data to verify the conclusion of the Sect. 5. The information of Sect. 5 is
shown in Table 5.

Processing method for data of Sect. 5 was the same as the processing method for
the data of the previous four sections. The survey data of Sect. 5 were statistically
analyzed according to the time interval of 1-5 s. Then the Statistical data would
be calculated by the Discrete traffic flow model of Robertson. Finally, five sets of
vehicle arrival rates at the downstream of different time interval were obtained. Part
of the survey data and calculation data of Sect. 5 were shown in Table 6.

In this paper, we use the T test in mathematical statistics to verify the above
conclusions. T test was a test method which was used to determine whether the
difference between the average of the two groups was significant. T test was suitable
for the general distribution of normal distribution which was small samples and the
standard deviation of the unknown. Therefore, we can use T distribution theory to
infer the probability of the occurrence of the difference, and then determine whether
the difference between the two average was significant.

The calculation data and the actual data of time interval T = 1-5 s were imported
into SPSS software. The output results obtained by using the T test were shown in
Table 7.

The Levene test of the variance equation was also called the homogeneity test of
variance. From the above table shows that when the time interval T = 1-5 s, the sig
value of the levene test of the variance equation is greater than 0.01. This shows that
there was no significant difference between the calculated data and the actual data
of the five groups of data. The sig value (P value) of the T test of mean values were
greater than 5%, that is, there was no significant difference between the calculated
data and the actual data in the five groups. Therefore, the data can be used to verify
the accuracy of the Discrete traffic flow model accurately when the time interval T
= 1-5 s, which verifies the conclusion that the T = 1-5 s was the best time interval.

Table 5 The situation of Sect. 5

Name Phase of a signal
light
Upstream The intersection | Four phase One-way lane Distance of road
intersection of west road and number: Four lane | (m): 1000
south mill road
Downstream | The intersection | Four phase One-way vehicle | Video time:
intersection of west road and flow (pcu/h): 1226 | 10:30-11:30 am

Guang Qu road
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Table 7 Independent sample test

33

Time Levene T test for mean value equation
interval T | test of

(s) variance
equation

F Sig T df Sig(bi
lateral)

Mean
difference

Standard error

value

1 Assume | 5.663 0.018 | —0.13 | 198
that the
variance
was

equal

0.895

—0.01

0.087

Assume —0.13 | 189.8
that the

variance
was not

equal

0.895

—0.01

0.087

2 Assume | 2.999 0.085 |- 0.08 | 198
that the
variance
was
equal

0.939

—0.01

0.136

Assume —0.08 |192.8
that the

variance
was not

equal

0.939

—0.01

0.136

3 Assume | 1.854 0.175 [0.066 | 198
that the
variance
was

equal

0.948

0.011

0.17

Assume 0.066 |192.2
that the

variance
was not

equal

0.948

0.011

0.17

4 Assume | 2.107 0.148 | —0.01 | 198
that the
variance
was

equal

0.991

0.196

Assume —0.01 |194.8
that the

variance
was not

equal

0.991

0.196

(continued)
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Table 7 (continued)

Time Levene T test for mean value equation
interval T | test of

(s) variance
equation

F Sig T df Sig(bi | Mean Standard error
lateral) | difference | value

5 Assume | 6.14 0.013 | —-0.21 | 1178 0.834 —-0.02 0.098
that the
variance
was
equal

Assume —0.21 | 1162 0.834 —0.02 0.098
that the

variance
was not

equal

7 Concluding Remarks

In this paper, the traffic flow of five roads in Beijing city was investigated by multi-
spot photography. The traffic flow data were collected at different time intervals
according to 1-36 s and verify the discrete traffic flow model proposed by Robertson
at different statistical intervals. Finally, the error of the model in different statistical
interval of 1-36 s was obtained. Through the mathematical analysis of the mean and
variance of the error, the conclusion was drawn that the arrival rate and pass rate of
the model was 1-5 s, then the T test method was used to verify the conclusion. This
conclusion provides the most direct method for the statistics and processing of traffic
survey data in the future. To a certain extent, this conclusion has a positive effect on
the research of the discrete phenomena of traffic flow and the optimization of signal
timing at the intersection.

References

1. Pacey GM (1956) The process of a bunch of vehicles released from a traffic signal, RRL report
LR 253. Road Research Laboratory Research Note No. RN/2665/GMP

2. Robertson DI (1969) TRANSYT—a traffic network study tool, RRL report LR 253. Road
Research Laboratory, Crowthorne, Berkshire, UK

3. Seddon PA (1972) Another look at platoon dispersion: 3. The recurrence relationship. Traffic
Eng Control 13(10):442-444

4. Gantz DT, Mekemson JR (1990) Flow profile comparison of a microscopic car-following model
and a macroscopic platoon dispersion model for traffic simulation. Simul Conf ISPN: 770-774

5. Cantarella GE (2013) The network signal setting problem: the coordination approach vs. the
synchronisation approach. In: Computer modelling and simulation (UKSim), ISBN: 575-579



Research on the Time Interval of Discrete Traffic Flow Model 35

6. Wei M, Jin W, Shen L (2012) A platoon dispersion model based on a truncated normal
distribution of speed. J Appl Math 727839:13-13

7. Weiwei S, Kang L, Binbin H (2015) Research on fleet discrete characteristics based on VISSIM.
Transp Technol Economy 3:43—48

8. YizhouT, Yanfang W, Qingfei G, Liyun D (2019) Pedestrian-vehicle interference at a signalized
crossing based on detailed microscopic traffic flow models. J Phys 68(24):102-114

9. Zhihong Y, Yangsheng J (2018) Dynamic Robertson fleet discrete model in the environment
of Internet of vehicles. J Southwest Jiaotong Univ 53(02):385-391

10. Zhihong Y, YangshengJ, Yi W, Yanru C (2019) Discrete model of dynamic heterogeneous traffic

flow fleet under the environment of Internet of vehicles. J Beijing Jiaotong Univ 43(02):107-116



An Approach to Analyze Commuters’ )
Transfer Characteristics on the Public oo
Transportation Network

in an Incomplete Data Environment

Shichao Sun

Abstract This paper analyzed commuters’ transfer characteristics on public trans-
portation networks in an incomplete data environment where only smartcard data
could be accessed. A frequent-patterns-mining method was proposed, and a case
study was given in Shenzhen, China. Specifically, commuters were firstly iden-
tified by using smartcard data based on their bus-riding regularity on workdays.
Then, frequent correlations between bus routes/metro lines used in long-term rush
hours were measured for each commuter. A two-level minimum threshold framework
was proposed to evaluate the correlations, and then determine whether commuting
trips containing transfers. The results indicated that non-transfer commuting trips
accounted for nearly 72% of the total, among which about 87% were taking buses.
Moreover, 14% of identified commuters were having commuting trips through one
transfer, where interchanges within the same transportation mode were the majority,
such as transfers from bus to bus, and transfers between metro lines. It reflected that
the efficiency and convenience of transfers from bus to metro needed to be improved.

Keywords Transfer characteristics * Smartcard data - Frequent patterns mining

1 Introduction

Public transportation (PT) has been widely regarded as an effective way to alleviate
serious traffic congestion in metropolises. Its effect is very obvious especially in
China, where the private car ownership has gone through a rapid increase in the last
decade [1-3]. Hence, the local government has been working for years to promote
the development of bus priority. Nevertheless, in order to achieve a better sustainable
public transportation system, it not only relies on the new construction of infrastruc-
tures on the supply-side, but also requires an improvement of high-quality service
to meet with passengers’ increasing travel demands. In this context, a better under-
standing of the efficiency and service quality related to transfers could promote the
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competitiveness of the public transportation system in a big picture. Therefore, a high
efficiency of interchanges within public transportation systems were regarded as a
key part to the success, and the transfer pattern analysis has received much attention.
In this regards, a number of studies have provided insights into commuters’ transfer
characteristics in rush hours [4—6]. The accurate knowledge of their transfer behav-
iors was of great significance, because these time-rigid users were more demanding
on the efficiency and convenience of transfers. However, it is challenging to collect
commuters’ detailed travel behaviors in both temporal and spatial dimensions on the
public transportation network. Survey data are commonly used to achieve depicting
their travel behaviors, but it is often plagued by its high cost, low data accuracy
and low response rate. Conversely, Automatic Fare Collection (AFC) systems could
provide more abundant, less-cost and high-quality smartcard data to take place of
survey data in some extent [7]. The data generated from individuals’ smartcard usage
could be adopted to reflect their dynamic travel behaviors in a more fine granularity.

Therefore, this paper aimed at mining smartcard data to analyze public trans-
portation commuters’ transfer characteristics. In this respect, two main problems
were involved:

(a) How to identify commuters in smartcard data?

(b) How to distinguish “true” transfers (users taking the next route immedi-
ately after finishing the previous one) from “false’ transfers according to
their travel behaviors derived from smartcard data?

As for the first problem, it is not a straightforward task to identify commuters
from cardholders, because smartcard data were usually anonymous [8]. A number
of approaches related to clustering methods were commonly proposed to separate
commuters and non-commuters in cardholders, and spatio-temporal regularities of
cardholder’s travel behaviors were usually employed as primary indicators [4, 5,
9-12]. Nevertheless, it still remains unclear that what kinds of characterized travel
patterns tied to public transportation commuters [4]. On the other hand, it was also
necessary to identify transfer behaviors in the entire trips, so that they can be incor-
porated into future analyzes. However, individuals’ transactions generated from each
trip were not automatically attached with a transfer mark in smartcard data. Thus,
it is still hard to directly reveal “true” transfers according to raw smartcard data.
To this end, a number of studies enrich the dataset by integrating smartcard data
with bus location information harvested from on-board AVL systems [11, 13, 14].
As a consequence, bus boarding stations as well as alighting stations corresponding
to each smartcard record could be estimated. As for transactions in metro systems,
information of origin and destination of each trip were directly attached to each smart-
card record. Therefore, geometry relationships (distances, etc.) between previous
alighting points and the next boarding location in two consecutive trips could be
inferred, and corresponding potential time—cost including walking time and waiting
time could be estimated. Then, a time threshold was usually set up to determine
transfer bahaviors by examining whether it matched with the potential time—cost
[4-6,9, 11, 15-20].
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However, the fusion of smartcard data and AVL data was the main data source that
supported the implementation of above approaches to identify commuters and “true”
transfers. Unfortunately, in many developing countries such as China, not all buses
have been equipped with both AFC facilities and on-board AVL equipment. Specif-
ically, AFC facilities have been widely equipped in decades to take place of manual
fare collections. On the contrary, the equipment ratio of on-board AVL devices was
relatively low. Taking Shenzhen as an example, it was one of the most popular mega
cities in China. Up to 2017, only 230 out of total 977 bus lines (nearly 6000 buses
out of total 20,000 buses), have been equipped with both AFC facilities and inde-
pendent AVL systems. The situation in other cities is even worse. Thus, other than
above conventional approaches, how to analyze commuters’ transfer characteristics
in such an incomplete data environment was the key in the current study. The main
contributions of this paper were:

e Public transportation commuters were identified from cardholders based on their
behavioral regularities.

e Since AVL data were absent, we addressed transfer identification by mining
frequent patterns of commuters’ recurring travel behaviors in rush hours. Measures
of travel behaviors were derived from sole smartcard data.

The rest of paper was organized as follows: In Sect. 2, smartcard data
harvested from Shenzhen, China were described. Subsequently, public transporta-
tion commuters were identified based on the analysis of their behavioral regularities
derived from smartcard data. Then, data mining tools were introduced to capture
“true” transfers in the incomplete data environment, and transfer characteristics of the
identified commuters were analyzed and discussed in Sect. 4. In Sect. 5, conclusions
were drawn and future directions were given.

2 Data Preparation

Up to 2017, there are 8 metro lines and over 950 bus routes served in Shenzhen’s
urban public transportation system. According to Shenzhen transport annual report in
2017, approximately 6 million residents used public transportation daily. “Shenzhen
Tong” was the only contactless smartcard used for electronic payments in the public
transportation system. Passengers can access to all bus routes and metro lines through
“Shenzhen Tong”, and over 95% of travel transactions were completed through AFC
systems in Shenzhen.

Smartcard data analyzed in this paper were harvested from “Shenzhen Tong”.
The original dataset contained entire transaction records on the public transportation
network during from 3rd to 30th, July, 2017. Thus, 20 workdays and 3 weekends
were covered in this time period. Each record contains several fields such as card id
(unique primary key), transaction date, timestamp, event type, and route information
(Table 1). Specifically, card-ids initially with “05”,°15” or “25” are registered by
students, while rest cards are regular. In addition, event type marked with “21” and
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Table 1 Examples of smartcard data

Card id Date Transaction time Event Bus route/metro line
575,483,827 2017/714 11:14:54 21 Metro line 1
253,958,383 2017/7/10 12:55:23 22 Metro line 4
593,832,848 2017/7124 15:23:34 31 Bus route 301
153,948,574 2017/7112 06:45:53 22 Metro line 3
948,372,344 2017/7/13 07:23:45 31 Bus route 512

“22” respectively represent inbound and outbound at metro stations, while event
“31” represent swiping cards on buses. Bus fare is not distance-based pricing in
Shenzhen, so passengers only need to swipe their card when boarding. Moreover,
passengers also do not need to swipe their cards again for the interchanges between
two metro lines. That is, smartcard data will only record the metro line information
of passengers’ inbound and outbound stations.

3 Methods

3.1 Definition of Peak-Hours

Ridership of a public transportation system on workdays will be typically fluctuate
according to the time of day. Generally, a typical ridership curve at the time of day
will demonstrate two obvious ridership-peaks, which respectively corresponds to
morning and evening rush hours. Thus, in order to measure relatively precise peak-
hours in Shenzhen, collected smartcard data were used to count the ridership at time
of day (half-hour interval). Both bus boarding records and metro inbound records in
20 workdays were considered to obtain several temporal distributions (Fig. 1). The
results indicated that the morning peak in Shenzhen basically started from 6:30 am
and continued to almost 9:30 am. In addition, the second peak in the evening seemed
to last longer than the previous one, and it ranged from 4:30-8:30 pm.

3.2 Identification of Commuters

It is assumed that commuters’ travel demands accounted for most of the ridership in
peak hours, and their travel behaviors in commuting trips were generally recurring.
Specifically, typical travel regularity of commuters on workdays could be denoted as
taking buses/metro to the workplace from home in the morning and then returning
home in the evening [6]. Therefore, passengers’ behavioural regularities within rush
hours could be analysed, and characterized travel patterns could be adopted as rules
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Fig.1 An illustration of the fluctuation of ridership at the time of day (20 workdays)

to separate commuters and non-commuters. The peak-hours were defined as above,
which could be employed as a given time period for analysis. Passengers’ travel
behaviors during this time period could be observed by smartcard data, and charac-
teristics of smartcard use in both temporal and spatial dimensions could be adopted
to reflect their behavioral regularity [4]. In this study, we defined Dp as the number
of workdays where cardholders swipe their cards in both morning peak and evening
peak of one day (on a maximum of 20 days). Thus, Dp could be regarded as an indi-
cator reflecting the degree of repetition of potential commuting trips, which could
also be employed as the threshold to distinguish commuters [10]. However, it was
still hard to determine the value of threshold, and also couldn’t confirm the accuracy
of the identification results.

In order to cope with this problem, the cardholder distribution was calculated
based on Dp, shown in Fig. 2a. Moreover, the distribution of transaction records was
illustrated in Fig. 2b, where each pillar represented the number of records generated
in peak-hours by the cardholders of corresponding Dp in Fig. 2a. As a consequence,
it reported that approximately 3 million cardholders were involved, and each of them
had at least one workday where he/she swiped the card in both the morning peak
and evening peak of that day. Furthermore, nearly a quarter of involved cardholders
only had one workday satisfied the above condition. The number of cardholders
corresponding to D less than 8 accounted for almost 60% of the total. Nevertheless,
surprisingly, according to the counterpart in Fig. 2b, these cardholders only produced
about 20% of total transaction records. On the contrary, the proportion of cardholders
corresponded to D g more than 14 was nearly 25%, but transaction records generated
by these passengers accounted for more than half of the total.

Generally, the larger Dg is, the more likely corresponding cardholders will be
“true” commuters. For instance, cardholders with Dg more than 15 may have a great



42 S. Sun

a
1 100.00%
0.8 80.00%
76.96%
Zo6 60.00%
= 60.00%
& 49.13%
£ 04 = 40.00%
| 25.10%
0.2 " M 20.00%
o WILH UAOAnnonORONEN .
DRI 2 3 4 5 6 7 8 910111213 14151617 18 19 20
C—ICardholders Cumulative Percent
b
7 100.00%
6
80.00%
5
=}
£, 49.74% 60.00%
E
;é; 3 40.00%
2 20.85% .
- = | | 20.00%
=l F‘ | | '
O 1 1 1 1 | 1 | 000%
1 23 45 6 7 8 9101112131415 16 17 18 19 20
Dy
[ Transaction records Cumulative Percent

Fig. 2 a The distribution of cardholders based on Dp and, b the distribution of corresponding
transactions based on Dp

probability to be commuters, because they actually satisfied such a characterized
regularity condition for about three quarters of 20 workdays. Nevertheless, in order to
better validate and improve the accuracy of identification, we firstly cross-checked the
stability of bus route/metro lines which were used in rush hours by cardholders with
Dp more than 11. Specifically, for workdays where the cardholder swiped his/her card
in both peak-hours, a dataset was set up to contain all the routes used in all his/her first
trips of these days. Then, stability of bus routes/metro lines corresponding to their first
trips in PT systems was analyzed for each cardholder based on the dataset. It indicated
that the bus routes/metro lines in the datasets were relatively stable (Table 2). When
Dp increased to 14 or larger, more than 80% of the corresponding cardholders relied
on the same bus route/metro line in all their first trips on workdays. On the contrary,
obviously, stability declined rapidly when D g decreased to 13 or lower. Additionally,
we also checked whether the bus route/metro line corresponding to these cardholders’
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Table 2 Statistical indicators of each group

Group Stability of the 1st bus route/metro line | Route correlation between first and last
trip

Dg =12 | 65.6% of cardholders had no changes 87.7% of group members satisfied the
condition

Dp =13 | 72.9% of cardholders had no changes 89.5% of group members satisfied the
condition

Dp =14 | 83.6% of cardholders had no changes 97.4% of group members satisfied the
condition

Dp =15 |87.1% of cardholders had no changes 95.6% of group members satisfied the
condition

Dg =16 |89.3% of cardholders had no changes 96.4% of group members satisfied the
condition

Dg =17 | 90.8% of cardholders had no changes 97.9% of group members satisfied the
condition

Dp =18 | 89.7% of cardholders had no changes 96.2% of group members satisfied the
condition

Dp =19 | 88.1% of cardholders had no changes 98.7% of group members satisfied the
condition

Dg =20 | 87.9% of cardholders had no changes 98.6% of group members satisfied the
condition

last trips per workday strongly correlated with the counterparts in their first trips. It is
because a typical commuting chain reflected a home-to-workplace-to-home trip, the
bus route/metro line used in commuter’s last trip should have a strong correlation with
the ones used in his/her first trips. Thus, it was assumed that if the bus route/metro line
used in one cardholder’s last trip was also contained in the route dataset of his/her first
trips, then we could determine a strong correlation. The results indicated that more
than 90% of involved cardholders satisfied the correlation condition when Dp was
more than 13. Due to the overlap of bus routes, cardholders’ selection of which bus
routes to be used in their first and last trips may not be absolutely fixed from day to
day. As a consequence, taking account of the behavioral regularity of commuters and
the statistics calculated above, the threshold for the identification was finally set as
13. It implied that cardholders with D more than the threshold could be regarded as
commuters, and approximately 690,000 commuters were identified. Taking 3rd, July
2017 as an example, identified commuters contributed more than 80% of transactions
during morning peak-hours as well as evening peaks. Thus, analysis of transfer
characteristics analysis on this group of passengers was sufficiently representative.
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3.3 Identification of Transfers in Commuting Trips

How to identify interchanges in commuters’ trips during rush hours was the key to
better analyze their transfer patterns. The conventional way to achieve the identifi-
cation in smartcard data environments is commonly setting up an appropriate time
threshold to distinguish “true” transfers. Generally, the time threshold is defined as
a potential time cost for transferring from the previous drop-off station to the next
boarding station. Thus, it shall consider the walking time from the previous alighting
station to the next boarding station, and also the waiting time at the next boarding
station [10, 11]. Then, the actual time difference between two trips will be estimated
by using smartcard data, and it will compare with the time threshold to determine if
it satisfied transfer condition.

However, the time threshold should be setup based on different transfer scenarios.
For instance, passengers’ inbound and outbound time at metro stations could be
precisely obtained by using smartcard data. On the contrary, as for bus systems, it
is not yet a straightforward task to obtain passengers’ alighting time, but it could
be inferred by using the fusion of smartcard data and AVL data. Therefore, it was
noted that the time threshold set up for the identification of interchanges from metro
to bus (M2B) only need to consider the walking time between previous outbound
metro station and the next bus boarding station, and also the waiting time at the next
boarding station. However, with regard to the identification of interchanges from bus
to other modes, such as bus to bus (B2B) and bus to metro (B2M), travel time of
the previous bus trip should be additionally considered other than walking time and
waiting time. It is because the alighting station in the previous bus trip was inferred,
and the drop-off time needed to be estimated based on the travel time of that trip,
which would influence the setup of corresponding time threshold. Nevertheless, it
was still hard to determine a standardized time threshold for all candidate B2B or
M2B transfers. The situation would become even worse especially in an incomplete
data environment where AVL data were absent. In this context, both bus boarding
stations and drop-off stations could not be inferred, which implied travel time of bus
trips could not be estimated to achieve determining the time threshold. As for transfers
within metro systems (M2M)), it is not necessary to determine a time threshold, since
passengers do not need to swipe their cards again for the interchanges between two
metro lines. Thus, based on the information of passengers’ inbound and outbound
stations derived from smartcard data, we could determine if having interchanges or
not by using the shortest path matrix between any two stations in the subway network.

Therefore, this paper intended to shed light on commuters’ transfer character-
istics on the public transportation system in such an incomplete data environment.
Due to the lack of AVL data, we tried to address M2B, B2B and B2M transfer-
identification problem through better understanding the characterized regularity of
behaviors in recurring commuting trips. Thus, one main hypothesis of this study
was that commuter’s transfer behaviors would be recurring in their commuting trips
during rush hours. Specifically, it implied that certain bus routes/metro lines would
be frequently used in one’s long-term commuting trips during peak hours. On this
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basis, furthermore, we could also infer that if a commuting trip contained a transfer,
it would demonstrate a strong correlation between the bus routes/metro lines used
in the previous trip as well as the next trip in a long-term view. For example, one
commuter may frequently “take Bus Route A firstly, and then transferred to Metro
Line B” in his/her daily commuting trip. In other words, Bus Route A and Metro
Line B are usually used together in a certain order during rush hours, and Metro
Line B may have a great probability to be used following Bus Route A was taken. In
this context, a Frequent Patterns Mining (FPM) method was employed here to iden-
tify transfers in commuting trips. It was a data mining technique widely applied in
commercial areas. For instance in Wal-Mart, male customer’s frequently purchasing
beer following their purchases of diapers would be of great help to shelf layout. With
regards to the application of FPM in this study, bus routes/metro lines used orderly
in one’s long-term commuting trips would be paid close attention to examine the
frequent correlation between them.

In this paper, a case study in Shenzhen, China was given, and smartcard data
produced by above identified commuters during morning rush hours (6:30-9:30 am)
were incorporated into further analyzes. Firstly, commuting trips were extracted
from the smartcard data for each commuter, which contained one’s orderly routes
information used during morning peaks on each workday, as shown in Table 3.
However, it should be noted that M2M transfers could be identified directly by using
the shortest path matrix as well as inbound and outbound information derived from
smartcard data. Therefore, passengers’ actual paths within the metro system could
be revealed previously, and then incorporated into corresponding commuting trips.
Then, the FPM approach could be applied to identify transfers in commuting trips
based on the frequent correlation of one’s orderly bus routes/metro lines.

Table 3 Examples of one’s commuting trips derived from smartcard data

No. |CardID |Date st boarding route | 2nd boarding route | Route sequence
399 10183 2017/07/03 | Bus route A Metro line B A—B
400 |10183 2017/07/04 | Bus route A Metro line B A—B
401 | 10183 2017/07/05 | Bus route A Metro line C A—C
402 | 10183 2017/07/06 | Bus route D Metro line B D—B
403 | 10183 2017/07/07 | Bus route A Metro line B A—B
404 | 10183 2017/07/10 | Bus route A Metro line C A—C
405 | 10183 2017/07/11 | Bus route A Metro line B A—B
406 | 10183 2017/07/12 | Bus route A Metro line C A—C
407 |10183 2017/07/13 | Bus route A Metro line B A—B
408 | 10183 2017/07/14 | Bus route E Metro line B E—B
409 | 10184 2017/07/04 | Metro line C Metro line B C—B
410 |10184 2017/07/05 | Metro line B Metro line F B—F
411 | 10184 2017/07/08 | Metro line C Metro line B C—>B
412 | 10184 2017/07/11 | Metro line C Metro line B C—B
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Generally, FPM could be represented in the form of association rules. Taking the
cardholder “10183” in Table 3 as an example, he/she used Bus Route A — Metro
Line B in order frequently during morning peak-hours on workdays, so that the
corresponding association rules could be denoted as:

Bus Route A = Metro Line Blsupport = 50%, confidence=62.5%] (1)

Support (Bus Route A = MetroLineB) = P(A U B) 2)

Confidence (Bus Route A = Metro Line B) = P(B|A) 3)

Specifically, the support degree and confidence degree were the two measures in
the association rules, which respectively reflected the validity and certainty of the
discovered frequent correlation between routes/lines. Support degree denoted in (2)
was equal to 50% in the above case, because there are 5 out of total 10 commuting
trips showing that the commuter took Bus Route A firstly, and then transferred to
Metro Line B. On the other hand, the confidence degree was equal to 62.5%, which
was calculated by using Bayesian probability in (3). It implied the probability of using
Metro Line B following Bus Route A was taken. Moreover, the association rules in
(1) were an example for the dataset including 2 boarding routes in order, namely
frequent 2-routes-set. The same rules and measures are also applicable to frequent
3-routes-set, such as “Bus Route A —Metro Line B —Metro Line A”, namely two
transfers in commuting trips. The standardized steps for frequent patterns mining
through association rules were as follows:

Step 1: Find all frequent routes-sets, such as 2-routes-sets and 3-routes-sets.
In this context, a minimum support count should be pre-determined, which was used
as a threshold to select candidate frequent routes-sets. That is, support degrees of
each candidate routes-sets should be equal to or larger than the minimum support
count. Then, the selected candidate routes-sets could be further analyzed in the next
step to determine whether it contained transfers.

Step 2: Generate association rules of the frequent datasets for measuring.
Frequent patterns could be generated by mining the association rules of eligible
routes-sets. Then, potential transfers in each routes-set could be confirmed, if its
association rules satisfied both the minimum thresholds of support degree and confi-
dence degree. These thresholds could be set by users or experts. For example, if the
minimum threshold of measures were set as [support = 40%, confidence = 50%],
then the case described above could be considered as a qualified frequent 2-routes-
set. It was revealed that the commuter interchanged between the two routes in his/her
commuting trips.

In addition, although association rules could be generated for the measure of
correlations between bus routes/metro lines from the perspective of probability, it
was also necessary to take account of the spatial geography relationship between
them. That is, it should be determined whether there could be a potential transfer
point in geospatial between the two routes. Therefore, in this study, we assumed that
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if the walking distance between the nearest stations of the two routes was within an
acceptable range (usually set to 500 m according to the service radius of a bus station
in China), there could be a potential transfer point between them. Otherwise, the two
bus routes/metro lines should be separated, and it seemed to be no potential transfers
between them, regardless of how strong the frequent correlation between them was.

4 Findings and Discussions

Due to the increasing of routes overlaps in the public transportation system, both
the support degree and confidence degree of potential transfers in the association
rules will decrease significantly. It is because commuters may have more options of
routes to fulfill their same travel demands. In this context, a two-level framework
of association rules was employed as the measurement for transfer identification.
Specifically, a low-level minimum threshold [support = 25%, confidence = 50%]
was set to alleviate the influence of high overlap factor on the identification, and
a high-level minimum threshold [support = 50%, confidence = 70%] was adopted
as a tighter constraint to improve the reliability of results. However, since it was
indeed hard to determine an exact threshold for the identification, the actual value
was supposed to fall between the results of two levels. The qualified association
rules may contain frequent 1-routes-set, frequent 2-route-set and frequent 3-route-
set, which respectively represented non-transfer commuting trips, commuting trips
through one transfer and commuting trips through two transfers. The identification
results were shown in Fig. 3, where the distribution of commuters was illustrated
according to their identified transfer type. With respect to results based on low-
level thresholds, it indicated that commuters having non-transfer commuting trips
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Fig. 3 Distribution of commuters according to identified transfer types
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accounted for 75% of the total. At the same time, 17% of identified commuters
were having one transfer in their commuting trips, and the proportion went down
to 2% when considering commuting trips with two transfers. The rest (6%) of iden-
tified commuters had irregular travel patterns in their commuting trips, and none
transfer type could be recognized. As for counterparts based on high-level thresh-
olds, 72% of commuters were identified to have non-transfer commuting trips, 14%
for one-transfer commuting trips, and 2% for two-transfer commuting trips. Thus,
regardless of picking low-level thresholds and high-level threshold, there seemed to
be only a slight difference between the results, which reflected a high reliability of
the identification results.

Then, based on the identified transfers under the high-level measurement, bus
routes/metro lines used in the commuting trips was analyzed. As for non-transfer
trips, nearly 87% of the corresponding commuters relied on buses, and metro travels
in commuting trips only accounted for 13%. With regards to commuting trips with
one transfer, B2B transfers accounted for about 39% of the total, and the proportion
of M2M transfers went up to 49%. Surprisingly, the proportion of B2M transfers
was unexpectedly low (about 9%). As for commuting trips through two transfers,
(B2M2M) transfers were dominated (67% of the corresponding commuting trips).
The results indicated that the development of the common bus system in Shenzhen
was relatively rapid and well, so commuters relied much on buses in their commuting
trips. However, efficiency and convenience of transfers between bus stations and
metro stations seemed to be insufficient, since B2M transfers unexpectedly only
accounted for only 9% of the total commuting trips with one transfer.

5 Conclusions

This paper analyzed commuters’ transfer characteristics on public transportation
networks in an incomplete data environment where bus boarding and alighting loca-
tions were absent. A frequent-patterns-mining method was proposed, and a case
study was given in Shenzhen, China. Specifically, commuters were identified based
on their behavioral regularity of smartcard usage on workdays. Then, FPM method
was employed for the identification of transfers in commuting trips by examining
the frequent correlations between bus routes/metro lines. The results reflected a high
reliability of identification results, based on which the transfer characteristics of
commuters were analyzed. It indicated that:

e Non-transfer commuting trips accounted for nearly 72% of the total. At the same
time, 14% of identified commuters were having commuting trips through one
transfer, and commuting trips with two transfers were relatively rare (2%).

e Specifically, about 87% of the identified non-transfer commuters were relying on
buses. As for commuting trips through one transfer, B2B transfers and M2M trans-
fers were the majority. However, the proportion of B2M transfers was unexpect-
edly low. B2M2M transfers dominated in the identified corresponding commuting
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trips. Nevertheless, more attempts should be also implemented to improve the
accuracy of the identification of transfer journeys in further analyzes.
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Understanding Metro-to-Bus Transfers )
in Nanjing, China Using Smart Card L
Data

Miaoyan Zhang, Dongwei Liu, Yanjie Ji, and Yang Liu

Abstract Understanding metro-to-bus transfers are important in Chinese cities
because metro systems in China have not formed extensive networks and metro
riders rely heavily on bus services as a feeder and distributor to rail transit services.
Given the wide application of automatic fare collection systems using smart card
in Chinese transit systems, smart card data with boarding and alighting information
has become a new source of data to understand transfer behaviors. This paper takes
Nanjing, China as a case study and examines the possibility of using smart card
data to understand specifically metro-to-bus transfer behaviors. Smart card data of a
weekday and a weekend is used, with a total of over 6.5 million transaction records.
The data analysis focused on identifying metro-to-bus transfers and how metro-to-
bus transfer behavior (including transfer duration and time of the day) differ by
card type, city region and weekend/weekday status. Results of the analysis show
similarities and differences in metro-to-bus transfer behaviors across card holder
groups, location of metro stations and between weekdays and weekend days. The
transfer duration of the students and adults is shorter on weekdays than weekend
days. Besides, the transfer duration in the suburbs is longer than urban areas and
exurbs. Most metro-to-bus transfers on weekdays concentrate upon peak hours at
8:00 and 17:00. The reasons of these phenomena are discussed in the corresponding
chapters. Limitations of the study and future directions are further discussed.

Keywords Metro-to-bus transfer - Smart card data * Time - City region + China

1 Introduction

Transfer constitutes an integral part of a public transit trip and heavily influences the
attractiveness of public transit compared with other means of transportation [1]. It
is also an important method for improving the accessibility of metro system which
can reflect the difficulty for individuals to use urban public facilities, especially in
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the construction of the metro system. China as a developing country is undertaking
the most ambitious urban rail expansions to meet the growing travel demand that
accompanies rapid urban growth. As of 2015, 26 cities in China have metros totalling
3,618 km, with a further increase under construction [2]. However, metros in many
Chinese cities do not form extensive networks and a significant percentage of metro
riders heavily rely on bus transportation to reach destinations [3]. In Nanjing, 33%
of the metro riders used bus services to access destinations after their metro rides in
2013 [4]. With the extension of metro services, the number is likely to increase in
2015. In order to attract more travellers to use public transport, research should be
conducted on the transfer behavior between metro and bus, which will have signif-
icant implications on individual trip-inducing and integrating demand management
into the transportation planning.

Existing studies verified that transit users perceive transfer duration, especially
waiting time during the transfer time significantly longer than they really are [5, 6].
These perceptions have negative implications for users’ overall feelings about their
mode [7, 8], and present a significant obstacle to increasing the competitiveness
of public transit, which is much more environmentally friendly than the private
automobile mode [6, 9, 10]. Given the billion-dollar scale metro investments in
China, a decrease of the metro-bus transfer duration is important for improving
the competitiveness of public transit and ensuring ridership successes of the metro
projects. Although there were many studies on transfer time in the past, almost all of
these studies use the questionnaire data, which cannot get the true transfer duration
of passengers. Fortunately, Smart Card (SC) systems which were designed for fare
collection can provide a detailed date record including card types and metro sites for
many purposes [11]. It has the potential to replace many of traditional data collection
(i.e., questionnaire survey) efforts and/or some elements of the planning process [12].
Nonetheless, relatively few studies were conducted using smart card data to analyze
metro-bus transfer behaviors because only the off-boarding data is available [13].
Thus, the objective of this study is to better understand the distribution of passenger
transfer time using smart card data. Generally speaking, different populations have
different transfer duration in diverse regions and time, therefore this study will explore
the distribution of transfer duration from three dimensions of users, city regions, and
transfer time. Specifically, Smart card data for a week was collected from the Nanjing
Citizen Card Company with over 26 million transaction records in total. Metro-bus
transfers were identified using a predetermined maximum transfer time threshold
and analyzed by type of the day (weekday and weekends), card type (student, adult,
disabled, and elderly) and city regions. The analysis results have important policy
implications for improving transit service operation, which in turn have implications
for improving transit riders’ travel experiences and increasing transit ridership.

In the following section, we review the relevant literature on using transit smart
card data and metro-to-bus transfers. Then, the next section introduces the study
area, the data and the identified method of transfer passengers. The ‘Result and
dissections’ section presents the analyses of metro-to-bus transfer characteristics by
users, site of metro stations and transfer time on weekday/weekend. Finally, the last
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section summarizes the conclusions, policy implication, limitations, and suggestions
for future research.

2 Literature Review

Researchers have investigated transfers between metro and other transportation
modes using traditional data sources (i.e., questionnaire survey, GIS). Chen inves-
tigated the determinants of the demand for bicycle transfer at metro stations by
conducting a survey of metro travelers’ opinions towards bicycle transfer facilities
at two metro stations of Nanjing [14]. Cherry used more than 300 surveys to assess
passenger perceptions of metro-bus transfers in Bangkok, Thailand. They found that
passengers expressed high levels of dissatisfaction with the overall transfer expe-
rience and that safety from crime and the distance between metro exits and bus
stops have the greatest effect on passenger perceptions [15]. Navarrete and de Dios
Ortizar [7] investigated users’ subjective perceptions of the metro-metro, metro-bus,
and bus-bus transfer experiences and found that metro-bus transfers are valued more
negatively by peak hour users than metro-metro and bus-bus transfers [7]. In addi-
tion, there is a general consensus that the quality and quantity of feeder/distributor
bus services are important determinants of metro station ridership. Using GIS data,
feeder/distributor bus lines were found to be associated with station ridership at the
0.01 significance level [16, 17] and the number of feeder/distributor bus lines has a
reciprocal relationship with station boardings [18].

More recently, researchers have used smart card data for understanding various
transit travel behaviors, including individual loyalty to transit services, transit trip
distribution patterns, and route choice behavior. Chu and Chapleau [1] found that
80% of bus-bus linked trips have a transfer time of 18 min or less and the linked
trips represent slightly above 10% of the total number of transactions in the network
of Gatineau, Canada [9]. Trépanier et al. [19] used 5 years of smart card data of a
medium-size transit authority in Gatineau, Canada and measured individual loyalty
to the bus service (the length of the time an individual retained in the system). They
found that individual loyalty is positively associated with residential density and
the transit share in the area [19]. Ma et al. [20] used smart card data to detect transit
riders’ travel patterns and classify travel pattern regularities of transit riders in Beijing,
China, and developed data mining algorithm are capable of processing massive smart
card datasets within a tolerable elapsed time [20]. Sun and Xu [21] investigated anal-
ysis of travel time reliability and estimation of passenger route choice behavior
based on Beijing metro smart card data [21]. Following that study, Sun and Schon-
feld [22] developed a schedule-based passenger’s route choice estimation model,
taking fail-to-board phenomenon into consideration [22]. Zhu et al. [23] developed
a method to calibrate urban rail transit assignment models using smart card data
and a parallel genetic algorithm, which calibrates assignment model parameters by
comparing observed and calculated travel time distributions [23].
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Relatively few researchers used smart card data to study metro-bus transfer
behaviors. Given that many metro and bus riders are using smart cards, smart card
data showed great potential for describing the characteristics of public transit users
including identifying transfer patterns, locating the critical transfer points that need
improvement [12, 24]. Hofmann proposed iterative classification algorithm to iden-
tify transfer journeys based on waiting time information and spatial first/second
boarding matrices with a large fleet (over 1000 buses) and data of 48 million magnetic
strip card boardings [25, 26]. Shi and Hangfei [27] found that the bus-bus and metro-
bus transfers are not many and most of the transfers were made within 30 min
[27].

Previous research has made substantial progress in understanding transfer behav-
iors between metro and other transportation modes using traditional data sources.
Substantial efforts have also been made towards the use of smart card data in under-
standing various transit travel behaviors. These studies come from different countries
and regions. However, very few studies have specifically focused on the metro-to-
bus transfer behavior in Chinese cities using smart card data. This study is a direct
response to the knowledge gap to focus on metro-to-bus transfers specifically using
smart card data from Nanjing, China.

3 Methodology

3.1 Study Area

Nanjing, the capital of Jiangsu province, is one China’s most important commercial
center and is adopted for this case study. Nanjing’s population exceeds 8.2 million
and the per capita gross domestic product is 127,264 CNY/year (nearly 18,927 US
dollars/year) in 2016, with a total area of 6587 km? (11). The city is divided into three
regions, namely urban, suburban, and exurban (13). Because the data of population
and jobs are unable to obtain, the distribution of residence POIs and employment POIs
was used to indirectly reflect the distribution of population and jobs respectively in
these three areas. By counting the POIs in each area, we could get that 905 residential
neighborhoods and 32,032 employment POIs are in urban area with an area of 29.7
km?, 3388 residential neighborhoods and 74,871 employment POIs in suburban
area with an area of 547.7 km?2, and 1248 residential neighborhoods and 52,399
employment POIs in exurban area with an area of 4165.5 km?. In general, the urban
area of the city could be characterized as a mixed land use with high densities of jobs
and schools near rail transit facilities, while the suburban area is composed of single-
function land use and has a low population density and poor rail transit facilities. It
indicates that many commuters who work in the urban area are more likely to live in
the suburban area.

Figure 1a shows the distribution of metro stations and lines. A total of 113 metro
stations are included in this study with 16 of them located in the urban region, 58
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Fig. 1 Study area in Nanjing, China

in the suburb area and 39 in the exurb area. Figure 1b shows the distribution of
residential density in urban area, suburban area and exurban area. Figure 1c shows
the distribution of employment density in the three areas. The darker the color is, the
higher the density is.
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3.2 Datasets

The smart cards collected from the Nanjing public transit system are similar to the
SmarTrip card of the Washington metro, Ventra in Chicago, and Translink in the San
Francisco Bay Area. The automatic fare collection (AFC) system can provide card
type, the corresponding station ID and time stamps for each card ID when a passenger
enters or alights the metro station. Smart-card holders were categorized as adults, the
elderly, and students (less than 18 years old) and the disabled based on smart card
type. The data used in this paper include a week of smart card transaction records
from November 9, 2015 to November 15, 2015. The transaction data are recorded
when passengers pass through the ticket gates or board the buses. Unfortunately,
the alighting records of the bus are not provided so that the research is limited to
a superficial aspect. The number of transactions in a typical weekday in Nanjing is
about 3.0 to 3.5 million. For each transaction that occurs, several values are stored
in the database. Table 1 shows a typical sequence of smart card transaction records
generated by the system. For every smart card fare collection transaction, the date,
time, card number, and card type are stored. In the case of a bus transaction, bus
ID and line number are available. In the case of a metro transaction, ticket gate ID
and metro station number are available, which provide locational information of
transfers.

Since the departure time interval of metro and bus is likely to affect the transfer
duration of passengers, this paper made a statistical analysis on the departure time
interval of the representative bus lines around the metro stations in the three regions on
weekdays and weekends, respectively. However, the bus route schedule provided by
Nanjing public transit company is limited, only 7 bus lines are included in the urban
area, 11 in suburban area and 5 in exurban area. The bus departure time intervals in
different areas vary at different time period as shown in Table 2. It can be found that
the time intervals in suburban areas are shorter than that in urban area on weekdays
and weekends. And this time interval in urban and suburban at peak period is shorter
than that at the reduced service period, followed by normal service period. On the
other hand, we did statistics on the departure timetable of metro. The departure time

Table 1 A sequence of smart card transaction records (bus and metro)

Transaction date Transaction time Card type Bus ID Line number
2015-11-15 6:58:07 101 128142 106515100000
2015-11-15 18:29:14 101 141620 101502400000
2015-11-15 8:25:08 101 141618 101502400000
2015-11-15 9:04:02 101 148250 10151000000
Transaction date | Transaction time | Card type | Ticket gate ID | Metro station number
2015-11-15 08:22:13 101 20217363 0000051

2015-11-15 17:22:25 101 20069921 0000011

2015-11-15 17:22:25 101 20143362 0000030
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Table 2 Departure time intervals of bus and metro (minutes)

Schedule | Bus Metro
Weekday Weekend Weekday | Weekend

Area/time | Urban Suburban | Exurban | Urban Suburban | Exurban

Peak 5.7 4.7 11 8.3 32 11 4.3 4.6

period

Normal 9.0 6.7 11.2 7.3 7.4 6.3

service

period

Reduced | 6.6 5.8 4.9 4.7 94 10

service

period

Note Peak period is 7:30 to 9:00 and 16:00 to 19:00; Normal service period is before 7:30, 9:00 to
16:00 and 19:00 to 20:30; Reduced service period is after 20:30

interval of the metro changes slightly between weekday and weekend. The results
are shown in Table 2.

3.3 Identification of Transfer

As mentioned before, the data doesn’t include the alighting records of the bus. There-
fore, we focus on the metro-to-bus transfer analysis in order to explore its features
in Nanjing. And transfer referred in this paper is restricted to the interchange from
metro to bus (M-B transfer). It is very difficult to determine transfer behavior without
supplemental information, such as GPS information and corresponding travel survey
data. Seaborn (28) proposed a method to determine the transfer range based on the
cumulative share curve of potential transfers within 60 min. In this way, the M-B
transfer threshold is recognized between 15 and 25 min in London. Furthermore,
according to prior research evidence and local statistics, most metro-to-bus transfers
are within 30 min [4, 27, 28]. 60 min can be also used as a preliminary time limita-
tion to analyze the M-B transfer in Nanjing. The previous survey shown that average
egress time of metro involving the M-B transfer was within 20 min for commuters
in Nanjing and the longest duration people could tolerate is 30 min [29]. Figure 2
illustrates the frequency and cumulative percentage distributions of potential M-B
transfers which takes less than 60 min from metro alighting to bus boarding during a
day. The potential transfers shorter than 25 min have reached 90%. In our paper, the
potential transfer refers to the passengers who may have a transfer behavior but have
not yet been identified. The cumulative curve increases sharply in the first 15 min
and then the growth rate slows down. It reaches a low and stable rate at about 35 min.
The transfers shorter than 15 min are considered to be pure M-B transfers, which
means there is no other activity on the way from metro station to bus station. On
the contrary, the potential transfers over 35 min are not pure transfers. Between 15
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Fig. 2 The metro-bus transfer process defined in this research

and 35 min, there exist some incidental activity transfers. Buying a newspaper at the
metro exit before bus boarding is such a non-travel activity that the two stages of
travel can be linked. The time threshold varies from 15 to 35 min for different situ-
ations. Pure transfers and incidental transfers are both the interchanges that need to
be discussed. After further analysis of cumulative curves in different metro stations,
25 min is adopted as an appropriate time threshold for M-B transfer in Nanjing as
a whole, but every station may have a specific time threshold that ranges from 15
to 35. We identify all the M-B transfers each day of a week based on the transfer
threshold.

4 Results and Discussions

4.1 Trip Patterns of Passengers

A week of smart card data gives the opportunity of measuring the daily trip patterns
of smart card users. Following previous research [12], we code each card holder’s
daily transit trip patterns into series of alpha-numeric letters. The letter “B” means
the bus mode and the letter “M” denotes the metro mode. The combination of TWO
kinds of modes are used to represent the passengers’ daily travel pattern. The former
letter of the combination represents the first mode, and the latter letter represents
the second mode. If the transfer relationship is established, no marks are between
the two letters. However, if no transfer relationship is established, “&” is used to
connect the two letters. Besides, if a passenger only used one mode to make a trip, a
single letter is used to represent this. The number “3+” means equal or greater than 3
transactions in a day, for example, M&M (3+) means taking metro 3 times or over 3
times without any bus trip in a day. It is worth noting that each metro transaction may
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have internal metro-to-metro transfers that are not recorded in the smart card data.
As shown in Fig. 3, we identified eight distinct daily transit trip patterns, represented
as M, B, MM, BM/MB, BB, M&M (3+), M&B (3+), and B&B (3+).

The average percentage distribution of the identified transit trip patterns is shown
as labels above the frequency columns in Fig. 3. As shown in the figure, the average
number of smart card users in Nanjing on a weekday is about 1.367 million, of which
23.5% make a single trip (7.7% metro and 15.8% bus), 41.7% make two trips (13.9%
metro only, 4.6% bus and metro, 23.2% bus only), and 34.8% make three or more
trips (2.2% metro only, 16.4% metro and bus, and 16.2.0% bus only). About 30,718
people take metro 3 times or over 3 times on a weekday, which accounts for the
lowest proportion of smart card users. The average number of smart card users in
Nanjing on a weekend day is 1.250 million, which is slightly smaller than an average
weekday. On the weekend day, single-trip card users are 24.3%, two-trip card users
are 39.4%, and three-or-more-trip users are 36.3%. There are more bus-only card
users on weekdays than weekend days. This is likely to be an indication of preference
towards metro because people tend to have restricted destinations on weekdays and
discretionary destinations on weekends. Potential metro-to-bus transfers were hidden
in the BM/MB and M&B (3+) trip patterns who account for 21% of weekday users
and 22% of weekend users.

4.2 Duration Analysis of Metro-to-Bus Transfers

Figure 4 shows the duration distributions of the identified metro-to-bus transfers,
card type, location of metro stations and weekday/weekend status, among which,
blue represents weekday and orange represents weekend. As stated previously, the
smart cards were mainly divided into 4 types: Adult, Student (below high school),
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Fig. 4 Distribution of transfer durations of different card types in different city areas

Elderly (above 60 years old) and Disabled. The city of Nanjing was divided into 3
types: urban, suburb and exurb. We need to mention that whatever the color of figure
is, the darker color always indicates the higher transfer volume. In Fig. 4, the transfer
passenger flow in suburban area is much larger than that in urban and exurban area.
It is understandable, because the density of the metro lines in suburban area is much
lower than that in urban area, which means that passengers are less likely to arrive at
their destinations with only one metro ride. At the same time, the transfer duration of
passengers in suburban area are longer than that in urban and exurban area. The bus
departure time in exurban area is earlier than that in urban district, which indicates
that accessibility is the main factor affecting transfer duration. The walking distance
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from the metro station to the bus station in exurban area is longer than that in urban
area, which results in a long transfer duration. Besides, the transfer volume in exurban
area is much higher than that in urban and exurban area. Thus, the bus congestion
is likely to be another reason leading to a long transfer duration. For this reason, we
further analyzed the transfer durations of different passenger groups on weekdays
and weekends.

Figure 4a shows that the transfer duration of students on weekdays is significantly
different from that on weekends. The transfer duration of students on weekend is
reduced by about 2 min compared with that on weekday. Two reasons have led to
this. On the one hand, the bus departure time in urban area on weekends is earlier
than that on weekdays, which results in the decrease of the waiting time of students
in urban area. On the other hand, because of the different travel purposes at the
weekends, the transfer duration may be reduced by dispersal of students’ departure
time. As shown in Fig. 4b, the same rule can be found in the adult group. It indicates
that students and adults show similar transfer rules under the constraints of their
work and school schedule. In addition, the students in exurban area travel less, and
the main reason is likely to be the less educational resources in exurban area.

Compared with these two groups, the elderly and the disabled groups show
different transfer characteristics as shown in Fig. 4c, d. Their transfer duration has not
decreased despite that the bus average departure time is shortened, which indicates
that long walking distance is the main reason for their long transfer duration. We
also found that the transfer volume of the elderly in urban area was relatively high,
indicating that metro and bus are the main traffic modes used by the elderly.

4.3 Time Analysis of Metro-to-Bus Transfers

Figure 5 shows the distributions of the metro transaction occurring time (i.e., the
moment when the fare was collected from smart cards in the metro trip segment that
is the alighting time of the first trip stage by metro) by weekend/weekday status,
city regions. As shown in Fig. 5, the proportion of metro riders who transfer from
metro to bus is generally higher on weekdays than that on weekends. This may be
attributed to the differences in the destinations and trip purposes between weekdays
and weekends.

Figure 5a shows that the students’ transfer time on weekdays is relatively concen-
trated. The morning peak is at 6:00-7:00, and the evening peak is from 15:00 to
18:00. The main reason is that the start of school hours is relatively fixed, while
the end of school hours is different from primary school, junior high school and
high school. Also, the student transfer volume in evening peak is higher than that
in the morning peak, which shows that some students don’t transfer in the morning
peak. Since students who take metro to school usually have a long distance from
home to school, it’s almost impossible for them to walk or cycle, especially for the
pupils. Therefore, we assume that those students who don’t transfer in the morning
are escorted to school by their parents using other traffic modes. According to the
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Fig. 5 Temporal metro trip distribution and transfer proportion in different city regions

2015 Nanjing resident travel survey, 57.8% of parents will escort their children to
school, in which the ratio of car-use in long-distance travel is as high as 81.7%. It
indicates that these students are very likely to be escorted to school by their parents
in a car. In order to guide more students to take the metro to school, it is of vital
importance to improve the transfer accessibility and shorten the transfer duration. It
is noteworthy that the transfer peak of students is concentrated at 14:00-17:00 on
weekday, which is different from that of other passenger groups.

For the adult group, the transfer morning peak is at 7:00-9:00, and the transfer
evening peak is at 17:00-18:00, among which the transfer volume reaches the
maximum value at 18:00. The distribution of adults’ transfer time on weekends
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is similar than that on weekdays. The difference is that the transfer volume in urban
and exurban area increases and the evening peak lasts 3 h from 15:00 to 18:00. It is
possible because some adults still need to go to the weekend, and others travel for
non-commuter purposes.

Different from the transfer time distribution of students and adults, the transfer
time distribution of the disabled and elderly are more dispersed, and the transfer
volume in the urban and exurban area is relatively increased. There is no obvious
transfer morning peak on weekdays, and the evening peak is at 16:00-17:00, which
is obviously earlier than that of adults. The transfer time distribution of the disabled
on weekends is similar to that on weekdays. Different from the disabled, the elderly
have obvious morning peak and evening peak, respectively at 8:00—10:00 and 15:00—
16:00. And their evening peak is significantly earlier than that of the disabled and
adults, the same as the students, which indicates that most elderly people may pick up
children from school. In other words, those elderly people who have transfer behavior
at the evening peak actually travel to pick up children to a great extent, which is
consistent with China’s national conditions. These discoveries are conducive to the
arrangement of bus operation.

4.4 Time and Duration Analysis of Metro-to-Bus Transfers

We further investigated the distribution of passengers’ transfer duration in different
transfer time in these three areas. Figure 6 shows that the distributions of transfer
duration in urban, suburban and exurban area are significantly different. Also, the
distributions of transfer duration on weekdays and weekends in each area are also
different. In Fig. 6a, the peak of transfer time on weekdays in urban area is at 16:00—
17:00 with 4-6 min transfer duration, and most passengers can complete the transfer
within 11 min. But on weekends, the peaks of transfer time in urban area are at 7:00—
9:00 and 16:00-18:00. Because the passengers who transfer at morning peak are
mainly the elderly and the disabled based on the analysis above, the result indicates
that those passengers tend to make short-time transfer trips in urban area on weekend
mornings. Besides, the transfer duration at transfer peaks on weekday increases
significantly compared with it on weekends. We also found that the transfer time of
some passengers is close to 25 min from 8:00 to 16:00. One possible reason is that
the bus departure interval at off-peak time on weekends is 11 min. Another reason
is that the walking speed of passengers decreases since they don’t need to work at a
fixed time.

Figure 6b shows that the distribution of passengers’ transfer duration in different
transfer time in the suburban area is significantly different from that in urban area.
On weekdays, there is an obvious morning peak and evening peak of transfer time.
The morning peak is from 7:00-9:00 with transfer duration of 3—6 min. The evening
peak is from 17:00-18:00 with transfer duration of 3—16 min. Excessive transfer
volume is the main reason for the longer transfer duration during the evening peak
because the average departure interval is 4.7 min, which is shorter than the departure
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interval in the off-peak period and low traffic period. Fewer passengers transfer in
suburban area on weekend morning compared with weekdays. It is noteworthy that
the transfer time on weekend afternoon lasts for a longer duration, from 14:00 to
18:00, which is obviously different from that on weekdays.

Figure 6¢ shows that the distribution of passengers’ transfer time in exurban area
on weekdays is close to that in suburban area. The transfer peak is at 17:00-18:00
with transfer duration of within 11 min. Because the bus departure interval is longer
in this area, which means that most passengers in exurban area transfer according
to the bus arrival time. Based on the previous analysis, most of these passengers are
the elderly and the disabled. The passengers’ transfer duration in the exurban area
on weekends is close to that on weekdays, which may be caused by the same bus
departure time interval. And the transfer peak in the exurban area on weekends is at
16:00-17:00.

5 Conclusions

The data used in this study is the smart card data of metro and bus in Nanjing,
China during November 9-15, 2015. The analysis focused on identifying metro-
to-bus transfers and how does metro-to-bus transfer behavior (including transfer
duration and time of the day) differ depending on card type, site of metro stations
and weekend/weekday status. Results from the analysis show similarities and differ-
ences in metro-to-bus transfer behaviors across cardholder groups and city regions
between weekdays and weekend days. We found that because the job density and
school density of urban area with a relatively low residential density are greater
than suburb and exurb area, many residents live in suburb area and work or study in
urban. For this reason, the number of passengers transferred in the suburb is much
more than that in urban and exurb, which is the main reason leading to the long
transfer duration in this area. In order to shorten the transfer duration in the suburb
region, reducing the transfer volume of transfer time is an important way. On the one
hand, it is possible to reduce cross-regional travel by improving the balance between
occupation-housing and schooling-housing, such as implementing the nearby enroll-
ment policy, but this change takes an extended period of time. On the other hand,
policies can be formulated at the level of demand management to avoid passengers’
concentrated time transfer. According to our conclusions, there are at least two ways
that can reduce the transfer time of suburb passengers.

First of all, we conclude that the evening peak of suburban transfer is 17:00—
18:00, and transfer duration lasts from 3 to 16 min. The main transfer passengers in
this time period are adults and students, and their travel time depends mainly on the
schedule of the work unit or school schedule. Previous research has pointed out that
the tolerance of commuting time for most commuters is within 50 min in China, and
the males tend to tolerate less commuting time compared with the females. For this
reason, commuters, especially the male ones, are more likely to choose other travel
modes rather than metro if there is a long transfer duration during the commuting
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[30]. Therefore, it is necessary to propose a Stagger Shifts policy to alleviate transfer
congestion. The transfer duration of passengers in the area decreased significantly
after 18:00, work units can take flexible departure system. For example, take turns
to make the get off work time of staff delay for about 10 min. In addition, a fare
discount policy helps to guide passengers to travel stagger pea.

Secondly, the transfer time that passengers maintain a longer transfer duration (less
than 10 min) in the suburb distribute a longer period of time, from 14:00 to 18:00.
At present, Nanjing Bus Company’s weekend departure time at early and evening
peak is the same as the weekday. Although the average departure time interval in
weekdays at 16:00—19:00 is only 3.2 min in suburb, but the departure interval is
7.3 min at 14:00-16:00, which will cause many transfer passengers to have to wait
for the bus for a long time. In order to reduce the passengers’ transfer duration, it
is necessary to adjust the bus weekend departure time to shorten the departure time
interval at 14:00-16:00 in suburb.

Furthermore, public bicycles are developing rapidly in China. Compared to private
bikes, sharing bicycles allow users to use them on an as-needed basis, which elimi-
nates any concern about maintenance costs and responsibilities [31]. Therefore, it is
widely accepted by all kinds of people (young, adult, old people). For those transfer
passengers who use public transit for a short distance, especially for young people
and adults, it is a better choice to use public bicycles to transfer to the metro. There-
fore, increasing the public bike around the metro station and increase bicycle delivery
at 7:00-9:00 and 17:00-18:00 can reduce the transfer duration to some extent.

It is worth noting that besides the conclusion of reducing transfer duration in
suburb areas, the paper also draws some conclusions which are beneficial to attract
more residents to use public transport system. Firstly, we find that compared with the
students and adults, the elderly have more transfer behavior in urban and exurb area,
which shows that the metro and bus mode is the main way of the elderly people’s
daily travel. The addition of bus routes dedicated to the elderly helps to reduce the
number and time of their transfer. Secondly, we found that the transfer volume of
students in the weekday morning is far less than that in the afternoon, indicating
that the students may be escorted by parents to school by other kinds of transport in
the morning, especially by the car. Because the students’ morning peak travel time
is 6:00 to 7:00, the government can support to discount the public transit fare of
student card before 7:00 based on student fare to encourage them to use the public
transportation system. In addition, due to the elderly and the disabled tend transfer at
a fixed time in the suburb area, the corresponding bus departure time can be provided
according to their travel regularity.

This study relies upon the interval between metro and the subsequent bus trans-
action time to identify metro-to-bus transfers. The identified metro-to-bus transfer
intervals do not include the time traveling from the metro platform to the exiting
ticket gate, which could cause a significant underestimate of metro-to-bus transfer
durations at large metro stations. Transfer behaviors of different card holders differ
by city regions. Identifying factors underlying the differences are likely to be multi-
faceted, including tolerance to longer transfer duration across different groups of
cardholders and city area, preferences of transfer behaviors, and destination types
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between weekdays and weekend days across different card holders, etc. While identi-
fying the factors is beyond the scope of this paper, the findings in the study point to the
importance of future research on the subject. Dependent upon the underlying factors,
the policy implications may be different. In addition, future research may consider
using locational information of metro and bus transactions to identify metro-to-bus
transfers more accurately.
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Abstract Brake efficiency is one of the most important factors that significantly
affects driving safety. In this paper, a simulation model of the braking system was
established by using AMESim. The accuracy of the simulation model was evaluated
with the real vehicle tests. Based on the established model, the braking efficiency
of the vehicles were analyzed under 15 different working conditions with different
adhesion coefficient road surfces at high speed, medium speed and low speed. The
optimization of the parameters of the braking system was also proposed and studied.
Research results show that the model is suitable for the study and optimization of
brake efficiency under different working conditions. It lays a theoretical founda-
tion for the research and optimization of automobile braking performance under the
complex working conditions; shortens the development period of automobile brake
system. At the same time, the model provides the theoretical support for the smart car
adaptive cruise control (ACC) and automatic emergency braking (AEB) research.
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1 Introduction

With economic growth and technological development, the safety and comfort of
vehicle attracts many researchers’ attention. The vehicle braking efficiency is one of
the important factors that significantly affects driving safety. Braking efficiency of
vehicle refers to the ability of the vehicle to rapidly reduce the speed until it stops.
The occurrence rate of traffic accidents will be greatly increased with the increase
of braking distance of 0.1 m [1]. Therefore, good brake efficiency can reduce the
probability of accidents, and improve the driving safety of vehicles [2].

The analysis of braking efficiency mainly utilizes real vehicle testing and simu-
lation analysis. Bench test or road test is adopted for real vehicle test [3], and most
of them are bench test [4, 5]. In terms of simulation, Wang et al. [6] established a
vehicle model through MATLAB to analyze the braking efficiency and verified its
correctness and stability successfully. Guo et al. [7] analyzed the braking efficiency
of the ABS braking system based on the PID algorithm. The simulation results show
that the PID controller can achieve control effectively in different road conditions.
In addition, Xia et al. [8] analyzed the effect of the front tire slip rate on braking
efficiency based on MATLAB. The experimental results show that setting a larger
outer front wheel target slip can improve the vehicle braking efficiency of the vehicle,
but its braking direction stability will be poor. Li et al. [9] analyzed the influence
of tire wear on braking efficiency based on test and data fitting. Experiment results
indicate that the degree of wear has a great effect on braking efficiency. Gerlich et al.
[10] pointed out the influence of noise and temperature on braking efficiency during
braking and proposed corresponding optimization methods. Milenkovi et al. [11]
proposed a heat dissipation method after analyzing the influence of thermal conduc-
tivity of brake pad on braking efficiency. Kim et al. [12] modeled a certain vehicle
based on MATLAB, and developed the braking system at the same time.

Human, vehicle and the environment are the three important factors that make
up the driving of a vehicle. However, many scholars only simulate the relationship
between the braking system itself and the vehicle braking efficiency, which ignores
the influence of complex road status and the complicated working conditions on
vehicle driving. Meanwhile, with the development of automatous driving technology,
more people are concerned on the impact of road environment changes on vehicle
safety. In this paper, a simulation model of the braking system was established by
using AMESim. Based on the established model, the braking efficiency of the vehi-
cles were analyzed under 15 different working conditions with different adhesion
coefficients road surfaces at high speed, medium speed and low speed. Furthermore,
the braking efficiency of vehicle is optimized after analyzing the influence of braking
system parameters on braking efficiency. The research on the braking efficiency of
five kinds of roads under high-speed condition is mainly based on the safe distance
between cars on express way. The research under the medium speed condition is
mainly based on the GB7258-2012 middle road test detection standard. The research
under low speed condition is based on pedestrian-vehicle condition under E-NCAP
and C-NCAP.
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2 Method

The dynamic model of vehicle brake system consists of six parts: brake pedal, vacuum
booster, hydraulic master cylinder, pipeline, brake and the vehicle itself. This paper
only introduces the dynamic model of vacuum booster with two chambers, the vehicle
dynamic model of brake wheel cylinder and the full vehicle dynamic model due to
limited space of the paper.

2.1 Vacuum Booster Model

Figure 1 shows the vacuum booster that includes a vacuum chamber and an atmo-
spheric chamber, and the model can be equivalent to a dual-piston pneumatic cylinder.
Among them, the front pneumatic cylinder is equivalent to the vacuum chamber.
The rear pneumatic cylinder is equivalent to the atmospheric chamber. The interme-
diate diaphragm is equivalent to the cylinder piston. The booster input push rod is
equivalent to the atmospheric chamber push rod, and the booster output push rod is
equivalent to push rod of vacuum chamber.
Dynamic analysis of the double-chamber:

Fo = P,(A1 — Ay) — Pi(A; — A3z) (D

where Fj is the output force of the intermediate diaphragm. P, is the working pressure
of the vacuum chamber (MPa). P, is the working pressure of the atmospheric chamber
(MPa). A is the effective area of the diaphragm (mm?). A, isthe atmosphere chamber
putter shank area (mm?), and Aj is the vacuum chamber putter shank area (mm?).

Connected vacuum Connected atmosphere
Vacuum chamber Atmospheric chamber
(Front chamber) (Rear chamber)

Fig. 1 Equivalent diagram of vacuum booster
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Fig. 2 Dynamic model of
brake wheel cylinder

2.2 Brake Wheel Cylinder Model

The brake wheel cylinder is a device that converts hydraulic energy into mechanical
energy in the brake system. The floating caliper disc brake is used in this paper. And
the dynamic model of brake wheel cylinder is shown in Fig. 2.

Without considering the roll-back effect of the piston contraction caused by the
piston seal, the dynamic analysis of wheel cylinder is carried out:

ML%= PLAL—C)Lf—KLXL—FL )

The liquid compression formula:

. L — XL A
B = gL Xid 3)
Vo + XL AL

where C is the piston damping coefficient (N/(mm/s)); My is the mass of the brake
pad (kg); Xr is the displacement of the brake pad (mm); Py is the brake pressure
in the cylinder chamber of the brake wheel (MPa); Ay is the cross-sectional area
of brake wheel cylinder piston (mm?); Ky is the equivalent spring stiffness of the
rubber seal ring of the brake wheel cylinder (N/mm); Fy is the contact force between
the brake pad and the brake disc (N); E is the bulk modulus of elasticity of brake
fluid (MPa); Q; is the inflow flow of brake wheel cylinder (mm?/s); Vi is the initial
volume of brake wheel cylinder (mm?) [13, 14].

2.3 Vehicle Model

Figure 3 shows the forces of the vehicle dynamic model include air resistance—F,,,
ground braking forces—Fy|, Fp,, ground normal reaction forces—Fy;, Fnp, rolling
resistance-f and slope resistance—F,. This paper just analyzes the braking of the
vehicle on the horizontal straight road, so the ground slope is 0, and the slope
resistance is 0.

The dynamic equation of automobile braking could be written as:
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Fig. 3 Dynamic model of
vehicle braking

Fo=—Fn—Fp—F,— f 4
G

Fry =€0L—(L2+8H1) )
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Fpy =</’L—1(L3+8H1) (6)

1 2
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f=mgu (3

F, =ma 9

G =mg (10)

where F, is the external force on automobile (N); Fy|, Fy is the braking force of the
front and rear wheels of the automobile (N); F,, is the air resistance (N); f is the
rolling resistance (N); ¢ is the road adhesion coefficient; G is the gravity (N); L; is
the wheel base (m); L3 and L, are the distance between the center of gravity of the
vehicle and the front and rear axles of the vehicle (m); € is the severity of braking;
H; is the height of the center of gravity; Cp is the air resistance coefficient; A is the
automotive frontal area (m?); p is the air density (kg/m?); V, is the relative speed
of vehicle and air (m/s); m is the mass of the vehicle (kg); g is the acceleration of
gravity (m/s?); p is the rolling resistance coefficient; a is the acceleration of vehicle
(m/s?).
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2.4 Simulation of the Braking Model

Y. Wei et al.

Figure 4 shows the model established in the software of AMESim, and the model
is used to analyze the braking system and its braking efficiency. A real vehicle test
according to the parameters of a certain brand of SUV vehicle was conducted to
verify the correctness of the model and simulation results. Only the parameters of
brake and vehicle are listed due to limited space of the paper, as shown in Table 1.

Fig. 4 AMESim model of vehicle brake system

Table 1 Main parameters of
brake and vehicle

Mass of front/rear brake pads | 0.7/0.1945
(kg) 54/32
Diameter of front/rear brake

wheel cylinder (mm)

Effective radius of front/rear 122/119
brake wheel cylinder (mm)

Equivalent stiffness of 4/4
front/rear brake piston seal

(N/mm)

Front/rear brake clearance 0.15/0.15

(mm)

Equivalent spring stiffness of
contact model (N/m)

Front: 6 x 107 /rear: 3 x 107

Deformation when the damping
reaches the maximum (mm)

0.15

Equivalent damping maximum
damping coefficient (Ns/m)

Front: 6 x 10°/rear: 3 x 103

Vehicle weight (kg)
Front axle load (kg)
Rear axle load (kg)
Tire specifications
Wheelbase (mm)

No load: 1431/full load: 1905
788

643

215/60 R17

2750
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Fig. 5 Comparison of acceleration and speed between test vehicle and simulation vehicle

Figure 5 shows the acceleration and speed comparison between the test vehicle
and the simulation vehicle. It can be concluded that there is a slight fluctuation at
the beginning of the vehicle braking, and the simulation results have high coherence
with the test results. The main reason for the fluctuation is the body limitation. When
the driver starts braking, the vehicle will shake back and forth, resulting in a slight
fluctuation of the acceleration of the test vehicle. The curve of the test results does not
completely coincide with the simulation result, but the error is within the allowable
error range of the test. Therefore, the rationality and accuracy of the simulation model
have been proved.

3 Results and Discussion

When the vehicle is moving, the three factors of human, vehicle and environment will
cause the multiplicity and complexity of driving conditions. The research objects of
this paper are mainly 15 typical working conditions composed of three speeds and
five road surfaces. Three vehicle speeds are high-speed (80 km/h), medium speed
(50 km/h) and low speed (20 km/h). Five kinds of road surfaces are as follows:
(1) asphalt road with adhesion coefficient-1.0; (2) wet asphalt road with adhesion
coefficient-0.8; (3) gravel road with adhesion coefficient-0.68; (4) wet gravel road
with adhesion coefficient-0.5 and (5) snow road with adhesion coefficient-0.2 [15].
The elimination time of vehicle brake clearance is 0.4 s, the rise time of vehicle brake
force is 1 s, and the maximum pedal brake force is 500 N [16].

3.1 Different Road Conditions at High Speed

Vehicle driving at high speed (80 km/h) are usually on highways or wider roads. On
this kind of road, the driver has a narrow line of sight and cannot handle the driving
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Fig. 6 Different braking speeds, braking distances, and braking accelerations at high-speed
(80 km/h). On asphalt, wet asphalt, gravel and wet gravel and snow road, the braking distance
of vehicles are 46, 50, 53, 60 and 120 m, and the braking time of vehicles are 3.5, 3.9, 4.2, 4.9 and
10.5s

conditions of the surrounding vehicles in a timely and accurate manner. Accidents are
prone to occur [17]. Therefore, the requirements for braking efficiency is relatively
high. The simulation results of five kinds of road surfaces under the high speed
(80 km/h) of vehicle braking are shown in Fig. 6. The curves in the figure are braking
speed, braking distance and braking acceleration, respectively.

According to the research, the average reaction time of drivers is 1.5 s [18].
Therefore, the total braking distance of the vehicle from the driver’s intention to stop
at high speed is 79 m, 83 m, 86 m, 93 m and 153 m, respectively. Among them, the
braking distance of the vehicle on the asphalt road, wet asphalt road, gravel and wet
gravel road is less than the general safe distance of 100 m on the highway, which
shows that the vehicle can perform a better braking effect in the general conditions
of high-speed conditions. However, the total braking distance reaches 153 m on the
snow road, which means that it is necessary to maintain a straight distance of 153 m
or more with the preceding vehicle or other obstacles to avoid collision when driving
on the snow road at high speed.

3.2 Different Road Conditions at Medium Speed

Medium speed (50 km/h) is one of the most common vehicle speeds and the running
speed of vehicle in most cities. The braking efficiency can be applied to most driving
conditions. In the analysis of braking efficiency of passenger vehicles, the initial
speed specified by the national standard is 50 km/h, and the detailed data is shown
in Table 2 [19]. The calculation formula of full average deceleration is [20]:

V2 —Vv2

MFDD = ——————~°
25.92 x (s, — sp)

Y
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Table 2 Emergency braking performance requirements

Motor vehicle Initial brake speed Braking distance MFDD (m/s?) Adhesion
type (km/h) (m) coefficient
Passenger 50 <38.0 >29 > 0.7
vehicle
[km3) [m] b ol (<)
L Ll (1 e
“ oA
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Fig. 7 Different braking speeds, braking distances, and braking accelerations at medium speed
(50 km/h). The braking distance of the vehicle on asphalt, wet asphalt, gravel and wet gravel and
snow road are 21 m, 22 m, 24 m, 27 m and 50 m respectively, and the calculated average deceleration
of full emission are 7.7 m/s2, 7.6 m/s2, 6.2 m/s2, 6.0 m/s? and 2.1 m/s?

where MFDD is the average fully deceleration (m/s?); Vy, is the test vehicle velocity,
which is equal to 0.8V, (km/h); V. is the test vehicle speed, which is equal to 0.1V
(km/h); Vj is the initial braking speed of the test vehicle (km/h); Sy is the distance
(m) when the test vehicle speed is from Vi to Vy; S, is the distance (m) when the
test vehicle speed is from Vj to V..

The simulation results of five kinds of road surface under the medium speed
(50 km/h) of vehicle braking are shown in Fig. 7. The curves (a, b, c) in the figure
are braking speed, braking distance and braking acceleration respectively.

The data shows that the test vehicle has good average deceleration and short
braking distance when driving on asphalt, wet asphalt, gravel and wet gravel roads
at medium speed, which meets the testing standards of GB7258-2012 mid-road test.
The test vehicle can brake faster and better and avoid collisions effectively when
driving on asphalt, wet asphalt, gravel and wet gravel roads at medium speed. On
other hand, the average deceleration of the test vehicle on the snowy road is small
and the braking distance is large, which will lead to the vehicle collision easily under
this working condition.
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Fig. 8 Different braking speeds, braking distances, and braking accelerations at low-speed
(20 km/h). The braking distance of the vehicle on the on asphalt, wet asphalt, gravel and wet
gravel and snow road are 5.4, 5.6, 5.7, 6.1 and 9.6 m, the braking time are 1.4, 1.5, 1.6, 1.7 and 3.0 s

3.3 Different Road Conditions at Low-speed

Low-speed vehicle driving (20 km/h) conditions mainly occur when road traffic is
congested or the vehicle is driven on rugged mountain roads. At this time, the distance
between vehicles is short or there are many bends and obstacles. Therefore, there is a
great demand for the braking efficiency of vehicle, which requires the vehicle to stop
in a short distance. Figure 8 shows the simulation results of different road conditions
at low-speed (20 km/h). The curves in the figure are braking speed, braking distance
and braking acceleration respectively.

According to the data, the braking distance of the vehicle running under five kinds
of roads at low speed is not more than 10 m, but the braking distance of the snow
road is still very large. This shows that the driver needs more safety distance to
avoid collision than usual when driving on the snow. Through the application of five
working conditions data under 20 km/h in the test of AEB, the following conclusions
can be drawn: When the vehicle brakes under the AEB Pedestrian working condition
in E-NCAP [21], the vehicle can avoid collision with pedestrians on asphalt, wet
asphalt, sand and wet sand; On snowy road, vehicles can avoid collisions under
CVFA-50, and the braking distance of the vehicle should be more than 9.6 m away
from the pedestrian’s horizontal driving distance under other working conditions;
while in pedestrian test of C-NCAP, vehicles can avoid traffic very well on these five
roads [22].

3.4 Parameter Adjustment and Efficiency Optimization

of Brake System

Based on the above simulation data, the braking efficiency of the vehicle is better
when running on asphalt, wet asphalt, gravel and wet gravel roads, and poor when
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Fig. 9 Optimized braking distance of vehicle on snow road at different speeds

driving on snow. Therefore, the optimization of braking efficiency is mainly aimed
at three different working conditions under snow road.

Analysis of simulation data shows that the main reason for the larger braking
distance is the smaller coefficient adhesion on snow road. Therefore, the vehicle
tires are changed to tires with a smaller effective radius and a greater coefficient of
friction with the road surface, while increasing the equivalent stiffness of the brake
caliper body deformation, so as to improve the braking efficiency of the vehicle.
After three parameter optimizations, the braking distance on the snow road is 87 m
at high speed, 37 m at medium speed and 7.5 m at low speed, as is shown in Fig. 9.

The optimization results show that: (1) under high-speed conditions, the total
braking distance of the test vehicle is 120 m, which is 33 m shorter than the unop-
timized; (2) under medium-speed conditions, the vehicle’s braking distance is 13 m
shorter than the unoptimized. And, calculated the average deceleration of the vehicle
at the full emission site is 3.2 m/s; (3) under low speed conditions, the braking distance
is 2.1 m shorter than the unoptimized. According to the experimental results, the
braking efficiency of the test vehicle has been improved to about 128% of the original.
And it also meets the requirements of braking distance and full average deceleration
in the GB7258-2012 road-test standard under medium-speed snow conditions.

4 Conclusion

Based on the whole vehicle model, this paper researches the braking efficiency of the
vehicles under 15 different working conditions with different adhesion coefficients
road surface at high speed, medium speed and low speed. Optimized the parameter
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adjustment for the poor braking efficiency in snow conditions, which increased the
braking efficiency by 128%. The research results show that the model can be used
to analyze the braking efficiency under different working conditions and make opti-
mization alter, which lays a research foundation for the research of braking efficiency
of vehicles under more complex working conditions.

Meanwhile, this paper combines the experiment and simulation to ensure the accu-
racy of simulation results, which could reduce the research cost, shorten the research
period and provide a research basis for analyzing different braking conditions of
different vehicles. In addition, the simulation model can also be used to analyze the
feeling of brake pedal under different conditions of traditional brake system.

Prospect: The next step is the vehicle drive system and complex road models can
be add to the model, thus simulate the driving process of the vehicle on the complex
road for a long time and a long distance. In addition, the vacuum booster can be
replaced with an electronic booster. The analysis of braking intention can be added
to realize the analysis of braking condition under unmanned vehicle driving.

Acknowledgements This work was supported by the National Key Research and Develop-
ment Plan (No. 2017YFB0102500) and the National Key Research and Development Plan (No.
2019YFB1600803).
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Effects of the Layout of Exhaust Port )
on the Performance of Smoke Control Gedida
for Ultra-Wide Immersed Tube Tunnel

Ying Li, Shenglin Mu, Xiaoyang Ni, Zhongchen Niu, and Kaixuan Tang

Abstract Smoke control is a crucial issue in tunnel fire prevention and control,
especially in the ultra-wide tunnels, which is arousing more and more attentions. In
this paper, the performance of three different exhaust port setting methods on the fire
smoke control in the four-lane tunnel of immersed tube is compared and analyzed
based on CFD numerical simulation. In the super wide immersed tunnel, increasing
the number of smoke outlets on the transverse side of the tunnel can effectively reduce
the thickness of the smoke layer and the maximum temperature of the vault under
the top centralized smoke exhaust strategy. The efficiency of smoke exhaust of the
outlet along the tunnel obviously decreased with its distance far away from the fire.
In the design of smoke prevention and exhaust for super wide section immersed tube
tunnel, we can consider reducing the gap between the exhaust fume and increasing
the number of horizontal exhaust fume to improve the effect of smoke control in
tunnel.

Keywords Immersed tunnel - Exhaust port - Smoke layer thickness - Efficiency of
exhaust smoke

1 Introduction

With the solution to technical issues and its improvement, there is more and more
attention to the immersed tube tunnel, which gradually becomes the preferred method
of construction. Nevertheless, fire is the greatest risk in underwater tunnels while
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hyperthermia, poisonous and harmful smoke caused by fire is the key factor of causing
deaths. As the section width of the immersed tube tunnel is increasing, if it takes
more time for smoke to spread longitudinally along the tunnel, the smoke-spreading
range will also be enlarged. The above-mentioned issues bring new challenges into
smoke control in tunnels [1-4].

So far, designs for smoke exhausting during the fire in tunnels have been largely
studied [5-8]. Given the complexity and high cost of field experiments in tunnels,
completed researches rely mostly on numerical simulation. Wang et al. [9] used
numerical simulation analysis to study the influence of different numbers of exhaust
port both upstream and downstream on smoke in the tunnel. Results show that the
higher the number of smoke outlets are, the higher the maximum temperature at the
fire source is. Along with the increasing numbers of exhaust ports at the upstream of
fire source, the height of smoke layer at the downstream area will increase accord-
ingly. Liu et al. [10] proposed a simulation research on the critical wind speed based
on centralized smoke extraction system. The research simulates different fire loca-
tion and critical wind speed at different exhaust ports. It’s indicated that the modified
gradient value is of great importance when adopting either sidewall or top smoke
exhaust strategy. Xu et al. [11] did a research on reasonable smoke extraction value of
smoke-exhausting system in tunnels by using numerical simulation and experiment
method. The results find a more reasonable smoke extraction volume of 140 m3/s.
Wang et al. [12] analyzed characteristics and harm of fire smoke in the undersea
tunnel combing actual condition of Jiaozhou Bay subsea tunnel in Tsingtao.

It’s observed that enormous researches are almost on the influence of the setting
location of exhaust ports in the tunnel, opening area and spacing on effect of smoke
extraction [13—15]. There has been relatively little research on the way of setting up
exhaust port for tunnels. For a four-lane immersed tube tunnel with a wider section,
it’s hard to achieve the expected smoke-exhausting effect by traditional ways of
setting exhaust ports either at sidewall of at the top [16, 17]. In this paper, the focus
is on the influence of different setting ways of exhaust ports on the effect of smoke
extraction when adopting the top smoke exhaust strategy in the four-lane immersed
tube tunnel. Giving parameters such as smoke layer, vault temperature and heat
extraction efficiency, this paper introduces comparative analysis on the effect of
different setting ways of exhaust ports on smoke control, which provide reference
for design schemes of smoke extraction system in the immersed tube tunnel.

2 Model Construction

The research method of smoke control within fire period focus mostly on physical
model test and computer numerical simulation. Numerical simulation is of many
advantages such as great flexibility, short period and low cost [18-22]. This paper is
based on the fire dynamics simulation software FDS (Fire Dynamics Simulator) that
is developed to simulate the fire scenario by US NIST [23]. FDS is mainly used to
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analyze smoke flow during fire period and the solution to heat transmission, which
is widely accepted in the construction and fire-fighting domain.

When smoke is flowing in the tunnel, the wider the section of tunnel is, the longer
the time needed for high-temperature smoke to spread longitudinally is. Accord-
ingly, the single-row exhaust port setting longitudinally has less control over high-
temperature smoke around the tunnel sidewall, so that effect of smoke exhaust will
become worse along with time. As for the underwater tunnel with an ultra-wide
section, to transversely tighten the lateral control over smoke, it’s practicable to do
focused smoke exhaust by longitudinally setting two or more rows on the top of the
tunnel.

In the case of constant smoke extraction volume, three cases of exhaust ports are
set along the tunnel as follow: in one row (Case 1), in two rows (Case 2) and in three
rows (Case 3). At the same time, it should also respectively correspond to two cases
of setting exhaust ports: on one side or on both sides of the fire source.

When set in Case 1, the first exhaust port is also the closest to the downstream
fire source, the distance of which to the fire source is 10 m. As is shown in Fig. 1,
when exhaust ports are set unilaterally at the fire source, the fire source is between
the second export and the third one.

2.1 The Geometric Scale and Boundary Condition
of the Tunnel Model

The study is based on Kong-Haiku-Mac undersea tunnel which is a two-way six-lane
immersed tube tunnel. The research model is a two-way and eight-lane super wide
tunnel with an ultra-wide section. A 1000-m part of tunnel is chosen to do numerical
simulation calculation [24]:

(1) Model scale: 1000 m (Iength) *19.25 m (width) * 7.8 m (height). The cross-
section area is 150.16 m?.

(2) Boundary condition: With the ignorance of influence of longitudinal wind,
longitudinal air velocity is O m/s. Natural vent at the tunnel access is open
with the relative pressure of O Pa. The initial environmental temperature in the
tunnel is 17 °C. The total duration of the simulation is 1200 s.

(3) Setup of exhaust ports: Exhaust ports are set at the location that is 1 m way
from the downstream fire source, and the longitudinal interval between exhaust
ports is 60 m. The exhaust port is sized at 4 m (length) * 1.5 m (width). The
wind age area is 6 m?. The air velocity at exhaust ports are listed at Table 1.

Heavy fire is simulated at the most adverse potion where smoke cannot spread to
adjacent main tunnel. Hence, only the single-pole tunnel which is on fire is simulated.
The three-dimension model of the tunnel is shown in Fig. 2
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Fig. 1 Setup of exhaust port setting unilaterally at the fire source: a in one row; b in two row; ¢ in

three row

2.2 Fire Scenario

(1) Fire source parameters: Fire source on the center-line of the tunnel is located
at the boundary of the second and third traffic lanes. The fire source is 500 m
away from the tunnel entrance near fire source upstream and 10 m away from
the closest exhaust port to downstream fire source. The dimension of the fire
source is 0.4 m high, 2 m wide and 2.5 m long with a volume of about 2 m?.
The area of the upper surface of fire source is 5 m?.

(2) Combustion Model: The simulation of tunnel fire is based on diesel. The
combustion model is to be C = 12, H = 23. The simulation takes 47 MJ/kg for
the fuel heat value [25]. The value of C and H of the combustion model are set
to be 12 and 23, respectively.

(3) Fire scale: Large-scale fire model is simulated in this research, and fire source

power is set to be 50 MW.
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Table 1 Conditions of each case
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Case | Setup modes of | Power of Air velocity | Theoretic | Positions of | Direction
No. |exhaustports |fire source |atexhaust |volume of |exhaust ports | setting
ports (m/s) | smoke
exhaust
(m3/s)
1 Single row Large fire, |9 216 Traffic line | On one side
longitudinally |50 MW No. 2 of the fire
2 Double rows 4.5 216 Traffic line | SOUI¢e
longitudinally No. 1,3
3 Three rows 3 216 Traffic line
longitudinally No.1,2,3
4 Single row 9 216 Traffic line | On both side
longitudinally No. 2 of the fire
5 Double rows 4.5 216 Traffic line | SOUrce
longitudinally No. 1,3
6 Three rows 3 216 Traffic line
longitudinally No.1,2,3

Fig. 2 The three-dimension model of the tunnel

“)

0 = at?

Fire increasing modulus: It’s shown in past researches that fire source power
in the tunnel generally reaches the maximum within a very short time. Fire
spreading at ultra-high speed is simulated in this study while ignoring fire
attenuation stage. Heat Release Rate (HRR) changes according to the law of
Eq. (1). The value of a is set to be 0.1876. When fire achieves stability, HRR
remains basically constant [26]:

(D

In this formula, Q represents HRR of which the unit is KW. a is the preferred
coefficient of the equation, and t represents the fire-lasting time.
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Fire source

Fig. 3 The schematic of tunnel model grids

2.3 Grid Setup Methods

In numerical simulation, grid accuracy is an important factor affecting the computa-
tion result. The smaller the size of grid is used, the higher the precision of simulation
will be. In consequence, a more accurate result will be obtained. However, a huge
number of meshes will result in burdensome calculation and affect the efficiency
of simulation seriously. Tunnel model for the simulation should be divided into
computing grids with appropriate size. The research indicates that one-tenth of the
fire characteristic diameter of fire source is used, which will be in more compliance
with actual condition. The characteristic diameter of fire source D* is defined as
follows [27]:

. 2/5
0

D= | ———
poonToo«/g

2

with Q representing the total heat release rate of fire source (KW), p,, represents the
density of hot air (kg/m?). C » represents specific heat at constant pressure (J/kg K).
T4 is the temperature of hot air (K), and g is the gravitational acceleration (m/s?).
At Q = 50 MW, one-tenth of D* is 0.25 m. The area near the fire source is the
major region for generating smoke and that near exhaust ports for exhausting smoke.
Others are smoke spread regions whose accuracy can be reduced appropriately. Thus,
grid areas are divided into 2 zones: (1) smoke generation and exhaust zones (490—
700 m), whose grid precision is 0.25 m * 0.25 m * 0.25 m; and (2) smoke spreading
zone (0—490, 700-1000 m), whose grid precision is 0.5 m * 0.5 m * 0.5 m (Fig. 3).

2.4 Setup Methods of Measurement Points

Layer partition: 100 monitoring devices (Layer Zoning Device) are longitudinally
set at equal spacing along the tunnel centerline, the distance between which is 10 m.

Thermocouple: To monitor the temperature change at the safe height of the tunnel,
100 thermocouples are longitudinally set along the tunnel centerline with a distance
of 2 m from the ground; and 100 measurement points are longitudinally set at equal
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spacing along the tunnel centerline with a distance of 0.6 m from the vault, which is
used to monitor the temperature change around the vault.

Flow measurement system: Heat-flow monitoring interface is set at the exhaust
port, coordinate parameters of which are equal to those of the exhaust port.

CO;: To monitor the mass flux of CO, around each exhaust port, Parameters
such as MASS_FLUX Z are introduced to measure the mass flux in Z direction, and
SPEC-ID is set as” carbon dioxide”. Coordinate parameters are equal to those of the
exhaust port.

3 Results and Discussion

3.1 Smoke Thickness

When the tunnel is on fire, people escaping will be harmed seriously due to smoke
inhalation, which may cause harmful effects such as oxygen deficit, loss of muscle
function, acute confusion and judgement recession. It’s shown in concerning statistics
of fire disaster that most victims die from inhalation of noxious and harmful gas such
as CO.

Both upstream and downstream fire source, both two-column and three-column
arrangement of exhaust ports have thicker smoke layer than initial single-column
arrangement. When exhaust ports are set unilaterally, differences between smoke
thickness of downstream fire source is more obvious on different conditions. In
addition, unilateral-setting exhaust ports will generate smaller difference of smoke
thickness between longitudinally three-column setting way and two-column. The
smoke thickness is basically overlapped under the condition of setting exhaust ports
longitudinally. When exhaust ports are set bilaterally, each additional column of
exhaust ports cause evident decrease of smoke thickness. In case of longer smoke
extraction area, a column of exhaust ports will correspond to moderately decreased
thickness of smoke layer. However, if another column of exhaust ports is added, it
won’t achieve the effect of decreasing smoke thickness (Fig. 4).

3.2 Vault Maximum Temperature

When the tunnel is on fire, the temperature in tunnel in case of fire will increase
rapidly. High-temperature smoke generated by fire and affected by buoyancy will
cause excessive heat accumulation. Compared with other parts in the tunnel, the
tunnel vault is more likely to be destroyed. The vault temperature is of greater impor-
tance to evaluate the efficiency of smoke ventilation. Figure 5 shows that the vault
max temperature changes slightly when the quantity of exhaust ports is increased.
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It also causes a less temperature difference in the smoke-exhausting area. The vault
high-temperature curse is basically overlapped.

3.3 Temperature at the Safety Height

The harm that is induced by high-temperature smoke may be caused by direct contact
and heat radiance. When exposed in an environment of 95 °C, people will have
a symptom of dizziness only lasting for 1 min. People exposed in the environ-
mental temperature of 120 °C for 1 min will get burnt. The temperature limitation
for breathing is 131 °C. When environmental temperature exceeds 90 °C, people
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Fig. 5 Vault max 70
temperature a one-side —0— Single row
arrangement of exhaust O~ Double rows

. : =&~ Three rows
ports; b two-side

arrangement of exhaust ports

Max temperature at vault (C)

Distance from fire source (m)

1000
—o— Single row
—0— Double rows
200 - —&— Three rows

Max temperature at vault ('C)

Distance from fire source (m)

will be on incapacitation condition. Researches indicate that safety temperature for
evacuation is usually lower than 66 °C.

The temperature at the safety height above fire source is not compared with that in
other place, for it is rather higher. As shown in Fig. 6, the smoke-exhausting region
among both upstream and downstream fire source, the temperature in case 1 and case
2 is much lower than that in case 3. There is no obvious difference between case 2
and case 3. The longitudinal temperature curves of both are basically overlapped.
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Fig. 6 Temperature at the
safety height a one-side
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3.4 Smoke Extraction Efficiency

In semi-transverse centralized smoke extraction system, smoke extraction efficiency,
a quantitative index of smoke-exhausting effect, can make a quantitative analysis on
smoke-exhausting effect. The smoke-exhausting efficiency falls into two categories:
smoke-exhausting efficiency of exhaust ports and smoke-exhausting efficiency of
smoke extraction system, which is given by Eq. (3) [28]:

e,
= — x 100%
mp

3)



Effects of the Layout of Exhaust Port on the Performance ... 93

where m. denotes the total flow gas volume from exhaust ports and m,, represents
that generated by fire source.

Smoke generated during combustion is always with air entrainment. It’s very
difficult to determine the smoke thickness in case of only little smoke generated at
the exhaust port. As a result, it’s also difficult to determine generation quantity of
smoke and flue gas volume by numerical simulation. Due to the selected large tunnel
model, fuel can be regarded to be in complete combustion with a product of CO,.
The amount of CO; produced by combustion represents for flow gas amount and that
extracted through all exhaust ports represents extracted smoke volume. The equation
for complete combustion of diesel is as follows:

Ci2Hy3 +17.634 0, — 11.868 CO, 4 11.5H, O 4-0.032CO + 0.1 Soot  (4)

The CO, production per unit time is 3.32 kg/s, which is calculated from the
reaction equation and taking heat of combustion for 47 MI/kg [9].

As in Fig. 6a, with a one-side setting way of exhaust ports, attenuation degree
of smoke-exhausting efficiency of first three continuous groups of smoke vents is
lower. An evident attenuation of smoke extraction efficiency only occurs until the
forth group of smoke vents. Smoke extraction efficiencies of four groups of exhaust
ports decreases progressively in either case 2 or case 3. The 1st group of exhaust
ports in both case 2 and case 3 have higher smoke-exhausting efficiency than that is
in case 1.

After calculation, the overall smoke-exhausting efficiency of four groups of
exhaust ports in case 1 is 40.63%, in case 2 is 37.06%, and that in case 3 is 37.86%.
The overall smoke-exhausting efficiency in case 1 is higher than that in other two
cases. The smoke-exhausting efficiency of the 1st group of exhaust ports suggests
that the efficiency will increase with the increasing number of exhaust ports in the
transverse direction. It’s feasible to compare the efficiency of four groups of exhaust
ports after changing the location of fire source.

As is shown in Fig. 6b, with single-row exhaust ports, efficiency of exhaust ports
(port2 and port3) that are closer to the fire source are higher than those of exhaust
ports (portl and port4) farther away from fire source. With two-column exhaust ports,
efficiency of first three exhaust ports are closer to each other, while the efficiency of
port4 declines evidently. Moreover, with three-column exhaust ports, exhaust ports
(port2 and port3) that are on both sides near fire source have much larger efficiency
than those (portl and port4) farther away from fire source.

It’s calculated that the overall smoke-exhausting efficiency of four groups of
exhaust ports in single row is 56.42%, that of four groups of exhaust ports in two
rows is 60.43%, and that of four groups of three-row exhaust ports is 60.43%. The
efficiency of both two-row and three-row exhaust ports are higher than that of single-
row ones. As a result, the reason why the overall smoke-exhausting efficiency of
exhaust ports in single row is always higher than that of ports in two and three rows
is that a great deal of smoke is exhausted from the first group of exhaust ports near
the fire source.
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Conclusions

In this research, the smoke control performance of top centralized smoke exhaust
strategy is investigated in the ultra-wide immersed tube tunnel.

ey

(@)

3

For ultra-wide tunnel, it can efficiently reduce the smoke thickness as well
as the vault maximum temperature and the temperature at safety height by
increasing the number of exhaust ports along the transverse direction.

The smoke exhaust efficiency is significantly improved by increasing the
number of exhaust ports along the transverse direction. Thus, it’s strongly
recommended to adopt multi-row exhaust ports rather than one-single-row
exhaust ports.

The smoke exhaust efficiency of the exhaust port is obviously reduced with
its distance far away from the fire. Consequently, if permitted, it’s strongly
recommended to reduce the spacing between exhaust ports in smoke control
system design.
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Research on Safety Management )
of Inland River Dangerous Chemicals L
Transportation System Based on System
Dynamics and Principal Component

Analysis

Yu Zhao and Zhiyong Lv

Abstract This paper proposes a new method to study the safety of inland river
hazardous chemical transportation under dynamic conditions based on the principles
of system dynamics by analyzing the related theories of hazardous chemical trans-
portation and comparing the traditional static hazard assessment methods. The system
dynamics model of the inland river hazardous chemicals transportation system is
constructed in this paper. According to Vensim_PLE, relevant data are obtained by
changing the growth rate of the safety input of various factors. Using the principal
component analysis (PSC) analysis data to verify the accuracy of the model and
study the impact of various factors on the safety of the transportation system. The
result shows that human factors and management factors have a greater influence on
the safety of the transportation system. It is important to change the input indicators
of human factors and management factors to improve safety.

Keywords Transportation of inland river dangerous chemicals - Safety
management * System dynamics

1 Introduction

Dangerous chemicals are extremely uncertain and dangerous during production and
transportation [1]. There is a huge amount of energy stored in hazardous chemicals.
People use energy to achieve production purposes. If the energy is out of control it
will inevitably cause accidents.

Research on the transportation of hazardous chemicals is mostly based on land
transportation [2]. Compared with road and rail transportation, inland rive transporta-
tion has the advantages of large transportation volume environmental protection and
low transportation cost.
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Inrecent years, with the development of direct transportation between the river and
the sea, the number of dangerous chemical vessels has increased rapidly. However,
there are few studies on water transportation.

System dynamics has inherent advantages for solving complex problems. At
present, system dynamics is widely used in the research of urban economic develop-
ment enterprise management energy issues and other fields. And system dynamics
solves problems by establishing mathematical models.

2 System Dynamics Model of Inland River Hazardous
Chemicals Transportation System

According to the reference [3], the influencing factors of hazardous chemicals road
transportation are people, mechanical equipment, environment, management, and
hazardous chemicals. This work also considers the factors that affect the safety of
the ship. So the factors affecting the safety of the inland river chemical transportation
system are roughly divided into six parts: ship factor, chemical factor, human factor,
equipment factor, environmental factor, and management factor.

In order to construct the dynamic flow chart and system dynamics equation of
inland river hazardous chemicals transportation system, the following representative
relevant variables were selected:

System: in this article refers to the system security level indicator (FTgt).

Ship factors: ship factor safety index (Tgt1), ship factor contribution rate to system
safety level (C1), ship factor influence rate (referring to positive impact) (I1), ship
factor attenuation rate (D1), ship factor safety level added value (E1), the growth rate
of ship factor safety investment (Z1), ship factor safety input level (P1).

Chemical factors: Chemical factor safety index (Tgt2), chemical factor contri-
bution rate to system safety level (C2), chemical factor influence rate (referring
to positive impact) (12), chemical factor attenuation rate (D2), the added value of
chemical factor safety level (E2), a growth rate of chemical factor safety input (Z2),
chemical factor safety input level (P2).

Human factors: Human factor safety index (Tgt3), human factor contribution
rate to system security level (C3), human factor influence rate (referring to positive
impact) (I3), human factor attenuation rate (D3), human factor safety level Added
value (E3), human factor safety investment growth rate (Z3), human factor safety
investment level (P3).

Equipment factors: equipment factor safety index (Tgt4), equipment factor contri-
bution rate to system safety level (C4), equipment factor influence rate (referring to
positive influence) (I4), equipment factor attenuation rate (D4), equipment factor
safety level Added value (E4), equipment factor safety investment growth rate (Z4),
equipment factor safety investment level (P4).

Environmental factors: environmental factor safety index (Tgt5), environmental
factor contribution rate to system safety level (C5), environmental factor impact rate



Research on Safety Management of Inland River ... 99

(referring to positive impact) (I5), environmental factor attenuation rate (DS5), envi-
ronmental factor safety level Increased value (E5), the growth rate of environmental
factor safety investment (Z5), level of environmental factor safety investment (P5).
Management factors: management factor safety index (Tgt6), management factor
contribution rate to system security level (C6), management factor influence rate
(referring to positive influence) (I6), management factor decay rate (D6), manage-
ment factor safety level Added value (E6), the growth rate of safety investment of
management factors (Z6), level of safety investment of management factors (P6).

3 System Dynamics Simulation

In this work, we construct a causality diagram of the main information of the system
as shown in Fig. 1 according to the six main influencing factors analyzed in the
second part. Positive polarity means positive feedback and negative means negative
feedback [4].

The system dynamics equations of the inland river hazardous chemicals trans-
portation system are as follows:

Tgtl. X =Tgtl.G+ (M) x Tgtl.G x (I11.GX — D1.GX);
Tgt2. X =Tgt2.G+ (M) x Tgt2.G x (I12.GX — D2.GX);
Tgt3.X =Tgt3.G+ (M) x Tgt3.G x (I13.GX — D3.GX);
Tgtd.X = Tgtd.G + (M) x Tgt4.G x (14.GX — D4.GX);
Tgt5.X =Tgt5.G+ (M) x Tgt5.G x (I5.GX — D5.GX);
Tgt6.X =Tgt6.G + (M) x Tgt6.G x (16.GX — D6.GX);
P1.X=P1.G+ (M) x P1.G x (Z1.GX);,

equipment factor level

+
environmental factor level

5
S V4
ship factor ma\ Q
safe investment M’/ //_‘ o
\\“‘“;:——bhmm factor level / e

e

management factor level
&

~

chemical factor level

Fig. 1 System causality diagram
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P2.X = P2.G+ (M) x P2.G x (Z2.GX);
P3.X = P3.G+ (M) x P3.G x (Z3.GX);
P4.X = PA4.G+ (M) x P4.G x (Z4.GX);
P5.X = P5.G+ (M) x P5.G x (Z5.GX);
P6.X = P6.G + (M) x P6.G x (£26.GX);
STgt. X =C1l xTgtl. X +C2xTgt2. X+ C3
x Tgt3.X +C4 x Tgtd. X + C5
x Tgt5.X +C6 x Tgt6.X
(CI1+C2+C34+C4+C5+C6=1);
I1.XJ =Z1 x (P1.X); 12.XJ = Z2 x (P2.X);
13.XJ =73 x (P3.X); 14.XJ = Z4 x (P4.X);
I5.XJ =275 % (P5.X);16.XJ = Z6 x (P6.X);

The system dynamics simulation diagram is shown in Fig. 2.

/—ll 12
b B—— e o P2 72

Fig. 2 System dynamics simulation flow
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4 Simulation Input and Result Analysis

This article refers to references [4—6] and other documents and makes minor adjust-
ments. Finally, the initial values are set as follows, and the numerical order corre-
sponds to the human factor, equipment factor, and environmental factor, management
factor, shipping factor, chemical factor. The initial value of the safety level index of
each factor is taken as (75, 80, 80, 75, 80, 75). The initial value of the safety input
to each factor is 1 and the contribution rate of each factor to the system safety level
is (0.4, 0.05, 0.1, 0.3, 0.1, 0.05). The simulation step duration is 1 month.The decay
rate of the safety level of each factor is (0.04, 0.01, 0.01, 0.04, 0.005, 0.005) and
the growth rate of the safety input of each factor is taken as (0.2, 0.2, 0.2, 0.2, 0.2,
0.2).The influence coefficient of each factor (referring to the positive influence on
the safety level of this factor) is (0.012, 0.015, 0.006, 0.02, 0.005, 0.006) and the
target index value of the system safety level is set as 99.

Firstly, input the dynamic equations and the initial values in Vensim_PLE.
Secondly, run the simulation. Finally, get the value change of the system safety
level as shown in Table 1.

It can be seen from these data that the increase of safety investment will cause an
increase in various factors and will surely cause the rise of the system safety level. It
is necessary to further increase the safety investment of each factor to further increase
the safety level of the system. However, the safety level value will show a downward
trend within a certain period and then gradually increase when increasing the safety
investment to increase the system safety level. So the system can be dynamically
evaluated. From Table 1, the value of the safety level index is 75.75 in the first
month. It means that the safety state of the system is in a bad state and the safety
level index of the system shows a downward trend. Because the initial input value
is low and the decay rate of each factor is high. It also shows a downward trend
after further increasing the safety input. The reason is that the system has a detention
effect. With the further increase of the safety input of each factor, the safety level
index of the system shows an upward trend due to the increase of the base number.
The safety level index has exceeded the design index at the beginning of December
so it can be considered that the safety status of the system is in a good state. At
this time, the safety investment can be appropriately reduced according to the actual
situation. Table 2 shows the values of safety level indicators of each factor.

The input growth rate of each factor will be changed in turn to further analyze
the degree of influence of the input level of each factor on the system security level.
For the first time, the input growth rate of chemical factors is changed to 0.4 and the
rest unchanged. For the second time, environmental factors are changed and the rest
unchanged. From the third time to the sixth time, human factors, equipment factors,
management factors, and ship factors are successively changed. The values of the
changed system safety level indicators are shown in Table 3 and Fig. 3.

The input growth rate of each factor will be changed in turn to further analyze
the degree of influence of the input level of each factor on the system security level.
For the first time, the input growth rate of chemical factors is changed to 0.4 and the
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Fig. 3 System security level System safety level index value
indicator composite map
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rest unchanged. For the second time, environmental factors are changed and the rest
unchanged. From the third time to the sixth time, human factors, equipment factors,
management factors, and ship factors are successively changed. The values of the
changed system safety level indicators are shown in Table 3 and Fig. 3 (Tables 4 and
5).

Calculate the percentage of the total variance explained by each principal
component.

It can be seen from the Table 6 that the proportion of the first principal component
15 99.6135% so the first principal component can fully reflect the original data infor-
mation. The percentage of each element in the first principal component is shown in
Table 7 and described by the Pareto chart.

Table 4 Principal components

0.3193 — 0.4033 —0.3140 0.7235 0.3360 — 0.0200
0.3209 —0.3947 0.6681 —0.0943 0.0169 —0.5345
0.5596 0.5478 0.1204 0.3446 — 0.5035 —0.5345
0.3202 — 0.3984 0.2274 —0.1789 — 0.1377 0.7976
0.5114 0.3568 -0.0821 - 0.3771 0.6792 0.0289
0.3433 —0.3088 -0.6182 — 04179 —0.3912 — 02772

Table 5 Variances
1.7437 0.0068 10.0000 0.0000 0.0000 0.0000

Table 6 Percentage of total variance explained by each principal component
99.6135 10.3865 0.0000 0.0000 0.0000 0.0000
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Table 7 Percentage of each element in the first principal component
13.4459 13.5133 23.5651 13.4838 21.5354 14.4566

1 100%
 90%
1 80%
70%
1 60%
50%
1 40%
1 30%
1 20%
110%

variance explainde(%)

3 5 6 E3 t 0%
principal component

Fig. 4 Pareto chart

Itcan be seen from Fig. 4 that the third element has the highest proportion, followed
by the fifth element, and the other elements have a relatively small percentage.
According to the data in Table 3, the third element corresponds to human factors and
the fifth element corresponds to management factors. Therefore, the first principal
component contributes to the system security level. It is necessary to strengthen the
inspection of management defects increase training efforts and control human error
to improve the safety management of hazardous chemical transportation systems.

5 Conclusion

Based on the hazard evaluation method and the theory of system dynamics method,
this work analyzes the influence of the input growth rate of the ship factor chemical
factor human factor management factor equipment factor and environment factor on
the system safety level by using the principal component analysis method. It provides
a new theory and practice method of system dynamics safety assessment for inland
river hazardous chemical transportation. Through the analysis of this paper, we get
the following conclusions:

(1) SD modeling method can connect the relationship and interaction between
different parameters in the system through its related feedback loop. The
analysis process is simple and direct. It improves the analysis efficiency.

(2) Itis easy to find out which factor is most important by improving the tradi-
tional static source static assessment method through principal component
analysis. Through analysis, we can find that the two elements of personnel and
management are very important in improving the safety management process.

(3) The established system dynamics model uses the contribution rate to connect
the value of each input factor safety level index with the value of the total
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system safety level. It adjusts the safety management level by adjusting the
input growth of each factor.

In summary, through the safety analysis of the inland river hazardous chemicals
shipping system, human factors and management factors could change the safety
trend when environmental safety deteriorates. The use of system dynamics methods
could improve the safety effect and provide a scientific basis for safety practice.
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Abstract Three concrete mixes with different water-to-binder ratios and dosages
of cement replacement materials (fly ash and slag powder) were exposed to alter-
nate carbonation and freezing—thawing actions. The compressive strength, dynamic
elastic modulus and mass of all specimens were measured and analyzed, also
compared to the results obtained from the carbonation-only and freezing—thawing-
only cases. Test data show that the relative compressive strength, the relative dynamic
elastic modulus and the mass of concrete specimens exposed to carbonation-only
cases increase with the carbonation time due to sufficient carbonation reaction,
whereas they decrease with the corresponding testing time whenever they are exposed
to freezing—thawing-only cases or alternate regimes. Additionally, under the same
freezing—thawing numbers, the concrete specimens exposed to alternate regimes have
slightly higher relative compressive strength, lower relative dynamic elastic modulus
and larger mass loss than that exposed to freezing—thawing-only cases. Based on the
obtained dynamic elastic modulus from the above different environmental cases, a
damage mechanics fitting model of concrete considering alternate carbonation and
freezing—thawing actions were established with high reliability.

Keywords Concrete  Alternate carbonation and freezing—thawing actions *

Relative compressive strength « Relative dynamic elastic modulus - Mass -
Damage mechanics fitting model

1 Introduction

In concrete industry, more and more researchers realize that the deterioration of
concrete cannot be really reflected just by simulating the single environmental factor
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in laboratory [1-3]. Therefore, some research efforts have begun investigating the
concrete deterioration process considering the combined actions of various factors.
Ramezanianpour et al. developed an environmental chamber to simulate tide cycles,
and investigated the microscopic and mechanical properties of ordinary concrete
exposed to CO, gas, saline water, and the combination of CO, gas and saline
water by an accelerated test method [4]. David et al. proposed a numerical approach
TransChlor to stimulate the realistic microclimatic conditions, and investigated the
transportation phenomena of various substances in concrete [35, 6].

In cold regions, the reinforced concrete structures always subject to the coupling
damage actions of freezing—thawing and CO; gas in their surrounding environment.
The material and structural integrity of concrete are seriously affected by the actions
of freezing—thawing [7], and CO, gas destroys the high pH environment of concrete
pore solution which protects the steel bars of reinforced concrete from corrosion [8].
Therefore, the durability of concrete subjected to the combined actions of carbonation
and freezing—thawing is important and needs to be studied.

Xiao et al. measured the mass loss rate and relative dynamic elastic modulus of
concrete specimens subjected to alternate freezing—thawing and carbonation actions,
showing that their combined actions accelerated the concrete damage [9]. Zhao et al.
investigated the durability and pore structure of concrete exposed to freezing—thawing
and carbonation in turn, showing that carbonation improved the freezing resistance of
concrete in the early period, but the trend was reversed in the later period [10]. Jiang
etal. investigated the frost and carbonation resistance of concrete with different water
to cement ratios and fly ash contents under alternate freezing—thawing and carbon-
ation actions, showing that the carbonation depth of concrete under the alternate
actions didn’t follow a square root-of-time trend, also increased faster with alternate
times [11].

From the above research efforts, it was found that the present experimental
approaches on the alternate actions between freezing—thawing and carbonation were
significant different, such as the sequences of test procedures, the duration time of
each test, and the conditions of each test etc. Generally, the freezing—thawing test
was always conducted at first in most previous research works, i.e. the concrete spec-
imens had already been damaged before the carbonation test. This paper proposed
an opposite experimental approach, i.e. the carbonation test was conducted at first,
and then followed by the freezing—thawing test to simulate the coupling effect of
carbonation and freezing—thawing. It is believed that the new sequence of testing
procedure reflects the real environment concrete experiences, since the hydration
procedure and calcium hydroxide content at the surface of concrete trigger carbona-
tion before freezing—thawing happens [12]. Moreover, the damage mechanics fitting
model of concrete exposed to alternate carbonation and freezing—thawing actions is
attempted to propose based on the relationship developed from the test results of
single environmental factors.
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Table 1 Mix proportions of concrete

Code |my/mp |Sandratio (%) | Mix proportions (kg/m3)

Cement FA |SP |Water |Sand | Stone
Cl 0.44 42.7 340 0 0 150 850 1140
C2 0.42 429 293 52 |0 145 840 1120
C3 0.40 42.8 253 55 |55 |145 832 1110

FA fly ash, SP slag powder

2 Materials and Experimental Methods

2.1 Materials

Commercially available ordinary Portland cement (PO 42.5R) is used as binder
in concrete, which satisfies the Chinese standard GB 175-2007 specification. Fly
ash (FA) conforms to the category of Class F Grade I in the Chinese standard
GB/T 1596-2005 specification. Slag powder conforms to the category of S95 in the
Chinese standard GB/T 18046-2008 specification. The fine aggregate is unwashed
ordinary natural sand, and its fineness modulus is 2.6, equivalent to medium sand,
and conforms to gradation zone 2 in the Chinese standard GB/T 14684-2011 spec-
ification. The coarse aggregate is unwashed crushed limestone, which nominal size
is 5-25 mm and apparent density is 2.821 g/cm?, conforms to the requirements of
coarse aggregate in the Chinese standard GB 14685-2011 specification. The chemical
admixture is polycarboxylates high performance water reducing agent. The mixing
water is ordinary tap water.

2.2 Mix Proportions

Three concrete mixes were used to investigate the effect of alternate carbonation and
freezing—thawing actions on mechanical properties of concrete, their mix proportions
were shown in Table 1.

2.3 Casting and Curing

Different size concrete specimens were casted in the moulds according to the above
mix proportions. The cube specimens measuring 100 x 100 x 100 mm were used
to determine the compressive strength, and the prism specimens measuring 100 x
100 x 400 mm were used to measure the mass and dynamic elastic modulus. These
specimens were demolded after 24 h, and all of them were left to cure in standard
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curing chamber (20 = 2 °C and more than 95% relative humidity) for 56 days to
start the relevant tests.

2.4 Experimental Methods

Based on the test procedures on carbonation-only and freezing—thawing-only cases in
the Chinese standard GB/T 50082-2009 specification, the experimental approaches
on alternate carbonation and freezing—thawing actions were as follows: the carbona-
tion test was conducted first after the concrete specimens were dried in an oven at 60
°C for 48 h, and exposed to the environment of 20 &= 3% CO, concentration, 20 £ 2
°C temperature and 70 £ 5% relative humidity for 7 days. Then, the specimens after
carbonation test were immersed in water at 20 &= 2 °C for 4 days, then were left in the
apparatus of freezing—thawing cycles, where the lowest freezing temperature was —
18 £ 2 °C, and the highest thawing temperature was 5 + 2 °C. The time of every
freezing—thawing cycle was about 3.5 h, and the corresponding cycle numbers were
50 (equivalent to 7 days). Then the compressive strength, mass and dynamic elastic
modulus of concrete specimens were measured at each of the 6 times alternate.

3 Results and Discussions

3.1 Relative Compressive Strength of Concrete Exposed
to Different Environmental Actions

Figure 1 showed that the relative compressive strength of concrete specimens
exposed to carbonation-only cases increased with the carbonation time, largely due
to carbonation leaded to the formation of important carbonation product (CaCO3)
[4]. However, the relative compressive strength of concrete specimens exposed to
freezing—thawing-only cases or alternate carbonation and freezing—thawing actions
decreased with the corresponding testing time. Under the same number of freezing—
thawing cycles, concrete specimens exposed to alternate regimes had slightly higher
relative compressive strength than that exposed to freezing—thawing-only cases, espe-
cially at the early testing ages. This indicated that alternate actions did not degrade
the concrete continuously like freezing—thawing-only cases, and 7 days’ carbonation
would have a repairing effect on the strength loss of concrete after every 50 freezing—
thawing cycles through carbonate deposition onits pores [13]. Therefore, carbonation
improved the strength property of concrete [14, 15] degraded by freezing—thawing
cycles. But it was worthy to note this effect reduced gradually with alternate repe-
titions, partially due to the narrowed pore structure in which carbonation filling
exacerbates the freezing—thawing action.
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Fig. 1 Relative compressive strength of concrete exposed to different environmental actions

3.2 Relative Dynamic Elastic Modulus of Concrete Exposed
to Different Environmental Actions

Figure 2 showed that the relative dynamic elastic modulus of concrete specimens
exposed to carbonation-only cases increased with the carbonation time due to suffi-
cient carbonation reaction. However, the relative dynamic elastic modulus of concrete
specimens exposed to freezing—thawing-only cases or alternate carbonation and
freezing—thawing actions decreased with the corresponding testing time. Under the
same number of freezing—thawing cycles, the relative dynamic elastic modulus of
concrete specimens exposed to alternate regimes was lower than that exposed to
freezing—thawing-only cases. With the extension of alternate repetitions, the relative
dynamic elastic modulus decreased sharply, especially for C3 specimens. This could
be due to concrete shrinkage occurred when CO, gas penetrated into concrete and
polymerized the silicate chains in C—S—H (which could decrease the volume, and
consequently caused cracks) [16]. Building on the micro cracks caused by carbon-
ation shrinkage, the freezing—thawing cycles contributed to their development, and
yielded more microfractures [17]. Therefore, the alternate actions between carbon-
ation and freezing—thawing cycles accelerated the frost damage of concrete, i.e.
reduced the frost resistance of concrete.
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Fig. 2 Relative dynamic elastic modulus of concrete exposed to different environmental actions

3.3 Mass Change of Concrete Exposed to Different
Environmental Actions

Figure 3 showed that the mass of concrete specimens exposed to carbonation-only
cases increased slightly with the carbonation time. C2 specimens showed the largest
mass increase, C3 specimens were the next, while C1 specimens were the least
in mass increase. Some research results showed that the solid phase volume after
carbonation increased 12—17% compared to its Ca(OH), volume, and led to a more
compact concrete [18]. Moreover, the mass loss of concrete specimens exposed to
freezing—thawing-only cases or alternate carbonation and freezing—thawing actions
increased with the corresponding testing time. Under the same number of freezing—
thawing cycles, the mass loss of concrete specimens exposed to alternate regimes
was larger than that exposed to freezing—thawing-only cases. This indicated that the
alternate actions between carbonation and freezing—thawing cycles accelerated the
appearance damage of concrete.



Mechanical Properties of Concrete Under the Alternate ... 115

Carbonation time (Days)
0 7 14 21 28 35 42 49 56 63 70 77 84

77T T T T T
0.2- .
J i .,.-:.f.'.‘.-z'::-':(_'\‘-:_:ﬁ' L
0.0 4 -::@'-.-.-ﬁ::-:=ﬁ:-=-a=== Besseffrerndyeea Lo
| B, --_i\.\.. ‘E‘H i
0.2 ~ ﬁ\ 2 N"-.
= 1 \{'---.'_' e .
S -0.4 1 Nog it T '_'_-_-;ﬁ_ ™
o . A\ TE R
D g e N - ., B,
b A A B RO
. ~R B
O .0.8 - ‘ o S
@ | \\ B
© \ N
= '1'0"_ NN
4.2 | —®— C1(Carbonation+Freeze-thaw cycles) '
| —e— C2(Carbonation+Freeze-thaw cycles) N §
-1.4 4 —&— C3(Carbonation+Freeze-thaw cycles) '--5
{ --&-- C1(Carbonation) & C1(Freeze-thaw cycles)
-16 4 --O-- C2(Carbonation) & C2(Freeze-thaw cycles)
Z-- C3(Carbonation} % C3(Freeze-thaw cycles)
-1.8

I A LA L. L AL L L L
0 50 100 150 200 250 300 350 400 450 500 550 600
Numbers of freeze-thaw cycles

Fig. 3 Mass change of concrete exposed to different environmental actions

4 Damage Mechanics Fitting Model of Concrete Exposed
to Alternate Carbonation and Freezing-Thawing Actions

According to the concept of macroscopic phenomenological damage mechanics [19],
the damage variable of concrete could be expressed as follows:

E,
D=(1-—5)x100 (1)

d

where D is the damage variable of concrete after certain deterioration actions; E é, is
the dynamic elastic modulus of concrete after these deterioration actions; Eg is the
dynamic elastic modulus of concrete before these deterioration actions.

4.1 Damage Mechanics Fitting Model of Concrete
Jor Carbonation-Only Cases

The damage values of concrete exposed to carbonation-only cases were calculated
via the above Eq. (1). Based on the damage data, a damage mechanics fitting model
of concrete for carbonation-only cases was established as a logarithm expression,
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Table 2 Parameter 2
calibration values of the Code Ge be R
damage mechanics ﬁtting C1 — 1.6175 2.5987 0.9761
model of concrete for C2 — 1.1346 2.2320 0.9068
carbonation-only cases c3 — 12072 25418 0.9396

and actually it was a negative damage.

D =a.In(t) + b. 2)

where D is the damage values of concrete after # days’ carbonation; ¢ is the carbonation
time; a. and b, are the fitting parameters, which could be determined via regression.

Table 2 showed that all of the R-square values of the fitting equations were 0.91
or more, which indicated an excellent correlation between carbonation time and
concrete damage.

4.2 Damage Mechanics Fitting Model of Concrete
for Freezing—Thawing-Only Cases

Similarly, the damage mechanics fitting model of concrete for freezing—thawing-only
cases was established as a binomial expression.

D=ayN*+byN +c; 3)

where D is the damage values of concrete after N freezing—thawing-only cycles; N is
the number of freezing—thawing-only cycles; ay, by and ¢y are the fitting parameters,
which could be determined via regression respectively.

Table 3 showed that all of the R-square values of the fitting equations were 0.97
or more, which indicated an excellent correlation between the number of freezing—
thawing-only cycles and concrete damage.

Table 3 Parameter calibration values of the damage mechanics fitting model of concrete for
freezing—thawing-only cases

Code ar by cf R?

Cl1 0.000004 0.0428 0.3667 0.9977
C2 0.000090 —0.0071 4.1861 0.9711
C3 0.000070 0.0499 0.5536 0.9881
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4.3 Damage Mechanics Fitting Model of Concrete Exposed
to Alternate Carbonation and Freezing—Thawing Actions

Considering the relationship between the damage values of concrete exposed to
alternate regimes and those exposed to carbonation-only and freezing—thawing-only
cases, a multivariable linear function could be fitted through the obtained data.

Desg=keDe+kfDy +k “)

where k. is the carbonation impact factor; &y is the freezing—thawing impact factor;
k is the test constant; D, Dy and D are defined as below, with i stands for the time
of alternate repetition and O stands for the original strength. The fitted parameters
were shown in Table 4.

e E). M Bl ] B 1— E) s ]
Eq, Eq Ej cas
1 _ i _ E;,f 1 _ Eiﬁc&f
D. = E. | Df = EQ ’ DC&f = EQ car &)
n n n
1_E‘dc 1 Ed,f 1 Ed,c&f
0 50 )
- Ed.,C - L Ed,f _ L Ed,c&f _

Table 4 showed all of the R-square values of this damage mechanics fitting model
were 0.98 or more, which indicated an excellent correlation among the carbonation
time, the number of freezing—thawing cycles and concrete damage under alternate
regimes. The completed damage mechanics fitting model of concrete exposed to
alternate carbonation and freezing—thawing actions could be expressed as:

{DC&JPZO IZO,NZO (6)
Dc&f = kc[ac ln(t) + bc] + kf[asz + be + Cf] +kt> 0, N >0

The significant test of the above equation was conducted via the F test statis-
tics. Table 5 showed this damage mechanics fitting model of concrete was signif-
icant, i.e. the development of concrete damage under alternate carbonation and

Table 4 Parameter calibration values of the damage mechanics fitting model of concrete for
alternate carbonation and freezing—thawing actions

Code ke ky k R?

Cl —0.287 1.058 —0.417 0.999
c2 —3.833 1.090 —0.765 0.986
C3 —3.586 2274 —6.346 0.983
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Table 5 Significant test Code cl 2 3

results of the damage

mechanics fitting model of F 1361.191 105.742 84.679
concrete for alternate Sig 0.000 0.002 0.002

carbonation and

freezing—thawing actions

freezing—thawing cycles could be described via the data of concrete damage from
the corresponding single environmental factors.

5 Conclusions

An experimental research on the influence of alternate carbonation and freezing—
thawing actions on the mechanical properties and frost resistance of concrete
was conducted. Through comparison with the experimental results obtained from
carbonation-only and freezing—thawing-only cases, the following conclusions were
reached:

ey

2

3

The effect of carbonation on mechanical properties of concrete is complicated.
Carbonation contributes to more compactness of concrete, whereas yields
micro cracks at the surface of concrete due to carbonation shrinkage. This
contributes strength increase at the early stage, but deteriorates quickly at later
freezing—thawing cycles. Overall, the damage of concrete exposed to alter-
nate carbonation and freezing—thawing actions is larger than that exposed to
freezing—thawing-only cases.

The variation of relative dynamic elastic modulus and mass loss of concrete
exposed to alternate carbonation and freezing—thawing actions is different
with that of relative compressive strength. This indicates that these cracks
or microfractures caused by carbonation are extremely small, which don’t
yield adverse effect on the compressive strength of concrete at early stage, but
increase the frost damage and appearance damage of concrete by the expansion
of cracks from the surface to interior.

A damage mechanics fitting model of concrete exposed to alternate carbonation
and freezing—thawing actions is expressed as a multivariable linear function, in
which two independent variables (carbonation time and number of freezing—
thawing) are taken into consideration.
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Research on the Top-Level Design m
of Urban Road Intelligent Promotion i

Jin-dong Zhou

Abstract With the rapid development of the city, urban traffic congestion has
become one of the main social problems. The development of urban intelligent trans-
portation is an important solution. As an important carrier of intelligent transporta-
tion, urban road has gradually become the focus of urban development. By studying
the development process of urban road intelligence, summarizing the development
stages and achievements at home and abroad, combining with the latest Internet of
things, cloud computing, big data, mobile Internet and other technologies, this paper
puts forward the core development concept and overall framework of urban road
intelligence promotion, and takes the middle high tech road of Zhangjiang Science
City in Shanghai as an example to design the application scheme.

Keywords Urban road -+ Wisdom improvement - Top level design + Application
scheme

1 Introduction

In May 2017, the national development and Reform Commission of the Ministry of
housing and urban rural development issued the 13th five year plan for the construc-
tion of national urban municipal infrastructure [1], which proposed to promote the
intelligent construction of municipal facilities and improve the level of safe opera-
tion management, including the improvement of urban road intelligence, the estab-
lishment of information interaction mechanism between road facilities and traffic
subjects, and the improvement of traffic efficiency. According to the investigation
of relevant literature, the intelligent improvement of urban municipal road proposed
this time belongs to a new concept. Although the planning puts forward the devel-
opment goal and vision, it does not explain the composition and Realization of the
intelligent improvement of urban road in detail. Therefore, specific research is still
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needed on how to carry out the intelligent improvement of urban municipal road to
provide guidance for future planning and implementation.

2 An Overview of the Development Stage of Road
Intelligence

2.1 Proposal of Intelligent Highway

Similar concept of road intelligent appeared in 1994. At the first world Intelligent
Transportation Conference held in Paris, scholars and entrepreneurs from the West
jointly discussed the current situation and future of intelligent transportation system.
Among them, the intelligent highway has attracted great attention, and has gradually
obtained huge funds for development in some countries. In 1995, the first Interna-
tional Conference on Intelligent roads and intelligent road exhibition were also held
in Paris [2], France. Road traffic intelligence became an important development field
of intelligent transportation.

2.2 Sustainable Development of Intelligent Highway

Combing the development of Intelligent Highway in foreign countries, we can see
that the overall development of foreign countries is earlier, and now it has become
a system, which has been explored and implemented in all aspects of the highway,
and has preliminarily realized the intelligent highway management. For example,
the United States first built an automated intelligent road in Southern California
in 1997, the Smartway project in Japan in 2003, the smart in car project in Eind-
hoven, the Netherlands in 2006, and the E4 intelligent road in Sweden in 2008. By
2015, Michigan intelligent road was built [3], forming a continuous generation and
continuous development of technology.

Compared with foreign countries, the intelligent development of domestic roads
started nearly 10 years later, but the development after the 12th Five Year Plan is very
rapid, and the construction of intelligent roads has been carried out in major cities in
China. For example, in 2006, wankai intelligent highway was first built in Chongqing
[4], and then intelligent highway construction was gradually promoted in Yunnan,
Zhenjiang, Yangzhou, Anji, Haimen, Xuzhou, Changzhou and other cities. In addi-
tion, planning guidance documents at the national level have formed a relatively
complete construction system.

Combined with the detailed cases of 19 smart roads at home and abroad, the main
function of smart roads is to improve the “Safety + efficiency” of roads through
information technology. The specific functions are summarized as follows (Fig. 1):
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Fig.1 Summary of intelligent function of highway

(1) Road network operation monitoring

(2) Road flow monitoring

(3) Accident early warning and emergency disposal
(4) Command, dispatch and patrol

(5) Road travel information service

(6) Electronic toll service

2.3 Organization Structure System of Highway Intelligence

The intelligent highway architecture consists of six core functions, which are
distributed in 11 specific applications. The data is collected by the collection terminal
and transmitted to the data analysis center by the wireless communication system.
The analysis results are transmitted to the external through various release termi-
nals, and finally serve the management department and driver users. The specific
organizational structure system is shown in Fig. 2.

2.4 Proposal and Development of Urban Road Intelligent

The 13th five year plan of national urban municipal infrastructure construction issued
by the national development and Reform Commission of the Ministry of housing
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and urban rural development clearly proposes to promote the intelligent construc-
tion of municipal facilities and improve the level of safe operation and manage-
ment, including the improvement of road intelligence, the establishment of infor-
mation interaction mechanism between road facilities and traffic subjects, and the
improvement of traffic efficiency.

In China, Qiaoxiang road [5] in Shenzhen has been used as a specific application
of road intelligent transformation. Qiaoxiang road is an important urban trunk road
in the east—west direction of Shenzhen. The project crosses the two central districts
of Futian and Nanshan, and undertakes the function of east—west traffic connection
of Futian and Nanshan, and the traffic conversion function of South-North roads in
Shenzhen. At present, the intelligent road reconstruction project has been imple-
mented. With the help of the Internet of things, big data, artificial intelligence and
other new generation information technology, the intelligent carrier of urban traffic
information collection and release with data as the core has been constructed to
realize the quality of road service, scientific management and efficient operation.

3 Top Level Design

3.1 Object Interpretation

3.1.1 Characteristics of Urban Road Development

The overall traffic environment of urban roads is complex, and the factors to be
considered from the perspective of road intelligent transformation are more diverse.
The main problems faced by urban roads are summarized as follows:
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(1) Increase in public travel time poor travel timeliness

Many cities in our country are very congested during the rush hour of going to work.
The problem of traffic jam has seriously increased the cost of economic transportation
and affected the economic construction.

(2) Traffic congestion and frequent accidents

Traffic emergency response is the traffic management department in an emergency,
through the emergency plan for emergency personnel and vehicles to ensure orderly
rescue, reduce losses. The reasons for the slow response of traffic incidents are
the slow information collection, slow decision-making and inadequate information
release.

(3) Backward traffic management means—difficult law enforcement

Due to the backward traffic management means, a large number of police and
manpower are needed to be deployed on the scene. It wastes a lot of manpower
and financial resources to collect and process the traffic scene information.

(4) Environmental impact of road traffic—high noise emissions

The increase in the number of cars leads to another problem is the environmental
impact. In the context of increasingly serious noise and air pollution, only compre-
hensive control and improvement from all levels of urban road traffic can reduce the
impact on the environment.

Compared with highway, urban road has a big difference in design concept. The
main service object of highway is motor vehicle, so the classification of highway
mainly considers the size of traffic volume, while the technical index mainly considers
the load and power of automobile, reflecting the concept of “vehicle oriented”’; while
urban road is located in densely populated and densely populated areas, its service
objects include motor vehicles and non motorized vehicles Motor vehicles and pedes-
trians, especially people’s comfort and safety. The characteristic environment of
highway design is closed, motor vehicle passing, no pedestrian participating and fast
transportation, while the characteristic environment of urban road design is mixed
traffic mode, composite function and urban environmental factors (Fig. 3).

3.1.2 The Core Development Concept

Urban road is composed of four elements: human, vehicle, road and environment.

(1)  Person: including traffic participants (drivers, pedestrians) and traffic managers
(relevant departments, traffic police, etc.).

(2)  Vehicles: including motor vehicles (cars, buses, buses, trucks, special vehicles,
etc.) and non motor vehicles (bicycles, electric vehicles, etc.).

(3) Road: including roads (pavement, lane section, etc.), signs and markings and
ancillary facilities (bus stops, street lamps, well covers, etc.)
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Fig. 3 The difference between highway and urban road

(4) Environment: including hard environment (noise, climate, energy consump-
tion, etc.) and soft environment (road operation management), etc.

The intelligent promotion of urban road should fully consider the actual needs
of various elements, from how to form a system, how to be consistent with the
development goals of the city and traffic, so as to achieve the coordination and
overall improvement of various elements.

The core function framework of intelligent promotion of urban road is expanded
and deduced on the basis of smart highway, and other functions are expanded based
on the function of smart highway with strong correlation, combining with the char-
acteristics and needs of urban road. The core of intelligent promotion of urban road
is expanded from “security + efficiency” of highway to “security 4 efficiency +
environmental protection”, fully considering the characteristics of various elements
of urban road. The detailed deduction structure is as follows (Fig. 4):

3.2 Overall Framework

The overall framework of intelligent promotion of urban roads is composed of six
modules. According to the logic relationship from the bottom to the top, they are
collection facility module, cloud computing processing module, application module,
publishing facility module and users, as well as the overall facility management and
maintenance module (Fig. 5).

3.2.1 Acquisition Facility Module
The acquisition facility is the bottom layer of the whole architecture, and its

main function is to collect peripheral basic data, which is the basis of system
analysis. At present, the main acquisition devices include ground induction coil
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Fig. 5 Overall framework of intelligent improvement of urban roads

(flow measurement), micro blog detector (speed measurement), video detector
(vehicle monitoring), RFID tag (identification), GPS (positioning), infrared sensor
(detection).
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3.2.2 Cloud Computing Processing Center

Build aroad intelligent cloud computing processing platform, realize the collection of
multi-department and multi-source data through various bottom collection facilities,
access all kinds of original data sources and processing result data from external
systems according to the transmission protocol, analyze and verify the received
data, incorporate them into the database for preservation, and support all subsequent
applications through big data cloud computing analysis. At the same time, as the
core of background management, the whole platform can analyze the traffic flow on
the road in real time, monitor the operation status of the pavement facilities in real
time, optimize the road traffic organization in real time through big data analysis,
and make the traffic management more intelligent.

3.2.3 Application Module

(1)  Security layer

It is composed of four main functions, i.e. urban road operation monitoring, road
condition monitoring, inductive early warning and facility monitoring. It is specif-
ically composed of intelligent video monitoring and analysis system, electronic
police, high-definition intelligent bayonet system, intelligent well cover monitoring
system, speed feedback system, traffic event monitoring system, luminous marking
and pedestrian inductive reminder.

(2) Efficiency layer

It is composed of five main functions: signal control, Lane adjustment, demand
management, road intelligent inspection and comprehensive information service,
specifically including traffic green belt, road guidance system, intelligent bus stop,
bus signal priority, variable lane (variable entrance lane), electronic toll system,
intelligent inspection system, HOV lane and v2x (vehicle road coordination), etc.

(3) Environmental protection

It is composed of two main functions: energy saving and emission reduction and
traffic sharing, including intelligent street lamp, bicycle flow monitoring, noise
reduction and emission reduction road and wireless charging road.

3.2.4 Release Facility Module

The release facility is the external information transmission medium in the whole
architecture. Its main function is to display the analysis results to achieve the purpose
of information transmission. At present, the main publishing devices include traffic
signal lights, electronic traffic signs, intelligent street light displays, electronic bus
stop signs display screens, dispatching center displays at all levels, mobile phones
and vehicle mounted mobile terminals.
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3.2.5 User

The service objects for the intelligent promotion of urban roads can be divided into
three categories:

(1) Service delivery management department (to G)

It provides data and decision support for traffic management departments to alleviate
traffic congestion, so as to improve traffic efficiency, provide information guidance
for people’s travel, and reduce environmental pollution.

(2) Serving the people (to C)

So that people can get fast traffic information, convenient arrangement of travel
routes, so as to improve the ability to cope with traffic congestion and traffic events,
reduce travel events and improve efficiency.

(3) Service to business (to B)

Through the data accumulation and openness of cloud platform, the data “incubation
factory” can be formed for third-party enterprises to strengthen their functions and
research and development.

3.2.6 Facility Management and Maintenance Module

Facility management and maintenance mainly includes outfield equipment main-
tenance, communication network maintenance, central hardware maintenance and
system software maintenance [6]. Through the layout of digital and intelligent infras-
tructure and related analysis technology, the track capture and tracking, information
collection and push of using facilities can be realized, and the status quo and prob-
lems of facilities can be timely understood through data return to the platform, so as
to shorten the response time for disposal to improve the management efficiency.

3.3 Main Application Scenarios

Starting from the core and framework of intelligent improvement of urban roads,
high-speed roads and branch roads respectively correspond to special application
directions. For example, high-speed roads are close to the concept of highways,
without the interference of slow traffic, and relatively closed. They are urban rapid
transportation systems; due to the small scale of the branch roads, such as signal
control, Lane adjustment, etc., the space and necessity of implementation are not
strong, so high-speed roads and high-speed roads are high-speed Roads and branches
are used as general application scenarios. The primary and secondary trunk roads
are the most important components of urban roads, and the degree of traffic mixing
is the highest, which is most suitable for the scenarios to be served by the intelligent
upgrading of urban roads, so they are taken as the key application scenarios.
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Fig. 6 Location of Gaoke
middle road

4 Application Scheme Example of Gaoke Middle Road

4.1 Necessity of Promotion

The section of Gaoke middle road (Luoshan road-s20) is located in the north area
of Zhangjiang Science City. The function orientation of Zhangjiang Science City
is to build an international first-class scientific research base, an important node of
innovation resource allocation, an innovation system and mechanism exploration
test area, and an innovation and entrepreneurship vitality science and technology
city. Gaoke middle road is an important east—west trunk road in the north area of
Zhangjiang Science City. The improvement of wisdom shows that the science city
leads the development of science and technology (Fig. 6).

4.2 Promotion Principle

(1) Combined with the construction and system of Gaoke middle road

This intelligent upgrading scheme fully combines the current situation of Gaoke
middle road opinion facilities and systems to maximize compatibility, supplement
and overall upgrade on the basis of the current situation.
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(2) Combined with background traffic flow and growth forecast of Gaoke middle
road

From the perspective of future traffic growth, the corresponding intelligent promotion
applications, such as variable lanes, can adapt to the development and change of future
traffic in advance, especially considering the traffic increment brought by the gradual
development of Zhangjiang Science City.

(3) Combined with the nature of the surrounding land of Gaoke middle road

Since the transformation involves relevant service functions and facilities landing,
the targeted transformation is carried out in full consideration of the surrounding
land use nature, such as strengthening public transport service near residential areas
and strengthening slow traffic around commercial areas.

(4) Combined with the public transportation, slow traffic and static traffic of Gaoke
middle road

Carry out a detailed investigation on the current situation of all kinds of traffic, and
put forward a targeted transformation plan based on the current situation of public
transport, slow traffic and static traffic.

4.3 Specific Plan

Combined with the above transformation principles, the intelligent transformation
scheme of Gaoke middle road is as follows: 10 specific transformation applications
+ 1 prospect application + road management cloud platform construction, and the
specific application is shown in Table 1 (Figs. 7 and 8).

5 Conclusions

Urban road construction is bound to develop in a more intensive direction, and
traditional road infrastructure will be gradually replaced by intelligent facilities.
With the progress of intelligent transportation technology, urban road construction
will develop from people’s perception of vehicles and roads to the interconnection of
vehicles and roads. The intelligent improvement of urban road is a new concept and
new direction. Relying on the information technology of the Internet of things, the
collected data are processed and combined with the use of road resources to release
the real-time information, so as to make the road operation and management more
intelligent.
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Table 1 Summary of specific application of intelligent promotion of Gaoke Middle Road

Serial No. | Application Function Facility layout
1 Intelligent video Real time monitoring, In the transformation of
monitoring system automatic vehicle search, current monitoring probe,
accurate statistics of road | intelligent analysis
traffic flow, provide elements (about 45 sets)
evidence for punishment of | are added, 3 high point
violations, timely take early | monitoring points are set,
warning measures for and background intelligent
emergencies, and video analysis system
reasonable scheduling (including analysis and
storage server) is added
2 Traffic signal intelligent | It realizes the real-time Scats control is adopted in
control system scheme selection control of | all signalized intersections
the center, realizes the
control mode of line
coordination and induction
coordination based on the
system, and achieves the
maximum traffic capacity
of the road during the
traffic peak period
3 Road traffic intelligent | Realize the function of Display screens (including
guidance system driving guidance, traffic 4 nodes of inner ring,
information release and middle ring and outer ring)
manual intervention are arranged at main
elevated entrances and
intersections, and
information transmission
system (including server
and switch) is added
4 Intelligent bus stop sign | Real time bus arrival There are 4 bus stops with

service system

forecast, instant
information release, mobile
intelligent monitoring,
multimedia information
service

relatively more bus lines:
LED real-time arrival
information display
module (13 sets),
information centralized
control module (13 sets of
components, 1 set of
system), LCD query and
advertising information
LCD screen module (13
sets), background data
management platform
(access to the bus
company)

(continued)
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Table 1 (continued)
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Serial No.

Application

Function

Facility layout

5

Intelligent well cover
monitoring system

Equipment condition
monitoring, precise
navigation and positioning,
remote monitoring, system
data analysis, background
alarm processing

At present, all manhole
covers are installed with
RFID tags (about 430),
GPS / GPRS mobile
receiving base stations
(about 11 in 500 m
receiving range),
intelligent street lamp
monitoring cameras (42
sets set at 300 m interval),
and additional monitoring
information background
management system

Intelligent street lamp
integrated management
and control system

Intelligent lighting (energy
saving), information
release, video intelligent
monitoring, WiFi hotspot

All the existing street
lamps are transformed into
intelligent dimming (about
430 intelligent dimming
elements and 64 dimming
receivers). The current
streetlights are replaced
with intelligent street lamp
poles (with control box,
about 40 lamps) at a
spacing of 300 m. The
corresponding modules are
installed according to the
needs. The display module
is installed at important
intersections and bus stops,
and the monitoring module
is installed in combination
with the intelligent well
cover system

Variable lane

Make full use of road
resources to relieve
directional traffic pressure

Scope: Jinke road to tanglu
Road, reconstruction of
ground marking (about

5.5 km), variable sign
system gantry (8 sets),
timing controller (8 sets)

(continued)
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Serial No. | Application Function Facility layout
8 Luminous zebra The self luminous zebra Important trunk road
crossing, pedestrian crossing line can store intersections and
induction signal lamp energy in the daytime and | pedestrian crossing places
emit light at night to ensure | (Keyuan Road, Jinke road
the safety of pedestrians; and Zhangdong Road
the pedestrian crossing intersection), luminous
sensor will send out zebra crossing line (about
different voice prompts and | 4 km), pedestrian crossing
warnings in different states | sensors (12 sets)
of traffic lights to ensure the
safety of crossing the street
9 Speed feedback system | Speed real-time Microwave speed
monitoring, prompt measuring radar device can
overspeed information, be set in combination with
automatic speed the current electronic
measurement, intelligent police, and solar power
display, not affected by the | supply mode is selected,
weather, traffic flow and (6 locations) are set at
auxiliary statistics the access viaduct
10 Bicycle flow counting | Bicycle traffic counting, Considering the
system behavior data collection, surrounding residential
understanding of travel concentrated travel area,
habits, data analysis / bicycle flow counting
release / sharing, promotion | display is installed at the
of green travel section of non motorized
lane at main intersection (4
places)
11 Vehicle road Road safety service, The running vehicles are

coordination (Prospect
of unmanned driving)

automatic parking service,
emergency vehicle yield,
automatic car following
service, unmanned driving
(prototype)

equipped with RFID, GPS,
vehicle and roadside
camera monitoring system,
D2D information
transmission and sharing
system, and roadside
network transmission base
station
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Fig. 8 Design sketch of intelligent promotion of Gaoke middle road—Intersection
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Abstract Red light Running (RLR) violation remains as an important road
safety concern at urban intersections. Existing method have mostly used statistical
regression-based methods to explore factors contributing to RLR. However, it is well-
known that statistical methods are based on predefined associations among variables
and are unable to capture latent heterogeneity. This study aims to classify and predict
RLR using spatial analysis and machine learning (ML) methods. Georeferenced RLR
violation data for the year 2016 was collected for the city of Luzhou, China. To iden-
tify violation hotpots, frequency-based clustering was carried out using collect event
tool in ArcMap geographic information system (GIS). Prior to RLR prediction via
ML, data imbalance problem was addressed using a random over-sampling tech-
nique. Two widely used ML algorithms, i.e., Random Forest (RF) and Gradient
Boosted Decision Tree (GBDT), were then used for prediction and classification of
RLR. The performance of these models was assessed with accuracy and Cohen’s
kappa. The results showed that GBDT had an overall accuracy of 96% outperformed
the RF.
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1 Introduction

Red-light running (RLR) has been recognized as a major problem for traffic safety
that can result in frequent traffic conflicts and also increases the severity of crashes.
Statistics demonstrate that large number of crashes occur at signalized intersections
due to traffic violations, specifically red-light running (RLR). In 2012, more than
2.5 million intersection related crashes occurred resulted in 2,850 fatal crashes and
680,000 injury crashes [1]. RLR violations have also been identified as a serious
problem causing intersection associated crashes. The Insurance Institute for Highway
Safety identified that in 2012 the violation of RLR resulted in 683 deaths and an
estimated 133,000 injuries in the US [2]. Particularly, according to data collected in
China from January 2012 to October 2012, RLR violation resulted in 4,227 serious
injury crashes and 789 fatalities [3].

Statistics showed that a higher number of crashes happen at signaled intersections
due to traffic violations, mainly violations of RLR [4, 5]. Indicators of RLR violation
typically involve under the age of 30 years old, with poor driving records, getting
closer to the vehicle in front, not wearing a safety belt, feeling angry with other
drivers, and use of alcohol [6]. McCartt and Wen [7] found that there was a statistically
significant reduction in the number of violations occurring at 0.5 s (39%) and 1.5 s
(86%) after the onset of the red signal [7]. However, few studies have considered RLR
violations and the effects of penalties (e.g., fines, demerit points) used to sanction
those programs [8—10]. With regard to the traffic conditions, wider intersections, and
higher volumes of traffic were related to a higher rate of RLR violations [11]. The
longer times are more likely to promote violation of RLR at intersections. The smaller
cycle’s length ensures more drivers’ possibilities per hour of running a red light at
each shift [12]. Lu et al. [13] implemented a randomized experiment in China and
showed that informing drivers that they were observed committing traffic violations
by automatic detection devices deterred drivers from committing the same traffic
violation in the future.

Zhang et al. [14] proposed a probabilistic model for predicting RLR violations,
considering the minimization of missing errors and false alarm rates [14]. A decision
tree model was introduced to predict RLR violations. The results indicate that the
distance of the vehicle at the yellow onset, driving speed at the yellow onset, and
location in traffic flow were determined to be the most significant variables [15].
Support Vector Machine (SVM) and Hidden Markov Model (HMM) were utilized to
predict violations of the RLR. The result showed that attributes such as distance-to-
intersection (DTI), velocity, speed, time to an intersection (TTI), and the most useful
attributes had been found to be the required deceleration parameter (RDP) [16].
Jahangiri et al. applied a random (RF) forest and SVM to predict RLR Violation.
The result indicated that the monitoring period and critical instant time provides
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necessary information for predicting RLR violations [17]. Moreover, a study was
conducted to address the ability of artificial neural networks (ANN) to estimate the
RLR cycle and predict the occurrence of RLR based on the four-status vehicles (DTI,
pace, headway, and a number of front vehicles) at the yellow start [18]. Zahid et al.
used a stacked generalization method to predict and classify the aggressive driving
behavior of taxi drivers. The analysis also addressed different types of violations,
including overspeeding, wrong-way driving, prohibited lane marking, and RLR [19].

Existing research has aimed at analyzing and modeling the characteristics of red-
light violation at signalized intersections with statistical methods. Only a few research
studies have attempted to predict and classify RLR violations with machine learning
algorithms taking into account different vehicles types. In this study, we focused on
RLR violations prediction and classification committed by different vehicles for a
case study in China. The main contributions of the study are (i) developing frequency-
based hotspots maps to identify RLR prone and high-risk zones in the study area, (ii)
adopting machine learning algorithms such as GBDT and RF to predict and classify
the RLR violations committed by aggressive driving. (iii) evaluating the predictive
performance of proposed methods using K-fold cross-validation.

The remainder of the paper is organized as follows. Section 2 presents the
study area. Section 3 provides the descriptive statistics analysis for collected data.
Section 4 presents RLR hotspots methods and analysis. Section 5 presents the
methods adopted machine learning for RLR prediction. Section 6 provides results
and discussion. Finally, Sect. 7 summarizes key study findings and outlook for future
studies.

2 Study Area

Luzhou; is a prefecture-level municipality with an area of 101.05 km?, and a popula-
tion over 1 million, located in the southeast of Sichuan Province, China. Located at
the combination of the Tuo River and Yangtze River, the Luzhou port on the Yangtze
River is not only the major port of Sichuan since the Chongqing Province in 1997. As
per the National Bureau of the Statistics People’s Republic of China (PRC), by there
of 2017, the country had 4.77 million paved roads and over 300 million registered
vehicles [20]. The study area can be seen in Fig. 1.

3 Data Description

RLR data for the year 2016 was taken from the Sichuan traffic police department.
The data was extracted from off-site traffic monitoring and enforcement cameras
that are installed at selected important locations. Georeferenced violation data was
collected on various attributes including detailed information on latitudes and longi-
tudes, temporal attributes (such as peak/off-peak periods, weekdays/weekends, the
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Fig. 1 Study area (from google map)

season of the year), road types (general urban road) vehicle types (private car, taxi,
van, small truck, and bus), and resulting RLR violation. Latitude and longitude
attributes were used to approximate the location of violation occurrence. The RLR
violation committed by private car (around 66%) was the highest, and that those by
buses were the lowest (approximately 3%). Similarly, winter had the highest propor-
tion (38.43%) of observed violations followed by autumn (23.20%), spring (23.11%),
and summer (15.25%). Moreover, the total count of RLR violation committed in
peak hours and off-peak hours are 32.57 and 67.43. Likewise, the percentage of
the total RLR violation occurred in weekday and weekend were 68.60 and 31.40%,
respectively. The detailed descriptive statistic of RLR violation are given in Table 1.

4 RLR Hotspot Analysis

The distribution of hotspots was identified using Spatial statistical analysis in
ArcMap. Hotspot analysis was carried out in four different stages. In the first step,
red-light traffic violation point data was added to GIS. Data clusters were created to
convert the data to weighted points in the second step. Collect Event (spatial statis-
tics tool) was used to convert the red-light traffic violation data to weighted points,
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Table 1 Descriptive statistics of RLR violation (N = 3,258)

Factor Percentage of total RLR violation (%) | Frequency
Vehicle type

Private car 66.30 2160
Taxi 19.71 642
Van 6.17 201
Bus 5.22 170
Small truck 2.61 85
Seasons

Winter 38.43 1252
Autumn 23.20 756
Spring 23.11 753
Summer 15.25 497
Nature of Weekday

Weekdays 68.60 2235
Weekends 31.40 1023
Hours of the day

Peak hours (9:00 am—11:00 am, 32.57 2197
15:00 pm-17:00 pm)

Off peak hours (11:00 am—15:00 pm, | 67.43 1061
17:00 pm-9:00 am)

and the weights to the data are assigned based on its frequency. Collect Event tools
combines all coincident points that have the same X and Y centroid coordinates.
Further, to identify the hotspots in the study area, Getis-Ord statistic was used on
weighted data. A value close to zero shows a random distribution in the observed
Mathematically, Getis-Ord statistic, and its z-score are expressed in terms of Egs. (1)
and (2), respectively.

Z?:l WijXj
G = - (1)
Zj:lx]
Wi X —X Y W
Z(G,)— Zj—l - Zj 1 %ij (2)
VAR(G))

where G; indicate the spatial dependency of the incident i overall n events, x; is
the magnitude of variable X at incident location j overall nor the severity index at
location j, w;; represents the weight value between target neighbor pair (i and j that
represents their spatial interrelationship), and X is the sample mean.

High value of Getis-Ord statistic means that a cluster has high index values which
indicate a hot spot. Similarly, a low value of Getis-Ord statistic shows a cluster of
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low index values representing a cold spot. In the final step, the Inverse Distance
Weighted (IDW) method of interpolation was applied to estimates red light violation
hotspot in the study area, which is shown in Fig. 2. In IDW, the neighboring values
are estimated by averaging the values of sample data points. The closer a point is
to the center of the cell being estimated, the more influence or weight; it has in the
averaging process.

A total of 3,258 traffic violations were observed in the study area. Based on
the analysis, there are three hotspots observed in the study area. Two hotspots are
concentrated in a residential area in the west of the study area. Both of these hotspots
are very close to each other. While the third hotspot is located in the eastern part of
the study area near to the commercial area, it is worth explaining from Fig. 2 that all
the three hotspots out of the city with decreased built-up areas. The traffic is usually
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Fig. 2 Distribution of RLR hotspots in the study area
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monitored strictly in the central business districts (CBD) traffic is through traffic
surveillance cameras at the traffic signals, which discourage red-light violations in
CBD. Moreover, the number of red-light traffic violations on low traffic volume roads
in low-density residential area approaches to be higher.

S Prediction of RLR Using Machine Learning

The raw data contain some classes with fewer instances that create an imbalanced
learning problem. Machine learning algorithms mostly find it hard to manage an
imbalanced dataset. For imbalanced datasets, the model’s learning ability is weak.
Since our objective is to predict as accurately as possible positive instances. There
are several approaches for handling data with imbalanced distributions. Research has
provided a solution to sampling imbalance problem, and a detailed description can be
found in [21]. Under-sampling and oversampling are techniques in data processing
used to modify the distribution of the classes. Meanwhile, the under-sampling method
frequently results in the loss of the major sample information. In this study, the
technique of random oversampling was used to create artificial samples. Random
oversampling technique introduces a set that is obtained randomly from minority
class. The aim of achieving a balanced degree is to reproduce the instances and to
increase the total number of minority instances.

5.1 Random Forest (RF)

Random Forests (RF) is an evolution of Breiman’s bagging concept (2001) and has
been developed to boost competitors [22]. RF’s principle is to incorporate a set of
decision trees that are formed by bootstrapping the sample and randomly choosing a
subset of inputs at each node. (1) The algorithm randomly chooses a given number
of predictors at each node and determines the best split within that subset only,
and (2) RF has no pruning step. In RF, the standard process is applied to calculate
variable importance for each tree. The first step is to transfer data from out-of-bag
(OOB) down the tree and determine the predicted values. The OOB sample here is a
collection of data that will not be used to create the current tree. Lastly, in the OOB
data, the variable’s values are randomly permuted, while other independent variables
are fixed. The configured OOB sample runs down the tree and yet again computes the
predicted values. Lastly, the variable value significance is computed by averaging the
difference in the error rate for all trees before and after the permutation. To implement
an RF model, two parameters should be adjusted: (1) the number of trees to grow in
the forest, and (2) the number of layers to split the tree nodes. Moreover, selecting a
higher value of layers helps increase the correlation between trees that yield identical
results while voting. The general formula of the G;,; index is defined in Eq. (3).
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N
Gini Impurity(p) =1 — ZP,Z 3)

i=1

where p is the dataset, N is the number of classes, p; is the i class frequency in p
the dataset.

5.2 Gradient Boosted Decision Trees (GBDT)

GBDT is an ensemble learning algorithm. GBDT is based on Boosting, and the
classification result of this algorithm is the accumulation of the result of each tree.
Therefore, GBDT is more concerned about reducing the deviation during training.
In addition, it has some advantages, including the ability to find non-linear trans-
formations and handle skewed variables without requiring transformations. Also,
GBDT has good robustness and high scalability. Furthermore, GBDT sequentially
combines weak learners so that each new learner fits the residue from the previous
step to strengthen and improve the model. The final model aggregates the outcomes
of each step and achieves a good learner. The accuracy of the model depends on the n
estimator and learning rate. The n estimator is the number of trees used in the model.
Learning rate simply means how fast the models learn. Every added tree adjusts the
overall model, and the magnitude of the adjustment tends to depend on the learning
rate. If the learning rate is less, the more tree will be needed to train the model [23].

6 Model’s Evaluation Metrics

In this study, we used the most common assessment indicators to check the perfor-
mance of the different classification models. Accuracy is the proportion of the correct
sample to the total number of samples and can be calculated from the Eq. (4). Simi-
larly, Cohen’s kappa is the probability of agreement take away the probability of
random agreement divided by one minus the probability of random agreement, which
can be calculated from Eq. (5).

A TP+TN W
ccuracy =
YT TPYTNLFP+FN
k= Po — Pe (5)

1_pe
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= Accuracy = Cohen’s kappa

0.8

0.6

0.4

0.2

GBDT RF

Fig. 3 Model Comparison expressed in accuracy and Cohen’s kappa

7 Results and Discussions

7.1 Model’s Comparison

The model comparison is made to assess the efficiency of the applied models. The
performance of the model is evaluated with regard to the accuracy, Cohen’s kappa.
The parameters include in GBDT were tree depth or n estimators, Numbers of models,
and learning rate. The accuracy and Cohen’s kappa achieved when the values of
these parameters were 10, 100, and 0.1. The accuracy and Cohen’s kappa achieved
for GBDT is 0.96 and 0.95, as shown in Fig. 3. Similarly, On the other hand, the
parameters included in the random forest were tree depth, the minimum number of
nodes, and the number of models. The accuracy and Cohen’s kappa achieved when
the values of parameters were 10, 1, and 100. The accuracy and Cohen’s kappa value
achieved for the random forest is 0.90 and 0.88. Figures 4 and 5 shows the stratified
K-Fold error rate for random forest and GBDT. The results for these models were
obtained using stratified 10-Fold cross-validation.

7.2 Spearman Correlation Analysis

‘We estimate the rank correlation coefficient of the Spearman between the two features
and obtain the matrix of the correlation coefficient. It aims to assess how well a
monotonic function could be used to represent the relation between two variables.
The correlation matrix describes the correlation and no correlation variance of a
range of features through the values created in matrix ranging from 4+ 1 to — 1. +
1 means high and positive correlated while — 1 means less and negative correlated.
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The features which are less and negative correlated are season and date or date and
season as shown in Fig. 6.

8 Conclusions

This study utilized various machine learning algorithms for prediction and clas-
sification of vehicles RLR violations data collected during 2016, in the city of
Luzhou, China. First the raw data descriptive statistics showed that private cars
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(66.30%) committed most RLR violations followed by taxi (19.71%), van (6.17%),
bus (5.22%), and small truck (2.61%). Frequency-based cluster analysis was also
conducted to identify RLR hotpots. Accurate identification of such high-risk zones is
vital for prioritizing sites where the effects of safety improvement strategies could be
more promising. For RLR, prediction, raw data was preprocessed due to imbalance
data problems with random over-sampling. Study results demonstrated that over-
sampling significantly improved the predictive performance for both RF and GBDT
methods. Both the models were found in predicting RLR violations; however, GBDT
with accuracy 96% outperformed the RF. The study has some limitations which need
to be addressed. The current data lack information on certain important factors (i.e.,
drivers socio-demographic characteristics of drivers, car license plates, local urban
environment features, etc.) could be considered in future studies.
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Bi-Objective Subway Timetable )
Optimization Considering Changing ek
Train Quality Based on Passenger Flow

Data

Hanlei Wang, Peng Wu, Yuan Yao, and Xingxuan Zhuo

Abstract As an effective transport mode, rail systems have been developing rapidly
in recent years. A reasonable timetable not only enables passengers to have a better
travel experience, but also saves the operating cost of subway companies. Therefore,
the timetable design is the key to the reliability of subway services. Based on actual
passenger flow, this paper develops a new bi-objective integer programming model
with the objectives of minimizing the total passenger waiting time and the net energy
consumption of trains simultaneously. To effectively solve the proposed model, a
problem-specific non-dominated sorting genetic algorithm is proposed. A case study
based on Metro Line 1 of Fuzhou, China, illustrates the effectiveness and efficiency
of the proposed approach.

Keywords Timetable - Energy - Passenger waiting time - Multi-objective
optimization

1 Introduction

Subway system has developed rapidly in many cities around the world. For example,
many cities in China, such as Beijing, Tianjin, Hong Kong, Shanghai, Guangzhou,
Shenzhen and other cities have sound subway systems, and subways in many cities
are also under construction. Owing to the comfort, speed and convenience, subway
has become an important transportation means for people’s daily mobility, and it has
also become an important part of transportation in many cities [1]. To ensure the
efficiency and effectiveness of the subway system operation, a reasonable subway
schedule is essential. From a strategic and tactical perspective, train timetabling
problem (TTP) is a key issue, which lays the foundation for the quality of service
of the subway operating system [2]. Timetable optimization not only considers the
travel experience of passengers, but also considers the operating costs of subway
companies, and even the impact on the environment. The influence of many factors
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has caused the complexity of subway systems, so timetable optimization problems
have attracted much attention from both scholars and practitioners.

The optimization of subway timetable plays a vital role in improving the effi-
ciency of subway system operation. In recent years, many scholars have devoted
themselves to the research of subway timetable optimization. They have studied the
subway timetable in different ways from different perspectives. When considering
the optimization of the subway system, it is necessary to comprehensively consider
the revenue of subway companies, the travel experience of passengers, environ-
mental pollution, and even certain social responsibilities. Therefore, the optimization
of subway timetable is usually a multi-objective optimization problem. Yang et al.
[3] formulate a two-objective integer programming model to improve utilization
of renewable energy consumption and reduce passenger waiting time. Sun et al. [4]
develops a bi-objective timetable optimization model to the pure energy consumption
and minimize the total passenger waiting time. Yang et al. [5] formulate two-stage
stochastic optimization model to optimize timetable and train speed curve to reduce
train energy consumption. In order to balance energy use and passenger travel time,
Yang et al. [6] design an optimized model of integrated energy distribution and
passenger distribution. Zhou et al. [7] focuses on the problem of multi-periodic train
timetabling, they construct a mixed integer programming model of one-way and two-
way programming to minimize the total travel time. Abdolmaleki et al. [8] aim to
synchronize timetables in a transit network in order to minimize the passenger waiting
time. Omar et al. [9] combine timetabling problems and vehicle scheduling problems
in a bi-objective integrated model and use e-constraint method to solve it. Zhang et al.
[10] propose a micro-optimization model based on timetables and track maintenance
task scheduling. Omar et al. [11] raise the issue of multi-cycle bus schedule opti-
mization to maximize passenger load and minimize vehicle aggregation. They also
propose an optimization problem of synchronization of bus schedules [12]. Sun et al.
[13] develop three optimization models and designed demand-sensitive schedules by
using equivalent time intervals to demonstrate train operation. Shi et al. [14] design
an integer linear optimization method to solve the service-oriented train schedule
optimization problem of supersaturated subway line collaborative passenger flow
control.

Existing research on the timetable of the subway mainly focuses on the opti-
mization of the two goals of subway energy consumption and passenger waiting
time. However the exiting studies mainly consider the quality of the train as a fixed
parameter. In actual situations, the quality of trains will continue to change as the
number of passengers changes. In this paper, the impact of actual passengers on the
quality of trains is taken into account, so that the calculation of energy consumption
will be more accurate. Moreover, this paper optimizes the timetable through actual
passenger demand data, and on this basis, making this two-objective model more in
line with real life.

This paper is organized as follows. Section 2 presents the considered problem
and formulates its bi-objective optimization model. In Sect. 3, the proposed solution
approach is presented. A case study based on Fuzhou Metro Line 1 is conducted to
verify the proposed approach. Finally, Sect. 5 draws a conclusion.
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2 Problem Description and Formulation

2.1 Problem Description

The research angle of this paper is to consider the change of train quality, so as to
make the calculation of energy consumption more accurate. Most of the previous
studies set the mass of the train to a constant. In fact, in addition to the mass of the
empty train, the mass of the train should also consider the passenger capacity on the
train. Based on the actual passenger arrival rate, this study sets the average quality
of a person on this basis. By optimizing the arrival and departure times of multiple
trains, the actual passenger load data of each train can be obtained. On this basis,
the train quality closer to the actual life data can be obtained, thereby making the
calculation of energy consumption more accurate.

This study does not consider the second waiting of passengers, because in many
second-tier and even third-tier cities, subway development is still in its infancy, and
a relatively sound subway line network has not been formed. The number of people
who choose subway as a travel tool is usually not enough. It makes the subway full
or even overloaded, so it is reasonable for all passengers to get on the train within
the time of one waiting without the second waiting.

Furthermore, many studies consider the train departure interval as a constant by
default, and optimize on this basis. This study considers that the train departure
interval is not fixed but meets certain departure interval constraints. In other words,
it can also be understood that the departure interval of every two trains is used as a
decision variable. We optimize the arrival and departure time of trains at each station
based on the actual passenger arrivals. By changing the relevant specific settings,
such as considering changes in quality and changing departure intervals, the total
waiting time for passengers, the calculation of the energy consumption of the train
is more accurate and meets the actual requirements.

2.2 Formulation

Before formulating the considered problem, the following basic assumptions are
made.

1. All passengers wait only once, and there are no passengers waiting twice. This
means that in the departure interval of any two trains at the same station, all
waiting passengers will board the next train that is about to arrive. This assump-
tion is reasonable in places where there are fewer subway lines, such as the
Fuzhou subway system. Because these subway lines have a small passenger
flow, they will not be crowded like the Beijing or Shanghai subway system,
which will cause two or even three waits.
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2. The process of the train traveling between the two stations is composed of a
uniform acceleration and two deceleration processes. These are the acceleration
phase, taxi phase and braking phase of the train. The accelerations of these three
segments are considered constant in this paper.

3. The resistance and additional running resistance of the train during driving are
a fixed value.

The notations used for the problem formulation are listed in Table 1.

2.3 Objective Function

(1) Passenger waiting time

According to Hypothesis 1, all passengers wait only once, that is, after arriving at
the platform, the passenger will take the next train that will reach the platform. This
means that the total waiting time of this passenger will only be determined by the
decision variable d;,,, which is the time the train leaves platform n. Passenger arrival
rate g, (t). We will obtain statistics based on the smart card swipe data of the platform.
The passenger waiting time function is as follows:

I N-1 /,, N-1 dln N
T2 3> M D VD SR TUIIPNSIES 3l 31 ST TR
i=2 n=1 | t=d;_;), v=n+l n=1 t=0 v=n+1
(D
(2) Net energy consumption
The actual mass expression of train i at stations n to n + 1 is as follows:
mip, = Pinmp + my )

The number of passengers between stations is expressed as follows:
Ifi =[2,1],n=1[2, N — 1], then

n

Pn=Y_ Z quo)—z Z i) | + Z qum 3)

k=2 | 1=d_, v=k+1 v=11=d,_,), 1=d,_,,
Ifi =1,n=[2, N — 1], then

k—1 diy
Pm=P1n=Z[Z > qk<r)—Zqu(r>]+Zqu<t) )

1=0 v=k+1 v=1 r=0 =0 v=2

Ifi =1,n =1, then
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Table 1 Parameters used for formulation

Parameter symbol

Meaning of representation

Indices

1 i=1,2, N

N n=12,...,N

Parameters

mp Average quality of people

my The quality of an empty train

q, (1) The passenger who arrived at station n at time ¢ and destination is
station v

N1 Energy conversion efficiency during acceleration

m Energy conversion efficiency during braking

ay Acceleration during traction

a Acceleration during taxiing

as Acceleration during braking

r Basic running resistance

g Additional force based on lines and curves

Hn,n+1) Minimum travel time at station (n, n + 1)

Hnnt1) Maximum travel time at station (n, n + 1)

D The minimum dwell time on the platform

D The maximum dwell time on the platform

h Minimum departure interval

h Maximum departure interval

I, Distance between station n and station n + 1

Decision variables

Ain

When train i arrives at station n

d;

When train i leaves station n

Intermediate variables

Min The quality of train i between stations n ~ n + 1

Cin Switching time point of acceleration and taxi phase of train i between
(n,n+1)

bin Switching time point of train i between (n, n + 1) taxi and braking
phases

Vein Speed of train i between (n, n + 1) acceleration and coasting phase
switching time

bein Speed of train i at the time point of switching between taxi and braking
phases between (1, n + 1)

Sain Traction force of train i running between station n and n + 1

fbin

The braking force of train 7 running between station n and n 4 1
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t=di_1y v=2

The speed relation expression is as follows:

VUein = (Cin - din)al
Upin = (cin - din)al - (bin - Cin)az

Upin — (@int1) — bin)az =0
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S

(6)

(7

(®)

€))

Vi) (fa =7 +8) + (02, — Vi) /(r — &) + v /(s +7 —8) =21, (10)

The expressions of traction and braking force for train i traveling between stations

n and n + 1 are as follows:

fain =mjua;+r—g

Soin =mjpaz +g—r

Y

12)

The expressions of traction energy consumption and regenerative braking energy

consumption are as follows:

fainvin(t)/nlv t € [din, Cin)
0, t € others

Fin([) = <

SoinVin(©n2, 1 € [bin, Giarn) ]
0, t € others

Bin(t) = <

The calculation expression of overlapping time is as follows:

13)

(14)

15)
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(16)

A7)

The expression of the regenerative braking energy conversion coefficient is as

follows:

I—1 ~N—1 1 1 I—1 2N—1 2 2
_ Yoyl +ofh+y DNt 0{*+0f»
S YN @iy = bi) + X0 Zii[;/lﬂ (@ius1) — bin)

13

The expression of net energy consumption is as follows:

J=Jp—Jpns

2.4 Constraints

(1) Travel time constraints between stations
1) < Gi(nt1) —din <tunt1, Vi €[, I,ne[1,N —1]
(2) Dwell time constraint
D<dy,—ay, <DViell,Il,ne[l,N—1]
(3) Departure interval constraint

h<dj—ag_iy <hViel2,Il,ne[l,N—1]

3 Sulution Approach

(18)

19)

2n

(22)

(23)

In this paper, the elitist non-dominated sorting genetic algorithm (NSGA-II) is
adapted to efficiently solve the studied problem, and obtain its Pareto frontier for
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decision-makers. Here we first give the explanation of Pareto dominance relation-
ship. For a multi-objective problem with n objectives f;(x),i = 1,2...n, given two
feasible sulutions. X, and X, if the following two conditions are true, it is said that
X, dominates X:

ForVi € 1,2...n, there exits f;(X,) < fi(Xp);
For 3i € 1,2...n, there exits f;(X,) < fi(Xp).

If there is no other decision variable that can dominate a decision variable, then
the decision variable is called a non-dominated solution. In a set of solutions, the
non-dominated solution Pareto rank is defined as 1, the non-dominated solution is
deleted from the solution set, the remaining solution Pareto rank is defined as 2, and
so on, and the Pareto rank of all solutions in the solution set can be obtained.

The proposed algorithm is mainly composed of the following steps [15, 16]. First,
it randomly initializes the population, then quickly non-dominated sorting, and then
calculates the crowding distance. Afterwards, children are generated through the
binary tournament, and the parent and child are mixed for crossover and mutation
operations, and then all individuals are sorted through fast non-dominated sorting
and crowding distance, leaving good individuals until the number of breeding gener-
ations is enough to produce several Pareto fronts. The algorithm contains three most
important parts, it proposes a fast non-dominated sorting algorithm, uses crowding
degree and crowding degree comparison operator and introduces elite strategy. The
specific instructions are as follows:

A.  Fast non-dominated sorting

Non-dominated sorting algorithm is used to stratify the population of size $$n$$, the
specific steps are as follows:

(1) Seti=1,

(2) Forall j = 1,2,...,n, and j # i, according to the above definition,
compare the dominant and non-dominant relationship between individual x;
and individual x;;

(3) Ifthere is no individual x; better than x;, then x; is marked as a non-dominated
individual;

(4) Leti =i+ 1and go to step (2) until all non-dominated individuals are found;

The set of non-dominated individuals obtained through the above steps is the
first-level non-dominated layer of the population. Then, the marked non-dominated
individuals are not considered (that is, these individuals will not be compared for the
next round), and then steps (1)—(4) are re-run to get the second-level non-dominated
layer. And so on, until the entire population is stratified. The fast non-dominated
sorting of NSGA-II reduces the computational complexity.

B. Crowding degree computing

The crowding degree estimation is to obtain the crowding degree estimation of the
solution around the specific solution in the population. We calculate the average
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distance between the two points on both sides of this point according to each objec-
tive function. This value is used as an estimate of the perimeter of the cuboid with
the nearest neighbor as the vertex (called the crowding factor). The calculation of the
crowding coefficient needs to sort the population according to the ascending order
of the size of each objective function. Therefore, for each objective function, the
boundary solution is specified as the value of the infinite distance. All other interme-
diate solutions are specified as equal to the normalized absolute difference between
two adjacent solutions. The calculation method is the same for other objective func-
tions. All the congestion coefficient values are calculated by summing the distance
values of each target of the individual, and each objective function will be normalized
before calculating the congestion coefficient. Specific steps are as follows:

The congestion degree i, at each point is set to 0;

For each target, the population is sorted non-dominated, so that the crowding
degree of the two individuals at the boundary is infinite, that is i; =

S (st
j=1

The formula to calculate the crowding degree of other individuals is as follow.
o =Y (1 =7 4
j=1

After the previous fast non-dominated sorting and crowding degree calculation,
each individual i in the population has two attributes: the non-dominated sorting
order i,4,; and the crowding degree determined by the non-dominated sort i;. As
long as any of the following conditions are true, the individual i wins.

irank < jrank (25)

rank = jrank’ and ig > jd (26)
C.  Elite strategy

First, the new population Q, produced by the #,, generation is merged with the parent
P, to form R,, and the population size is 2 N. Then R, performs non-dominated
sorting, generates a series of non-dominated sets Z; and calculates the degree of
congestion. Since the offspring and parent individuals are included in R,, the indi-
viduals contained in the non-dominated set Z; after non-dominated sorting are the
best in Ry, so first Z; is put into the new parent population P, ;. If the size is less
than N, continue to fill the next level of non-dominated set Z, into P,;; until the
size of the population exceeds N when Zj is added. For individuals in Z3 use the
crowding comparison operator to make the number of P, individuals reach N.
Then generate new progeny populations Q,; through genetic operators (selection,
crossover, mutation).
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4 Computational Results

A. Basic data

In this study, we use data from Fuzhou Metro Line 1. Fuzhou Metro Line 1 has 21 plat-
forms. The distance between each platform has been actually measured. Passenger
arrival rate data is provided by Fuzhou Metro. This paper takes the data of the morning
peak as an example to study the optimization problem of ten trains, on the basis of
which the effectiveness of the model and algorithm is verified.

The original timetable is presented in Table 2. The departure interval of each car
in the morning and peak period is fixed, and the departure interval is 405 s.

The proposed NSGA-II is coded in C++ under Visual Studio 2019. All the compu-
tational experiments are conducted on the personal computer with an Intel Core i5
2.2 GHz CPU and 4 GB RAM. The values of input parameters are presented in Table
3.

B. Optimal timetable

According to the above NSGA-II algorithm and model, several Pareto optimization
solutions are obtained. The initial timetable is compared to verify the effectiveness
of the model and algorithm. Table 3 lists the comparison between several Pareto
solutions and the initial timetable.

As show in Table 4, passenger waiting time of the current timetable is 669,863 s,
and the energy consumption is 7,535,778,493 Nm. The average energy consumption

Table 2 Current timetable of Fuzhou metro line 1

Station 1 2 3 4 5 6 7
Arrival time (s) 0 150 300 450 600 750 900
Departure time (s) 30 180 330 480 630 780 930
Station 8 9 10 11 12 13 14
Arrival time (s) 1050 1200 1350 1500 1650 1800 1950
Departure time (s) 1080 1230 1380 1530 1680 1830 1980
Station 15 16 17 18 19 20 21
Arrival time (s) 2100 2250 2400 2550 2700 2850 3000
Departure time (s) 2130 2280 2430 2580 2730 2880 -

Table 3 The input parameters

Parameter | N 1 m; mp ap an a3 r g
Value 21 |10 [311,800 |60 1 002 |08 2000 | 500
Unit - - kg kg m/s2 |m/s?2 |m/s? |N N
Parameter | 2 pop_size | max_gen

Value 07 |03 |50 100
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Table 4 Comparison .
L Solution Passenger Energy
between the initial and .o . .
. . number waiting time consumption
obtained timetables
Optimal 1 704,977 690,636,039
timetable [, 685,769 692,496,655
3 682,912 693,777,691
4 652,443 696,101,564
5 639,362 699,650,248
6 634,991 703,475,147
7 468,649 878,454,146
8 725,823 528,732,081
Average 641,421 697,915,446
Current timetable 669,863 753,578,493
Reduction rate 4.2% 7.4%

of the optimized Pareto solution is 697,915,446 Nm, which reduces 7.4% compare
with the current timetable. The average Passenger waiting time of the optimized
Pareto solution is 669,863 s, which reduces 4.2% compare with the current timetable.
With one of the best found Pareto solution, like solution number 5, both objective
functions are optimized to a certain degree. The passenger waiting time reduces
4.6%, and energy consumption reduces 7.2%.

These results indicate that the optimal timetable is more reliable and effective.
This also proves the effectiveness of the models and algorithms presented above.

5 Conclusion

The main contribution of this paper is to consider the impact of specific passenger
flow on train quality as a consideration, so that the quality of the train is regarded
as a variable value that changes with the number of passengers. In this way, the
calculation of the energy consumption of the train will be more accurate. On this
basis, this paper developed a dual-objective model, taking the total passenger waiting
time and the energy consumption of trains as the optimization goals, and finally
realized the optimization of the timetable. After presenting the model and algorithm,
using the example of Fuzhou Metro Line 1, through the assistance of the program, the
optimization of the example was finally achieved. The experiment finally obtained a
set of Pareto solutions for decision-makers to choose. In this way, passenger waiting
time was reduced by 4.2% and train energy consumption was reduced by 7.4%.

In this paper, we consider the optimization of a subway line in a single direction. Of
course, this type of research can be extended to bidirectional or even comprehensive
optimization of the subway network in future research [16]. In future research, other
objective functions can also be added, such as consideration of environmental impact,
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maintenance of trains, Robustness, etc. In some hypothetical settings, it can be more
reasonable. This paper considers that there are no passengers waiting twice, but in
some large cities, due to the huge number of passengers, it is very likely that the
second or even three waits will appear. All of the above will be considered in more
depth in future research.
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from the Head Car of a High-speed Train | @i

Hai Deng, Yigang Wang, Qiliang Li, Zhe Shen, Yang Gao, and Jin Lisheng

Abstract Characteristics of aerodynamic noise is always difficult to extract by both
experimental and numerical methods. Based on the aero-acoustic wind tunnel test
results of a 1:8 scale high-speed trains model with three cars, the properties of the
aerodynamic noise sources of the head car were analyzed. In view of the fact that
dipole source is the main aerodynamic noise source of the high-speed train, the
acoustic similarity relationship between the different models was deduced. Subse-
quently, the aerodynamic noise properties of the 1:1 scale model (approximate full-
scale train) were analyzed. The results show that the main noise sources of the 1:1
scale model are the bogie regions and the noise energy of 80 Hz—4 kHz is domi-
nant at the train speed of 250 km/h. The noise is the strongest at the frequency of
160-400 Hz, and the noise of the nose tip and the obstacles is the same order as
that of the bogie area after 2.5 kHz. The acoustic similarities between the different
models are related to the third power of the speed, and the first power of the model
length, the propagation distance and the frequency. The noise difference between the
different models is related to scale size and frequency. The frequency at full scale has
an exponential relationship with the scale model’s frequency, not following a liner
relationship with the scale.
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Keywords High-speed train model + Aero-acoustic wind tunnel - Aerodynamic
noise *+ Acoustic similarity

1 Introduction

The high-speed train head shape in the design, on one hand, highlights the modelling
features and reflects the unique brand culture of train manufacturers; on the other
hand, it is the first component of the train encountering the air, combined with such
complex curve structures, i.e., the nose tip, the cowcatcher, the bogie area, which
makes the aerodynamic and noise problem even more important and attracts more
attentions in academic communities. One of key issues is the research on aerodynamic
noise of the head car in high-speed train design. This is because: (1) The aerodynamic
noise energy of high-speed trains, characterized by dipole, increases with the speed
to the sixth power [1] and higher than that of other cars, due to the higher velocity
around the head car. (2) the high-speed airflow passes through the nose tip, the
cowcatcher and the bogie area, and the complexity of the bogie region contributes it
to the one of main noise sources of high-speed trains [2—4]. The noise has effects on
the quiet environment along the railway line, and in the carriages, particularly in the
driver cabin. How to design a low noise high-speed train becomes of importance.

Although numerical simulation and wind tunnel test for acrodynamic noise of
high-speed trains have been being carried out constantly [5—8], limited by the large
scale and unsteady calculation, massive computational resource is required in simu-
lations; and numerical methods is not fully developed still so that the accuracy and the
competency of the result are not ensured; therefore, it is hardly to simulate the aero-
dynamic noise characteristics at full scale. The wind tunnel tests on aerodynamics
of high-speed trains have been carried out abroad [4, 9-11], but strictly on specified
projects, because of expensive model-making and test cost. The aero-acoustic wind
tunnel test is even rare. In wind tunnel tests of high-speed trains, the 1/8 scaled model
is always used. Besides, smaller scale models, e.g., 1/15 and 1/20, are sometimes
adopted. The study on exploring aero-acoustic similarity rules to solve the issue
about how to transfer the results at scaled model to the full scale has been carrying
out, but lack of effective aero-acoustic similarity rules makes it hard to be achieved.

In this paper, wind tunnel tests were carried out, by means of the sound pressure
and sound source identification measurement technology. A 1/8 scaled three-car
grouping high-speed train model was used to analyse the distributions of aerody-
namic noise sources and the frequency characteristics. According to the established
similarity rules in different scaled models, the aerodynamic noise characteristics of a
full-scale train model were discussed. This study can provide a reference for under-
standing aerodynamic noise from the head car of a high-speed train, and is also an
exploration on the aero-acoustic similarity problems.
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2 Experiment

2.1 Test Measuring System and Analysis Method

The tests were carried out in the aero-acoustic wind tunnel of the Shanghai Auto-
motive Wind Tunnel Center in Tongji University. The dimensions of the test section
are 27 m x 17 m x 12 m with a jet port of 27 m?. The acoustic performance index
completely meets the test requirements as compared to those similar wind tunnels in
the world. When the flow speed at the nozzle is 250 km/h, the background noise of
the test section is 73.4 dB(A), and the cut-off frequency is 50 Hz. The test section is
shown in Fig. 1.

In order to retain the structural features of the head, middle and tail cars of a high-
speed train and meet the test section of the tunnel, a 1/8 scaled three-car grouping
model was used as the test model which was fixed on an aerodynamic floor (including
a corresponding track). The shape of the head and tail cars is the same, as shown in
Fig. 2.

Fig. 1 Wind tunnel platform with floor for model installation on ground

Fig. 2 1/8 scaled high-speed
train model with three cars
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For this high-speed train model, the main noise sources are distributed in the nose
tip of the head car (including cowcatcher), bogies, connecting part between cars
and airflow separation position of the tail car, etc. Current measuring methods, such
as far-field microphone and sound source identification techniques, are difficult to
completely distinguish the mentioned sound sources. Therefore, in this study, two
models were adopted in the tests. One is to smooth the bottom of the model, i.e.,
removing the bogie and filling the cavity with covers to retain the same cross-section
as that of train body. The gaps are all covered with tape, as shown in Fig. 3. In addition,
four supporters were used to connect the train model and the floor, and each two were
enclosed by an airfoil body to guide the flow, Fig. 4. The inter-carriage gaps were also
covered with curved sheets with tape to smooth the train body. All those done aims to
study the aerodynamic noise at the nose tip and cowcatcher (named the semi-closed
model). The second is to use a relatively real train model with bogies and cavities to
identify the noise sources of the head car (named the real model).

The location of measuring points is shown in Fig. 5. Four free-field microphones
were distributed along the length of the model at 7.5 m away from the central axis
of the train model, with an interval of 3 m. Those microphones that lie above the
ground at 0.8 m were used to measure the noise radiated from the train body. The
microphone array was arranged 4.2 m away from the central axis of the train model
and close to the head car, which is parallel to the centerline of the model and is used
to orient different noise sources of the head car.

Fig. 3 Smooth treatment on
train body

@ ' (b)

Fig. 4 Supporters wrapped with airfoil guide: a installation, b cylinder and airfoil



‘Wind Tunnel Tests on Aerodynamic Noise ... 167

measurement points

® o o o test section

1#. 2#0 1 3# a#

collector
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1 Microphone array position

Fig. 5 Distribution of measuring points

2.2 Results and Analysis

2.2.1 Far-Field Noise Characteristics of the Three-Car Grouping Model

Figure 6 shows the noise spectrum measured at points1#—4# at the wind speed of
250 km/h. The measurement point 1# is close to the head car, and the point 4# (near
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Fig. 6 Noise spectrum comparison for measuring points 1#—4#
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the tail car) is far from the head car. The observation is that when the frequency
is less than 200 Hz, the low frequency noise increases gradually with the point
moving towards the tail car and wind tunnel collecting port, which indicating that
the head car does not contributes to low frequency noise. From the research results of
noise source identification, the noise mainly comes from the wind tunnel collecting
mouth and tail car separation region. Because the low-frequency compression wave
generated by the jet flow at the nozzle and the diversion structure at the wind tunnel
collecting port propagating upstream, is the largest at the wind tunnel collecting port,
and the low frequency shedding vortex separates from the tail car, both emerge to
form strong low frequency acoustic characteristics in this region. According to the
following analysis, the aerodynamic noise of the bogie shows a dominant role in
100 Hz-5 kHz. In Fig. 6, the noise at point 1# is also mainly from the bogie, and
shows a small difference as compared to the other points. In the range of 700 Hz—
2 kHz, point 1# has a smaller value, indicating that besides of the two bogies of the
head car, the bogies of the middle and tail cars have different contributions to the
three measuring points. However, in 2-4 kHz, the sound pressure increase at point
1#; this is because the contributions mainly come from the nose tip and cowcatcher
where the separation is produced and leads to flow fluctuations. Those fluctuations
are the main source of noise. In addition, the low frequency characteristics probably
exist in this region, and they may be covered by the bogie regional noise. Based on
the above analysis, the point 1# presents a different trend as compared to others. This
difference is induced by the head car, since the point is close to it. Therefore, the
noise law at point 1# can be used for the analysis of the noise characteristics of the
head car.

2.2.2 Noise Characteristics of the Head Car Region

According to above analysis, the noise at point 1# can represent the noise radiated
characteristics of the head car. Therefore, the results of different models at point
1# were analysed in Fig. 7, in order to approximately understand the aerodynamic
noise characteristics of each part of the head car. There are four cases, i.e., the empty
wind tunnel (EWT), the empty wind tunnel with the installation of track (EWTT),
the semi-closed model (SCM) and the real model (RM). The maximum wind speed
is 250 km/h in the wind tunnel tests.

When the floor is installed in the empty wind tunnel, the sound pressure at point
1# is 71.9 dB(A) that is lower than 73.4 dB(A) in the empty wind tunnel (there
is additional aerodynamic noise from the moving ground system in the tunnel),
indicating that the floor brings no additional noise into the system. After the track
is installed, the additional noise only increases in the high frequency range of 1-
10 kHz, showing the typical noise characteristics from the track under the impact of
the flow, which can be changed when the train body in fixed on ground. While the
semi-closed model is put in the tunnel, the noise increases in 50 Hz—1 kHz, and this
noise probably comes from the supporters according to later analysis. Small peaks
come out in 1-5 kHz. Those can be attributed to the flow separation around the nose
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Fig. 7 Noise spectrum comparison for wind tunnel with floor, track, semi closed model and real
vehicle model

tip and cowcatcher. The corresponding total sound pressure is 73.7 dB(A) that is a
little higher than 72.8 dB(A) in the EWTT case. When the real model is fixed on
the floor, the noise energy increases significantly in 100 Hz-5 kHz, particularly in
200-500 Hz. The total sound pressure reaches 78.1 dB(A). Thus, the bogie region
becomes the main noise source of the head car. The noise sources in this region are
complex, which include the near-ground cavity noise (Bogies in the cavities), air
impact noise, etc., showing broad frequency characteristics.

2.2.3 Noise Source Identification of the Head Region of Car

In the last section, the noise characteristics of the measuring point 1# is the sum of all
noise sources from a three-car grouping model, can only approximately shows the
noise radiation characteristics of the head car. To understand the noise characteristics
of the head car, the microphone arrays were used to identify each sound source
location and its frequency characteristic.

(1) Noise characteristics of the semi-closed model

The semi-closed model retains the nose tip, the cowcatcher and the curved surface,
but the bogie region has been smoothed. Between the two bogies there are airfoil
supporters. Therefore, the main noise sources come from those regions. As shown
in Fig. 8, the microphone array can identify the location of a sound source and its
corresponding frequency range. The blue line in Fig. 8a is the linear spectrum of the
sound source (contours) in the Fig. 8b, and the step figure is 1/3 octave spectrum. The
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Froquency Hz

(a) (b)

Fig. 8 Sound sources identification at full frequencies for head car model (left: Noise spectrum;
right: noise contour)

black region represents the frequency range corresponding to the sound source in
Fig. 8b which represents the location of the sound source. The color ranges from red
to blue, representing the sound pressure levels from large to small. Figure 8 shows the
main noise source characteristics of the semi-closed model in the full frequency band.
The largest noise source is located at the supporting part of the airfoil (red zone),
followed by the second loudest source, which is mainly wind tunnel background
noise, and the third largest noise source is located at the nose tip and cowcatcher.

In addition to the airfoil supporter and wind tunnel background noise, the nose
tip and cowcatcher become the first noise sources of the model.

Figure 9 shows the distribution of noise sources in different frequency bands. In
the low frequency range, the background noise of the wind tunnel shows a dominant
role, but it is not one of the main noise characteristics from the model; therefore, no
more discussion is conducted about it. According to the analysis of the noise source
contours, it is observed that in 1/3 octave the noise from the airfoil supporters is
dominant in the center frequency 250-800 Hz; that from the nose tip starts at 1 kHz,
and continues up to 5 kHz. Since the nose tip and cowcatcher are adjacent each
other and the resolution of the sound source identification array is not sufficient, so
it is not easy to distinguish noise from the nose tip and cowcatcher. Therefore, it

Fig. 9 Sound sources identification at different frequency bands for head car model
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Frequency Hz

Fig. 10 Sound sources identification at full frequencies for head car model (left: noise spectrum;
right: noise contour)

can be concluded that the nose tip and cowcatcher generate high frequency noise.
Whether the low frequency characteristic exists or not is hard to be verified, because
this characteristic is perhaps covered by the noise from the supporters. The noise
produced by the train body and streamlined head is much lower than that of the nose
tip and cowcatcher.

(2) Noise characteristics of the real model

The semi-closed model highlights the noise characteristics from the nose tip and
cowcatcher, and further confirm that the low noise from the train body. In this section,
a real model with bogies was used to understand the noise characteristics.

Figure 10 shows the characteristics of the main noise sources from the real model
in all frequencies. It can be seen that the largest sound source located at the first bogie
region of the head car (red area), and the second largest one is from the second bogie
region (blue area). The difference between both is 8 dB(A). It can be attributed to the
bottom flow, i.e., the velocity in the first bogie region is faster than that in the second
one. As we known, the aerodynamic noise, characterized by dipole, increases with
the speed to the sixth power. Meanwhile, for the cavity noise, the increase of flow
speed leads to more energy, and therefore stronger noise. The noise from the nose
tip and cowcatcher is not shown in the contour, indicating it is very low and does not
have the same order as that from the bogie.

The noise distribution in different frequencies is shown in Fig. 11. In the low
frequency range, the background noise of the wind tunnel still shows a dominant
role, but no more discussion is conducted about it. According to the analysis of the
noise source contours in Fig. 11, it is observed that in 1/3 octave the noise comes
from the front of the second bogie is dominant in the center frequency of 200-
250 Hz. Although the velocity is lower than that in the first bogie region, but the
noise increases; therefore, why this happens needs to be clarified. However, based
on the analysis of Fig. 6, when the frequency is higher than 100 Hz, the noise from the
bogies plays a key role, which shows a difference. Due to the poor resolution of the
sound source identification equipment in low frequency, the noise source is difficult
to distinguish when the frequency is less than 200 Hz; so the noise frequency of the
second bogie should be lower, at least to 100 Hz. After that, the noise from the first
bogie shows a dominant role in 250-500 Hz, and until to 800 Hz. As the frequency
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Fig. 11 Sound sources identification at different frequency bands for head car model

increases, the position of the sound source moves forward. The higher velocity in
the first bogie region contributes to the noise energy, while the reason for the source
moving forward probably comes from the increasing high frequency noise produced
by the impact of air on the small components of the front wheels of the first bogie. In
630 Hz, the second noise source is shown in the second bogie region, which can be
concluded that this source indeed exists from the frequency of 200 Hz and covered
by the stronger noise from the first bogie. Starting from 1 kHz, the third noise source
comes out in the third bogie region (i.e., the first bogie of the middle car). With the
frequency increasing from 1 kHz, the noise sources in the nose tip, the cowcatcher,
and the second and third bogies show stronger as compared to the rest. The high
frequency noise comes from the air interaction with train components from the nose
tip to the cowcatcher and till each bogie. Also, the air impact on small components
of wheels is one of the main reasons.

The spectral characteristics of the noise sources identified by the microphone array
are basically consistent with those in Sects. 1.2.1 and 1.2.2 using far-field measuring
technology, but more details can be concluded as: (1) the strongest noise source of the
head car is the first bogie region, and the frequency distribution (Center frequency in
1/3 octave) covers from 250 Hz to 5 kHz. The rear part of the bogie region presents the
low frequency noise characteristics, while the high frequency characteristics show
in the front. (2) The second bogie is the second noise source with the frequency
distribution from 100 Hz to 5 kHz, but in this region the distribution of noise is
slightly complex. (3) In 100 Hz-5 kHz, the noise energy in the bogie region shows a
dominant role, and the strongest is in 200—Hz. (4) The nose tip and the cowcatcher
is the third noise source with far less energy but high frequency characteristics as
compared to the bogie regions. When the frequency increases to 3.15 kHz, it can be
the same order as that in the bogie.
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3 Derivation of Noise Characteristics of Different Scale
Models

The noise characteristics of a 1/8 scale high-speed train model cannot fully represent
those of a real train. Based on the dipole source for the properties of main noise
characteristic of high-speed trains, the aero-acoustic similarity related to different
scale models was established, and the spectrum characteristics of a full-scale model
were derived from the current data of a 1/8 scale model, which, to a certain extent,
can show the noise characteristics of the real train.

According to Ref. [12], the sound power radiated outward from the dipole sound
source is defined as:

4 r2k2b? )

= )25 (1)
P 3poco P

where, Wp, is the sound power radiated outward from the dipole sound source. r is
the distance from the source to the observation point. b is the distance between two
pulsating spheres of the dipole. k = w/c( is the number of the wave. w = 2nf is
the angular frequency and f is the frequency. po and ¢ are the density of the air
and sound velocity, respectively. P,p is the sound pressure on the envelope surface.
The aerodynamic noise produced in the process of motion is related with the speed,
the characteristic dimension and the media properties. Thus, the sound power of the
dipole sound source can be changed as [13]:

poUSL?
Wp = kg ©)
€o

where, k, is the coefficient. U is the flow velocity. L is the characteristic dimension.
P.p is obtained from Eq. (1), and it can be changed in terms of the sound pressure
level.

2 672
U°L
SPL = 10log,, 1)2_D = 10log;y Mp™°

Vi G ©

where, p,.;r =2 X 1073 is the reference pressure.

3kppg

Mp=——PF
DT 64 x 10-1073p2

According to Eq. (3), the difference of the noise pressure level between the 1/8
scale and full scale three-car grouping model can be calculated as:

ASPL =SPL,— SPLg
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Tablel Sound pressure level vy v (km/hy | Test (dB(A)) | Calculation | Error (dB(A))
comparison between (dB(A))
measurement and calculation
at 1# 175 67.9
200 716 714 0.2
225 75 74.4 0.6
250 78.1 772 0.9
Mp ULr
= 10log,; — + 201log,, ql—sfs
Mp UgLgir1 fi
UPLirs fs
= 201log) S‘—f 4)
Ug Lgir fi

where, the subscript 1 stands for the full-scale model and the subscript 1 is for the
1/8 scale model. This equation shows the conversion relationship between SPL of
the two scale models. To validate the correct of Eq. (4), a comparison between the
test and calculation of the sound pressure level at point 1# was conducted, as shown
in Table 1. Using the data at the velocity of 175 km/h as a benchmark, the sound
pressure level at other velocities can be calculated. As shown in the table, the error
is less than 1 dB(A), indicating that the precision of Eq. (4) is sufficient.

To convert the noise characteristics of the 1/8 scale model to those of the full scale
model, let Uy = Us, ry = rg, L} = 8Lg in Eq. (4), so

fs

ASPL = SPL, — SPLs = 18 + 20log,, o)

According to the results of the wind tunnel test, the sound pressure level at point
1# is 78.1 dB(A). Because of f| < fg, the sound pressure level at point 1# for a
full-scale model is SPL; > 96.16 dB(A). Thus, the frequency relationship between
two models can be shown as:

I8—ASPL

Ji=fz10 (6)

To obtain the relationship between the frequencies of models, the sound pressure
level from the real train should be listed. According to the Ref. [14], at the train
speed of 250 km/h, the sound pressure level at 25 m away from the centerline of the
train is between 84 and 90 dB(A), and the averaged value is 87 dB(A). Supposed the
aerodynamic noise takes up the main component, the averaged can be approximately
considered as the aerodynamic noise. According to the acoustic attenuation rule, the
noise at the corresponding 7.5 m is 98 dB(A). Thus, ASPL; > 19.9 dB(A). Then the
relationship can be changed as

f1i=08f 7
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Combined with the noise frequency characteristics of 1/8 scale model in wind
tunnel tests and Eq. (7), the noise characteristics of the full-scale model can be
deduced: (1) The strongest noise source of the head car is the first bogie region, and
the frequency distribution (Center frequency in 1/3 octave) covers from 200 Hz to
the whole frequency band. (2) The second bogie is the second noise source with the
frequency distribution from 80 Hz to the whole frequency band. (3) In 80 Hz—4 kHz,
the noise energy in the bogie regions shows a dominant role, and the strongest is
in 160400 Hz. (4) The nose tip and the cowcatcher is the third noise source with
high frequency characteristics as compared to the bogie regions. When the frequency
increases to 2.5 kHz, it can be the same order as that in the bogie.

4 Conclusions

Wind tunnel tests on the aerodynamic noise of 1/8 scale three-car grouping high-
speed train models have been carried out. The experimental data at far-field regions,
of different structure models and of noise identification were used to study the main
noise sources, distributions and frequency characteristics produced from the head
car. Given the features of the dipole source from the aerodynamic noise source of the
high-speed train, the aero-acoustic similarity related to different scale models was
derived, and the noise characteristics of the head car at full scale was analysed. The
conclusions can be drawn as:

(1) The strongest noise source of the head car is the first bogie region, and the
noise energy covers all frequency bands. The rear part of the bogie region
presents the low-medium frequency noise characteristics, while the high-
medium frequency characteristics show in the front. The second bogie is the
second noise source, and the frequency distribution is generally identical to the
first bogie but presents slightly complex. For the real model, in 80 Hz—4 kHz,
the noise energy in the bogie regions shows a dominant role, and the strongest
is in 160-400 Hz. The nose tip and the cowcatcher are the third noise source
with far less energy but high frequency characteristics as compared to the bogie
regions. When the frequency increases to 2.5 kHz, it can be the same order as
that in the bogie.

(2)  Aero-acoustic similarity relationship between different models with the third
power of the speed of the model, with the liner of the length of the model,
propagation distance and frequency of the wave. The increase of the noise is
mainly related to the dimensions of the model and the corresponding frequency.
The noise frequency of the full-scale model is lower than that of the 1/8 scale
model, further indicating the relationship with the dimensions of the model, but
the main noise sources and the distribution characteristics of both models are
similar. It has confirmed that the relationship of noise frequencies in different
scale models, as shown in Eq. (6), is not a simple rule of multiple, but an
exponential relationship.
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Cascading Failure Under Random

Attack Strategy
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Abstract Aiming at the cascading failure problem in urban agglomeration traffic
network, this paper proposed a new cascading failure model. In this model, we
divided the node states into normal, pause, and failure with the judgment criterion of
the degree of node overload. For the pause node we adopted the flow distribution rule
of residual capacity priority, and for the failure node, the flow distribution was based
on the node distance and degree of connectivity. Meanwhile, this paper also consid-
ered the enduring ability between nodes or edges in the load transfer process. We
studied the effects of overload capacity parameter which means the node redundancy
capacity, passenger flow adjustment which means the initial network load, and the
impact of different attack strategies on urban agglomeration traffic network invulnera-
bility with the simulation of actual passenger flow in Hu-Bao-E urban agglomeration.
The results show that the overload capacity parameter has a threshold of 1.2 with
the node attacks, so the invulnerability would not be improved when we increase the
value of overload capacity parameter. The influence of passenger flow adjustment
parameter on network invulnerability shows different characteristics under different
attack patterns. Compared with the attack edge, the attack node has a more significant
impact on traffic network invulnerability, because node bears large passenger flow,
and it will easily be cascading failure when it is attacked. And in the attack process,
it shows the cliff-like decline phenomenon of correction relative scale of maximum
connected subgraph, and the urban agglomeration traffic network has an extremely
strong scale-free characteristic.
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1 Introduction

The urban agglomeration has gradually replaced the signal city as the basic region
unit of global competition and division in the process of urbanization [1]. In the urban
agglomeration, the traffic network composed of various traffic modes is becoming
increasingly complex, and the network maintenance is facing more and more chal-
lenges. Once mishandled, the invulnerability of urban agglomeration traffic network
will greatly reduce in the face of unexpected faults or disasters.

In terms of complex networks, recent studies have gradually shifted from the char-
acteristics of independent networks to interdependent networks [2—4]. Buldyrev et al.
gave a framework for the analysis of cascading effects of interdependent networks
with comparing and analyzing the different effects of cascading failure on indepen-
dent networks and interdependent networks [5]. In addition, scholars also studied the
improvement of invulnerability and the restoration strategy optimization of the inter-
dependent networks in cascading failure [6, 7]. Presently, cascading failure is mainly
studied from two aspects of network dynamics and topology. Danziger et al. discussed
the cascading dynamics mechanism of interdependent networks [8], and Yin et al.
studied the influence of node capacity parameters on scale-free network invulnera-
bility in cascading failure and found that the threshold of node capacity was negatively
correlated with the network invulnerability [9]. From different perspectives, scholars
have established different cascading failure models, including probabilistic cascade
failure model based on the initial load and capacity parameter distribution [10], and
probabilistic heterogeneous capacity allocation model based on capacity redistribu-
tion mode, which simulation results show that capacity allocation mode has a great
impact on network robustness [11]. Li et al. proposed the capacity allocation model
based on the node degree value and found it has a high robustness [12]. Ren et al.
proposed the load distribution of cascade failure model based on the residual capacity
of nodes, and it shows that this model can effectively reduce the scale of cascade
failure [13]. Meanwhile, some scholars have studied the influence of different attack
modes on network robustness [14—16].

Network cascading failure has been studied extensively in reality [17-19]. In
terms of traffic, the invulnerability of urban public transportation network is getting
more attention [20-22], especially for the rail transit network [23]. However, there
is a lack of research on the mechanism of cascading failure in urban agglomeration
traffic network. And most researches study the propagation of cascading failure in
traffic network from the perspective of topology, which is difficult to describe the
actual network state and lacks practical significance. In addition, it is necessary to be
noticed that the urban agglomeration traffic network system is a complex network
system coupled by various transportation modes, the dependence between different
traffic subnets is very strong, and the propagation of cascade effect exists widely
among traffic subnets and in the internal subnets. Therefore, we should pay much
attention on the construction of comprehensive traffic network when build cascading
failure model. Compared with previous studies, the differences of this paper are
mainly reflected in the following points.
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(1) Based on the traditional capacity-load model, we define three node states as
normal, pause and failure, and give the state judgment criterion based on the
node overload probability.

(2) Due to cascading effect, we consider the edge enduring ability between nodes
and node enduring ability between edges in the case of load transfer.

(3) We give different traffic allocation strategies for nodes in different states by
considering actual traffic network. And we propose a new concept of network
connectivity distance weight effect, which describes the tendency of failure
nodes allocated flow to peripheral nodes.

(4) From the perspective of urban agglomeration, we use actual passenger flow to
simulate the impact of initial load and capacity adjustment parameters on the
traffic network invulnerability.

The content of this paper is as follows. Firstly, we establish a weighted traffic
network model of urban agglomeration based on the actual traffic flow and our
previous researches [24, 25]. Secondly, we establish cascading invulnerability model
of urban agglomeration traffic network and correction load-capacity model, and give
the network attack strategies and measurement index of invulnerability. Thirdly, we
take an example of Hu-Bao-E urban agglomeration for simulation. Lastly we give
the conclusions of study.

2 The Weighted Traffic Network Model of Urban
Agglomeration

2.1 The Construction of Urban Agglomeration Traffic
Network Model

The construction of existing traffic network models is usually based on the road
mapping or site mapping method, and this paper builds traffic network model of
urban agglomeration based on the site mapping method considering that the regional
scope of urban agglomeration is wide and the road distribution density is large.
All stations of different traffic modes in the urban agglomeration are regarded as
nodes of the network, all lines connecting the stations are regarded as edges of the
network, and the stations or edges which geographical location is close are combined
to form composite nodes or edges. Taking daily passenger volume of station as the
node weight and daily passenger volume of edge as the edge weight, we construct
the weighted traffic network model of urban agglomeration. Based on our previous
researches [24, 25], we make the following assumptions and definitions.

Assumption 1: We do not consider the direction of traffic network. If a node can
reach another node, it is assumed that another node can also return to the node, so the
traffic flow is approximately same in two directions. That is, the urban agglomeration
traffic network is a non-directional network.
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Assumption 2: The traffic supply of each line in the urban agglomeration traffic
network is determined by the actual traffic demand. And traffic demand is stable in
a short time.

Definition 1: Traffic subnet. The traffic network of road, railway, water transportation
and aviation in urban agglomeration is defined as the traffic subnet.

Definition 2: Compound node. We superimpose two or more traffic subnets and
combine the bus station, railway stations, ports and airports which geographical
location is close with ignoring geographical distance to get the compound node. If
passengers’ transfer walking time between stations is in the acceptable and reasonable
range, we think the geographical location of the station is close. V’ is the set of all
combined nodes, and V" is the set of compound nodes.

Definition 3: Compound edge. After the traffic subnets are superimposed, if there
are multiple edges connected between two nodes, it will be regarded as one edge
connected, and this edge is called composite edge. E’ is the set of all combined
edges, and E” is the set of compound edges.

Therefore, we construct the traffic network model of urban agglomeration
by connecting multiple traffic subnets of different types with compound nodes
and compound edges, denoted by G(V, E, W, H). Among them, V is the nodes
set of the urban agglomeration traffic network, V. = U’_ V\V' U V" =
{vi,v2, ..., vi, ..., v, }. g is the number of compound traffic subnets, and 7 is the
number of nodes in compound network. E is the edges set corresponding to V,
E=U!_|E\E'UE" = (e;;), . When V;RV;, e;j = 1, and when V;RV;, ¢;; = 0.
The weight of compound edge is the sum of combined edges weights of every traffic
subnets, so W = (wj;), . where w;; is the weight of edge ij. And the weight of

compound node is the sum of combined nodes weights of every traffic subnets, so
H ={hy,hy,..., hi, ..., h,}, where h; is the weight of node i.

2.2 Correction of Traffic Network Weight

Because of the uniqueness of traffic demand, the traffic demand of urban agglomera-
tion shows certain characteristics in time. The passenger transport volume is different
in different lines and different time segment, and in order to describe this feature of
urban agglomeration traffic demand, we introduce the parameter of &.

w! = & r{ isthe edge weight of edge f of traffic subnet s in urban agglomeration.
Among them, & is the number between [0, 1], which is used to describe the difference
of passenger volume in different periods or adjust the passenger volume of network.
And r{ is the number of daily providing seats of edge f of traffic subnet s. We can get
the node weight corresponding to edge weight, and the formulas are as followings.

wl =&-rf (1)

S
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K
ho=&Y r] ()
f=1

where k! is the number of connected edges of node i.

3 The Construction of Cascading Invulnerability Model
of Urban Agglomeration Traffic Network

3.1 Correction of Load-Capacity Model

The load-capacity model of urban agglomeration traffic network is as followings.

CiIV*li

C,'j =I">|<lij

where ¢; is the capacity of node i, ¢;; is the capacity of edge ij, /; is the initial load
of node i, /;; is the initial load edge ij, and r is the overload capacity parameter of
urban agglomeration traffic network.

Assuming that the initial load of the node v; is the node weight /; before it is
attacked, and the initial load of edge ij is also the edge weight w;;. Therefore, [; = h;,
l,‘j = Wij.

3.2 Recognition of Node and Connected Edge State

(1) The recognition of node state is as formula (3).

li <c¢ normal
if{!l; >ciandrand > p; pause 3)
l; > ciandrand < p; failure

where rand is the random number between 0 and 1, and p; is the failure
probability of node i, which definition formula (4) is as following.

l,' — Ci
pi=-—" @)
Ci

(2) The recognition of connected edge state is as formula (5).
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lij < cij normal
ifqlij > cijandrand > p;; pause 5
lij > cijandrand < p;; failure

where rand is the random number between 0 and 1, and p;; is the failure
probability of edge ij, which definition formula (6) is as following.

li' — Cjj
pij=—1— (6)

C,'j

3.3 The Load Redistribution of Overload Node
and Connected Edge

(1) The load redistribution of pause node

For the pause node, the demand exceeds supply of traffic facilities because the line
formed by overload node and peripheral node is still open to traffic as usual. We
consider that the passengers will preferentially choose the line with lager residual
capacity of the connected edges in this condition. Therefore, we can expand the
cascading effects by further distributing the superfluous load of overload node to
adjacent nodes through edges. So we construct the load redistribution model based
on the residual capacity of the edge, as formulas (7) and (8).

Cij — Iy

Aeijit1y = Aliﬁ @)
ael; \Lia ia

Al,’ = l,' — (i (8)

where Ae;j ;1) is the load distributed from pause node i to edge i at time ¢ + 1, and
I'; is the set of neighbor nodes of node i.

(2) The load redistribution of failure node

For the failure node, all the lines connected to it will become invalid, which will
lead to the traffic paralysis. When passengers choose the route, the first factor to be
considered is the accessibility to the destination station, and the second important
factor for transfer passengers is the station connectivity in the whole network. So we
construct the index of connected distance weight effect by considering distance and
connectivity in the whole network. f;;) is used to describe the connected distance
weight effect, as formulas (9) and (10).

/
Zfel‘; diy

Zfel“,- Biy

fip = 9
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(ei)
B — Zl#pEV O1p (10)
y - Z o
1#£pev Clp

(‘3 i.f)

where B;; is the betweenness of edge ij, o, is the number of shortest paths between
node v; and v, through the edge ¢;;, 0y, is the number of shortest paths between node
v and v,, I'; is the set of neighbor nodes before node is failure, and d;; is the actual
space distance of edge ij. So we construct the load redistribution model of failure
node, as formulas (11) and (12).

Aeiji+1y = Al - fuj (11)

Al =1; (12)

where Ae;j;41) is the load distributed from failure node i to node j at time 7 + 1.
(3) The load redistribution of overload connected edge

For the pause edge, we distribute the overload to two adjacent nodes equally, and
assume that Av; is the load which pause edge distributes to node v;, as formula (13).
Ci i ll' j

Ay =L 1
v 5 (13)

For the failure edge, we distribute the entire load to two adjacent nodes, and
assume that Av; is the load which failure edge distributes to node v;, as formula
(14).

Av =3 (14)

3.4 The Random Attack Strategy

Traditional attack strategies on nodes or edges in network can be divided into proac-
tive and random strategies. For the proactive attack, we firstly sort the nodes or
edges from high to low according to its importance, then successively attack them
and observe the load distribution in network. For the random attack, we number
the nodes or edges in the whole network and attack them randomly. The previous
researches just attack the nodes or edges unilaterally. However, in urban agglomera-
tion traffic network, the failure of nodes and edges has great uncertainty because the
network coverage area is large and running distance is long. Therefore, this paper
attacks the nodes or edges of network randomly. Then, we distribute the load of
attacked node to adjacent edges according to vested distribution strategy, and delete
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the node and its connected edges. And then we distribute the load of attacked edge
to connected nodes and delete the attacked edge.

3.5 The Measurement Index of Invulnerability

The existing researches of invulnerability mostly use the maximum connected
subgraph to measure the network invulnerability, which means to compare the ratio
of the number of effective nodes in the maximum connected subgraph before and
after the attack. However, because of the large network coverage area, long running
distance and the superposition of various transportation networks in urban agglom-
eration, there are a large number of nodes and edges in urban agglomeration with the
complex situation and large differences of passenger volume between nodes. So the
conventional measurement index will no longer be applicable to urban agglomeration
transportation network. Therefore, this paper corrects the measurement index, and
the new index is the ratio of the sum of all effective nodes weight in the maximum
connected subgraph before and after the attack. We use the S to describe the relative
scale of maximum connected subgraph, as formula (15).

N/
N

ZzNzl hi

where N’ is the number of nodes in maximum connected subgraph after the attack,
and N in the number of nodes without attack.

3.6 The Cascading Invulnerability Model of Urban
Agglomeration Traffic Network

Based on the above analysis, we construct the cascading invulnerability model of
urban agglomeration traffic network, and the steps are showing as follows.

Step 1: The initialization of network. We construct the compound traffic network
G(V, E, W, H). And determine the passenger flow adjustment parameter &, over-
load capacity parameter r, the initial load and capacity of common connected
edges and nodes in network, and the initial load and capacity of compound
connected edges and nodes in network.

Step 2: Attacking the nodes or edges randomly from global perspective. When
we attack the node, it is failure and we delete the failure node and its connected
edges. And when we attack the edge, it is failure and we delete the failure edge.

Step 3: The distribution of load. For attacked node, we determine the proportion of
the load distributed to peripheral nodes with formulas (9) and (10), and determine
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the load distributed to adjacent nodes at the next time with formulas (11) and (12).
For attacked edge, we distribute the load to adjacent nodes equally.

Step 4: Updating the network node load and determining the overload nodes. We
judge the node state with formulas (3) and (4), and calculate the set of failure
nodes V! at time t, the set of pause nodes Vp’, and the set of normal nodes V.
Step 5: The judgment of cascading failure occurrence. If V! U V]ﬁ = (J, there is
no cascading failure and go to the step 9. If V! U Vlﬁ # (, there is occurrence of
cascading failure and go to the step 6.

Step 6: The redistribution of load. For pause node, we determine the load
distributed to the adjacent edges with formulas (7) and (8). For failure node,
we determined the proportion of the load distributed to peripheral nodes with
formulas (9) and (10), and determine the load distributed to adjacent nodes at
the next time with formulas (11) and (12). For pause edge, we determine the load
distributed to the adjacent nodes with formula (13). For failure edge, we determine
the load distributed to the adjacent nodes with formula (14).

Step 7: Updating the network load and determining the overload nodes and edges.
We judge the node state with formulas (3) and (4), and calculate the set of failure
nodes Vu’ *1 at time t + 1, the set of pause nodes V;“ , and the set of normal nodes
VI*+1 We judge the edge state with formulas (5) and (6), and calculate the set
of failure nodes EL’,+l at time t 4 1, the set of pause nodes E ’p“, and the set of
normal nodes E’*!.

Step 8: The judgment of existing cascading failure. If V, "' UV VU EHUEST =
@, there is no cascading failure and go to step 9. If V,H' UV T U E[TTUEL! 5 ¢,
there is cascading failure and go to step 6.

Step 9: The output S which is the correction relative scale of maximum connected
subgraph in urban agglomeration compound traffic network.

Step 10: The judgment of attack end. If V/ ' U E! ! = @, go to step 11, otherwise,
go to step 2.

Step 11: The end of attack. We get the curve of the correction relative scale of
maximum connected subgraph.

4 Example Simulation

4.1 The Construction of Traffic Network Model in Hu-Bao-E
Urban Agglomeration

Based on the cascading invulnerability model of urban agglomeration traffic network,
this paper simulates as the example of Hu-Bao-E urban agglomeration. Because the
Hu-Bao-E urban agglomeration is located in the inland areas of northwest China
without water transportation, has a single aviation transportation network, and bears
a small proportion of passenger and cargo transportation in the urban agglomeration,
we superposed the road and rail traffic subnets to construct the compound traffic
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network model of the urban agglomeration. We constructed the road traffic subnet
G and rail traffic subnet G, with the nodes of all bus and railway stations and the
edges of lines in urban agglomeration. Among them, | V| = 156, |V,| = 29,|E|| =
429, |E,| = 90, and further construct the compound traffic network model of the
urban agglomeration. Among them, V/| =1,V =5V =VUV,UV\V,
V| = 179, E/‘ =6,E" =3,E=E{UEUE"\E', |E| = 516. The compound
nodes are shown as Table 1, and the compound traffic network model is shown as

Fig. 1.

Table 1 Compound nodes

Normal nodes The type of traffic | Compound nodes The walking time of
network passenger transfer

Hohhot coach station Road traffic Hohhot coach station 5 min

Passenger western network Passenger western

station station-railway station

Hohbhot railway station | Railway traffic
network

Ordos bus station Road traffic Ordos bus 8 min
network station-railway station

Ordos railway station | Railway traffic
network

Dalad Banner bus Road traffic Dalad Banner bus 6 min

station network station-railway station

Dalad Banner railway | Railway traffic

station network

Chasugqi bus station Road traffic Chasuqi bus 3 min
network station-railway station

Chasugqi railway station | Railway traffic
network

Baotou coach station Road traffic Baotou coach 8 min
network station-east railway

Baotou east railway Railway traffic station

station network
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Fig. 1 Hu-Bao-E urban agglomeration road-rail traffic network model

4.2 The Analysis on the Impact of the Overload Capacity
Parameter on Urban Agglomeration Traffic Network
Invulnerability Under Cascading Failure

4.2.1 The Simulation of Node Invulnerability Under Random Attacks

We need to keep other parameters are unchanged when we study the impact of
the overload capacity parameter on urban agglomeration traffic network invulnera-
bility. And the impact of the overload capacity parameter on the urban agglomeration
traffic network invulnerability is reflected by the difference of urban agglomeration
traffic network invulnerability caused by the change of overload capacity param-
eter. Based on the assumption of equal supply and demand of urban agglomeration
traffic network, this paper assumes that the lines and stations of urban agglomeration
traffic network are under the full load operation every day, indicating that the actual
passenger volume is equal to the number of actually provided seats. So we consider
the impact of the overload capacity parameter on urban agglomeration traffic network
invulnerability with the passenger flow adjustment parameter & = 1.

We increased the overload capacity parameter r of the compound traffic network
with keeping & = 1. And we attacked the nodes randomly until the network is global
paralysis and results are shown in Fig. 2 and Table 2.

It can be seen from Fig. 2 and Table 2 that the correction relative scale of maximum
connected subgraph was 1 when the Hu-Bao-E urban agglomeration compound
traffic network was not attacked, and the correction relative scale of maximum
connected subgraph was gradually decreasing to 0 with the increasing number of
attack nodes, which the network was paralysis. During the experiment, the overload
capacity parameter value was uniformly increased from 1.1 to 1.6, but the network
invulnerability did not increase uniformly and fluctuated in a certain range. When the
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Fig. 2 Overload capacity parameter contrasts effect on invulnerability under random attack

Table 2 Experimental results and analysis

Overload capacity parameter

Accumulative number of nodes
in global network paralysis

The average correction relative
scale of maximum connected

subgraph
1.1 121 0.4507
1.2 144 0.5308
1.3 102 0.3181
1.4 103 0.4771
1.5 91 0.5018
1.6 118 0.5049

overload capacity parameter r = 1.2, the network invulnerability was the optimal, the
number of accumulative nodes in global network paralysis was 144, and the average
correction relative scale of maximum connected subgraph was 0.5308. Compared
with r = 1.1, the cumulative number of attack nodes increased by 23, the average
correction relative scale of maximum connected subgraph increased by 0.0801,
and the network invulnerability was significantly improved. When we continued
to increase the overload capacity parameter value, the network invulnerability was
decreased significantly, the number of accumulative nodes decreased to 102, and
the average correction relative scale of maximum connected subgraph decreased



Invulnerability Simulation of Urban Agglomeration Traffic ... 189

to 0.3181. After that when we continued to increase the overload capacity param-
eter value, the average correction relative scale of maximum connected subgraph
gradually increased, and the network invulnerability was increasing gradually.

In the experiment, we noticed that when the whole network was global paralysis,
the cumulative number of attack nodes was 91 with r = 1.5. And the value of average
correction relative scale of maximum connected subgraph was 0.5018 withr = 1.5,
indicating that the network had strong invulnerability during the attack. In addition,
the cliff-like decline phenomenon of correction relative scale of maximum connected
subgraph appeared successively in the simulation process. These all show that the
urban agglomeration traffic network has a strong scale-free characteristic and a few
key stations play a crucial role in maintaining the network invulnerability, which
have a huge impact on urban agglomeration traffic network once they are destroyed.

4.2.2 The Simulation of Edge Invulnerability Under Random Attacks

Based on the consistent traffic lines supply and demand, we kept the passenger flow
adjustment parameter & = 1, and increased the value of overload capacity parameter
r to consider its impact on the urban agglomeration traffic network invulnerability.
The simulation results are shown as Fig. 3.
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Fig. 3 Overload capacity parameter contrasts effect on invulnerability under random attacks
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As can be seen from Fig. 3, when overload capacity parameter r = 1.1, the network
had the worst invulnerability, and only attacked 396 edges resulting in global network
paralysis. When overload capacity parameter r = 1.2, r = 1.3, r = 1.4, r = 1.5, the
differences of the correction relative scale of maximum connected subgraph were
small, and the network invulnerability was almost same. In the middle stage of attack,
when r = 1.4 in the process of attacking the 250th to 300th edges, the network
had strong invulnerability. At the end of the attack, when r = 1.5, the network
showed stronger invulnerability than the other three cases. In this case, when the
cumulative number of attack edges reached 516, the network would be paralysis.
The number of attack edges was equal to the number of edges existing in the urban
agglomeration traffic network, indicating that there was no cascading failure in the
attack process, and the network invulnerability was extremely strong because of large
value of overload capacity parameter.

4.3 The Analysis on the Impact of Passenger Flow
Adjustment Parameter on Urban Agglomeration Traffic
Network Invulnerability Under Cascading Failure

4.3.1 The Simulation of Node Invulnerability Under Random Attacks

When we were studying the impact of passenger flow adjustment parameter on urban
agglomeration traffic network invulnerability, the overload capacity parameter was
selected as 1.2. The impact of the passenger flow adjustment parameter on the urban
agglomeration traffic network invulnerability is reflected by the difference of urban
agglomeration traffic network invulnerability caused by the change of passenger
flow adjustment parameter. And we attacked the nodes randomly until the network
is global paralysis and results are shown in Fig. 4 and Table 3.

It can be seen from Fig. 4 and Table 3 that the change of accumulative number
of nodes to make the global network paralysis and average correction relative scale
of maximum connected subgraph is extremely uneven with the uniform decrease
of passenger flow adjustment parameter from 0.9 to 0.4. When & = 0.9, the accu-
mulative number of nodes was largest as 144, and the average correction relative
scale of maximum connected subgraph was 0.5271. When & = 0.8, the accumula-
tive number of nodes decreased to 91, and the average correction relative scale of
maximum connected subgraph increased to 0.5483, which had increased by 0.0212.
When & = 0.7, the accumulative number of nodes was 102, and the average correc-
tion relative scale of maximum connected subgraph was 0.3181 which was minimum.
When & = 0.4, 0.5, and 0.6, the accumulative number of nodes was decreasing grad-
ually, and the average correction relative scale of maximum connected subgraph was
fluctuated between 0.4771 and 0.5120.
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Fig. 4 Passenger flow adjustment parameter contrasts effect on invulnerability under random

attacks

Table 3 Experimental results and analysis

Passenger flow adjustment Accumulative number of The average correction relative
parameter & nodes in global network scale of maximum connected
paralysis subgraph

0.4 91 0.5026

0.5 103 0.4771

0.6 112 0.5120

0.7 102 0.3181

0.8 91 0.5483

0.9 144 0.5271

4.3.2 The Simulation of Edge Invulnerability Under Random Attacks

When the overload capacity parameter r = 1.1, 1.2, and 1.3, we considered the
impact of different passenger flow adjustment parameter values on urban agglom-
eration traffic network invulnerability. The experiment found that the impact of
different passenger flow adjustment parameter values on urban agglomeration traffic
network invulnerability was significantly different with r = 1.1. But when r = 1.2
and above, the experimental results were not clear. So for the convenient analysis, we
selected the overload capacity parameter r = 1.1 to investigate the impact of different
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passenger flow adjustment parameter values on urban agglomeration traffic network
invulnerability, as shown in Fig. 5.

It can be seen from Fig. 5 that network invulnerability was the worst with & =
0.9, and because only 430 connected edges attacked can lead to the global network
paralysis, the network was more sensitive to attacks, and the correction relative scale
of maximum connected subgraph decreased quickly. In the early and late stages of
the attack, the network invulnerability was similar with & = (0.7 and & = 0.8, and the
difference of correction relative scale of maximum connected subgraph was small. In
the middle stage, the network invulnerability was strong with & = 0.8 in the process
of attacking the 150th to 350th edges. In addition, the cumulative number of attack
edges reached 516 when the network was global paralysis with & = 0.7. At this time,
the network cascading failure was weak, indicating that the failure of single line did
not have a great impact on the whole network operation. And it has a weak impact on
the network, because in the urban agglomeration traffic network, the connected edge
supports small nodes, bears small passenger flow, and after the cascading failure,
this passenger flow of line can be absorbed by the adjacent nodes, which is difficult
to produce large-scale cascading failure.
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Fig. 5 Passenger flow adjustment parameter contrasts effect on invulnerability under random
attacks
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5 Conclusions

This paper studies the cascading failure of urban agglomeration traffic network.
Firstly, this paper built the traffic network model of urban agglomeration based on
the site mapping method, and proposed a new cascading failure mode based on the
capacity-load model. Then we defined three node states as normal, pause and failure
to give a judgment criterion based on the degree of node overload. Meanwhile,
this paper mainly studied the flow redistribution mechanism of weighted network
in the process of cascading transfer, and according to the overload node state, this
mechanism gave the flow distribution rules which adopted the distribution based
on residual capacity for pause nodes, and the distribution based on the index of
connected distance weight effect for failure nodes. This paper considers the edge
overload capacity between nodes and node overload capacity between edges during
the cascading failure, and the results of simulation based on the actual passenger
flow in Hu-Bao-E urban agglomeration are shown as follows.

(1) The overload capacity parameter has a threshold of 1.2 with the node attacks, so
this time the network invulnerability would not be improved when we increase
the value of overload capacity parameter.

(2) There is no clear correlation between initial network load and invulnerability
because the large or small initial load will all reduce the network invulnerability.

(3) Compared with the node attacks, the network has a stronger invulnerability
and irregularity under the edge attacks.

(4) The urban agglomeration traffic network has an extremely strong scale-free
characteristic under the random attacks.

Our research has a stronger guiding significance for practical traffic planning
than previous researches. While the disadvantage is that the dynamic characteristics
of node load in the network are ignored, this means that the node or edge load is
constantly changing with time. So this will be the focus of our next work.
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Impact of Intelligent Networking m
on Vehicles Exiting at Urban i
Intersections

Jun Liu and Shu-Bin Li

Abstract Intelligent network connection was expected to completely break the
existing rules and orders of transportation system. The theoretical peak speed of
5G wireless bandwidth could reach more than 10 Gb per second, which enables cars
to exchange information such as location, speed, and destination. It would provide
a technical basis for real-time information sharing among vehicles. Based on the
formal study of Neural Networks, we added Gaussian noise in the RBM top-level
connecting regression, constructing a CDSHybird model that could predict traffic
flow in the urban intersections. The results showed that the model proposed in this
paper could reflect the movement of vehicles passing through urban intersections in
various situations. Further development of interconnection would probably realize
the control of traffic flow without a traffic light, which could maximize the efficiency
of traffic.

Keywords Traffic flow model - 5G smart - City intersection + Urban Boltzmann
machine RBM - Regressor machine supporting vector SVR

Nomenclature

X Traffic input sequence

Vv Average speed input sequence

€ Learning efficiency

WK The weight matrix of the kth layer

c Hidden layer unit offset vector of the kth layer RBM

b The shift vector of the visible layer unit of the kth layer RBM

v; Visible layer node status
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h;  Hide layer node status
v;. Visible layer node state after reconstruction
h/j Hidden layer node state after reconstruction

Y Predicted traffic volume

P Predicted value of average speed

p Distance between cars

h Cars’ length

1, Straight green light duration

tp Left turn green light duration

At Duration of yellow light

n; Total number of traffic lights at the intersection

1 Introduction

In 2018, China’s first autonomous driving demonstration zone was established in
Beijing. In August 2019, Suzhou completed the first public test road with full
coverage of 5G. Intelligent connected cars have become an important direction for
the transformation and upgrading of the automotive industry. Due to the delay of the
4G era and network transmission rate in the 4G era, the development of intelligent
connected cars has not got breakthroughs. However, with the in-depth development
of 5G technology, the key technologies of intelligent connected cars have developed
rapidly [25]. Fachun [6] proposed the in-vehicle Ethernet technology, which provided
a protocol framework for intelligent connected cars to form the Internet of Things.
They also built an Ethernet topology through simulation and planned a blueprint for
the intelligent transportation network of urban transportation. Other scholars built a
traffic introduction platform for smart cars in the 5G era by building a large database
as well as making full use of the “Cloud + End” technology, which fully verified
that it was possible to design route for smart connected cars with the help of remote
map databases [9, 11, 24].

Traffic flow prediction is an important research area of intelligent transportation
systems. Traditional prediction methods include K-proximity [4], machine learning
[15], and artificial neural networks [3]. These models are simple and practical, but
they are not suitable for coping with huge amounts of traffic data. To solve this
problem, some scholars applied Deep Learning to traffic big data. For example, Lv
et al. [17] used a deep auto encoder to predict traffic flow, and Zeng and Zhang
[23] proposed predicting traffic flow based on a recurrent neural network. These
methods provided new and effective means for traffic flow prediction. Some Deep
learning methods, such as multiple demand prediction models [5], residual network
models [22], convolutional networks and recurrent network hybrid models [10], have
already been used to forecast traveling demands [19]. Some scholars focus on the
variability of people’s daily needs of the public transportation network. Baek and
Sohn [1] considered the correlation between the internal time and space of the public
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transportation and propose a prediction method of DNN model. In the context of
intelligent network, these traditional traffic flow models will undergo qualitative
changes. Therefore, it is necessary to study the traffic flow in the intelligent network.

The purpose of intelligent connected car technology is to make the unmanned
driving and autonomous driving come true, the safety needs of which is extremely
high. Li et al. [12] developed an intelligent network information security framework
model to provide a theoretical basis for the network security standards and research
methods of the intelligent networks in the future. Wang and Yancheng [20] have
verified that V2X technology can make autonomous driving of vehicles possible with
electromagnetic compatibility tests. Some scholars have pointed out that control by
remote sensing technology can ensure that cars maintain a safe distance from road
obstacles or other vehicles [18]. The above research provides the theoretical basis
for this article.

Traffic accident is one of the important factors affecting the efficiency of traffic.
Moreover, traffic accidents mostly occur at urban intersections, and they greatly
worsen the problems such as vehicle delays, fuel consumption, and exhaust emis-
sions. Golob and Recker [7] studied the relationship between traffic accidents on
highways and weather, lighting conditions, traffic flow and other factors based on
measured traffic flow data and multivariate statistical models. Bedard et al. [2] used
multiple logistic regression algorithms to study the correlation of the dying risk of
driver and collisions as well as vehicle characteristics. In an intelligent networked
environment, remotely controlling vehicles are bound to reduce the impact of traffic
accidents. Liang et al. [14] used the smart car with four-wheel drive front wheel
steering to establish a longitudinal and lateral dynamic model. Guo et al. [8] proposed
predicting vehicle dynamics through big data analysis to achieve coordinated control
of vehicles and coordinated vehicle-road control. Wang et al. [21] proposed a car-
following model based on the Internet of Vehicles and make a stability analysis,
which can reflect the specific situation of road traffic after the network-connected
cars are put into use. Li et al. [13] developed a signal control algorithm to optimize
vehicle trajectory in an intelligent networked environment. The results show that the
throughput of intersections has improved significantly. Liu and Chang [16] proposed
an optimization model for arterial road signals, which can solve the queue over-
flow problem at congested intersections and alleviate traffic congestion. Based on
this, this article analyzes the road traffic state after the popularization of intelligent
network connection technology, and explores whether the traffic light system at the
intersection can be cancelled to maximize the traffic efficiency.

Because the transportation is usually characterized by large data volume and
high characteristic dimension, some lower traffic volume prediction models cannot
fully analyze the essential characteristics of traffic volume data changes. And the
correction of the prediction can not be guaranteed either. Based on the traditional
neural network, we add Gaussian noise to connect the RBM top-level regression into
a CDSHybird combination model to predict traffic flow. We extract two important
traffic flow parameters, traffic volume and average speed, from the traffic block port
data, floating car data and Internet traffic data of Shenzhen in March 2018.



198 J.Liu and S.-B. Li

In order to study the smart traffic scheme in cross area, we make a hypothesis.
In the cross area of a four-lane double way street, the traffic flow of the peak period
could be 500 vehicles per hour, and two lanes have to be blocked for half an hour
due to some incidents. All the vehicles are equipped with auto-driving system that
can receive the management codes from the control center. The control center could
work out a reasonable traffic light scheme by building a traffic flow model.

One two-way road could be blocked in three ways, left-hand lane blocked, right-
hand lane blocked, and both left-hand and right-hand lanes blocked. In our model, we
analyzed the time length and the distances vehicles moved. Meanwhile, we took the
distances between every two vehicles and the number of vehicles into consideration
when we built the model, which could be figured out after the analysis of the time
and distance of the last vehicle when it passed the lane.

On the basis of this problem, this article boldly assumes that the traffic light system
will be completely cancelled at the intersection, and provides design concepts for
5G intelligent transportation systems.

2 Methods and Materials

2.1 Hpypothesis of Method

[y

The distance between each car is large enough and the cars are equal in length.

2. Each car moves in a straight line with uniform acceleration and equals
acceleration before turning.

3. Vehicles start a turning when it is perpendicular to the parking line, and end the
turning when it is perpendicular to the lane.

4. When the red light is on, cars that have passed the parking line will not continue
to count the time without affecting other cars.

5. When both the coming lanes are blocked, the coming cars pass the road in the
leaving lane by the coming lane.

6. The distance between the first vehicle and the stop line in each lane is equal the
distance between every two vehicle.

7. When the vehicle goes straight, the distance between the vehicles remains
unchanged.

8.  The green light time stops when the last car just turns.

9. Do not consider the impact of pedestrians and non-motor vehicles on cars and

motor vehicles comply with traffic rules.

2.2 Traffic Prediction

In order to study the traffic situation at urban intersections, this paper first needs to
predict the traffic flow. In order to carry out traffic prediction analysis, it is necessary
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to simulate traffic congestion and regulate the collected data. This paper designs a
CDSHybird combination algorithm to establish a traffic volume prediction model.

Traffic (Q), refers to the ratio of the number of vehicles passing by among the
observation time (¢) to the observation time (7). The number of traffic Q int; is x;;. The
average speed is V;;, and the traffic sequence of this road section in a short period of
time in the future is x;, x2, . . ., Xs,,, the average speed sequence is Vi1, Vio, ..., Vi,
and each adjacent time intervals are equal.

Traffic flow prediction refers to analyzing the traffic volume data for a research
section in the past period and making a prediction of the traffic volume of the section at
a future time. That is, by analyzing the traffic volume data x,;, x;,, . . ., X;, in the past
period, we can find out the functional relationship x;,41) = f (X1, X2, - . ., Xin) tO
predict a certain future moment’s traffic flow. Similarly. The average speed sequence
Vi1, Via, ..., Viu can be used to predict the average speed V;(,+1) at a certain time in
the future.

Assuming that the time interval for each statistical traffic flow data is Az. The total
number of road sections studied is N. The traffic sequence of the research section
would be:

X = (x1,x2, ..., %) (D
V=0W,Va..., V) 2)
Among them, x; = (le , sz, o x}) represents the current period of the adjacent

section of the studied section and the traffic volume of several historical periods, and
we can find that t; — t, = At. The traffic flow of time i is x;;. Then the traffic volume
or average speed of the next moment of any predicted road segment is predicted by the
traffic flow data of the current time of the road segment and its adjacent road segments
and the k previous historical moments. This article uses X = (xy, xp, ..., Xx,) and
V = (Vi, Va,..., V,) as input data to predict the traffic volume or speed of the ith
section. We can get the predicted traffic volume value or the predicted average speed:

Y = an-&-At (3)

P = VzinJrAr 4)

2.2.1 Traffic Flow Prediction Process

As to the part of traffic flow prediction, we analyzed the changes in traffic volume
and average speed with time and space to determine the correlation between traffic
volume and average speed with time and space. Considering the contribution of
different nodes to the prediction task, we then introduced continuous CRNM, and
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designed a traffic prediction model based on the CDSHybird model and an average
speed prediction model that continues the CDSHybird model.

2.2.2 Spatial-Temporal Distribution of Traffic Flow

The traffic flow parameters are important factors in predicting traffic flow and judging
road congestion. It changes continuously not only with time, but also with spaces.
Therefore, before establishing a prediction model in this paper, we first analyze the
changes in the volume and average speed of background road traffic over time.

Traffic volume refers to the number of vehicles passing through a road section in
time unit. In this paper, it refers to the number of vehicles passing through a certain
cross in time unit. It is an important research object in this paper to predict traffic flow.
There will be some differences and similarities in its changing trends. In this paper,
we study the correlation of traffic volume in different time and space by analyzing the
traffic volume of the coming lanes and leaving lanes in the Municipal Party School
section of Xiangmihu Road, Shenzhen City.

Traffic volume shows a certain regularity at different time periods in the Municipal
Party School section and the traffic volume. Figure 1 shows the data from March 26,
2018 to March 31, 2018. From the figure, we can see that the traffic volume of
each section is smallest between 2 and 6 a.m., and it grow rapidly after 7 a.m., then
reaching a peak at about 9 a.m. This state can last to 9 p.m., then the traffic flow start
to decline. Regularly, peaks generally occur during off hours.

Because traffic congestion on a certain section may cause congestion on the
upstream section of the section, it is also necessary to study the spatial distribu-
tion of traffic volume in this article. In order to facilitate observation, we also record
upstream and downstream traffic volumes of Municipal Party School section from
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Fig. 1 Traffic volume of Xiangmihu Road Party School in the south and north
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March 26 to March 31 as Figs. 2 and 3 shows. We can see that the traffic volume of
the adjacent road section will decrease when it decrease in a section. When traffic
congestion occurs on a road section, the traffic volume of the adjacent road section
will increase in a later period; when the traffic volume of a certain road section
decreases, the volume of traffic on its adjacent sections will also decrease over time.

The average speed of traffic has a lot to do with the change of traffic volume.
When the traffic volume is large, the speed of the vehicle will be relatively slow. In
order to betterly establish a prediction model of the average speed, we analyze the
temporal and spatial characteristics of the average speed analysis. The time distribu-
tion characteristics of the section of the Party School on Xiangmihu Road, Shenzhen
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Fig. 2 Traffic volume of Xiangmihu Road Municipal Party School and its southbound section
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Fig. 3 Traffic volume of Xiangmihu Road Municipal Party School and its northbound section
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Fig. 4 Traffic average speed data of Xiangmihu Road

City are still being analyzed. The data is the average traffic speed from March 26th
to March 31st, 2018, as shown in Fig. 4.

It can be seen from the figure that the daily change in the average speed of the
vehicle is also showing a certain regularity. When the traffic volume increases, the
average speed of the vehicle speed must decline; when the traffic volume decreases,
the average speed may increase slightly. Taking the data curve of the Party School
section of as an example, it can be observed that between 0 and 6 a.m., the average
speed of this section is ranged from 20 to 25 km per hour. After 6 a.m., the vehicle’s
speed decreased rapidly. And the traffic flow also increased at this time, which is
accordant to the time distribution characteristics of the traffic flow. From 10 o’clock,
the speed of the vehicle slowly increases, reaching a small peak around 12 o’clock,
and then start to decline, hitting the bottom at about 6 p.m., and rebound after that.

Based on the analysis of the traffic volume, we can recognize that the traffic
volumes of the Party School section and the surrounding sections are different, and
the average speeds are different as shown in Figs. 5 and 6.

From the figure, we can analyze the relationship between the average speed and
time point. Combined with the spatial distribution characteristics of traffic volume,
it is not difficult to find that the traffic flow in the upstream section of Xiangmihu
road is the smallest, and the average speed of this section is the fastest. Through the
above analysis, we can know that the change of traffic volume and average speed has
a great relationship between the adjacent sections, so we should consider their spatial
distribution when designing the prediction model of traffic volume and average speed.
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Fig. 5 Statistics of average speed of Xiangmihu Road Municipal Party School and its southbound
section

=—=Xiangmihu road Party School Road northbound

e=TNiangmihu Road municipal Party School Road northbound upstream Lane

35
30
25
20
15
10
0
oo oo oD Qo oo o oo Q0 oo Qoo oo o0oo
2RISR RIZIRIBI2 2B RIL|BIBIRIEIRI2 B IRBISIR]E
Qo0 0 oo o000 o0 oo oo o eC oo o
2RI RIS 22222 S RISIRBIE RIS SBIR2I219
AW AW A NN NN 0m T g DN o n o O A
= =N ™ — ~ N ~ o~ ™~

Fig. 6 Statistics of average speed of Xiangmihu Road Municipal Party School and its northbound
section

2.2.3 Traffic Flow Prediction Model Based on CDSHybird Model

After analyzing the temporal and spatial correlation between traffic volume and
average speed, we tried to build a new model, which involved the contribution
of different nodes to the prediction task. We added Gaussian noise to make the
nodes continuously, and connected the regression model at the top to make global
adjustment. Then we built the CDSHybird model to predict traffic volume.
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RBM is a formula based on energy. It assumes that the number of hidden layers
is m, and the number of visible layers is n. When the state of (v, /) is determined,
the energy formula of RBM is:

E@. hlo) ==Y biv;— Y cjhj—Y > cowih; (5)
i=1

j=1 i=1 j=1

Among them, 6 = {w,-j, a;, bj} are parameters of RBM; V; and h; are visible
layer neurons and hidden layer neurons, b; and ¢; are visible layer bias and hidden
layer bias respectively, w;; is connection weight between visible layer and hidden
layer. From the energy formula of RBM, it can be concluded that the joint probability
distribution of (v, h):

—E(v, h|0)
P, h|0) = ——5— (6)
<
2(O) =Y e w0 9
v,h

where z(0) is the normalization factor. The distribution P (v|6) of v can be obtained.
And the marginal distribution of the joint probability distribution P (v, k|0) is:

P(v]0) = % e PO (8)
h

Considering the structural characteristics of RBM, we can get the conclusion that
if the visible unit (or hidden unit) is known, and the activation states of each hidden
unit (or visible unit) are independent from each other, then the activation probabilities
of the jth hidden unit and the ith visible unit are respectively:

P(hjz 1|v,6):a<cj+2v,»w,-j> (9)

P, = 1lh,0) =0 bi+Zhjw,~j (10)
J

o(x) = m is the sigmoid function.
If v; is known, then the conditions of /; nodes will be independent. Similarly, if
hj is known, then the conditions of v; nodes will be independent. There are:

P(hlv) =[] P(hjv) (1)

J
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P(v|h) :HP(vj|h) (12)
J

Thus, if the visible layer node is known, we can calculate the probability of
activating the jth hidden layer node. Similarly, when the hidden layer node is known,
we can calculate the probability for activating the ith visible layer node.

1
Ph, =1 = 13
( ! |U) 1+ exp(— Do viw — c.,-) (13

1
1 + exp(— Zj hjw,»j — bl)

P(v; = 1|h) =

(14)

RBM is a probability model. Compared with other neural networks, the proba-
bility generation model is used to establish the distribution relationship between the
observed data and its label. But a single RBM has some shortage as it is a neural
network composed of a visible layer and an output layer. It can only get shallow
features, instead of deep features in data feature analyzing. Since the support vector
regression model has a good effect on the processing of nonlinear data, so we consider
to connect a SVR predictor at the top of RBM to predict traffic volume.

Support Vector Regression (SVR) is a regression algorithm developed on the
basis of Support Vector Machine (SVM), which is mainly used to solve regression
problems. Itis similar to SVM, but there is only one sample point of SVR. The optimal
hyperplane is not to maximize the separation of the two types of sample points, but
to minimize the “Total Deviation” of all sample points from the hyperplane. At this
time, the sample points are all between two boundary lines, so the optimal regression
hyperplane is the same as the maximum interval.

In a set of training samples {(xy, y1), (x2, ¥2), - - - » (X, Ym)}, x; € R™ is the input
data, and y; € R is the output data. Classification learning will create a for multilayer
hyperplane based on the training set in the sample space. Standard support vector
machine uses ¢ — Insensitivity function, which assumes that all training data are
fitted with linear function under the accuracy &. Support vector regression can only
be used when f (x) and y only has ¢ deviation. Only when the absolute value between
f(x) and y is greater than ¢, the loss value can be calculated.

Firstly, nonlinear mapping is used to map the original input data from the original
space to the N-dimensional feature space, and the linear regression calculation is
completed in the high-dimensional space. So the function is constructed in the feature
space. In this way, the nonlinear regression problem in low dimensional space can
be transformed into linear regression problem in high dimensional space. The loss
function can be defined as following:

Lo(x;i, yi, f) = max{0]y; — f(x)| — &} (15)

We need to find a suitable function to minimize H (w):
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1 1 <
H(w) = S w)+C— 3 Le(xi, yi, f) (16)

i=1

Among them, w = (w;, ws, .,wy)T s the weight number, and C is the
adjustable parameter. By introducing the nonnegative variables & and Ei/ , the
following results are obtained:

min%<w,w)+ci(gi+s;) (17)

i=1
The constraints are:

[w-@xi) +bl—yi <e+§&
—[w-¢(x;) +bl <e+§ (18)
£.6>0,i=1,2,....m

The corresponding dual problems are as follows:

m

max;yi(ﬂi—ﬂ) g(ﬂ,—i—ﬂ)—%éé(ﬂi— )(,31 ,3) (x,,y])

S.t. i(ﬁ, —/3;) =0, 0< ﬂi» ,3,‘ = C/m
(19)

Among them, 8; and ,3; are Lagrangian coefficients of &; and élf respectively, and
K (x;, y;) is its kernel function.
To sum up, we can get the corresponding output of the test sample as follows:

f = Z(ﬁ, B))K (xi.5) +b 20)

i=1

By the traffic volume and average speed data from March 26 to March 30, we
can predict the traffic volume and average speed of Xiangmihu Road southbound on
March 31. The comparison between the predicted value and the actual value is as in
Figs. 7 and 8.

Both figures are based on the information of the southbound section of Xiangmihu
road from March 26 to March 30. It is found that the information prediction of the
average speed is more accurate. There is a large deviation in the prediction of traffic
flow between 9:00 and 16:00. The reason may be that the sample data volume is too
small.

To sum up, we can see that the traffic volume prediction model based on CDSHy-
bird designed in this paper has a good effect on the fitting of the predicted value
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Fig.7 Comparison between the actual traffic volume and the predicted traffic volume of Xiangmihu
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Fig. 8 Comparison between the actual and predicted average speed of the southbound section of
Xiangmihu Road

of traffic volume and average speed with the real data, and the prediction effect is
slightly worse in the local area with large traffic flow fluctuation.
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2.3 Method Description

2.3.1 Characterization of Vehicle Road Occupancy in Extreme Cases

Road occupancy is the ratio of the distance vehicles take to the length of the lane,
and is shown as §;. We can get the formula as below:

hY
fi = (p Zl ) @1

Weuse Tge, Tow, Ton, Tgs, Tre, Trw, Trin, Trs to indicate one Duration of the
green light in the east of the intersection, the green light in the west, the green light
in the north, the green light in the south, the red light in the east, the red light in the
west, and the red light in the north, and the red light in the south. When the traffic
light at a certain position of the intersection is displayed as a green light, the traffic
light at the opposite position must be displayed as a green light, and the duration of
the green lights in both directions is equal. Then the number of vehicles that pass the
cross in one green light can be expressed as:

sz[nE"q (22)
p+h

In order to get the total number of vehicles passing through the intersection during
the green light time, we need to double N. The ultimate non-traffic state is that during
the green light time, all vehicles on the road pass the stop line just before the right
light is on. The road occupancy rate of the ultimate non-traffic state is represented
by By, which can be obtained:

Tge-v
2p+h[ﬁﬂ]

Po = 7

(23)

Among them, d; represents the length of the ith road.

2.3.2 Characterization of Vehicle Scheduling Process

When it is necessary to close the two lanes g3 and g4 due to traffic accidents, road
maintenance, etc., we will use the b4 lane to replace the two lanes g3 and g4 (Fig. 9).

When the car turns, the car’s motion trajectory is exactly close to a quarter of an
ellipse. Therefore, in the calculation, we use the algorithm to calculate the ellipse
motion trajectory to quantify the various parameters of the car turning. This article
positions the end point of lane b4 from west to east to the midpoint of lanes b; and
bg the end point of lane of b4 lane from west to north to the midpoint of lanes b5
and bg, and the lane b4 from west to south to the midpoint of lanes b; and b;. This
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g7
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Fig. 9 Schematic diagram of two driving out lanes closed

can simplify the research of the problem. From the algorithm of the elliptical motion
trajectory, we can get the following formula:

%
1=4a/,/1 — e2sin® BdB ~ 27b + 4(a — b) 24)
0

Among them, a represents the semi-major axis and b represents the semi-minor
axis of the ellipse of the car. Assuming that the width is equal to x, the vehicle turning
trajectory coefficient can be obtained (Table 1).

When the car goes straight from west to east from lane b4, the car runs roughly
diagonally to the right. We assume that the car’s motion is a uniformly accelerating
linear motion when going straight. When the green light on east—west direction is on,
the vehicles waiting for the green light in lane b4 will have two movement trajectories,
going straight from west to east or turning from west to south. At this time, vehicles

Table 1 Vehicle turning trajectory coefficient

From by |Frombs |Fromg; |Fromg; |Fromgs |Fromgs |Fromg; |From g7
toby,by |tobs,bg |tobs to by, bg | to b3 to by,bg |to by, by |to bs, bg

5 7 3 3
a | 3x 3x 57X 5X 5X 3x 3x X

3 5 1 5 5 1
X ix ix X zx zx jx ix
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waiting for a green light need to be analyzed. This article discusses two extreme
situations, that is, all waiting vehicles in lane b4 turn right and all go straight.

We took all the vehicles in a queue as a train fleet, and the maximum speed allowed
for vehicles to pass the intersection as the highest speed of the fleet. Teams waiting
for the green light are considered to be accelerating after launch. We weakened the
influence of the centripetal force of the circular motion on the acceleration as much
as possible, and compared the overall trajectory lengths of the two to find that the
shorter the time it took when the vehicle turned to the right, the bigger the amount
of the cars passed.

We assume that the time when traffic lights go straight from the north to the north
as the starting point, and take 250 vehicles as the research object, distributing them
evenly in the four directions of the intersection. Then, each direction of the crossroads
is divided into 63 vehicles. According to this relationship, the following functional
relations are listed:

Vi,
1 >63xk 25
cel ( h)nl * (25)
cel n *
A 1=

Due to the blockage of lanes g3 and g4, vehicles in lanes g and g, will not be
affected by turning from the left nor going straight, and will not be affected by lanes
g3 and g4. In order to assure all vehicles to pass through the intersection quickly,
we need to schedule these vehicles so that they can pass through the intersection
no matter the lights go straight is on or the lights turn left is on. So the following
functional relations are listed:

. (U(ta +tb)
ceil| ———

s >2n, > 84 Q7

When two lanes b; and b, need to be closed due to traffic accidents, road
maintenance, etc. (Fig. 10).

When lanes b; and b, are blocked, vehicles in lane g7 cannot perform turn left. In
case of traffic congestions, we need to rearrange them. That is, they will go straight
along gs. Then, we can get the following formula:

fa
ceil(”—)zn, > 63 (28)
p+h

When one of the two closed lanes is leaving the lane and one is entering the lane,
the calculation method is the same as the previous one (Fig. 11).
And formulate the objective function for the above three cases:

Tnin = n(t, + 1, + 4At1) 29)
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Fig. 11 Other road closure situations
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2.4 Results

We use the Lingo11 software to form a non-linear programming equations and solve
them. Then, we get the appendix.
The result obtained is:

ey
@
3

ty = 37.83938; t, = 39.06; n; = 1; k = 0.4920635; Tmyin = 84.89938
ta = 37.83938; t, = 39.06; n; = 1; k = 0.4920635; Tmyin = 84.89938
ty = 51.66; t, = 51.66;m = 1;k=0.5; Tpin = 111.32.

2.5 Traffic Light Control Scheme and Route Arrangement

After analyzing the above three types of situations, we find that when the proportions
of the vehicles going straight forward and right-turning are almost the same, then the
traffic efficiency is highest. That means the total time the vehicles take to pass the
cross thoroughly is shortest within the normal endurance of the driver.

ey

@

3

The duration of the green light of the straight traffic signal is 37.84 s, and the
duration of the left turn signal is 39.06 s. The number of vehicles on the straight
road accounts for 49.20635% of the total number of vehicles, and the total time
for all vehicles to pass is 84.90 s.

The duration of the green light of the straight traffic signal is 37.84 s, and the
duration of the left-turn light is 39.06 s The number of vehicles on the straight
road accounts for 49.20635% of the total number of vehicles, and the total time
for all vehicles to pass is 84.90 (s).

The duration of the green light of the straight traffic signal is 51.66 s. The
duration of the left turn traffic signal is 51.66 s, and the traffic on the straight
road accounts for 50% of the total number of vehicles.

The route adjustment plan based on the solution worked out as follows:

The first type of situation: The cars in lanes g;, g2, 83, 84, 85, 86 and gs pass
normally. The vehicles in lane g7 need to be dispatched to go straight with the
cars in lane gg.

The second type of situation:

(1) Cars in lanes g, g3, g5, 86, &7 and gg pass normally. Vehicles in lane g4
can turn right into lane b,, and vehicles in lane g can go straight when
the left-turn light is on.

(2) Cars in lanes g1, g3, &5, 86, &7 and gg pass normally. Vehicles in lane g4
can turn right into lane b,. Vehicles in lane gs can turn left when the lights
go straight across is on.

(3) Carsinlanes g, g3, 84, &5, 8¢ and gs pass normally. The vehicles in lane
g7 need to be dispatched to go straight with the cars in lane gg.

(4) Cars in lanes g1, g3, g4, &5, &6 and gg pass normally. Vehicles in lane g7
need to be dispatched to go straight with cars in lane gg.
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3. The third type of situation: The cars in lanes g3, g4, g5, g6, &8 and gg pass
normally. Originally, vehicles from the g, and g, directions are dispatched to
the other three directions.

3 Simulation

In our research process, we mainly talked about the situations that some lanes are
closed in the intersection. However, the traffic system is a holistic system. Any traffic
accident or road construction may affect the overall traffic situation, and there is a
certain functional relationship between the range and the size of the influence. By
studying the two crossroads directly related to the closed lane and the six crossroads
that are indirectly related to the closed lanes, we transformed the partial problems
into global problems. The impact of a closed road on the global situation can be
roughly expressed by using a three-dimensional peak wave diagram (Figs. 12 and
13).

In Fig. 12, the plane formed by x and y is a horizontal plane, the unit of x and
y is kilometer, and the z-axis is a simulated traffic pressure value, which means the
numbers of per minute. When a section of road is closed, the two intersections closest
to the incident will be the first to be affected, and the affection radiated outward in

Fig. 12 Simulation of traffic
pressure

Fig. 13 Umbrella radiation
pattern of traffic pressure
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Fig. 14 Possible traffic pressure situation in the city at a certain moment

a wave. The six intersections infected by the first two sections will suffer the most
affection of the block down of the lanes.

We conjecture that the degree of impact will be impacted by the distance between
the tragic spot and the lane. We make the congestion at the two intersections on
the ends of the road where the situation occurs two peaks. The pressure radiation
can form an umbrella diagram. The extent of the impact and the distance from the
incident point roughly correspond to the peak system model (Fig. 14).

The disparity of traffic pressure on both sides of the intersection at the same time
may be huge, which makes the road utilization rate is relatively low. The Peaks model
can be used to simulate the possible traffic pressure situation in the city at a certain
moment. It can be seen that there is a large imbalance in the traffic pressure in the
city.

It can be seen from Fig. 15 that the traffic pressure situation at urban intersections
has its regularity, but unexpected accident traffics will break this law. In order to
alleviate this situation, an intelligent control system can be set for each intersection
to minimize the impact of closed roads on the traffic system. An overall intelligent
control system can be established to balance traffic through 5G remote control.

4 Conclusions

Through the above research, it can be found that the traffic pressure at each inter-
section when a sudden accident happened on the road can be quickly relieved by the
control and adjustment of the intelligent network connection system. So we have a
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Fig. 15 Simulation of traffic pressure at urban intersections

bold outlook on whether we can control the vehicles through 5G remote control so
that the distance between the cars from all sides can at least be perfectly staggered
when passing through the intersection. Then we can achieve the idea of eliminating
traffic lights at crossroads and maximizing the efficiency of the transportation system.

With the model established earlier, and the following questions should be
discussed.

(1)  When the amount of the vehicles is small, they could pass through the intersec-
tion automatically under the control of intelligent system instead of stopping at
the red light if there is a traffic light. Thus the efficiency of traffic will obviously
improve.

(2)  When there are many vehicles, and no traffic light, a control system can make
cars start and stop by the control of auto-driving system, so that more vehicles
will not be affected by complicated external environment. Which means no
traffic accidents such as a collision or a rampant will affect the traffic.

Because passengers have different destinations and urgency, it is necessary to
design a traffic scheme for each vehicle separately which could form an intelligent
transportation system. When there is a limit speed for the cars, they can go forward
with different speed. That is, vehicles are allowed to overtake. So, we need to take
every vehicle that will pass through the intersection into account. We need intelligent
systems to make intelligent decisions through big data analysis and cloud computing.
In the future, when people research intelligent cars, the following basic Principles
should be obeyed:

(1) Eachvehicle is driven to its destination without stopping by the control system.
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(2)  Vehicles are not allowed to run at the same speed, and they can do variable-
speed movement.
(3) All vehicles are unmanned and remotely controlled by intelligent systems.
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Safety Evaluation of Expressway Linear m
Operation Based on Design Consistency e

Ke Chen, Jian-Feng Jiang, Jia-Jia Tian, Yun-You Liu, and Yanli Ma

Abstract In order to solve the problem of coordination between speed and align-
ment design of expressway in China, and improve the safety of expressway operation.
On the basis of determining the operation safety evaluation index, combined with the
existing domestic traffic safety evaluation research data, referring to the American
interactive highway safety design model (IHSDM), this paper build an improved
highway alignment operation safety evaluation model considering design consis-
tency. A case study is carried out to verify the effectiveness of the model. The results
show that the accuracy of the model is 83.33%, which can effectively evaluate the
operation safety of highway alignment design, and the research results are positive.
It is of great theoretical and practical significance to guide the safety evaluation of
highway alignment operation in China.

Keywords Traffic engineering - Design consistency * Linear design + Evaluation
model - Operational safety

1 Introduction

With the rapid development of highway construction in China, while providing effi-
cient and convenient services for transportation, expressways also have hidden safety
problems, which are reflected in the lack of coordination between speed and highway
alignment design. It is very important to carry out linear highway operation safety
evaluation considering design consistency to improve highway operation safety.
The relevant research on highway operation safety evaluation abroad is relatively
earlier than that in China. In 1988, the Highway Safety Audit Guide was compiled
in the United Kingdom. In 1994, Australia issued the Highway Safety Assessment.
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In 2002, Germany published the Road Safety Audit Recommendation. In 2018,
the Federal Highway Administration released the latest version of the Highway
Safety Audit Guide and the Interactive Highway Safety Design Model (IHSDM).
The research on road safety evaluation in China is relatively late compared with
abroad. In 1998, Tongji University developed a highway safety evaluation procedure
for high-grade highways. In 2004, the department of transportation published the
Highway Safety Audit (HSA). In 2015, the HAS were revised, and released as the
Specifications for Highway Safety Audit (SHSA) [1-19].

Based on the existing traffic safety evaluation research in China, combined with
the SHSA and referring to the IHSDM, this paper proposes a traffic safety evaluation
method suitable for expressway alignment design in China, in order to solve the
problem of coordination between highway operating speed and alignment design
in China. Firstly, the required data and operational safety evaluation indexes are
determined. Then, the expressway operational safety evaluation model based on
design consistency is established. Finally, the effectiveness of the model is verified
through case analysis.

2 Evaluation Indexes and Data Requirements

2.1 Evaluation Indexes

When the vehicle is driving on the highway and the highway alignment changes, the
driver will immediately take measures to adjust the operating speed to ensure driving
safety. Therefore, highway alignment is one of the important indexes for the safety
evaluation.

The change of operating speed is directly related to the safety of road operation.
The greater the speed difference between adjacent sections, the worse the safety of
road operation. The transition section between tangent segment and curve segment
is the most critical position for road safety evaluation. Therefore, the difference of
operating speed between tangent section and curve section is an important index to
evaluate the design consistency.

In the process of driving, the operating speed of vehicles is affected by many
factors, and it is difficult to keep consistent with the design speed (V gesign)- Especially
in the case of low design speed, the operating speed is likely to exceed the design
speed. The coordination between the operating speed and the design speed is another
important factor for the safety evaluation of road operation. Therefore, the difference
between the operating speed and the design speed in the same section is another
important index to evaluate the design consistency.
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Table 1 Design consistency

. . Data requirements Data element
evaluation data requirements

Horizontal alignment data Horizontal tangents, transition
curves, horizontal curves

Vertical alignment data Longitudinal slopes, vertical
curves

Speed data Design speed, limited speed,
desired speed

Table 2 Desired speed Design speed (km/h) 100 or 120 80
requirements at different

design speeds Desired speed (km/h) 120 110

2.2 Data Requirements

The data required to evaluate the design consistency include the highway alignment
data and speed data, as shown in Table 1.

Horizontal alignment data mainly include data of tangent segment, transition
curve segment and circular curve segment; The data of tangent segment include
the starting and ending pile numbers; Data of transition circular curve segment and
circular curve section include starting and ending pile numbers and radius of circular
curve. Vertical alignment data mainly include data of longitudinal slope segment and
vertical curve segment; The data of vertical curve segment include the starting and
ending pile numbers, radius of vertical curve and tangent length of the curve.

Speed data include design speed, limit speed, and desired speed. The design speed
refers to the maximum operating speed that general drivers can maintain safely and
comfortably when the climate is normal, the traffic density is small, and the vehicle
operation is only affected by the highway itself (geometric elements, road surface,
ancillary facilities, etc.). The limited speed refers to the maximum operating speed
allowed on the highway; The desired speed refers to the speed that the vehicle can
maintain without being restricted by other surrounding vehicles. In this paper, small
car is selected as evaluation model. According to the SHSA, the desired speed is
shown in Table 2.

3 Design Consistency Evaluation Model

3.1 Speed Consistency Evaluation Model in SHSA

The SHSA gives a speed consistency evaluation model based on operating speed,
prescribed by the standard of the highway road sections and different speed prediction
model, and provides the speed consistency by the absolute value of adjacent sections
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Table 3 Highway section division standard

K. Chen et al.

Alignment

Horizontal curve radius: R >
1000 m

Horizontal curve radius: R <
1000 m

Vertical grade: G < 3%

Tangent length: L > 200 m
Horizontal tangent section

Tangent length: L <200 m
Horizontal tangent section

Horizontal curve section

Vertical grade: G > 3%

Vertical slope section

Horizontal curve-vertical slope
combined section

Table 4 Speed consistency evaluation criteria in SHSA

Speed consistency IAVgsl IAVI

Good IAVgsl < 10 km/h IAVI < 10 km/h

Fair 10 km/h < |AVgsl <20 km/h 10 km/h < IAVI <20 km/h
Poor IAVgsl > 20 km/h IAV] > 20 km/h

speed difference |AVgsl and the absolute value of the same section of design speed
and operating speed difference |IAVI, road division standard are shown in Table 3,
the speed consistency evaluation standard are shown in Table 4.

3.2 Design Consistency Evaluation Model in IHSDM

In IHSDM, the consistency of the design is evaluated by establishing the operating
speed analysis model along the highway, and the model is first combined with the
horizontal and vertical alignment to predict the operating speed of the tangent section,
the horizontal curve section, the horizontal curve and the vertical curve combined
section (see Table 5). Then, predicts the rates of acceleration and deceleration in and
out of the horizontal curve by the prediction formula (see Table 6). Finally, adjusts
the operating speed of the tangent section by acceleration and deceleration rates of
the section in and out of the horizontal curve, and generate the final operating speed
(Vgs) profile.

In the horizontal curve section and the combination of horizontal curve and vertical
curve section, the operating speed prediction formula is mainly related to the radius
R of the horizontal curve. Only when the longitudinal slope grade is different, the
formula will be different, but the formula structure remains the same. However, under
actual conditions, the speed of vehicles on the expressway is not only determined by
the radius of the horizontal curve, but also by the horizontal and vertical alignment.
The design consistency evaluation model ignores the influence of the vertical slope
gradient below 4% on the operating speed and the influence of the vertical curve
radius on the operating speed. Therefore, the design consistency evaluation model
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Table 5 Operating speed prediction formula
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Equation Alignment type/condition Vg5 (km/h)

1 Tangent Vs = Vesire

2 Horizontal curve on grade: G < —4% Vgs = 102.10-3077.13/R

3 Horizontal curve on grade: —4% < G < Vg5 = 105.98-3709.90/R
0%

4 Horizontal curve on grade: 0% < G <4% | Vg5 = 104.82-3574.51/R

5 Horizontal curve on grade: G > 4% Vg5 = 96.61-2752.19/R

6A Horizon curve and vertical curve Calculate “effective grade” and use
combined: vertical curve begins before appropriate Egs. 2-5
midpoint of horizontal curve

6B Horizon curve and vertical curve Use Egs. 2-5 based on entry grade

combined: vertical curve begins after
midpoint of horizontal curve

Table 6 Acceleration and deceleration rates prediction formula

Classify Condition Horizontal curve radius | Rates (m/s2)
(R) (m)
Deceleration | Tangent to curve R>873 0.05
175 <R <873 —0.0008726 + 37,430/R>
R< 175 1.25
Curve to tangent, or | All 0.05
tangent to tangent
To a STOP condition 2.5
To an end speed 1.25
(>0 km/h)
Acceleration | Curve to tangent R>436 0.21
250 <R <436 0.43
R <250 0.54
Tangent to curve, or | All 0.21
tangent to tangent
From a STOP 1.54
condition
From a start speed 0.54
(>0 km/h)

in IHSDM is not easy to find the sections with problems in the vertical alignment,
resulting in poor design safety evaluation effect of the vertical alignment.
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Fig. 1 Schematic diagram of road section division

3.3 Improved Design Consistency Evaluation Model

Based on the actual highway design data in China, improved the design consistency
evaluation model in IHSDM, The operational steps to improve the model are as
follows:

First of all, according to the horizontal and vertical alignment of the highway, the
section is divided into tangent section, horizontal curve section, the horizontal curve
and the vertical curve combined section (see Fig. 1).

Secondly, the operating speed of each section is predicted according to the
improved speed prediction formula. It is assumed that the operating speed of the
tangent segment can reach the desired speed.

In combination with SHSA, the operating speed prediction formula of the hori-
zontal curve section and the horizontal curve and the vertical curve combination
section is improved, and the improved prediction formula is as follows:

102.10 — 3077.13/R, G < —4%.

103.23 — 3168.35/R, —4% < G < —3%.
105.98 — 3709.90/R, —3% < G < 0%.
104.82 — 3574.51/R, 0% < G < 3%.
99.33 —2904.85/R, 3% < G < 4%.
96.61 — 2752.19/R, G > 4%.

Vi

(D

V1 the operating speed on the horizontal curve (km/h);
R the horizontal curve radius (m);
G the longitudinal slope grade (%).

According to the radius of the vertical curve, the operating speed of the combined
section of the vertical curve and the flat curve is adjusted, and the formula for
calculating the adjustment value is shown in Table 7.

The effect of the vertical curve on the operating speed is mainly related to the
radius of the vertical curve. The smaller the radius of the vertical curve is, the lower
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Table 7 .Calculatlon formula Vdesign (kmv/h) | AV (km/h)
of operating speed adjustment
value Concave vertical curve | Convex vertical curve
17,000—R __ 6000—R
120 AV = =gt AV = =5t
10,000—R 4500—R
100 AV = =55t AV = =5~
4500—R 300—R
80 AV = =55 AV = T

the operating speed, and vice versa. When the vertical curve radius is relatively large
and reaches a certain value, the influence on the running speed can be ignored, and
the adjustment formula is as follows:

Vgs — AV, AV >0
Vgs = ’ - 2
8 { Vi, AV <0 @
R,  the vertical curve radius (m);
Vgs  the adjusted speed in horizontal curve and vertical curve combined section
(km/h).

Thirdly, predict the rates of acceleration and deceleration in and out of the hori-
zontal curve by the prediction formula in IHSDM. and adjust the operating speed of
the tangent section by acceleration and deceleration rates of the section in and out
of the horizontal curve to obtain the final operating speed curve.

According to Formulas 3 and 4, the required distances for acceleration and
deceleration are calculated and compared with the tangent length between curve
segments.

_ ’deesire B Vnz’

S, = 3
"7 2xa, x 3.62 ©)
2 2
|Vdesire - Vn-&-li
S = e _ntl 4)
2 X aptq X 3.6
A\ the required distances for acceleration (m);
Sy+1  the required distances for deceleration (m);
a, acceleration rates from curve 7 to tangent (m/s?);

any1  deceleration rates from tangent to curve n + 1 (m/s?);
Va operating speed on the curve n (km/h);
V.+1  operating speed on the curve n 4 1 (km/h).

When the tangent length between the curve segments is not less than the sum of
the acceleration and deceleration required distances, the vehicle can accelerate to the
desired vehicle speed on the straight segment, the operating speed adjustment curve
is shown in Fig. 3b; and when the tangent length between the curve segments is
less than the sum of the acceleration and deceleration required distances, the desired
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vehicle speed cannot be accelerated and the operating speed adjustment curve is
shown in Fig. 3c.

The formula for calculating the operating speed of the starting deceleration point
is as follows:

v,2 Vi
2a, X apy1 X I+ ay4q X 3e T an ¥ el

3.6% (5)

V=36x
an + apt1

V' the operating speed of the starting deceleration point (km/h);
[ the length of tangent between curve n and curve n + 1 (m) (Fig. 2).

Finally, according to the obtained curve graph of the final operating speed, the
design consistency evaluation index is used to evaluate the running safety of the
expressway. There are two ways to evaluate the design consistency: the difference
between the operating speed and the design speed of the same section, and the differ-
ence between the operating speed of different adjacent section (horizontal tangent
and curve). According to the above two evaluation indicators, judge whether the
highway design is continuous, so as to evaluate the road safety. Design consistency
evaluation criteria are expressed by indicators AP; (km/h) and AP, (km/h), as is
shown in Table 8.

Vas(kan/h)
Tangent
Curve, Curvems
Stations
(a)
Ves(km/h) Ves(ka/h)
Tangent Tangent
Curven+1 i
Curve, Curven Curven
Stations Stations
(b) (c)

Fig. 2 Operating speed adjustment diagram
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Tal?le 8 Evaluatl.on Design consistency | AP| = Vgs — AP = Vg5Tangent —
indicators for design )
. Vdemgn Vgscurve
consistency
Good 0<AP; <10 APy <10
Fair 10< AP; <20 |10<AP> <20
Poor 20< AP, 20< APy
Good AP <0 -

4 Case Analysis

The example adopted in this paper is a two-way four-lane expressway with a design
speed of 120 km/h in China. The improved model was used to evaluate the design
consistency, according to Table 1, it can be determined that the desired speed of
this expressway is 120 km/h. The expressway is divided into 16 horizontal tangent
and curve section. The operating speed of each section was predicted and adjusted to
obtain the final operating speed curve. Finally, the safety evaluation of the expressway
was conducted according to the design consistency evaluation index. The operating
speed curve is shown in Fig. 3, and the design consistency evaluation results are
shown in Table 8.

The Design Specification for Highway Alignment (DSHA) in China is adopted
to evaluate the alignment design of the expressway, and the evaluation results of
the DSHA are compared with the design consistency evaluation results to verify the
effectiveness of the design consistency evaluation results. The evaluation results of
the DSHA showed that there were 6 sections of the highway with deficiencies in
alignment design, among which 5 sections were evaluated as “fair” or “poor” by the
improved model, and the accuracy of the evaluation results was 83.3%, the improved
model can effectively evaluate the safety of expressway operation (Table 9).

Vss{k_l'l.lf’].l)
Desired speed

120 | 1 T

115

110

105 BB o Rt

100 Operating Speed ?

95
r r £ £ £ £ 7 £ Z Z 7 =%
— —_ —_ — — — - — —_ —_ (=) o
% o & B 2 3 3 = 8 S 4 =
+ + + + + - + + s + + +
8 =3 =3 =3 8 = =3 8 = 8 =3 =3
(=1 = (=] = = =1 (=] = = = (=] (=]

Fig. 3 Operating speed profile
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Table 9 Design consistency evaluation results

No | Horizontal | Pile number Vgs (km/h) | AP (km/h) | AP, (km/h) | Design
alignment consistency
1 Tangent K1137 4000 ~ | 120 0 15 Fair
K1139 + 331
Curve K1139 + 331~ | 105 —15
K1142 + 187
2 Tangent K1142 4187 ~ | 120 0 16 Fair
K1145 + 915
Curve K1145 4+ 915~ | 104 —16
K1147 + 690
13 | Tangent K1173 +786 ~ | 111 -9 10 Fair
K1175 + 721
Curve K1175 + 721 ~ | 101 —16
K1178 + 574
15 | Tangent K1199 + 109 ~ | 120 0 15 Fair
K1202 + 866
Curve K1202 + 866 ~ | 105 —15
K1205 + 205
16 | Tangent K1205 + 205~ | 120 0 22 Poor
K1207 + 492
Curve K1207 + 492 ~ 98 —22
K1207 + 646

5 Conclusion

Based on the actual highway design data in China, this paper improves the design
consistency evaluation model in [HSDM, and proposes an alignment operation safety
evaluation method for expressways in consideration of design consistency, deter-
mines the indexes of highway safety evaluation and the method of section divi-
sion. Combined with the SHSA and IHSDM, a model of highway speed prediction
and design consistency evaluation indicators suitable for China was constructed, an
example is given to verify the effectiveness of the model. Study on the evaluation
of highway alignment operation safety considering design consistency can provide
basis for quantifying the security of highway alignment design during the design,
construction and operation stages.
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Forecast Model of Comprehensive )
Transport Freight Index Considering L
Macro Economy in China

Yanli Ma, Jieyu Zhu, and Yining Lou

Abstract To better construct the coordinated development of the comprehensive
transportation system, the prediction model of comprehensive freight index in China
was studied. Basic indicators of production and supply, benefits and macroeconomic
were selected. Cluster analysis was used to divide the indicators into 13 leading indi-
cators and 13 synchronous indicators. Factor analysis was used to analyze the impor-
tance of each leading indicator. The characteristic quantities of freight index were
determined and the Granger causality test was conducted between the four indexes
and the five characteristic quantities respectively. The relationship model between
each freight index and characteristic quantity was constructed, and the validity of
the model was verified. Results show that the freight indexes are volatile. There
is a stable relationship between characteristic quantity and freight index. The error
of forecast and actual value of is within 10%, verifying the validity of the model.
The results can provide theoretical support for forecasting the development trends of
freight transport among various transport modes. The comprehensive transport will
be improved to provide a decision-making basis for the national macro-department
to make policies.

Keywords Comprehensive transportation + Freight index - Clustering analysis -
Granger causality test - Forecast model

1 Introduction

As the basic industry of national economy and social development, the transportation
industry is one of the important indexes to judge the trend of national economy
development and reflect the periodicity of economy. It should give full play to its role
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in leading economic and social development. As an important part of transportation,
comprehensive cargo transportation is closely related to economic development.
At present, China’s economy is in the stage of new normal development, and the
freight structure of various modes is constantly changing. Under the development of
internet platforms, the demand for transportation also keeps growing. To better meet
the requirements of the balance of supply and demand, and the healthy development
of the national economy, it is urgent to establish an efficient transportation system
integrating transportation services. Therefore, it is particularly important to study
the forecast model of China’s comprehensive transport freight index to reveal the
development trend of China’s comprehensive transport.

To accurately analyze operation of freight transportation system, several studies
discussed the impact of economic growth on transportation. Kuzu and Onder [1]
investigated the long-term relationship between the development of the logistics
industry and economic growth. GDP data were used to measure economic growth,
whereas the transport warehouse turnover was an indicator of logistic development.
Results showed that economic growth plays an active role in logistics development.
Gao et al. [2] analyzed the intrinsic relationship between comprehensive transporta-
tion freighting index and GDP to detect the problems in the development of trans-
portation. Results showed that the volume of freight traffic and freight turnover is
positively correlated with GDP. Guo and Xia [3] analyzed the relationship between
traffic facilities and economic growth based on the general VAR model using the GDP
data of China, railway and highway mileage from 1964 to 2004. Results showed that
the selected variables are co-integrated with positive and negative contributions of
railway and highway investments to GDP, respectively. Muller et al. [4] examined the
impact of air, railway and container port transportation on economic growth. Results
indicated that container port traffic positively influenced per capita income across
countries. Meng et al. [S] adopted statistical methods to explore the internal connec-
tion between regional railway freight volume and regional GDP. They showed that
the relationship between railway transportation and economic growth was mutually
promoting. Pandawa et al. [6] studied the relationship between freight and economic
growth adopting three-stage least square method for estimation. Results showed a
bidirectional causality relationship between economic growth and freight transport
in high- and low-income countries. Pradhan [7] examined the interactions between
transportation infrastructure and economic growth in the G-20 countries. Results
showed that economic growth causes transportation infrastructure. Lei [8] estab-
lished a coupling model to study the interaction between the traffic and regional
economy of the Hui community. Tong and Yu [9] investigated relationship between
freight and economic growth in the underdeveloped central and western regions.
Empirical results showed that the interaction between economic growth and trans-
portation services was generally positive. Jiang et al. [10] proposed a structural
equation model to consider the relationship between multimodal transportation and
economic development comprehensively. Travel demand was added as an endoge-
nous variable to account for the complicated interactions between transportation and
economic.
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Some scholars have studied freight indexes. Okan and Yoshida [11] proposed to
establish a long-term dry bulk freight index and studied its characteristics in peri-
odic fluctuations. They used the data to build a model of long-term freight rate and
maritime trade, and took life expectancy as a long-term leading indicator. Kumar
and Anbanandam [12] proposed a social sustainability index calculation framework
based on the dimensions and attributes of social sustainability promoting factors in
goods transportation. The framework considered 16 dimensions and 74 attributes
of 4 factors, including 17 new attributes of social sustainability, and calculated the
overall social sustainability index based on fuzzy logic. Tsioumas et al. [13] proposed
a VARX model based on exogenous variables, which combined the development of
China’s steel production dry bulk fleet and the new comprehensive dry bulk Economic
climate index (DBECI). The results showed that the selected independent variables
could improve the accuracy of BDI prediction. Duru et al. [14] proposed a bivariate
long-term fuzzy inference system for time series forecasting task in the field of
freight market. Empirical study of shipping rate data was investigated and takes life
expectancy was considered as the leading index of time series model. Angelopoulos
et al. [15] used monthly composite index and proprietary annual Freight rate Index
(LFD) to investigate the long-term and short-term dynamic spectrum dry cargo ship-
ping market, and evaluated signs of long-term cyclical effects in the shipping industry
through LFI. Khan and Khan [16] provided an empirical analysis of rail freight
transport demand in Pakistan using annual time series data from 1972 to 2017. The
Johansen’s co-integration and error-correction model was used to estimate short
and long-run elasticities. Moscoso-Lépez et al. [17] presented and compared two
forecasting-models to predict the freight volume. The models developed and tested
are based on Artificial Neural Networks and Support Vector Machines. Uyar et al.
[18] presented a genetic algorithm based trained recurrent fuzzy neural network for
long term dry cargo freight rates forecasting. Betanzo et al. [19] estimated a hedonic
pricing regression to generate a market index from heterogeneous fixture data in the
Offshore Support Vessel (OSV) market. Results show that the volatile market index
was seasonal and was positively correlated to both oil prices and production volumes.
Betanzo and Romero [20] presented a multi-factorial model to assess the performance
of authorities in dealing with the issues derived from freight transport within cities.
The model produces an Urban Freight Transport Index (UFTI), which quantifies the
intention of the authorities to cope with urban freight transport externalities. Liu
et al. [25] designed a road freight index system based on the current situation of
Ningbo road freight transport market for setting the freight index in Ningbo. Models
to calculate the average freight indicator are formulated from different perspectives.
Lgvold Rgdseth [21] established a logistics productivity index that decomposes into
technical, cargo mix, vehicle capacity, and efficiency changes to determine the rate
and drivers of growth. Gong et al. [22] built a railway coal transport boom indi-
cator system with 108 monitoring indicators based on the analysis of the supply and
demand of the coal market. The diffusion index and synthesis index are calculated,
judging the trend of railway coal transport market comprehensively. Shi and Yang
[23] put forward that measuring the development level of a single mode of transport
generally used its own vertical prosperity index. Ning et al. [24] used factor analysis
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to compile global shipping boom diffusion index and composite index, evaluating
the dynamic change process of global shipping boom.

The above scholars mainly focus on the research of relevant indicators of different
modes of transport, and mainly in the aspect of freight price index. There are relatively
few researches on the comprehensive transport freight index, so the forecast model
of the comprehensive transport freight index was studied. The freight index in this
paper is the ratio of the amount of goods shipped by various modes of transport to
the total amount of shipped goods. It reflects the status of the transportation mode
in the integrated transportation system. The importance of each leading indicator
was analyzed through basic indicators selection and factor analysis method. Then
the relationship model between each freight index and characteristic quantity was
constructed. The research results can provide a theoretical basis for the forecast and
development trends of freight transportation, which can accelerate the construction
of an integrated transportation network.

2 Indicator Selection and Characteristic Quantity
Determination

2.1 Construction of Freight Indicator System

Choosing the right indicator is the key of forecast model the comprehensive freight
index. Its integrity and non-repeatability of reflecting the market activity should be
considered. According to the principle of systematization, synchronization, compa-
rability, sensitivity and smoothness of operability, the 26 basic indicators were
selected from 4 categories (production category, supply category and benefit category,
macroeconomic category), as shown in Table 1.

2.2 Division of Freight Indicators

To meet the demand of freight index forecast, the 26 indicators were reclassified by
cluster analysis into leading and synchronous indicator. Cluster analysis can auto-
matically classify the sample data, mainly including splitting method, hierarchical
method, density-based method and grid-based method. Rapid clustering and hier-
archical clustering analysis were adopted to divide the object set with the structure
of tree. Finally, other clustering methods were used to optimize these clusters and
divide the indicator types. To avoid strong collinearity between variables, the advance
preprocessing of the cluster analysis was conducted. There was a multi-collinearity
relationship through correlation analysis of 26 indicators. The car ownership indica-
tors of national railway freight were eliminated and the remaining indicators were
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Table 1 Freight indicator system of comprehensive transport
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Indicator system | Railway Highway Water transport | Aviation

Production Freight volume Freight volume | Freight volume | Freight volume
X1) (X2) (X3) (X4)

Freight turnover | Freight turnover | Freight turnover | Freight turnover
Xs) (Xs) X7) X3)

Supplies Truck ownership | Truck New capacity in | Motor vehicle
(X9), locomotive | ownership (X1;) | water transport | ownership (X13)
ownership (X19) X12)

Revenue Highway Mileage of Total length of air
kilometers (X14) | mileage (Xi5) inland mail route (X17)
waterways (X 16)

Benefits Fixed investments | Fixed Fixed Fixed investments

(X18) investments investments Xo21)
X19) (X20)

Macro economy | Total amount of | Added value of | Added value of | Consumer price
import and export | first industry secondary index (X26)
X22) (X23) industry (X»4),

added value of
the tertiary
industry (X»s)

classified into the category of highway freight volume. The cluster analysis tree is
shown in Fig. 1.

The indicators were divided into two categories through cluster analysis of
software SPSS. The clustering results were shown in Table 2.

2.3 Weight Analysis Freight Indicator

Principal component analysis (PCA) was used to extract common factor from the
leading indicator data set, and orthogonal rotation was taken as factor rotation.
The most commonly used theoretical model to explain the total factor analysis was
obtained as follows.
Xj:alel+aj2F2+~--+aijm+Uj (1)
where F is the common factor of each indicator component, the mean value and
variance of F,, were 0 and 1, and they are independent of each other; j = 1, 2, 3,
..., 1, n is the number of indicators; is a specific factor, it only works for X ;, whose
mean is 0. Each U; is independent of each other, which is equivalent to the residual

in multiple linear regression model. The weight determination method of index X ;
was as follow.
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Fig.1 Cluster analysis tree

Table 2 Cluster analysis

Indicator type Indicator notation
results

Leading indicators X5, X6, X7, X8, X9, X10, X11, X13,
X15, X16, X17, X138, X21

Synchronized indicators | X1, X2, X3, X4, X12, X14, X19, X20,
X22, X23, X24, X25, X26

n m

wj =Y ay/y Y aj ©)
i=1

j=1i=1
where m is the number of factors, w; is the weight of each indicator.

To determine whether the leading indicator was suitable, KMO and Bartlett tests
were performed, and the test results were shown in Table 3.

As depicted in Table 3, KMO information was 0.797, KMO was the sampling
suitability quantity of Kaiser-Meyer—Olkin. When the value of KMO measure was

Table 3 KMO and Bartlett tests of leading indicators

Kaiser—Meyer—Olkin measurement with sufficient sampling 0.797
Bartlett’s sphericity test Approximate chi-square | 290.821
Df 78
Sig 0.000
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Fig. 2 Lithotripsy diagram of leading indicator factor analysis

greater than 0.6, it indicates that the indicator data was suitable for factor analysis.
The approximate chi-square of Bartlett sphericity test was 290.821, the degree of
freedom was 78, and the significance probability of the test was 0.000, indicating
that the data was suitable for factor analysis.

Through factor analysis of the leading indicators, the gravel diagram of factor
analysis was shown in Fig. 2. The lithotripsy diagram of the first two common
factors was relatively steep and then tends to be flat, so they reflected most of the
information.

The weight of leading indicators can be obtained by using formula 2, and the
results were shown in Table 4.

From Table 4, railway freight turnover (Xs), highway freight turnover (Xg),
highway truck ownership (X;;), civil motor vehicle ownership (X;3) and inland
waterway mileage (X4) were selected as the characteristic quantities of the freight
indicators.

3 Forecast Model of Freight Index

3.1 Data Processing

Data of various indicators from 2000 to 2017 were obtained from the National Bureau
of Statistics. X5 stands for rail freight turnover (10% t km), X¢ is highway freight
turnover (10% t km), X, stands for highway truck ownership (ten thousand car),
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Table 4 Weight results of leading indicators

Indicator Component Weight
1 2

Cargo turnover of civil aviation (Xg) 0.986 0.050 |7.559898
Investment of fixed assets in the air transport industry (X21) | 0.965 —0.225 | 6.938573
Water freight turnover (X7) 0.959 0.099 | 2.849937
Highway freight turnover (X¢) 0.947 0.233 | 12.04686
Highway truck ownership (X11) 0.934 0.257 | 14.43341
Investment of fixed assets in railway transportation (Xg) 0.923 0.261 |7.897164
Total length of air mail route (X17) 0.919 —0.192 |4.757622
Mileage of inland waterways (X¢) 0.902 —0.149 |9.715887
highway mileage (X1s) 0.892 0.253 | 6.768905
Ownership of civilian motor (X3) —0.829 0.315 | 12.11697
‘Wagons ownership of national railway (X9) —0.370 0.797 |3.722584
Locomotive ownership of national railway (X1¢) —0.591 0.728 |3.259887
Freight turnover of the railway (X5) 0.666 0.667 |7.932307

X3 stands for civilian motor vehicle ownership (ship), X ¢ is the mileage of inland
waterways (10% km). RX | represents the freight index of railway, RX, represents the
freight index of highway, RX5 represents the freight index of water transport, RX4
represents the freight index of aviation. The trends of each indicator and freight index
were shown in Figs. 3 and 4.

3.2 Granger Causality and Stationary Test

To explain whether each characteristic quantity can explain each transport mode’s
freight index, Granger causality test was conducted between the four freight indexes
and the five characteristic quantities. Granger causality test results of railway freight
index and each characteristic quantity were shown in Table 5. Similarly, Granger
causality test results of highway, waterway freight index, air freight index and each
characteristic quantity can be obtained. Due to limited space, their tables were omitted
here.

According to the Granger test, Granger causality exists in X ;o and RX as well
as X5 and RX in terms of railway freight index, so VAR model can be established.
Granger causality exists between X9 and RX», X4 and RX,, X5 and RX; and X»s
and RX, of highway freight index. Granger causality exists among X9 and RX>,
X4 and RX;, X5 and RX, as well as X,5 and RX, of water freight index, so VAR
model can be considered. In terms of air freight index, there was no Granger causality
between RX4 and other characteristic quantities, but it may be caused by little data,
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Fig. 4 Changes of freight index from 2000 to 2017

which was not a necessary condition for establishing VAR model, so it can continue
to model.

LagLengthCriteria was adopted to determine the lag period, and the maximum lag
period of freight index of railway, highway, water transportation and air transportation
were 1. By testing the stability of freight index and characteristic quantity of each
mode of transport, it was found that the railway freight index, road freight index, water
freightindex and air freight index and characteristic quantity sequence meet the stable
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Table 5 Granger causality test results of railway freight index and each characteristic quantity

Dependent variable Excluded Chi-sq df Prob.

X5 RX, 1.776119 1 0.1826
RX X5 1.151215 1 0.2833
X6 RX, 5.745235 1 0.0165
RX, X6 1.273201 1 0.2592
X1 RX 0.747181 1 0.3874
RX, X11 0.606542 1 0.4361
X3 RX, 3.233244 1 0.0722
RX, X3 2.744000 1 0.0976
X16 RX 0.482934 1 0.4871
RX X16 0.697758 1 0.4035

conditions of VAR model. A vector auto-regression model can be established. The
freight index of each transport mode and the stationarity results of each characteristic
quantity was shown in Fig. 5.

3.3 Establishment of VAR Model

GDP and freight volume model orders were determined through test results. The
VAR model parameter of railway freight index were shown in Table 5. The results
include three parts: parameter estimation of the model, standard deviation of esti-
mated coefficient and t-test statistical value. Similarly, the VAR model parameter
results of highway, waterway and air freight indexes can be determined.

The freight index calculation model can be obtained through coefficient estimation
results. The freight index model of each transportation mode was shown in formula

(3)—(6).

RX; =—1.18E — 06 x X5(,,1) +3.93E — 07 x X6(t71)
—6.17E — 07 x Xll(t—l) +3.12E — 07 x X13(,_1)
— 1.52E — 08 % Xl6(l—1) + 1.21 x RX](,_l) —0.061113 (3)

RX2 =1.01FE — 06 x Xs(,,l) —6.14FE — 07 x X6(,,1)
+ 6.17E — 05 x Xll(t—l) —9.86F — 07 x X13(,«_1)
—0.09 x Xi6¢—1) + 0.62 x RX>¢—1) + 1.503920 4)

RX3 = 1.05E — 07 X Xs¢_1, + 3.45E — 07 x Xe(_1)
—2.10E — 05 x Xll(t—l) + 6.25E — 07 x X13(,_1)
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where RX, is Railway freight index, Xs(_1) is rail freight turnover for (t — 1)-th
year (108 t km), Xe(—1) 1s highway freight turnover for (+ — 1)-th year (108 t km),
X11(¢—1 1s highway truck ownership for (t — 1)-th year (ten thousand car), X3¢—1)
is Civilian motor ownership for (¢t — 1)-th year (ship), X¢—1) is mileage of inland
waterways (10* km) for (r — 1)-th year, RX -1 is rail freight index for (+ — 1)-th
year, RX> is road freight index, R X, _) is road freight index for r — 1 year, RX3 is
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Table 6 Estimated model parameters of railway freight index
X5 X6 X11 X13 X16 RX1
X5(-1) |1.145689 2.898098 0.014607 —1.127537 |3.492598 —1.18E—06
(0.22148) | (0.88039) | (0.00664) |(0.72290) | (4.60889) | (8.4E—07)
[5.17283] [3.29182] [2.20069] | [—1.55975] |[0.75780] [—1.40209]
X6 (—1) |—0.037249 | —0.291852 |0.005150 | 0.599885 —4.600618 | 3.93E—07
(0.10956) | (0.43551) | (0.00328) |(0.35760) |(2.27990) | (4.2E—07)
[—0.33998] | [-0.67014] | [1.56861] |[1.67754] [—2.01790] | [0.94547]
X11(=1) | =7.990672 | —25.04366 |0.365709 16.08432 185.0295 —6.17E-07
(4.42408) | (17.5858) | (0.13258) |(14.4398) |(92.0622) |(1.7E—05)
[—1.80618] | [—1.42408] | [2.75843] |[1.11389] [2.00983] [—0.03678]
X13 (1) | —0.053598 | —0.248377 |4.88E—06 |0.662852 1.715978 3.12E-07
(0.05471) | (0.21746) | (0.00164) |(0.17856) |(1.13840) |(2.1E—07)
[—0.97974] | [—1.14219] | [0.00298] |[3.71231] [1.50737] [1.50258]
X16 (—1) | —0.010063 | —0.003645 | —0.000176 | —0.048932 | —0.430573 |—1.52E—08
(0.01207) | (0.04796) | (0.00036) |(0.03938) |(0.25107) | (4.6E—08)
[—0.83404] | [—0.07600] | [—0.48727] |[—1.24258] |[—1.71497] | [—0.33319]
RX1 (—1) | =73,944.26 | —1,065,749 | —2059.836 | 697,560.5 | —1,584,385 | 1.205415
(98,805.8) [(392,755) |(2960.96) |(322,493) |(2,056,084) |(0.37446)
[—0.74838] | [—2.71353] | [—0.69566] |[2.16303] [—0.77058] |[3.21905]
C 24,332.33 | 168,739.4 | 406.6797 —34,794.69 | —21,707.89 | —0.061113
(17,409.6) |(69,203.3) |(521.721) |(56,823.1) |(362,282) |(0.06598)
[1.39764] [2.43832] [0.77950] | [—0.61233] |[—0.05992] |[—0.92624]

waterway freight index, R X3 _1) is waterway freight index for (r — 1)-th year, RX4
is aviation freight index, R X4 _1) is aviation freight index for (t — 1)-th year.

4 Validation of Model

Through the actual data of comprehensive transportation in 2018, forecast models
of freight index were verified. The actual values of rail freight index (RX), highway
freight index (RX;), waterway freight index (RX3) and aviation freight index (RX4)
were shown in Table 7. The freight index of each transport mode in 2018 was predicted
and compared with the actual value in 2018. The forecast results and error rate of
the model were shown in Table 7.

From Table 7, the accuracy of four VAR models established in Egs. (3) and (6)
were above 90%. The accuracy of highway freight index (RX,) and railway freight
index (RX4) was over 95%, so the models were in good agreement with the reality.
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Table 7 Validation of model Model Actual value Forecast value Error rate (%)
3) 0.078313 0.076463 —2.36231
“) 0.769335 0.777434 1.05283
(5) 0.135833 0.126245 —7.05867
(6) 0.000144 0.000152 5.55556

5 Conclusion

The 26 indicators were selected on the basis of production, supply, benefit and
macro-economy. The basic indicators were divided into 13 leading indicators and 13
synchronous indicators by cluster analysis. Factor analysis was used to analyze the
importance degree of each leading indicator and the freight characteristic quantities
were determined. The Granger causality test was carried out between the four freight
indexes and the five characteristic quantities. The relationship model between freight
index and characteristic quantities was constructed. Finally, the validity of the model
was verified through comparing actual value with forecast value. The results show
that the freight index is volatile and the characteristic quantity is stable. The error
between forecast and actual value of freight index is less than 10%, which verifies
the validity of the model. The results can provide theoretical support for forecasting
the development characteristics of freight transport among various modes of trans-
port, and provide a decision-making basis for national macro departments to make
policies.
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Transportation Structure Based on Land | @
Use and Energy Consumption
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Abstract Passenger transportation structure (PTS) features a huge effect on the
proficiency of the territorial comprehensive traffic framework. Therefore, one of the
important means to improve its efficiency is to rationalize and optimize the passenger
transportation structure. From a static point of view, this paper puts forward user
optimum thought to meet the demand of regional passenger optimal thought and
constructed an optimization model of the passenger transportation structure on the
basis of land and energy consumption. Through analysis of the passenger trans-
portation systems of Harbin, Daqing, and Yichun in China, a model was designed
by simulation and the proportion of the traveler transportation organization were
determined. The method of fuzzy comprehensive was used to assess the traveler
transportation arrangement, which is based on optimization model and real-world
data. The effectiveness of the optimization model was demonstrated by analysis of
the evaluation results. The displayed method and estimation results can help trans-
portation organizers and policy-makers in deciding future traveler transportation
foundation speculation needs.
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1 Introduction

Transportation structure refers to the mode part of entry trips (railroad, interstate,
flying, etc.), which can reflect the characteristics of activity request and the useful
parts of different modes of transportation. It features a coordinate effect on the
arrangement of the constrained transportation assets and decides the proficiency
of a regional transportation framework [1]. Passenger transportation takes up nearly
18% of the energy utilization in the US and about 63% of the transportation sector’s
entire energy utilization [2, 3]. Globalization, energy involvements, vehicle innova-
tions, and progressed modeling abilities make the current period an appropriate time
to return to the impact of land and energy utilization on PTS. Optimizing the arrange-
ment of traveler transportation for sustainable improvement of regional transport has
practical applications worldwide.

The impact of different variables on a PTS has been examined broadly in past
findings. Population is regarded as one of the foremost critical variables affecting
traveler transportation [4—6]. Various other factors have been studied and observed
to impact PTS change, such as salary [7, 8], education level, and number of children
[9]. In addition, fuel and trip prices moreover have been recognized as components
influencing PTS [7, 10]. Land use is regarded as one of the major variables affecting
PTS and other different indicators have been investigated in past study, such as density
and city advancement [9, 11, 12]. The other two extra variables of road length and
current capacity also affect PTS [8].

Furthermore, prior researches have explored the impact of population social and
financial descriptions, salary, education, land utilization, highway capacity, and fuel
costs on PTS.

The viewpoint of “transportation allocation proportion” was first proposed by the
study of traffic structure in the research center of city transport in Chicago, and its
purport is to attain the best combination by making use of resources according to
various convenience and purposes [13]. In addition, some scholars have put forward
“transfer curve method”, which has been highly applied in transportation planning
practices over the last twenty years [14]. With the scholars raising the depth of
research on the aggregate model, they gradually discovered its deficiency and begun
to study a disaggregate model. Ben-Akiva cites a theory of economic called “Utility
Theory” to build the disaggregate model which is based on Probability Theory and
then he applies this model to actual [15]. A mathematical model has also been
established, which decomposes variations in energy utilization to development in
transportation capacity, organizational change, or modal change [16]. Traveler trans-
portation models are coordinated inside the framework of the National Long-term
Energy and Transportation Planning computer program [17]. Utilizing panel infor-
mation from the 48 states amid the period of 1998-2008, a random model was built
to figure the entire amount of traveler transportation based on energy utilization and
emissions of greenhouse gas in the US [18].

Chinese scholars have also completed related work in traffic structure optimiza-
tion. They have analyzed the rules of integrated transport development in China
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and improved the foreign methods and theories [19, 20]. Others have introduced
the conceptions of environmental capability, energy utilization of the methods, and
transportation capability to construct the optimization model of transportation orga-
nization based on energy utilization to decide a realistic transportation organiza-
tion with minimal energy utilization [21]. Some analysis of development laws and
influence factors of traffic structure in China have proposed evaluation standards
and confirmed goals and measures of future traffic structures [22]. Wu studied the
matching of planning positioning and rail network from two aspects of the central
system of the spatial axis of the metropolitan area, and found that the matching
of the two is poor in the macro layout of the metropolitan area [23]. Huang uses
the macro traffic software TransCAD for modeling, and analyzes the improvement
effect of the traffic operation condition of Siping Road from a macro perspective [24].
Lin selected the “flow” data of railway and highway passenger transport between
20 cities in the Haixi city group and analyzed the pattern and structure of inter-
city correlation network through ARCGIS and social network analysis [25]. Markov
chain theory has been used to predict passenger structure evolution [26]. Finally,
an improved model of the passengers’ distribution ratio in a regional transportation
corridor based on multidimensional logit mode considering the passenger properties
has been established [27]. Ma et al. used econometrics to explore the connection
between transport and financial development for different regions. And suggestions
of regional sustainable development between transport and economy structure are
offered [28]. Zhang and Bai adopted best—worst methods to analyze the components
hindering the vehicle fuels promotion of biodiesel and measure the sustainability of
different biodiesel assessment [29].

Investigation on the advancement of traveler transportation structure based on
land and energy constraints in China can back the policies improvement, which can
increase the utilization of proficient transportation modes. However, it is essential to
better identify the impacts of transportation, density of population, and policy factors
on passenger turnover related to a transportation mode [30].

This study’s authors propose a methodology to investigate how land use and
energy consumption impacts a PTS in China. Referring to prior research results, a
resource consumption and optimization model was established. The first step was to
estimate the quantity of PTS in various cities as a work of socioeconomics factors,
fuel utilization and land use. The random parameter model for assessing whole PTS
make coefficients changes available. The proposed model is verified through the case
study and the fuzzy integrated assessment. The model results of PTS can provide
reference of reasonable investment of energy and transportation facilities for transport
policy-makers in the future.
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2 Methodology

2.1 Modeling

Saving resources is one of the aims of optimizing a passenger transportation structure.
Traffic infrastructure construction consumes significant resources and if facilities
are not deployed properly, it may result in a huge waste of these resources [31, 32].
Equation (1) was developed to calculate the sharing rate of passenger transportation
with the purpose of saving land resource and energy.

min M = Z (uLandpj + Menergyyj)aj Vp (D
J

Y V) <Vp
j

V) <a;Vp < Vi
s.I. ZyjajVP < Emax

J
2 pjejVp < L™
j

where, M—total resources occupied by passenger transportation means (including
land and energy);

ULand> Uenergy—Unit price of land and energy resources;

pj, vj—land and energy cost of unit passenger volume occupied by the passenger
transportation means of j;

o j—share rate of the passenger transportation means j;

V;)—passenger volume of passenger transportation means j, 10,000 people per
day;

ija"—largest capacity of the passenger transportation means j, 10,000 people
per day;

Vp—total passenger traffic volume in the regional, 10,000 people per day;

E™>_—limits of energy consumption;

L™*—l]imit of land resources.

In order to make the two different dimension variables become unified dimen-
sions, land and energy price were introduced. The objective function meets passenger
transportation demand and, at the same time, sets consumption of land and energy
resources to the minimum while other resources are bounded by their upper limits.

2.2 Instructions for Model Parameters

The approximate unit price of land and energy resources in the model, u;,,s and
Uenergy» Can be obtained from historical data. Specifically, the model can use historical
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total area and total consumed energy for each means of transportation to divide the
corresponding total passenger transportation volume. Then, the time series may be
analyzed.

Corresponding limits of land resources can be determined by land use planning
for relevant planning departments. The energy consumption limit can be estimated
with the following method. The energy limit for a PTS is the variance of energies
between total quantity and non-transportation-related activities. After determining
the above limit and total passenger traffic volume in the region, a reasonable structure
comprised of various kinds of passenger transportation means can be developed using
the model.

3 Case Study

The study investigated the comfort, cost, convenience, security and time of three
modes among cities of Harbin, Daqing, and Yichun in Heilongjiang Province. This
paper analyzed the adjustment of the existing structure of traveler transportation for
zones by utilizing the optimization model above.

3.1 Data Processing

On the basis of historical data from survey, the real passenger capacity and supply of
various transportation modes among three cities was decided, as displayed in Fig. 1.
H-D represents Harbin-Daqing, H-Y represents Harbin-Yichun, D-Y represents
Dagqing-Yichun, D-H represents Daqing-Harbin, Y-H represents Yichun-Harbin, Y-D
represents Yichun-Daging.
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Fig. 1 The real passenger capacity and supply of various transportation modes
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Table 1 Distribution rate of Interval Railway Highway Aviation
traveler transport

H-D 0.361 0.613 0.026

H-Y 0.511 0.415 0.074

D-Y 0.411 0.589 -

3.2 Model Optimization

Employing the optimization toolbox in simulation and using the optimization model
based on land and energy constraints, the distribution rate of traveler transport of the
above cities was calculated. The results are shown in Table 1.

4 Model Evaluation

Analytic Hierarchy Process (AHP) can be applied to the assessment of PTS decisions.
Fuzzy mathematics can express problems where it may be challenging for quantifi-
able study. Thus, combining the two methods can assess the rationality of PTS more
accurately [8, 18]. Using the optimization example of PTS from Harbin to Daqing,
the percentage of each transportation mode, and the relationship of pre-optimization
and post-optimization are presented in Table 2; Fig. 2.

By contrasting the proportion of each transportation mode as it exists today with
the optimized result, the model suggests that the proportion of railway should increase
by 18.75%, highway should decreases by 9.05%, and airline usage should only
slightly increase.

The fuzzy comprehensive evaluation was used according to the parameters
outlined below.

(1) Concerning the established indicator structure of traveler transport, the variable
can be set as:
U = {U,, U, Us, Uy} = (economy, society, ecology, technology);
U, = (transportation cost, payback time of investing, infrastructure investing,
profit margin);
U, = (suitability with economic improvement, capacity to meet the request of
transportation, comfort, resident sensitivity);
Us = (energy consumption, occupancy rate of land resource, air pollution,
noise pollution);

Table 2 Relationship of
pre-optimization and
post-optimization Before 0.304 0.674 0.022

After 0.361 0.613 0.026

H-D Railway Highway Aviation
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Fig. 2 Relationship of pre-optimization and post-optimization

U4 = (density of road network, speed, security, network adaptability).

(2) Establishing an evaluation set of seven grades’ = {excellent +, excellent —,
good +, good —, medium, poor, very poor}.

(3) Using AHP to get the different evaluation index weights of each layer is:
W = (W, W), W3, Wa} = {0.531, 0.245, 0.152, 0.072}.

Level analysis of highway, railway, and aviation in concrete indexes of three
indicators are as shown in Table 3; Fig. 3.

According to the level value of PTS between pre-optimization and post-
optimization, the weight of each indicator of pre-optimization and post-optimization
can be determined as follows.

(1) Results before optimization
V1 = {Ulla V12, V13, U14} = {0303, 0125, 0.422, 0150},
V2 = {v21, V22, U23, v24} = {0245, 0.315, 0.267, 0.173};
V3 = {U31, V32, V33, U34} = {0354, 0221, 0317, 0108},

Table 3 Level value of index

Means | Payback | Capacity | Economic | Comfort | Resident | Air Speed | Safety
time to meet | fitness sensitivity | pollution
request
Highway | Long Good Highest | Medium | High Serious | Medium | Low
Railway | Longest | Good High Good Medium | Medium | Fast High
Aviation | Short Medium | Medium | Best Low Medium | Fastest | Highest
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V4 = {U41, V42, V43, U44} = {0363, 0.277, 0.114, 0246}
(2) Results after optimization

W[ = {u)“, wiz2, W13, u)14} = {0324, 0.]03, 0065, 0508},

W2 = {LUQ] , W2, W23, w24} = {0335, 0425, 0091, 0149},

W3 = {w31 , W32, W33, w34} = {0466, 0161, 0.277, 0096},

W4 = {U)41, W42, W43, U)44} = {0.314, 0.240, 0.137, 0309}
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(3) Using Delphi method to determine the membership degree of influence factors,
as shown in Fig. 4.
(4) Evaluation results.

According to the mean of maximum method, Harbin to Daqing passenger transport
structure optimization before the “good —”, optimized for the “excellent —”, a two-
level promotion.

In other words, the overall performance of the adjusted passenger structure in
economy, society, ecology and technology has improved in terms of the current
structure. Furthermore, the optimized structure is more responsive to the social
improvement and can offer a reference for designers.

5 Conclusions and Discussions

With the goal of saving land and energy resources, this study proposed the optimiza-
tion concept of least source utilization with the basis of meeting the request of zonal
travelers from a static point of view. Considering factors of land and energy price, the
proposed model of a PST was developed on the basis of land and energy limitations.

Based on the sample of traveler transport system in the three cities, the proposed
model is computed by simulation, including data categorization, dimensionless
handling and benefit function. The results show that the three cities integrated traveler
transport system optimization ratio.

According to features of a PST, an indicator system for assessment of PST was
established. The method of fuzzy comprehensive is used to evaluate the traveler



254 F. Yuetal.

structure before and after optimization. Finally, the proposed model was verified by
comparing the estimation results.

A regional integrated traveler transport system is a complicated system. Passenger
transport structure optimization should consider many factors, including the influ-
ence of passenger travel behavior and administrative policy. Based on this study,
a passenger traffic optimization model that accounts for resource constraints can
provide a new perspective on the research of a regional passenger transport mode.
The displayed method and assessment results can assist transportation planners and
policy-makers in settling future investment of passenger transportation infrastructure.
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Automatic Driving System

Hanying Guo and Yuhao Zhang

Abstract Fatigue driving behavior is one of the important causes of traffic accidents,
and it is also an important research hotspot in the field of traffic safety. On the
basis of the traditional theory of driving fatigue, this paper reviews the research
status of fatigue driving behavior based on conditional autopilot system, divides
driving fatigue into sleep related (SR) fatigue and task related (TR) fatigue, and
describes their definitions respectively. The occurrence time and main manifestation
of driving fatigue in level 3 automatic driving system are discussed. Three kinds of
driving fatigue identification methods and research results are summarized, and their
advantages and disadvantages and application fields are analyzed in Level 3 automatic
driving system. The results show that most of the existing researches on autopilot
fatigue focus on the passive fatigue caused by monotonous driving task, and few
studies combined with SR fatigue; Fatigue identification methods and information
source are usually unique, and the research using the fusion of multiple detection
methods is not deep enough.

Keywords Fatigue driving + Automatic driving system - Fatigue classification *
Recognition method

1 Introduction

In recent years, with the rapid growth of car ownership, the number of casualties
in traffic accidents has increased year by year. World Health Organization statistics
show that 1.2 million people die from road traffic accidents every year, and millions
of people are injured in traffic accidents [1]. Among the factors causing traffic acci-
dents, fatigue driving is one of the most dangerous driving behaviors, which is closely
related to serious traffic accidents. It is one of the main causes of car rear-end acci-
dents, which brings huge safety risks and economic burden to the society [2, 3].
Fatigue will reduce the driver’s alertness, thus affecting the normal execution of
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driving tasks, such as attention level, braking decision-making and reaction time [4—
6]. Therefore, how to reduce driving fatigue has been a focus in the research field of
traffic safety.

According to statistics, about 20% of traffic accidents in the world are related
to fatigue driving [7]; In 2004, 90.4% of illegal drivers punished by Finland were
related to fatigue [8]; A survey in Ontario, Canada, in 2008 showed that 58.6% of
drivers were tired while driving, and even 14.5% of drivers reported that they dozed
off while driving [9]; Of the 32,367 fatal accidents in the USA in 2012, 809 were
related to fatigue driving [10].

Compared with foreign countries, China has relatively few reports on fatigue
driving, but in fact, the accidental casualties caused by fatigue driving are also very
serious. In 2007, there were 1768 traffic accidents related to fatigue [11]; in 2011,
1755 traffic accidents caused by fatigue driving caused 1003 deaths [12].

Because of the serious consequences caused by fatigue driving, a large number of
scholars have conducted in-depth research on it. At present, research results on fatigue
driving have been accumulated to a certain extent [ 13—19], and the research on fatigue
of automatic driving is less. Some researches have explored the effect of fatigue on the
driver’s taking over process in the Level 3 automatic driving system. However, there
is alack of systematic review on the mechanism of driving fatigue and how to identify
driving fatigue in the automatic driving system [20-24]. Considering the danger of
driver fatigue, the rationality and accuracy of the method to identify and predict
fatigue will greatly affect the safety and popularity of automatic driving technology.
So, it is necessary to review the research results in this field and summarize the
research methods of fatigue driving.

Therefore, this paper collated the relevant research results of manual driving
fatigue, systematically sorted out the classification and recognition methods of
driving fatigue in the existing research, discussed the advantages and disadvantages
of each identification method combined with the automatic driving system, summa-
rized the shortcomings of the existing research, and prospected the future research
directions, so as to provide a basis and reference for improving the road safety of the
automatic driving vehicle.

2 Classification of Driving Fatigue

For drivers, fatigue is a process of gradual accumulation, which may be caused by
repeated monotonous or high-intensity driving tasks [13, 25]. May and Baldwin [26]
classified driver fatigue into task-related (TR) fatigue and sleep-related (SR) fatigue
in 2009. As shown in Fig. 1, this classification method is used in this paper.
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Fig. 1 Types of fatigue

2.1 Sleep-Related Fatigue

Drivers’ sleep and wakefulness follow the natural circadian rhythm of the human
body. They are awake during the day and sleepy at night. When circadian rhythms
alert drivers to sleep, their driving performance drops significantly. As early as 1995,
Pack et al. [27] discovered that there were more traffic accidents caused by SR fatigue
between 2 to 6 am and 2 pm to 4 pm than other time periods; Davenne et al. [28]
investigated the driving conditions of 34 male drivers during the day and nightin 2012
and found that self-reported fatigue during night driving was worse than daytime; Li
et al. [10] pointed out in 2018 that young drivers have a higher frequency of fatigue
driving at night than at daytime.

Lack of sleep can also affect SR fatigue. Numerous studies have shown that
when sufficient sleep is not available, the driving performance of the driver will be
reduced. Lemke et al. [29] evaluated the 809 professional male driver data counted by
the National Sleep Foundation. The results showed that drivers with sleep disorders
(8.4%) had a higher frequency of accidents due to fatigue; Kwon et al. [16] surveyed
161 professional drivers in South Korea in 2019 and found that poor sleep quality and
excessive daytime sleep can cause drivers to be highly fatigued; However, the results
of Jiang et al. [18] showed that the significant factor that affects driving fatigue is
work pressure rather than sleep quality, they found that work pressure will force the
driver to continue driving after feeling fatigue.
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2.2 Task-Related Fatigue

TR fatigue is caused by high-intensity or repetitive monotonous driving tasks and
driving environment. According to this definition, existing studies can be divided
into two types: active fatigue and passive fatigue [30].

(1) Active fatigue. Active fatigue is the most common TR fatigue, which is usually

related to the driver’s high-intensity mental load.Crizzle et al. [31] summarized
42 articles related to the health status of professional truck drivers in 2017, and
found that the working pressure and sleep status of drivers are the risk factors
that affect long-distance truck traffic accidents; Useche et al. [13] investigated
524 male BRT drivers in Colombia in 2017, the results show that fatigue is
positively correlated with work stress, and negatively correlated with social
support rate. It is concluded that high work pressure and low social support
rate will lead to drivers’ fatigue more easily.
In addition to the working pressure, the complex road conditions can also cause
drivers’ active fatigue. Liu and Wu [32] conducted a survey on 24 subjects in
2009, and the results showed that in the urban complex road environment,
drivers have greater attention needs and are prone to driving fatigue; Li et al.
[10] counted 38,564 car accident records from 2006 to 2011 in Guangdong
Province and found that the type of road not only affected the driver’s fatigue
driving tendency, but also had a positive correlation with the severity of the car
accident.

(2) Passive fatigue. Passive fatigue usually occurs in highly repetitive, simple

driving environments. Li et al. [33] found that driver fatigue is more likely
to occur on the highway, which is a constant road, with a single environment
and only a small amount of stimulation. According to the National Highway
Traffic Safety Administration’s statistics in 2005, 59% of fatigue behaviors
occurred on multi Lane interstate highways with a speed limit of 55 miles/h,
and 23% of fatigue driving behaviors occurred on 45 mile/h two lane highways.
However, only 8% of the total number of fatigue driving behaviors occurred on
local cities or nearby highways [34]; Farahmand and Boroujerdian [35] also
reached similar conclusions after investigating 14 Iranian subjects in 2018.
Their research shows that designing complex road curves in a monotonous
environment can make drivers more alert.
May and Baldwin [26] found that the detection result of the driver fatigue
warning system after distinguishing the cause and type of driver fatigue is
more reliable in 2009; Studies have shown that [20], under the same driving
time, the driver’s fatigue degree under automatic driving conditions is more
serious than that of manual drivers. Therefore, distinguishing the type of driver
fatigue in the automatic driving system has a positive effect on improving the
safety of automatic driving.
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3 Driving Fatigue in L3 Automatic Driving System

With the deepening of research, automatic driving technology has been gradually put
on the agenda, which has the potential to improve the safety of road traffic system
[36].

Statistics show that 90% of driving accidents are caused by drivers’ human errors
[37], and the main purpose of the application of automatic driving technology is to
improve the safety of road traffic by reducing human errors (distraction, emotional
or fatigue driving, etc.) [38]. The existing research results show that with the increase
of automobile automation, the traffic accidents caused by drivers’ errors will be less
and less [39], and the operation of automatic driving vehicles can significantly reduce
traffic accidents.

According to the definition of automatic driving by American Society of Auto-
motive Engineers, L3 automatic driving is the conditional automatic driving. The
vehicle can realize automatic driving in certain traffic environments, but the driver
needs to take over the vehicle under special circumstances that may occur at any time
[22]. According to this definition, many scholars have studied the driving fatigue
phenomenon in the L3 automatic driving system.

In 2017, German scholar Feldhiitter et al. [24] found that long time conditional
automatic driving will cause fatigue, and most subjects will show signs of fatigue after
15—45 min; In 2019 Vogelpohl et al. [20] found that German drivers will gradually
stop paying attention to the driving environment after 15-35 min of automatic driving,
and take-over time in case of emergency is longer than that of drivers who keep alert.

American scholar Saxby et al. [30] found in a survey of 168 subjects in 2013 that
long-term automatic driving will reduce the driver’s alertness, resulting in increased
braking frequency and reduced steering response speed; German scholar Korber et al.
[40] investigated the alertness of 20 participants in L3 automatic driving in 2015.
The results showed that with the increase of driving time, the frequency of drivers’
inattention will also increase. They believed that if the driver did not participate in
driving tasks, fatigue would be induced.

Jarosch et al. [41] invited 73 participants from Garching, Germany, to conduct a
50 min conditional automatic driving experiment in 2019. The results showed that in
conditional automatic driving, participants only engaged in monotonous supervision
tasks would affect their vigilance and lead to delayed response to the system takeover
request.

Existing studies have shown that long-term automatic driving will put drivers in
a passive fatigue state that slow response and easy to make mistakes, and passive
fatigue increases the incidence of traffic accidents [30]. In the L3 automatic driving
system, it is the main task for drivers to keep vigilant, supervise the operation of
vehicles and take over control of vehicles in emergencies. However, due to the fact
that the driver does not directly participate in the driving task in the process of vehicle
operation, and is in the monotonous task of supervising the vehicle, so it is easier to
produce passive fatigue than manual driver.
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In a word, the existing studies mainly investigates when drivers will get tired
during automatic driving and what their main manifestations are. Future research
should take into account the impact of the actual traffic environment. For example,
in China, where mixed traffic flows dominate, the traffic density is relatively high,
and the complex traffic environment forces drivers to keep vigilance at all times,
and the time for drivers to concentrate their attention may be prolonged. In such a
complex and changeable traffic environment for a long time, drivers need to keep a
high degree of vigilance for a long time, which may lead to active fatigue. In addition,
how to effectively reduce driving fatigue and ensure that drivers can take over the
control of the vehicle in a timely manner is the key to achieve automatic driving
safety. Prior to this, the identification method suitable for the .3 automatic driving
system should be selected in the existing driving fatigue research methods.

4 Research Methods of Driving Fatigue

Since the late 1990s, driver fatigue monitoring technology has made great progress
in the field of driving behavior research [42]. Various systems use different features
of vehicle or human body to realize fatigue state recognition in different angles,
including vehicle running characteristics, driver physiological and facial features.

The fatigue identification method based on vehicle operating characteristics aims
to judge the driver’s fatigue status by monitoring the vehicle operating data, such
as the steering wheel correction frequency and lane departure [43]. This kind
of measurement of driving performance can get the feedback that whether the
driver is paying attention while driving, but it cannot directly judge whether the
driver is in a state of fatigue. Therefore, many scholars have proposed methods to
detect driver’s physiological signals and facial features to judge fatigue status, such
as electroencephalogram (EEG), electrocardiogram (ECG) and facial movements
[15, 30, 44].

As shown in Table 1, this paper reviews the existing research methods of driving
fatigue from the aspects of vehicle running characteristics, driver physiological
characteristics and driver facial features.

4.1 Based on Vehicle Operating Characteristics

The driver’s fatigue state can be directly reflected in the characteristics of vehicle
operation. The existing researches mainly focus on the changes of lateral motion
amplitude caused by driving fatigue, the control state of steering wheel and car
following behavior.

Sayed et al. [45] found in 2001 that driving fatigue will lead to a greater range of
vehicle lateral motion, and the driver fatigue state can be judged by the change of
vehicle running trajectory.
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Table 1 Research methods of driving fatigue

Detection method Literature number Years
Based on vehicle operating Lateral trajectory [45] 2001
characteristics [46] 2009
[47] 2017

[48] 2017

Longitudinal trajectory [2] 2016

[49] 2019

Based on physiological EEG [50] 2011
characteristics [51] 2017
[44] 2018

ECG [52] 2018

[21] 2020

Based on facial features [53] 2013
[54] 2014

[18] 2016

[55] 2016

[56] 2020

[57] 2020

Feng et al. [46] installed an angle sensor on the steering knuckle of the car in 2009
to obtain the control situation of 9 subjects under fatigue, and found that the frequency
of steering wheel correction for fatigued drivers will be reduced; Zhenhai et al. [47]
detected the driver fatigue state based on the steering wheel angular velocity time
series in 2017; Li et al. [48] developed a fatigue recognition system based on the
steering wheel angle data and the vehicle’s lateral position and yaw angle in 2017,
with a recognition accuracy of 88%.

Hui et al. [2] studied the effect of fatigue on car following behavior in 2016,
and the results showed that higher fatigue level would lead to the reduction of the
headway between the driver and the vehicle in front; Mollicone et al. [49] obtained
the driver’s emergency braking frequency based on vehicle speed data in 2019 and
found that as the degree of fatigue increases, the driver’s hard braking frequency
increases significantly.

4.2 Based on Physiological Characteristics

There are many physiological characteristics of the human body that are highly
related to fatigue, such as EEG and ECG. Through the real-time monitoring of these
physiological characteristics data, the driver’s fatigue status can be timely feedback,
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especially EEG. Research shows that a series of physical and mental activities related
to driving will be reflected in EEG.

Simon et al. [50] found in 2011 that compared with EEG alpha band power, the
alpha spindle in EEG signal improves the sensitivity of fatigue detection and can
better evaluate driver fatigue; Kong et al. [51] analyzed the fatigue status of drivers
by collecting the instantaneous phase synchronization characteristics of EEG signals
in 2017. The results show that most neurons in the cerebral cortex will discharge
synchronously when fatigue occurs; Guo et al. [44] collected EEG signals from the
posterior brain region of the driver when operating the driving simulator in 2018,
and judged whether the driver was distracted by the driving environment.

The ECG can also reflect the driver’s fatigue state. Huang et al. [52] pointed out in
2018 that wearable ECG recorders can only accurately predict fatigue status by using
only 2-3 heart rate indicators; Jiang et al. real-time monitoring the driver’s heart rate
fluctuations in 2020 and found that the increase in driver fatigue in low-pressure and
hypoxic plateau environments is accompanied by a decrease in heart rate and heart
rate fluctuation amplitude.

4.3 Based on Facial Features

The visual features of the driver’s facial organs can intuitively reflect the fatigue
state. This method first locates the face through the geometric features of the face,
and then extracts the visual features of the face to judge the fatigue state. Therefore,
locating faces quickly and accurately is the basic task of detecting driver fatigue. A
large number of studies have discussed methods to optimize face recognition.

Chang et al. [54] extracted the driver’s facial fatigue features by fusing the global
independent discrete cosine transform features and local dynamic Gabor features in
2013; Lei et al. [55] proposed a side face contour extraction algorithm in 2016 to
extract the contour lines of the driver’s nose and chin to detect the nodding behavior
caused by fatigue; Li et al. [56] adopted improved YOLOv3-tiny convolutional neural
network to capture the face area under complex driving conditions in 2020, and
proposed a face feature vector to detect the fatigue state by constructing a face
feature triangle, with recognition accuracy up to 94%.

Chang and Chen [54] used infrared cameras to extract the driver’s face and eye
positions in 2014, and then used the average eye closure speed (AECS) to identify
driving fatigue levels. Under normal circumstances, the recognition success rate can
reach 97.8%, but when the driver wears glasses, the success rate will be reduced to
84.8%.

Jiang et al. [18] proposed an algorithm based on image topology analysis tech-
nology, Haar like features and extreme learning machine in 2016, which can judge
the fatigue state by grasping the eye movement track of the driver; Du et al. [57]
integrated the three characteristics of heart rate, degree of eye opening and degree of
mouth opening in 2020, and proposed a multimodal fusion recurrent neural network
model, which can accurately identify fatigue state in complex driving environment.
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In summary, the identification method based on vehicle operating characteristics
determines driver fatigue by collecting vehicle operating data. It is non-invasive and
does not cause too much interference to the driver, but driving fatigue is not the only
factor that makes drivers change the running characteristics of vehicles, and it may
also be emotional driving. Therefore, such methods are mostly used to analyze the
causes of traffic accidents.

The identification method based on physiological characteristics is currently the
most reliable and accurate fatigue index. They directly reflect the driver’s physical
activity, but this method requires the driver to wear signal monitoring equipment
(EEG and ECG monitoring require sensors to be installed on the driver’s head and
chest respectively), which will cause serious interference to the driver, and is not
suitable for using in real driving environment. Although many studies have optimized
this kind of fatigue monitoring equipment from portability or low interference [14,
58, 59], compared with other methods, there are still many deficiencies in reducing
the interference to drivers.

The identification method based on facial features is the least intrusive, but the
required recognition algorithm is complicated, and the recognition accuracy is greatly
affected by the driving environment and the driver’s facial decorations.

It can be seen that in most current studies, only a single information source is
used to detect fatigue, there are many limitations mentioned above, and there are
obvious shortcomings in reliability. Therefore, in future research, the limitation of a
single information source should be broken through, and more identification methods
should be integrated for fatigue detection. For example, when the driver wears glasses,
only using facial feature recognition will lead to a reduction in recognition accuracy,
but a recognition method that combines facial features and physiological features
can determine whether the driver is fatigued from different angles and improve the
anti-interference of the recognition system.

4.4 Discussion

Studies have shown that the application of driver fatigue detection technology
can effectively avoid traffic accidents caused by fatigue driving. The successful
application of this technology depends on the cause and type of fatigue [26].

In the discussion of the types of driving fatigue, existing studies dividing driving
fatigue into SR fatigue and TR fatigue, among which TR fatigue can be divided
into active fatigue and passive fatigue. This paper does not explore the influence of
driver’s age on driving fatigue. Although many studies have shown that age factors
do affect driver’s fatigue state [17, 18, 60], some studies show that the influence is
too complex [10], so this paper will not discuss it.

It has been previously discussed that the fatigue behavior in the L3 automatic
driving system is almost all passive fatigue. This fatigue will cause the driver to have
a delayed reaction when he needs to take over the control of the vehicle, which can
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easily lead to accident. However, most of the current studies require subjects to have
a good sleep the day before, which ignores the effects of SR fatigue.

In view of this, the driver fatigue detected in future research should be further
divided into SR fatigue and TR fatigue, and corresponding countermeasures should
be put forward.

For example, when the driver SR fatigue is detected, the vehicle stops running
and indicates that the driver needs to rest; When detecting TR passive fatigue, it is
appropriate to play a voice reminder about the surrounding driving environment to
the driver, or propose a non-driving-related task (NDRT) to make the driver properly
distracted to deal with other tasks [23, 24, 41], which can effectively alleviate their
fatigue and improve their alertness during highly automated driving period.

At present, there are three main research methods of driving fatigue. The identifi-
cation method based on vehicle operation characteristics is the least invasive method.
However, for L3 automatic driving system, the vehicle runs in a specific environ-
ment. Therefore, the fatigue condition of drivers in such driving systems is hardly
reflected the operation characteristics of vehicles. Although the fatigue state of driver
can be manifested in characteristics such as takeover time and braking frequency,
the fatigue monitoring system cannot warn the driver based on these characteristics
because the vehicle has approached danger after detecting an extended takeover time
or an increase in braking frequency.

The other two types of methods also have a limited role in highly automated
driving (Level 3 and above). They prefer to monitor the driver’s fatigue status in
real time, but after the monitoring system detected fatigue driving phenomena and
gave instructions, the driver has often entered fatigue threshold [42]. This means that
when the automated driving system requires a driver to take over control, the driver
is likely to be unable to make timely feedback due to fatigue.

Therefore, in this case, what we need is a monitoring system that can predict the
fatigue state of the driver. Once the driver reaches a certain fatigue state, it will give
instructions to alert the driver so as to provide enough time for the driver to take over
the control of the vehicle when the automatic driving system reaches its limitation.

5 Summary and Outlook

At present, driving fatigue is the main cause of traffic accidents, and it is also a major
problem that hinders the popularization of autonomous driving technology. There-
fore, it is necessary to study the types of fatigue that occur under different driving
conditions, to explore how different types of fatigue affect the driver’s information
processing and decision-making process, and find out methods and means that can
effectively identify driving fatigue.

This article summarizes 59 studies on driving fatigue behavior and draws the
following conclusions:
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(1) Driving fatigue can be divided into SR fatigue and TR fatigue, and TR fatigue
is divided into active fatigue and passive fatigue. SR fatigue is caused by the
driver’s circadian rhythm phenomenon and lack of sleep, and high-intensity
and repetitive monotonous driving tasks and driving environment lead to active
fatigue and passive fatigue, respectively.

(2) Inthe L3 automatic driving system, the main task of the driver is to supervise
the operation of vehicles and to take over control of vehicles in emergency.
This monotonic driving environment can easily lead to passive fatigue, cause a
delay in driving response and extend the time to take over the vehicle. Although
existing studies have clearly defined that a monotonous driving environment
will lead to passive fatigue, it has not fully considered the impact of the complex
traffic environment. In the future, it is necessary to consider the impact of
current actual traffic environment in China on the driver’s fatigue state, and
further clarify the types of driver’s fatigue in the actual traffic environment.

(3) Currently, there are three main methods of fatigue identification: the first is
the vehicle operating characteristics, although it does not affect the normal
driving of the driver, they cannot reflect the fatigue state of the driver in the
L3 automatic driving system; the second is the physiological characteristics of
the driver, it is independent of the driving environment, accurately and directly
reflect the real-time fatigue state of the driver, and can predict the occurrence of
fatigue to a certain extent. However, because of its strong invasiveness, it will
seriously affect the driver’s driving experience, so itis mostly used in theoretical
research; The last is the facial features, the identification method is greatly
affected by driving environment, and the recognition algorithm is complex,
but it has the advantages of non-invasive and high identification accuracy,
which makes this method become a hot spot in current research. The future
research should avoid using a single information source to monitor fatigue, and
combine multiple fatigue identification methods to perform fatigue detection
and monitoring from different perspectives, so as to avoid the shortcomings of
single identification method to the greatest extent and improve the accuracy of
fatigue identification.
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Analysis of Compliance Between Cape )
Town Agreement and China’s Fishing L
Vessel Standards

Majing Lan, Chaoyu Ruan, and Mugqiu Zhou

Abstract Based on the comparative analysis between Cape Town Agreement and
Chinese fishing vessel standards, this paper finds out the existing gap and puts
forward suggestions on the formulation and revision of relevant standards and the
standardization of fishing vessels.

Keywords Cape Town Agreement - Fishing vessels - Standards

1 Introduction

The International Convention on the safety of fishing vessels is the only Convention
on the safety of fishing vessels formulated by the International Maritime Organization
(IMO) so far, which puts forward higher requirements on the structure and equipment
of fishing vessels [1]. China is the largest fishing vessel country in the world. As of
2015, China had 1,042,500 fishing vessels with a total tonnage of 10,878,600 tons.
However, for a long time, China’s fishing vessels have been showing the character-
istics of low technical level, high ship age and great hidden dangers, so there is still
a certain gap to meet the provisions of the Convention [2].

On November 23, 2019, 48 countries signed a public statement expressing their
determination to ratify the 2012 Cape Town Agreement on fishing vessel safety.
The Torremolinos declaration aims to ensure that the 2012 Cape Town Agreement
enters into force before the tenth anniversary of its adoption (October 11, 2022). The
countries that signed the declaration are: Argentina, Bangladesh, Belgium, Belize,
Central African Republic, Chile, China, Congo, Cook Islands, Costa Rica, Croatia,
Democratic Republic of the Congo, Denmark, Ecuador, Fiji, Finland, France, Gabon,
Germany, Ghana, Guinea, Guinea, Guinea, Iceland, Indonesia and Ireland Kiribati,
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Lebanon, Liberia, Marshall Islands, Mozambique, Namibia, Holland, New Zealand,
Nicaragua, Nigeria, Norway, Panama, Papua New Guinea, Peru, Papua, Sao Tome
and Principe, Sierra Leone, South Africa, Spain, Togo, Uganda, the United Kingdom
and Vanuatu.

Once the Convention comes into force, it will be a great challenge for China’s
fisheries. In the process of continuous innovation and development of fishing vessels
in China, the standardization work has played a positive role in promoting. However,
with the continuous improvement of the technical level of fishing vessels in China,
the fishing vessel standards formulated and revised in the past have been aging with
the passage of time and lost their use value. Therefore, it is necessary to compare the
requirements of international conventions with the existing technical standards of
fishing vessels in China, and combine with the actual situation of China to transform
the relevant technical requirements of international conventions into the standards
of fishing vessels in China.

2 Main Contents

The Cape Town Agreement puts forward the basic technical requirements for
ensuring the safety of fishing boats, including Chapter I General Provisions, Chapter
II structure, watertight integrity and equipment, Chapter III stability and related
airworthin