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Preface

This book presents a collection of research and review articles on different aspects
of science and engineering of advance materials from the International Conference
on Advancement in Materials, Manufacturing and Energy Engineering (ICAMME),
which was organized by the Department of Materials and Metallurgical Engineering
in association with Energy Centre and Department of Mechanical Engineering,
Maulana Azad National Institute of Technology, Bhopal, Madhya Pradesh, India,
from February 18 to 20, 2021. The conference aims to provide a platform for
academicians, scientists, and researchers across the globe to share their scientific
ideas and vision in the areas of materials and metallurgical engineering,
energy-efficient systems, nanomaterials, composites, process metallurgy, extractive
metallurgy, physical metallurgy, and mechanical behavior of materials, and other
related fields of materials science. ICAMME-2021 played a key role in setting up a
bridge between academician and industry. Due to the COVID-19 outbreak around
the world, the meetings and gatherings were banned, besides strict immigration
policy. Based on most authors’ appeal and health considerations, after careful
discussion, the conference committee changed this event to an online conference.

The conference presented more than 100 participants to interchange scientific
ideas. During the three days of the conference, researchers from educational
institutes and industries offered the most recent cutting-edge findings, went through
several scientific brainstorming sessions, and exchanged ideas on practical
socio-economic topics. This conference also provided an opportunity to establish a
network for collaboration between academician and industry. The major emphasis
was given on the recent developments and innovations in various fields of materials
science and metallurgy technologies through plenary lectures. This book presents
various chapters addressing the science and engineering of various advance
materials and technologies in the form of mathematical- and computer-based
methods and models for designing, analyzing, and measuring the characterization
of material processing. The book brings together different aspects of engineering
design and will be useful for researchers and professionals working in this field.
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The editors would like to acknowledge all the participants who have contributed
to this volume. We also deeply express our gratitude to the generous support
provided by MANIT, Bhopal. The editors also thank the publishers and every staff
and student volunteer of the departments and institute who has directly or indirectly
assisted in accomplishing this goal. Finally, the editors would also like to express
their gratitude to the Respected Director of MANIT, Dr. N. S. Raghuwanshi, for
providing all kinds of support and blessings.

Despite sincere care, there might be typos and always a space for improvement.
The editors would appreciate any suggestions from the reader for further
improvements to this book.

Brisbane, Australia Puneet Verma
Effurun, Nigeria Olusegun D. Samuel
Bhopal, India Tikendra Nath Verma
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Computational Investigation of Chatter
for Face Mill Tool on VMC Using
Different Shim Material
with Experimental Validation

N. B. Gandhi and D. H. Pandya

1 Introduction

During machining, noise and chatter is a major problem in VMC (vertical milling
centre) at high-speed operation. Today precision and accuracy with high-speed
machining is very essential to cut cost and increase productivity. The chatter is one
of the major hurdles in achieving the automation of machining operations such as
milling, drilling, boring and turning [1, 2]. The chatter in machining create prob-
lems like poorer surface finish, excess amount of noise, reduction in tool life and in
worst case breakdown of the tool components, which reduce productivity [3–6].

These chatter are present due to an absence of dynamic rigidity of the machine
tool structure including required cutting attachments on machine. Successful
machining operations depend upon the active connection between the workpiece
and cutting tool. Under certain circumstances, the motion of the tool against the
work can produce a chatter, subsequent in great amplitude of pulsations. This
chatter adversely disturbs the feature of the cut, the tool life and sound.

Rogov [1] inspected the excellence of machined apparent and the efficiency of
turning using shim with high restraining properties in the fasten of insert. Five
shims made of ceramic, epoxy granite, sandstone, granite and chlorite schist are
planned. Computational and experimental examination are delivered to study the
stress–strain in the fasten set structure of insert. Stationary and active features of
cutting tool with shim made of dissimilar materials are studied. Liu et al. [2]
highlight on learning limiting coating checking tool receptacle for chatter and its
steadiness development in turning action. Author has been examined four dissimilar
types of viscoelastic resources and decided that (Polyurethane rubber) was the
utmost appropriate viscoelastic material for collective restraining ratio. Tarng et al.
[7] offered a system of escalating the piezoelectric actuator on a cutting tool and
does as a damper with tuning to reduction the vibration in turning. In which, the N.
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F of the cutting tool must be equal to the N.F of the damper. Additionally, a
superior amount of DR is mandatory for damper. Cardi et al. [8] examined a
technique of self-excited chatter lessening for yielding workpiece material.

Our goal is to reduce chatter and to improve surface finish in VMC—vertical
milling centre this kind of computational and experimental work is not found in
literature review and industry. The chatter can be reduced by using shim which
provides damping in face milling. High-speed cutting of hard material creates
pressure on the insert. So we need to develop shim which acts as a shock absorber
for the insert and workpiece. Planned shim should protect both insert and tool
holder from damage due to high cutting forces. In this research work, the Carbide
shim, SS—Stainless Steel shim and conventional face mill tool are analysed to find
out possible method to reduce vibration. Finite element analysis (FEA) is done for
finding the damping ratio for different shim material using ANSYS software and
followed by experiment for validation. This research paper includes computational
and experimental investigation of face mill tool using SS—Stainless Steel and
Carbide shims and conventional face mill tool.

2 Computational Analysis of Face Mill Tool

The computational analysis is done with modal analysis followed by harmonic
analysis of face mill tool using SS—Stainless Steel shim, Carbide shims and
Without shim face mill tool [9–15]. Computational analysis (FEA) is carried out by
using the ANSYS work bench 14.1 and calculated damping ratio using SS—
Stainless Steel shim, Carbide shims and Without shim face mill tool. The purpose
of ANSYS 14.1 modal analysis is to investigate the dynamic characteristics of free
vibration of face mill. By this modal analysis, we can find out efficient frequency
and inefficient frequency. The assembly model of face mill tool consists of tool
holder, insert, shim and bolt which developed with the use of creo2.0 is exported to
ANSYS to perform the modal analysis and harmonic analysis. The frequency
response curve generated by harmonic analysis by using ANSYS as follow Fig. 1a–
c for Carbide shim, SS—Stainless Steel shim and Without shim face mill tool.

3 Findings of Computational Analysis

Damping ratio of SS—Stainless Steel shim, Carbide shim and Without shim face
mill tool is found out by half power bandwidth method which is given in Table 1.
The frequency response curve derived for Carbide shim—Fig. 1a, SS—Stainless
Steel shim—Fig. 1b and Without shim face mill tool—Fig. 1c is used to calculate
the damping ratio.
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(a) With Carbide shim

(b) With SS-Stainless Steel shim

(c) Without shim face mill

Fig. 1 Frequency response plot

Table 1 Damping ratio for different shim material

Shim Natural
frequency
Fr (Hz)

Max
amplitude
(mm)

Half
power
point

F1 (Hz) F2 (Hz) Damping
ratio

Carbide 6392.2 1.21E−02 8.55E−03 6356.812 6437.238 0.0063

SS—Stainless
Steel

6961.3 8.66E−03 6.14E−03 6913.755 6983.120 0.0049

Without shim 8700.3 1.298E
+08

9.17E+7 8655.81 8756.435 0.0057

Computational Investigation of Chatter for Face Mill … 3



Above Table 1 gives following conclusion from the computational analysis—
harmonic analysis. Finite element analysis shows that the damping ratio is changing
with changing shim materials. As per the above Table 1, Carbide has the highest
value for damping ratio followed by Without shim face mill and SS—Stainless
Steel shim. SS—Stainless Steel shim has the lowest value for damping ratio fol-
lowed by Without shim face mill and Carbide shim.

4 Experimental Analysis

After computational analysis, experiment is carried out on VMC—vertical milling
centre milling machine with CoCo 80 dynamic signal analyser and surface
roughness tester (200–150 µm) to validate computational analysis. This set-up used
for the collection of vibration signals is as shown in Fig. 2a. Vibration signals are
taken with use of Try axial sensor attached to VMC—vertical milling centre tool
holder. Analyser gives the displacement–time, velocity–time, acceleration–time and
frequency–amplitude relations in reference to each other which help to plot motion
study graphs. The experiments were carried out on the CVM 640 (VMC—vertical
milling centre) milling machine with two face milling tool, first is special purpose
Kyocera make face milling tool Ø 63 mm with 5 inserts cutting tool and second is
Kyocera make face milling tool Ø 63 mm with 5 inserts and with shim as shown in
Fig. 2b, and workpiece plate of 75 * 25 * 300 mm of 2062 mild steel 130 BH work
material was used for the experiments. The machining was done using TNMG
120412 (Carbide) insert. The experiments were conducted at three cutting speeds
(250, 200, 150 m/min), three feed per tooth (0.15, 0.1, 0.05 mm/tooth), three depth
of cut (1.2, 1.0, 0.8 mm) and four shim materials (SS—Stainless Steel, Carbide and
Without shim face mill) are taken for experiments.

Fig. 2 a CVM milling machine with CoCo 80 dynamic signal analyser with try axial sensor
b face milling tool 63 mm dia. with shim and Without shim face mill
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The displacement data collected using CoCo 80 dynamic analyser. EDM soft-
ware is used to plot displacement data. MATLAB is used to generate the fast
Fourier transformation (FFT) graphs to find the behaviour of face mill tool.
From FFT graphs, we found that rotational frequency, chatter frequency and three
types of responses for face mill tool behaviour are as sub-harmonic and super
harmonic as shown in Fig. 3.

Fig. 3 a Experimental FFT responses in X-direction—longitudinal. b Experimental FFT
responses in Y-direction—cross feed for carbide shim with cutting speed 250 m/min, depth of
cut 0.8 mm and feed 0.05 mm/tooth. c Experimental FFT responses in X-direction—longitudinal.
d Experimental FFT responses in Y-direction—cross feed for SS—Stainless Steel shim with
cutting speed 250 m/min, depth of cut 0.8 mm and feed 0.05 mm/tooth. e Experimental FFT
responses in X-direction—longitudinal. f Experimental FFT responses in Y-direction—cross feed
for Without shim with cutting speed 250 m/min, depth of cut 0.8 mm and feed 0.05 mm/tooth
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5 Data Collection of Vibration and Dynamic Motion
Behaviour Analysis

5.1 Data Collection

Data collection is the process of converting the vibration signals of physical
components (CoCo 80 dynamic signal analyser) into the numerical data which can
be precisely studied and analyzed. To find out chatter, vibration signals are taken
with double cut, with different cutting condition and with different shim. TDR
(Time Displacement Response) and FFT (Fast Fourier Transformation) graphs were
generated with the help of EDM and MATLAB software. Rotational frequency,
chatter frequency and dynamic motion behaviour for above conditions have been
studied and analysed by using TDR and FFT graphs.

5.2 Dynamic Motion Behaviour Analysis

To find dynamic motion behaviour, different combination of depth of cut, feed and
cutting speed for Without shim face mill and with shim face mill (Carbide shim and
SS—Stainless Steel shim) are used, and experiments has been carried out and
obtained time domain graphs and FFT graphs. Time-varying signal is given as input
to FFT spectrum analyser; FFT computes the magnitude of its sine and cosine
components and displays the spectrum of these frequency components. These FFT
graphs are amplitude versus frequency (Hz). This graph consists of X-longitudinal
feed direction and Y-cross feed direction. Thus, motion analysis is done with the
help of time domain graphs, FFT graphs to analyse the dynamic motion behaviour
and to find out rotational frequency and chatter frequency. The two types of pattern
of FFT responses which are discussed for face mill tool behaviour are sub-harmonic
and super harmonic. Figure 3a–f shows the different FFT graphs for carbide shim,
SS—Stainless Steel shim and Without shim face mill tool with cutting speed 250 m/
min, depth of cut 0.8 mm and feed 0.05 mm/tooth.

6 Result and Findings of Experimental Analysis

In this paper, the face mill tool behaviour is observed for different machining
conditions that are given in Table 2. The result of FFT graphs shows that pattern of
FFT responses of face mill tool is as sub-harmonic and super harmonic. Table 2
shows X-longitudinal feed and Y-cross feed of FFT graphs frequency in Hz.

From Table 2, it clearly shows that Carbide shim face mill tool has highest Fc—
chatter frequency than Without shim face mill and SS—Stainless Steel shim face
mill in all cutting condition, followed by Without shim face mill and SS—Stainless
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Steel shim face mill. Table 2 also shows that Fc—chatter frequency is higher than
Fr—rotational frequency in case of Carbide shim and Without shim face mill tool,
but in case of SS—Stainless Steel shim, Fc � Fr (chatter frequency is equal to or
less than rotational frequency) in all cutting condition. Further carbide shim Fc—
chatter frequency is higher by 5–10 times than Fr—rotational frequency. In case of
Without shim face mill, Fc—chatter frequency is higher by 2–3 times than Fr—
rotational frequency. But in case of SS—Stainless Steel shim, Fc—chatter fre-
quency is equal to or less than Fr—rotational frequency.

If we apply Fc (self-excited vibration) � Fr (Forced excited vibration), in case
of SS—Stainless Steel shim face mill, then moderate chatter would be generated. In
case of Carbide shim, Fc is ten times higher than Fr, and in case of Without shim
face mill, Fc is three times higher than Fr at higher cutting speed [(250m/min) and
(200m/min)]. In case of Carbide shim, Fc is five times higher than Fr, and in
Without shim face mill, Fc is two times higher than Fr at lower speed (150m/min).
But in case of SS—Stainless Steel shim, Fc � Fr (chatter frequency is equal to or
less than rotational frequency), and then, minimum chatter would be generated.
Pattern of FFT responses shows as sub-harmonic and super harmonic.

7 Conclusions

Following conclusion is derived after computational simulation and experimental
validation of the face mill tool using different shim material and different cutting
conditions as described above in Tables 1 and 2. Following conclusions are given
on basis of computational data and experimental work. Observation of this research
can be used to reduce the chatter in VMC—vertical milling centre by using face
mill tool.

Table 2 Face mill chatter frequency (Fc), rotational frequency (Fr) and pattern of FFT responses

Sr. no Cutting speed
(m/min), DOC
(mm), feed
(mm/tooth)

Shim material Rotational
frequency
Fr (Hz)

Chatter
frequency
Fc (Hz)

Pattern of FFT
responses

X Y

1 250/0.8/0.05 Carbide shim 21 210 210 Super harmonic

2 SS—Stainless Steel shim 21 21 4 Sub-harmonic

3 Without shim 21 63 63 Super harmonic

4 200/1/0.05 Carbide shim 17 169 169 Super harmonic

5 SS—Stainless Steel shim 17 17 17 Sub-harmonic

6 Without shim 17 84 51 Super harmonic

7 150/1/0.05 Carbide shim 13 63 63 Super harmonic

8 SS—Stainless Steel shim 13 13 13 Sub-harmonic

9 Without shim 13 51 25 Super harmonic
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• Carbide shim has the highest damping ratio followed by Without shim face mill
and SS—Stainless Steel shim. Carbide shim gives maximum vibrations compare
to Without shim face mill and SS—Stainless Steel shim in all cutting conditions,
followed by Without shim face mill and SS—Stainless Steel shim face mill. So
carbide shim is not useful for reducing chatter at high-speed VMC—vertical
milling centre.

• Without shim face mill damping ratio is lower than carbide shim and higher than
SS—Stainless Steel shim. Without shim face mill, Fc is lower than carbide shim
and higher than SS—Stainless Steel shim in all cutting condition as verified by
dynamic motion behaviour. Without shim face mill gives higher vibrations
compare to SS—Stainless Steel shim and lesser than carbide shim in all cutting
condition. This is current scenario of VMC—vertical milling centre operation of
face mill.

• SS—Stainless Steel shim has the lowest damping ratio, and SS—Stainless Steel
shim has Fc � Fr (chatter frequency is equal to or less than rotational fre-
quency), in all cutting condition, so it is concluded that SS—Stainless Steel
shim face mill is most desirable as it generates least chatter in comparison with
Without shim and Carbide shim face mill tool. So SS—Stainless Steel shim can
be justified for face mill to reduce chatter.
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Multispectral Imaging for Identification
of Water Stress and Chlorophyll
Content in Paddy Field Using
Vegetation Indices

S. Madhura and T. V. Smitha

1 Introduction

India is basically an agriculture-based country, and it is the second-largest producer
of rice in the world. Around 58% of the Indian population has made agriculture as a
primary source of livelihood [1]. The problems faced by the farmers during paddy
cultivation can be broadly classified into two categories: (1) excess water supply
and (2) insufficient water supply. Paddy is grown in the eastern and southern parts
of the country which include brown and white rice. One of the major problems with
the paddy cultivation is the enormous amount of water stress due to the inadequate
or excess rainfall. Let us consider each case in detail: firstly, the water stress, if the
water supply is not adequate for the crop, then the stomata present in the leaves will
close automatically to conserve water content which adversely affects the plant
growth and also yield [2]. Secondly, if the water is supplied in excess, the yield of
the crop will be reduced as per previous study.

The proposed work identifies the water stress of the paddy crop through the
variation in the vegetation color of the crop at two different stages. The qualitative
analysis is made over Vegetation Water Stress Index (VWSI) which is important
factor for management of irrigation system of paddy crop. The identified cultivation
land is situated in Mandya district, Karnataka, India.
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2 Related Work

Some of the factors that determine the water stress in paddy field include evap-
oration transpiration (ET), moisture in the soil, water holding capacity of leaf, and
the water content in the leaf. The holistic development of the crops as monitored
by the remote sensing system was very well estimated by identification of spatial
and temporal information indicating the crop stress [3]. The following information
aids in the spectral analysis of the leaf, pigmentation of the leaf is determined by
the visible band, water content by mid-intra red region (MIR), and cellular
structure by near infrared (NIR) regions [4]. The classical method of water
management includes ground-based method which uses surface renewable sys-
tems, scintillometers, ratio, and covariance systems. The collection of data from
ground using the common techniques like manual inspection was very slow
process and not accurate [5]. The ground-based system will not only be tedious but
erroneous [6]. The absorption of the light by the leaf pigment varies resulting in
decrease of chlorophyll content in the leaf in the stressed regions. The variation in
the spectral band can be analyzed as decreased green band and increased blue and
red band in the stressed regions due to inadequate supply of water. For a better
analogy, short wave infrared band is used to determine water thickness and
near-infrared band for dry land content [7]. These color bands can be utilized to
provide the vegetation condition along with normalized VWSI. Short wave
infrared (SWIR) can detail water indices for water stress and drought condition
detection [8].

Yet another challenge in stress assessment is the collection of data from the
paddy field. Several remote sensing techniques were adopted for image collection
form the field which involved undesirable weather condition that limits the data
acquisition [9]. Satellite images posed a spatial and temporal resolution constraints
in assessing the crop image [10]. Many water stress analyses were done on the
wheat crop in Haryana [7, 11, 12] where they have introduced vegetation condition
index along with Landsat TM infrared bands. There is a need to identify a robust,
flexible, and accurate crop water management that is very essential to improve the
yield and productivity of the crop. Some of the researcher have collected chloro-
phyll content, leaf area indicator, and biomass details using remote sensing tech-
nology [13–15]. However, the major drawback in this process is the weather
conditions like the cloud and fog which results in poor quality image [16].

3 Methodology

The images of the paddy field were obtained from a village called Hodagatta,
Mandya district, Karnataka state, India. The entire image covers nearly 1.5 acres of
paddy crop with a verity by name Mukthi (CTH-1) which is one of the most
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popular type of rice verity grown in this region. This crop Mukthi (CTH-1) was
planted on February 2, 2019, in the location stated. The flow diagram of the
methodology is shown in Fig. 1.

The rice is a five-month crop which was monitored from February to June, and
the vegetation indices was studied during the month of April. The content of the
water stress and chlorophyll to estimate the crop yield can be better understood by
the red band with 720 nm and near-infrared band with 800 nm wavelength. The
images from the site under consideration were taken from site using multispectral
camera. The image obtained is with lower color reflectance from the crop which
makes the analysis of VWSI erroneous. Thus, the image acquired was preprocessed
using spatial and temporal filters to remove impulse and Gaussian noises present
due to weather conditions like rain and fog using spatiotemporal trilateral filter
(STTF) [17, 18].

Fig. 1 Flowchart of the proposed work
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3.1 Vegetation Water Stress Index

Vegetation Water Stress Index is a 2D image indexing system proposed by [19–22]
relayed on SWIR and NIR wavelengths. The waterlines with minimum and max-
imum water stress was identified using the slope equation

y ¼ mxþ c ð1Þ

The vertical waterline was named as V1 and V2, and horizontal waterline was
named as H1 and H2.

VWSI is generated by:

VWSI ¼ 1� V1 � Vð Þ � NIR� V2 � SWIR � H2ð Þ
V1 � V2ð Þ � NIR� V � SWIRð Þ � V1 � Vð Þ � H2 þ V2 � Vð Þ � H1

ð2Þ

The above numerical values can be analyzed in meshed method using [19, 20].

4 Result and Discussion

The vegetation indices should be made sensitive to water content and not disturbed
by soil moisture. Differentiating the land as two different waterlines as stated in
methodology and implementing in Eq. 2 gives a better analysis profile. The paddy
crop was harvested in the month of February after harvest of sugarcane one month
before that is in January. Figure 2 shows the site location with two-month-old
paddy filed which was taken on April 03, 2019. The preprocessing is done using
STTF as depicted in Fig. 3. The enhanced harvested image gives better reflectance
and wave band absorption details for comparison with the multispectral image data
for identification of water stress and chlorophyll content. Figure 4 gives the mul-
tispectral image showing the waveband details.

VWSI during this month was 0.12 which indicated no water stress in this plot
along with the reflectance of uniform green color that is indication of good
chlorophyll content. The imaging was carried out after one month that is on May
12, 2019, Fig. 5 shows the captured image from the plot.

Since the acquired image was visually color distinguishable, there was no pre-
processing being done on this image. The multispectral image obtained for the same
plot can be seen in Fig. 6.

For the normal growth of the crop, VWSI should be less than 0.3, its value
between 0.3 and 0.5 depicted moderate water stress, and VWSI with a value greater
than 0.5 shows sever water stress condition that affects the yield abruptly [7]. VWSI
for the third month crop showed 0.43, which means it falls under moderate water
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stress and accordingly the color of the crop was yellow to light orange indicating
the chlorophyll deficiency as observed in Fig. 6. Table 1 shows the quantification of
VWSI with the crop growth and chlorophyll content.

Fig. 2 Two-month-old paddy field

Fig. 3 Enhanced image of paddy field using spatiotemporal trilateral filter
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Fig. 4 Multispectral image of the two-month-old paddy crop

Fig. 5 Three-month-old paddy filed
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5 Conclusion

This paper proposed a method to identify the water stress in paddy crop grown in
southern part of India using VSWI derived from multispectral data acquired from
the field. The VSWI was used to estimate the water stress with the data from
multispectral images with different spectral bands. The data can be mapped to
identify the chlorophyll content in the leaf, wherein the indices and the color
mapping was found to successfully identify the water stress during the different
month of cultivation. This was one of the good methods of identifying the crop
condition through color of the crop which provides overview for the cultivators to
calibrate the water input but either increasing the supply for stressed areas or to
reduce the supply to healthy areas. During the first two months, the water content
was adequate, stress was detected, and VSWI was 0.2 indicating no water stress.
During the third month, the indices was detecting moderate water stress with VSWI
as 0.43 that needed attention from the crop owner. Thus, there was a good
agreement between the calculated stress indices and color observation which would
result in better yield if treated on time. As future work, the precision of the output
can be increased to help the farmers to get better yield through controlled and
sustainable cultivation.

Fig. 6 Multispectral image of three-month-old paddy crop

Table 1 Quantification of VWSI with crop growth and leaf color

Water stress index (VWSI) Crop condition Color of the crop (Chlorophyll content)

<0.3 Normal growth Green

0.3 > VWSI < 0.5 Moderate growth Light yellow

>0.5 Less growth Orange to brown
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Condition Monitoring of Used Engine
Oil by FTIR Spectroscopy—A Review

Afreen Nissar, M. Hanief, and Fasil Qayoom Mir

1 Introduction

Engine oil or lubricating oil is used for the purpose of lubrication of IC engines. Its
prime function is reducing friction and wear on the moving parts as it forms a film
of material between the surfaces and thus preventing the surfaces to come into
direct contact with each other. It also helps to remove the sludge and varnish from
the engine and thus cleaning it. Lubricating oil neutralizes the acids that originate
from the fuel and prevents heating of engine by carrying heat which is produced by
friction between parts which convert the kinetic energy into heat, away from
moving parts and thereby cooling it.

There are many additives that are blended with the lubricating oil for specific
purposes, and these include metallic detergents, ash-less dispersants, anti-foam,
zinc di-thiophosphates, anti-oxidants, etc. These additives improve oil’s detergency,
prevent corrosion of engine parts, and enable extreme pressure performance. Used
engine oil is an extremely dangerous pollutant as it contains heavy metals in
considerable amount. Also, it contains high concentrations of PAH which are
carcinogenic compounds. Lubricants can save billions of dollars if optimally
adjusted. Engine oil does not wear out after using it; it just gets dirty as many
contaminants get added to it along the way. The main contaminants found in used
engine oil are water, dissolved gasoline and gas-oil, solvents, aromatics and
cleaning fluids, sediments, lead, and polymeric and non-polymeric additives [1].

Used oil analysis is a significant part of engine maintenance, and FTIR plays a
massive role in the same. The main aim of conducting used oil analysis is to assess
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the condition of the oil as it gives information about the suitability of oil for
advanced use and also the right time when the oil should be changed. It also gives
us the information about the condition of the engine by identifying the contami-
nants and size of the wear particles. The use of degraded lubricant, if gone unno-
ticed, can offer substandard protection from mechanical wear and lead to permanent
and/or costly damages [2].

2 FTIR Spectroscopy

Spectroscopic method such as FTIR can give us substantial information about
condition of the engine oil and about the system where the oil is being used. Source
is the first component in the spectroscopic system which will emit infrared energy,
and this energy is sent through an aperture. The beam is encoded in the interfer-
ometer from where it enters next by means of series of stationary and movable
mirrors. After this, the beam then enters the sample where some energy frequencies
are absorbed. The detector then measures the energy that manages to escape, and
then, the computer performs the Fourier transformation on the measured signal.
FTIR spectroscopy is used for assessing industrially manufactured material and
often serves as the first step in material analysis process for quality control. If there
is change in normal pattern of absorption bands, then it clearly shows a change in
the composition of the material, hence confirming the presence of contaminants.
Contaminants have the capability of reducing lubricating capacity of the oil, which
in turn increases wear of the machine parts (Fig. 1).

Fig. 1 Working of FTIR Spectrometer
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3 Condition Monitoring of Used Engine Oil by FTIR
Spectroscopy (a Review)

FTIR spectroscopy is a proven technique that helps us to analyze and characterize
used engine oil samples. When the engine oil sample is exposed to infrared radi-
ation, the molecules absorb these radiations at different wavelengths and the
detector placed at the other side of the samples identifies the molecules. The
identification of molecules is accurate as no two molecules can produce same
pattern or wavelength. The spectral location of the various components in the oil is
as under (Table 1).

Detection of various impurities that have been added to the engine oil during its
usage is very important as it provides us with the information about the condition of
the engine by identifying the wear components and also the probability of recycling
the used engine oil. Engine oil condition parameters such as viscosity, color, and
odor also provide information about the condition of the engine. By removing the
said impurities, it can be re-used for various purposes, thus making the whole
process economical and also saving the environment. FTIR spectroscopy plays an
important role by identifying these impurities/parameters, and the usually identified
impurities/parameters are:

3.1 Oxidation

FTIR spectroscopy is considered to be the most commonly used methodology to
measure oxidation level in used engine/ lubricating oils. The FTIR spectra studied

Table 1 Spectral location of
various components in used
engine oil

Component Spectral location (cm−1)

Soot 2000

Oxidation 1750

Nitration 1630
1650–1600 [3]

Sulfation 1150

Water 3400

Glycol 880

Diesel 800

Gasoline 750

ZDDP (AW) 980

Carbonyl absorption region 1820–1650

Ketones 1705–1725

Carboxylic acid 1700–1725

Ester 1725–1750
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by Wolak et al. [4] stated that oxidation causes the aging changes in the engine oil.
Agoston et al. [5] observed that the used oil detects the oxidation around the
spectral location of 1710 cm−1. The spectral locations mentioned below are
observed and studied for the following purposes (Tables 2 and 3).

3.2 Hydrocarbons and Carbonyl Groups

The following bands of spectral locations are observed for hydrocarbons and car-
bonyl groups (Tables 4 and 5).

3.3 Infiltration of Diesel Fuel into Engine/Lubricating Oil

Exposure of engine oil to high temperature, pressure, and other contaminants
creates degradation of products, and contaminant infiltration from outside cause
additives to deplete. Infiltration of fuel into engine oil affects the basic parameters
such as viscosity, viscosity index, TBN, and flash point. Fuel dilution in diesel
engines usually occurs by extreme idling, faulty injectors, or loose connections.

Table 2 Spectral location of various oxidation related problems in used engine oil

Spectral location Purpose

1725–1650 cm−1 Detection of oil degradation related to thermal stress

835–735 cm−1 Detection of fuel contamination

1775–1725 cm−1 Detection of fuel dilution problems

1750–1725 cm−1 Detection of ester content

Table 3 Spectral location of various oxidation-related problems in used engine oil [6]

Spectral location (cm−1) Functional group

3100–3600 Alcohols

2500–3200 Carboxylic acids in polar environment

1650–1730 Aldehydes and ketones

1680–1710 Carboxylic acids

1700–1740 Esters

1780 Lactones

1050–1450 (C–O) aromatic compounds

1000–1250 (C–C) aromatic compounds

1440–1650 (C=C) aromatic compounds
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The main peaks detected that are associated with main functional groups are
(Tables 6 and 7):

Zinc di-alkyl di-thiophosphates (ZDDPs) are the principal anti-wear additives
currently used by automotive engine/lubricating oils and transmission fluids. They
also function as anti-oxidants, providing a main part of the anti-oxidant action in
many lubricant preparations [18].

Table 4 Spectral location of hydrocarbons and carbonyl groups in used engine oil

Spectral location Hydrocarbons/Carbonyl group detected

1704.29–1603 cm−1 Carbonyl groups from esters, ketones, or acids (Short chain
compounds) [7]

1157.92 cm−1 Per-oxide compounds [7]

704.29–1603.13 cm−1 Unsaturated additives [8]

1229–724 cm−1 Nitrates formation derived from the oxidation of nitrogen oxide
compounds [7, 9]

600–1300 and 1500–
2000 cm−1

Additives (Zn, Ca, and Mg salts) or organic acids [7, 10]

Split band at 2925, 1460
and 1376 cm−1

Presence of hydrocarbon compounds having a small chain
lengths

869.4, 813.2 and
1603.1 cm−1

Presence of aromatics (and/or PAHs) in the used engine oil
representing hydrocarbons in the aromatic ring [10]

Table 5 Spectral location of hydrocarbons and carbonyl groups detected by FTIR analysis of oil
residues (over 150 days weathering in the plant root zone) [11]

Spectral location Hydrocarbons/Carbonyl group detected

2957–2850 cm−1 Bands which are related to C–H vibrations

1460 cm−1 (Intense
band)
1377 cm−1 (Less intense
band)

Bands produced by a combination of compounds having small
chain lengths and splitting vibrations from C–H of methylene
(–C–H2–) chains in used oil

3424 cm−1 (Intense
band)
1645 cm−1 (New band)

Bands associated with the O–H stretching band and also the
H–O–H bending vibrations of water

1740 cm−1 Band linked with carbonyl groups (ketones, aldehydes and/or
acids)

1707 and 1709 cm−1 Bands associated with new carbonyl groups (from microbial
oxidation of the oil)

1708 and 1740 cm−1

(New bands)
New carbonyl-based compounds (ketones or aldehydes produced
by microbial oxidation processes)
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3.4 Moisture

Presence of moisture or water content in the lubricant can weaken the effectiveness
of the lubricant as it can cause wear to the machine by corrosion. It is thus con-
sidered to be one of the most extensive and damaging lubricant contaminants
(Tables 8 and 9).

Table 6 Spectral location of functional groups in used engine oil produced by infiltration of diesel
fuel into engine/lubricating oil

Spectral location Functional group

2954, 2920,
2848 cm−1

CH bonds of saturated n-alkyl groups [12]

1707 and 1156 cm−1 Polymethacrylate

1456 cm−1 CH deformation of CH2 and CH3 groups [13]

1376 and 1156 cm−1 CH3 peaks of n-alkanes

974 cm−1 Spectral band linked with the P–O–C bond of zinc di-alkyl
di-thiophosphates (ZDDPs)

835–688 cm−1 Spectrum meant for new oil and diesel fuel

700–850 cm−1 Large number of skeletar vibration of many ring structures [14]

803, 764, 740 722,
697 cm−1

These well-separated peaks correspond to out-of-plain aromatic CH
stretching and these vibrations show stronger intensity [15]

650–784 cm−1 For gasoline determination, the region is attributed for aromatics [16]

Table 7 Fourier transform
infrared (FTIR) spectrometer
for used motor oil [17]

Frequency cm−1 Bond Functional group

725.21 C–H Alkanes

813.46 C–H Aromatic

884.53 C–H Aromatic

1033.48 C–O Carboxylic acid

1158.63 C–O Carboxylic acid

1374.89 C–H CH3

1448.16 C–H Alkanes

1603.88 C=C Aromatic

1743.74 C=O Carbonyl compounds

2335.07 O–H Carboxylic acid

2727.21 H–C = O:CH Aldehydes

2922.01 C–H Alkanes

3379.41 –OH Water
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3.5 Operating Effect

Intensity of the bands (2850–2960 cm−1) and (1385 cm−1
–1464 cm−1) decrease

with the distance travelled by the engine of the vehicle. However, bands (1570–
1614 cm−1) and 1095 cm−1 become more intense with the distance travelled by the
engine of the vehicle. They correspond to presence of the silicates, phosphates, and
sulfates consequential from the additives present in the lubricating oils.

There is also the depletion of nitrile contained in the new lubricating oil as it is
believed that the nitrile is depleted during operation of the engine. Fresh strip of
C-N band is formed around 1360 cm−1. There is formation of a C-O band around
1200 cm−1 which depicts production of ester. Appearance of carbonyl group
(1740 cm−1—intense band) occurs due to oxidation of lubricating oil.

4 Conclusion

There are many other parameters that can be identified using FTIR spectroscopy
which include kinematic viscosity, viscosity index, base number, soot, etc. FTIR
spectroscopy has proven to be a very useful technique for condition monitoring of
engine and analyzing the engine oil. The technique can be applied in both industrial
and automobile sectors to prevent costly failure of machine as well as to encourage

Table 8 Parameters and their
measurement regions
(Petroleum crankcase
lubricants) [19]

Parameter Measurement region (cm−1)

Water 3500–3150

Soot loading 2000

Oxidation 1800–1670

Nitration 1650–1600

Anti-wear components 1025–960

Gasoline 755–745

Diesel (JP-5, JP-8) 815–805

Sulfate by-products 1180–1120

Ethylene glycol 1100–1030

Table 9 Oil quality
parameters from single-point
measurements in the mid-IR
region [20, 21]

Parameter Wavenumber (cm−1)

Heptane-insolubles 4000

Heptane-insolubles 2500

Water 3430

Fuel 3040

Fuel 700

TBN 1170
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recycling of the used oil. Spectral data for artificial neural network has been used to
authenticate the edible oil adulterants over the FTIR spectrum. Infrared spectrom-
etry has provided us with a useful alternative to the age-old conventional methods
for monitoring oil samples. FTIR spectrometry is considered to be a very versatile
tool and finds a very wide range of application for the samples taken from aviation
industry, geology, biology, chemistry, etc.
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Next-Generation Electrochemical
Energy Conversion and Storage Based
on Three-Dimensional Nanostructures
with Improved Performance: Insights
and Perspectives

Shubhadip Paul

1 Introduction

To address various challenges arising due to global warming, increasing environ-
mental pollutions, and limited state of fossil fuels, the necessity for developing
sustainable renewable energy conversion and storage has come into surface [1, 2].
The sources of renewable energy—solar and wind—are having intermittent prop-
erties. The significant use of these alternative source of energies for achieving the
increasing demand of energy has led to the abrupt technological advancement of
electrochemical energy conversion and storage, which is seen in case of
rechargeable batteries, supercapacitors, (Photo-)electrochemical fuel cells [3, 4].
The development of wind turbines and photovoltaics, in the past decades, helped in
the process of conversion of wind and solar energy to electricity. But, the super-
capacitors and rechargeable batteries, which are becoming as the crucial media,
have added a flavor in the storage and deliver of fluctuating electricity [5]. Beside
this production, the (photo-)electrochemical production of chemical fuels from
carbon dioxide (CO2), water (H2O), and nitrogen (N2) by virtue of solar energy or
renewable electricity is an optimistic way for making a sustainable energy future
[6–9].

A series of physiochemical reactions on the electrode surface or at electrode
interface for the purpose of electrochemical energy conversion and storage are
linked with the transport behavior of ions and electrons. Thus, the optimization of
electrode materials and electrons/ions transport is the main criteria for the
improvement of electrochemical energy conversion and storage [10–12]. The major
two strategic issues which can help in the improvement of the efficiency of elec-
trochemical energy conversion and storage devices are:
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• Material design [12, 13],
• Design of electrode [9–14].

Basically, three-dimensional nanostructured materials consist of arrayed
one-dimensional/two-dimensional nanostructures, three-dimensional nanoporous
structures, and three-dimensional hierarchical nanostructures that are having com-
bination of unique properties: (i) Highly specific surface area (For increasing
number of active sites for ion accessibility). (ii) Increased transportation of ion and
electrons (To assist reaction kinetics) [15–17]. The prime motive is to get new
insights, opinions, and various perspectives through various updated advantages
and challenging factors related to the applications of three-dimensional nanos-
tructures in the hydrogen generation from photoelectrocatalytic conversion of CO2

and N2 to chemical fuels, photoelectrochemical (PEC) water splitting, superca-
pacitors, and rechargeable metal-ion batteries for next-generation electrochemical
energy conversion and storage to achieve sustainable energy future by utilizing
renewable energy.

2 Three-Dimensional Nanostructures: Overview

The three-dimensional structure having active materials with porous configuration
furnishes stability of supercapacitor electrodes with larger efficiency, proper
channels for electrolyte outflow, larger surface area, and higher mechanical stability
to supercapacitor electrodes as shown in Fig. 1. Generally, the construction of
three-dimensional electrodes is done by—(a) Three nanostructures by assembling
active materials, (b) Using metal foam acting as a template. The nanostructured
materials are grouped into following divisions:

(1) Zero-dimensional (0D) nanomaterials (nanospheres, nanoparticles);
(2) One-dimensional (1D) nanomaterial (nanowires, nanorods);
(3) Two-dimensional (2D) nanomaterials (nanoplates);
(4) Three-dimensional (3D) nanomaterials.

All the dimensions (length, breadth, and height) are considered as one parameter.
In case of detailed explanation of nanosized particles, it is known that if the
materials are having their length and width within the nanometer range dimension
less than 100 nm belong to zero dimensional. We all know that, in one-dimensional
nanomaterial, one dimension is outside the nanoscale, and in two-dimensional
nanomaterials, two dimensions are outside the nanoscale. But if we want to discuss
about three-dimensional nanomaterials, then it should be mentioned here that the
confinement of materials in nanoscale are not in any of the dimension. Constructing
3D nanostructures gives an exposure to a new domain which perform manipulation
and integration of multiple nanoscale units at a larger scale, thus linking various
gaps between nanoscale (indicating individual nanometer units) with microscales
and macroscales (indicating nanounit-based devices) [18–21]. Three-dimensional
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Fig. 1 Advantages and disadvantages of 3D materials
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nanostructures can demonstrate various properties by virtue of novel electronic,
optical, and magnetic nature [22]. Thus, it can be stated that 3D nanostructures act
as building blocks to design, construct, and optimize nanodevices like sensors,
electronics, photonics, and also for the purpose of energy conversion and storage.

3 Electrochemical Energy Conversion

3.1 Photoelectrochemical Water Splitting

Solar-driven H2 generation from the process of photoelectrochemical (PEC) water
splitting portrays a profound solution which can help in achieving the increasing
demand of energy and combat the issue of problem of environmental pollution. But,
the efficiency of current conversion of solar to H2 is still not sufficient for imple-
mentation in practice and has transformed into a major challenging issue. During an
archetypal process of PEC water splitting under solar irradiation as shown in Fig. 2,
a semiconductor photoelectrode firstly absorbed photons for the production of
electron–hole pairs. Then, the holes and electrons emerged by photogeneration get
separated rapidly and migrate to the anode and cathode surface and get engaged in
hydrogen evolution reaction (HER) and oxygen evolution reaction (OER). In
particular, improvement in the efficiency of solar-to-H2 conversion depends not
only on the discovery of novel semiconductor photoelectrodes having high internal
potential of catalyst but also depends on optimization of photoelectrode architec-
tures for promoting the charge separation, light-harvesting capability enhancement,
reducing the recombination of electron/hole by facilitating kinetics of such fast
reactions occurring on photoelectrodes surface. Accordingly, fabrication of pho-
toelectrodes with the aspects of 3D nanostructures can be considered as predomi-
nant tactics for improving the performance of PEC [23–26]. In case of PEC water
splitting along with different PEC energy conversion devices, the most significant
features of 3D nanoporous MOFs are the versatilities of structures. By tailoring the
metal centers and organic ligands, the optimization of catalytic activities, bandgap,
and porosity of three-dimensional nanoporous MOFs can be done for the
enhancement of the performance of the catalysts [27–29]. The advantages of
three-dimensional nanostructures for the purpose of PEC water splitting means are:
(1) Trapping of light largely leads to the photonic, antireflection crystal effects
prevailing in the increment of the absorption and utilization of solar irradiation of
3D nanomaterials. (2) High surface area provides enough space in the decoration of
co-catalysts on the surface of photoelectrode, thus making it suitable for designing
heterojunctional photoelectrode by optimizing the PEC performance. (3) Within the
electrode, redox species mass transport due to the presence of huge number of open
spaces in 3D nanomaterials help in the accelerating the reaction kinetics. But, the
demerits for water splitting by PEC means of 3D nanomaterials are: (1) The
reduction of the photocurrent due to high surface area would give rise to increasing
recombination of interfacial charge for the development of PEC devices [23] (2) It
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is hard to explain a uniformity of the fabricated co-catalysts on the larger surface of
photoelectrodes containing three-dimensional nanostructured materials [30].
Solutions to these challenging issues would be crucial for constructing three-
dimensional nanostructured photoelectrodes with more efficient solar-to-H2

conversion.

3.2 Conversion of N2 and CO2 Photoelectrocatalytically
to Chemical Fuels

In order to produce H2 by PEC water splitting, three-dimensional nanomaterials
have been experimented significantly for the conversion of CO2 and N2 photo-
electrocatalytically to chemical fuels, leading to above-mentioned advantages of 3D
nanostructured materials for PEC water splitting [31–33]. Apart from a fertilizer,
ammonia (NH3) is not only a significant intermediate of renewable energy storage
but also a carrier of clean energy [34, 35]. If compared with the famous Haber–
Bosch process, the photoelectrocatalytic conversion paved the way for converting
from N2 and H2O for the formation of NH3 in presence of solar energy which is
highly energy intensive as shown in Fig. 3. There is a profound similarity between
PEC water splitting process and photoelectrocatalytic N2 reduction reaction
(NRR) process. In brief, it should be mentioned here that, the system involves the
light absorption for the generation, separation, and transportation of electron–hole
pairs with the formation of oxygen by the holes during the oxidation of H2O. It also
involves production of NH3 by the electron after getting reduction of N2.

Inputs: Sunlight and Water
Outputs: Hydrogen and Oxygen

Photoelectrochemical Water Splitting

Photoanode:
2H2O  + 4h               O2 + 4H+ 

Cathode:
4H+ + 4e                2H2  

2H2O               O2 + 2H2

Fig. 2 Photoelectrochemical water splitting
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The photoelectrocatalytic process would help in the conversion of CO to
hydrocarbon fuels, for example, ethylene, methane, methanol, carbon monoxide,
and ethanol. In comparison with the conversion of NH3 from N2 by photoelec-
trocatalytic means, the CO2 reduction reaction (CO2RR) follows the major factors
which includes generation of electron–hole pairs undergoing the process of light
absorption followed by separation and transfer on the catalyst surface. Thereby,
some reactions on the surface are found which are oxidation of H2O and reduction
of CO2 [36, 37]. At the molecular or atomic scale of catalysts by virtue of surface
engineering, a large number of CO2RR catalysts have been fabricated to upgrade
the process of chemisorption of carbon dioxide on the surface of the electrode most
of which are in the form of powder [38, 39]. Similar to the 3D nanostructured NRR
electrode, the fabricated CO2RR catalyst nanoparticles (such as silicon nanowire
arrays and gallium nitride nanowire arrays) get congregated on of 3D nanostructure
surface [40, 41].

The fabrication of 3D nanostructured catalysts in case of both CO2RR and NRR
should include homogenous stated nanounits having uniform crystal faces with
controlled doping of heteroatom and abundant vacancies in stable phase. Hence, the
3D nanostructured catalysts will be having the capacity of huge light absorption,
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high exposure to reactive sites, and functional charge-carrier migration followed by
separation with highly stable structure. Thus, all these factors would help in
upgrading the efficiency of solar-to-fuels conversion via either CO2RR or NRR.

4 Electrochemical Energy Storage Devices

4.1 Rechargeable Metal-Ion Batteries

The necessity to store and deliver the intermittent and fluctuating electricity can be
provided efficiently by sodium, lithium-ion batteries recognized as rechargeable
metal-ion batteries. The evolutionary progression from bulky macroscale to
nanoscale electrode materials has provided the upgradation of performance in the
energy storage of rechargeable metal-ion batteries due to the fact that electroactivity
of electrode materials can be increased by nanomaterials. But, various challenging
factors in agglomeration arise if the nanostructured electrode materials (nanowires,
nanotubes, nanosheets, nanoparticles) are in the powder form [42]. Moreover, the
dissociation of this powder form of electrode materials could be done after con-
tinuous cycling process which can diffuse the separators and accumulate on the
surface of opposite electrode resulting in capacity loss.

In case of rechargeable metal-ion batteries, assembling one-dimensional and
two-dimensional nanostructured materials into self-sustaining three-dimensional
nanomaterials to fulfill the potential of nanomaterials has helped in tackling various
challenges of agglomeration purposes faced by 1D and 2D nanomaterials [16, 18,
43, 44]. Ideal 3D self-supported nanostructures consist of 1D and 2D nanounits [45]
having following features—(a) Nanounits spatially separated from each other in
case of 3D nanomaterials (for avoiding agglomeration). (b) Self-sustaining
three-dimensional nanomaterials bonded directly to current collectors (for avoid-
ing dissociation of active materials). (c) Interconnected porous network (help in
rapid transport of ion). (d) Nanostructures by virtue of various mechanisms
(pseudocapacitance, surface-based adsorption of ion) can help in storing charge.
(e) Fabrication of 3D nanostructured materials is more complicated to 1D and 2D
powder nanomaterials, thus affecting adversely in the applications at a larger scale
of 3D nanostructured materials.

4.2 Supercapacitors

Alternative or complement to batteries, on the basis of fast charging-discharging
rate, fast energy storage as well as delivery and also for high-power density, the
supercapacitors are the better option. But, the most disadvantageous factor of
supercapacitor is that they possess low energy density. Supercapacitors store energy
by—(i) Ionic adsorption/desorption at the interface of the electrode or the
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electrolyte (double-layered electrochemical capacitor). (ii) Surface redox reactions
in between the electrolyte and electrode which is fast and reversible in nature
(pseudocapacitors). Developing active materials into 3D nanostructures with the
enlargement of the surface area of active materials helps in the upgradation of
energy density of supercapacitors [17, 46–48]. The most advantageous factors of
using supercapacitors are as follows—(i) Interconnected porous network. (ii) Low
charge transfer resistance. (iii) Large specific surface area. These factors help in the
more storage of charge and diffusion of ions rapidly. But various disadvantages are
also present in supercapacitors such as—(i) Low tap density of 3D nanostructured
materials leading to low power density of supercapacitors. (ii) Mass loading for the
functional materials if becomes less than slurry-cast electrode, then it creates
problem [49]. Thus, mechanical stability should be high in case of 3D nanostruc-
tured materials during the assembly process for the nanodevice development with
the subunits having predefined spatial arrangements and orientations (Table 1).

Table 1 On the basis of various nanostructures, properties of supercapacitors electrode materials
under 3D category [50]

Classification Patterns Summary References

Three-dimensional
metal foam

Nickel foam with
Ni0.61Co0.39 oxide on it

At 2 A g−1, it is having 1523.0
F g−1; After 1000 cycles,
capacitance retention is 95.3%

[51]

Three-dimensional nickel
foam with CoO–PPy on
it

At 1 mA cm−2, it is having
2223 F g−1; From 1 to
50 mA cm−2, rate capability is
of 29.1%; After 2000 cycles,
capacitance retention is 99.8%

[52]

Three-dimensional
porous structure in
MnO2/Mn core shell

At 5 mVs−1, it is
having *1200 F g−1; From 5
to 500 mVs−1, rate capacity is
of 83%; After 2000 cycles,
capacitance retention is 96%

[53]

Three dimensional
carbonaceous
materials

Wrinkled graphene-balls At 0.1 A g−1, it is having 150 F
g−1; From 0.1 to 2.5 A g−1, rate
capability is of 40%; After
5000 cycles, the capacitance
retention is *100%

[54]

Coating of Ni (OH)2
coating on vertically
aligned carbon
nanotube–graphene

At 22.1 A g−1, it is having
1065 F g−1; From 5 to
30 mV s−1, the rate capability
is of 70%; After 20 000 cycles,
capacitance retention is 96%

[55]

CNTs/GO/b-Ni (OH)2 At 2 A g−1, it is having 1815 F
g−1; From 2 to 20 A g−1, rate
capacity is of 47.2%; After
2000 cycles, capacitance
retention is 97%

[56]

(continued)
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5 Conclusion

This article gives an overview with various insights and perspectives regarding
common electrode materials for the purpose of fabrication of energy storage devices
based on carbon-based 3D architectures. Above all, the ceaseless advancement of
the fundamental researches along with various technological innovations in modern
nanofabrication will help for achieving a cost-effective and renewable energy
future. The road for developing ideal energy storage device though is still very long,
but the reasonable effective development of the proposed structure can uplift the
idea of scientific research to achieve success.
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Algae Biofuel as a Substitute
for Compression Ignition Engine:
A Review

S. Charan Kumar, Amit Kumar Thakur, and J. Ronald Aseer

1 Introduction

Energy is an indispensable element for mankind to sustain global prosperity, in this
regard crude oil has played an essential role. The transportation sector is utterly
dependent on crude oil. Consumption of crude oil has continued to surge to date due
to the climb in motor vehicles. Various toxic compounds are produced from engine
emissions (particulate matter, CO, NOx, and unburnt hydrocarbons), which are
perilous for the environment and human beings. Environmental degradation and
crude oil dwindling are the main factors that need to be addressed quickly. If the
above obstacles are not addressed severe environmental hazards will persist on living
things. Millions of animals will become endangered and billions of humans will risk
their lives if global temperature increments by 2 °C on average. Oil crisis, energy
immoderate demand in transport sector led to analyze substitute for petro-diesel. Zero
sulfate emissions, minimal toxicity, and biodegradable make biofuel (advantages and
disadvantages in Table 1) a good swap for petro-diesel. Edible (first generation),
non-edible (second generation), algal (third generation), modified algae (fourth
generation) biomass are the categorization of biofuel based on their production and
origin [1–4] (in Fig. 1). Biggest downside of edible biomass is the possibility of a
clampdown in the food supply which leads to an increment in food products cost. The
flaw of edible biomass has engaged investigators to focus on non-edible biomass.
The upside and downside of non-edible biomass are it exterminates food inequality
and low plant yield, land usage. It is foremost to identify biomass feedstock that can
swap edible and non-edible biomass in biofuel production.
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2 Algae Biofuel

Algae are photosynthetic aquatic organisms, don’t have vascular tissue, stems,
leaves, roots, and are categorized into macro algae and microalgae [5–7].
Multicellular and large organisms are referred to as seaweeds or macro algae and are
further divided depending on pigmentation, like red seaweed (Rhodophyceae), green
seaweed (Chlorophyceae), brown seaweed (Phaeophyceae). Unicellular and small
organisms are referred to as phytoplankton or microalgae. And these are further
classified as blue-green algae (Cyanophyceae), yellow-green algae (Xanthophyceae),
euglenoids (Euglenophyceae), golden-brown algae (Chrysophyceae), fire algae
(Phaeophyceae). Till now only a few species have been analyzed for extraction of
biodiesel from algae such as blue-green which includes Azolla [8–11], Chlorella
protothecoides [12, 13], spirulina [14–16], etc. Green algae which includes
Botryococcus baraunii [17–19], Neochloris oleoabundans [20, 21], chlorella vari-
ables [22],Chlorella Vulgaris [23–25], etc. Red algae which includeMelanothamnus
afaqhusainii, etc. Algae biodiesel extraction consists of four stages (in Fig. 2).

• Stage 1 Cultivation of algae [6, 26, 27].
• Stage 2 Algae harvesting [6, 28, 29].
• Stage 3 Algal oil extraction [6].
• Stage 4 Algal oil conversion to biodiesel [6].

Table 1 Biofuel disadvantages and advantages

Disadvantages Advantages

Viscosity is high CO2 emissions are low

Nox emissions are high Can be used as a lubricant

Less volatile Flashpoint is high

Energy content is less Non-toxic

Biofuel
Fourth Generation

(synthetic cells, electro 
biofuells, solar fuel.)

Third Generation
(micro algae and macro 

algae.)

Second Generation
(karanja, waste cooking 
oil, jatropha, neem etc.)

First Generation
(corn, peanut, sunflower, 
mustard, palm oil etc.)

Fig. 1 Biofuels generations

44 S. C. Kumar et al.



2.1 Cultivation of Algae

Open ponds are shallow, oldest, simplest, and widely used microalgae cultivation
on a larger scale and designed like a raceway. It consists of a paddlewheel which
helps in mixing and circulating nutrients. The paddle wheel is run by a motor.
Raceways are made from concrete or caved into the ground and covered with a
plastic liner. Depth ranges from 15 to 45 cm. Algae that are cultivated in open
ponds use photosynthesis to generate food. Advantages and disadvantages are given
in Table 2.

Closed ponds are not revealed to atmospheric air and are covered with green-
house. The growth and production of microalgae are more compared to open ponds.
Larger cultivation due to the control environment. Contamination problems from
other bacteria are eliminated in closed ponds. Operation and construction cost is
high compared to open ponds. Photobioreactors are closed vessels that ensure a
controlled environment that enables higher productivity. The major advantages of
photobioreactors are evaporation and carbon dioxide losses are less when compared
to open and closed ponds. Higher growth rates and efficiency are achieved by
photobioreactors. The main disadvantage is its higher operating cost.

BioDiesel

Stage 4. Algae oil into biodiesel
Transesterification Process 

Stage 3. Algal oil extraction
Mechanical Method Chemical Method

Stage 2. Algae harvesting
Flocculation Bio flocculation Sedimentation Flotation Centrifugation.

Stage 1. Cultivation of algae
Open Ponds Closed Ponds Photo bioreactors

Fig. 2 Stages for converting algae into biodiesel

Table 2 Advantages and
disadvantages of open pond

Advantages Disadvantages

Easy to construct Evaporation losses

Operating cost is
low

Contamination risk from other
bacteria

Easy Maintenance Cannot control the temperature
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2.2 Algae Harvesting

It is one of the most adulterate processes and the cost for harvesting algae for
biodiesel is high which accounts for 30% of the price of algal biomass. Harvesting
is referred to as algae separation from the medium. Based on the algal type it is
divided into two processes thickening and bulk harvesting. Thickening and bulk
harvesting are further classified as centrifugation, electrical-based methods, flota-
tion, sedimentation, bio-flocculation, flocculation. Above all the methods, the
fastest one is centrifugation which employs centripetal force to separate and harvest
cells and it is a continuous or semi-continuous process. The main downside is its
operating cost. Gravitational force is employed in sedimentation which causes solid
or liquid particles to detach from a liquid of dissimilar density. The sedimentation
process is very slow. Chemical is added in the flocculation process to the mixture of
algae and water which causes aggregation of algae and forms colloids. Ferric
chloride and alum are the chemicals that are being used in this technique. In
flotation air bubbles are being sent, so that algae can aggregate at the surface as a
float. It requires chemical flocculants.

2.3 Algae Oil Extraction

It consists of two techniques mechanical and chemical techniques, and are further
categorized as ultrasonic-assisted extraction, expeller press and supercritical fluid
extraction, hexane solvent. In an expeller press, algae biomass is first dried and then
dried biomass is pressed to extract oil. Only 70–80% of oil can be collected using
this process. In ultrasonic-assisted, bubbles are created in a solvent by sending
ultrasonic waves with the aid of an ultrasonic reactor. Bubbles cause the breakdown
of algae cells which in turn release the oil. More effective than expeller press. In the
hexane solvent process, biomass is first pressed and oil is extracted, hexane is
mixed in leftover algae to extract the remaining oil. 95% oil can be collected by this
method. Separating one element (extract) from another element (solvent) using a
supercritical fluid such as carbon dioxide is referred to as supercritical fluid
extraction. Up to 100% oil can be collected by this process. Through transesteri-
fication extracted oil is converted into biodiesel.

Environmental parameter plays a major role in growth and production of algae
such as temperature, light intensity, pH, nutrients, and water evaporation rate
[30, 31]. Biodiesel which is produced from algae is more volatile and its yield is
more when compared with other biodiesel generations. In India very small amount
of work is done on the extraction of biodiesel from algae and the use of algae as fuel
for CI engines and extensive work is carried out on applications of microalgae in
the pharmaceutical and food sector. Institutes working on algal biodiesel in India
are shown in Table 3.
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Advantages of algae:

• Eco-friendly.
• The non-requirement of farmland.
• Less water consumption.
• High yield, can grow in fresh, saline, and wastewater.

.

3 Emission and Performance Characteristics

Kannan et al. [8] has performed an investigation on water cooled diesel engine for
knowing the feasibility of nano BaO blended Azolla. 20% by volume of Azolla was
taken and blended in base fuel, termed as B20 and nano BaO of diverse compo-
sition 50, 100 ppm was in it. The study unveiled a downturn in CO, HC (in Figs. 3
and 4) and a rise in NOx emission for nano fuels.

Narayanaswamy et al. [10] has done observation on constant speed water cooled
diesel engine. Nano TiO2 of varied composition 100, 75, 50, 25 ppm was blended
in Azolla biodiesel (B20). Authors revealed 13.38, 8.79, 8.49, 2.60% surge in BTE
and 57.30, 54.80, 51.92, 21.15% deduce in CO and 12.97, 10.04, 8.36, 7.53 drop in
HC for 100, 75, 50, 25 ppm nano blended fuel. Al-lwayzy et al. [12] evaluated
chlorella protothecoides (B100, B50, B20) as a substitute for diesel on air cooled,
4-stroke engine. Rise in BSFC and surge in BTE for blends were illustrated. Rajak
et al. [14] performed an experiment for knowing spirulina biodiesel feasibility on
water cooled diesel engine. B100, B80, B60, B40, B20 are the varied composition
of test fuel. As per the investigators BTE was 29.8, 30.1, 30.5, 30.9, 31.32, 32.3%
and BSFC was 329, 321, 309, 304.1, 301, 291 g/kwh for B100, B80, B60, B40,

Table 3 Institutes working in India on algal research

Name of the Institute Biodiesel

Central Salt and Marine Chemicals Research Institute Jatropha and algae

Fisheries College and Research Institute, Tuticorin
Marine

Microalgae

Institute of Chemical Technology Algal biohydrogen

Madras University Algal biotechnology

Phycological Society of India Algal research

The energy Research Institute Algae

University of Delhi Algae

University of Pune Algae

Vivekananda Institute of Algal Technology Microalgae

Madurai Kamraj University Genetically-modified
cyanobacteria
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B20, B0 (in Fig. 5), diesel respectively. Rajak et al. [15] has investigated water
cooled, 17.5:1 CR diesel engine in order to check the viability of spirulina (B100,
B80, B60, B40, B20) by volume. Their study found SFC of diesel is lower and
downturn in BTE for blends in comparison to diesel. SFC was 307.9, 296.4,
285.01, 273.85, 266.3, 252.27 g/kwh and BTE was 32.1, 32.5, 33.0, 33.18, 33.3,
33.51% for B100, B80, B60, B40, B20 and B0 respectively.

Karthikeyan et al. [18] performed experiments on a CRDI engine to know the
feasibility of nano additive (La2O3) and botryococcus baraunii (B20) blends. 50,
75, and 100 ppm were the compositions of nano additives. All the tests were carried
out at a constant speed of 1500 rpm. The authors illustrated a drop in CO, HC, and

Fig. 3 CO versus load [8]

Fig. 4 HC versus load [8]
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rise in NOx for nano blends with increased dosage levels of additives. Karthikeyan
et al. [19] experimented to know the viability of botryococcus baraunii (B20) with
fuel catalyst nano CeO2 of diverse proportion 100, 75, 50 ppm. Because of shorter
ignition delay and complete combustion drop in CO and HC emissions was
observed. Nirmala et al. [22] analyzed blends of waste cooking oil and chlorella
variables biodiesel on a CI engine. Test fuels were W100, C100, C10W90,

Fig. 5 BSFC versus load [14]

Table 4 Investigations on emissions and performance

References Biodiesel Composition Interpretation

Narayanasamy
et al. [10]

Azolla B20,
B20 + TiO2

BSFC, CO, HC deduced and rise in
BTE, NOx on inclusion of TiO2

Al-lwayzy
et al. [12]

Chlorella
protothecoides

B100, B50,
B20

B100 found to be optimal blend. B100
deduced NOx and CO by 7.4 and 28%
contrast to diesel

Rajak et al.
[14]

Spirulina B100, B80,
B60, B40,
B20

B20 was found to be optimal blend.
For B20 NOx and BTE declined by 4.9
and 3.03% with respect to diesel

Nautiyal et al.
[16]

Spirulina B100, B20,
B10

The optimal blend was B20. Less HC,
CO and climb in NOx for blends

Karthikeyan
et al. [18]

Botryococcus
braunii

B20,
B20 + La2O3

NOx rises and CO, HC declined on the
addition of La2O3 when compared
with B20

Kalaimurugan
et al. [22]

Neochloris
oleoabundans

B20,
B20 + CeO2

Upon addition of CeO2 HC, CO
deduced drastically

Mathimani
et al. [25]

Chlorella
vulgaris

B60, B50,
B40, B30

BTE dwindled and climb in NOx for
all blends
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C20W80, C50W50, and C70W30. The authors conclude that W100 has better BTE,
BSFC compared to C100. Waste cooking oil-chlorella variables blends emitted
lesser CO, and HC concerning diesel which was in the range of 53.8–60.3%, and
85.86–86.72% respectively. The effect of algal biofuel on emissions and perfor-
mance is shown in Table 4.

4 Conclusion

On the whole, it is concluded that high productivity and low land requirement make
algae biofuel as a good swap for fossil fuels. Algae consume CO2 and have the
ability to cut down CO2 up to 50–60% in contrast to diesel. The research on algae
biofuels is in the early stages. More research is needed to achieve high yields and
more cost-effective production processes for third-generation biofuels. The majority
of the study is performed in blue-green algae (Azolla, spirulina) and green algae (B.
baraunii, N. oleoabundans, C. Vulgaris) species regarding biodiesel production.
Algal biofuel blends (B10 to B30) are ideal for enhancing engine performance and
deduce emissions.
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Economic Growth in Maharashtra
and India with Particular Reference
to Electricity Consumption

Anand Vijay Satpute and E. Vijay Kumar

1 Introduction

Electricity is considered as the supreme and competent form of energy that is
greatly responsible for the overall progress of the economy. The electricity supply–
demand is swiftly rising with a cumulative population and industrial development.
Its importance is evident in the policy circle as well. To satisfy the energy
demand of an emerging economy and developing nation, India’s power sector has
seen a fast growth [1]. With the vision of “Electricity to Everyone,” the
Government of India (GoI) launched “Saubhagya” scheme in 2017 meant to offer
power to all houses situated in rural areas [2]. To reduce the technological glitches
and commercial problems that are affecting the power industry, numerous strategies
and reforms have been made since 1992 [3]. Maharashtra is particularly shortlisted
for the study as it is the foremost state which is having high perspective of fast
growth in future. With good climate throughout the year and transport connectivity,
the state attracts the most investment from foreign and local capital investors. For
constant fiscal growth, it is essential to study the trend of electricity use by different
sectors in aggressively developing state like Maharashtra. The gross domestic
product (GDP) of Maharashtra for 2018–19 was 6% and is projected be 9.3% in
future, with agriculture sector rising by 13%, industries up with 31%, and service
increasing through 56% [4], with all are at balance with national growth rates of
6.1%, 15.4%, 23%, and 61.5%, respectively [5, 6]. Maharashtra has a vast popu-
lation of about 11.2 crore people which is 9.3% of India’s total population [7, 8]. In
the scenario of a high number of people shifting from the rural area to urban cities
for employment, constant and reliable power supply plays a vital role in economic
growth. Consequently, the research paper examined electricity consumption pattern
in Maharashtra and linked it with the country. The analysis aims to explore the
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electricity picture over time in state and recommends specific directions to eliminate
power shortage.

2 Electricity Generation

Growth in energy is the most significant building block and intrinsically acts as an
important link in determining the financial enlargement of all of the countries.
Electricity generation sector has seen a fast progress to meet the requirements of a
hugely populated nation like India [9]. Coal usage as fuel was highest which
accounts for maximum energy generation. Industrial, domestic, and transport sec-
tors were on forefront for the consumption of energy. Figure 1 shows the electricity
generation progress. Installation capacity growth rate remains in 4–6% bracket [3].

3 Non-conventional Energy

Coal is the major fuel for energy. Non-conventional power percentage share in
overall electricity generation remains more than 60% till 2019 from 1992 [10]. GoI
is shifting its dependence on coal power to cleaner energy as committed to the Paris
agreement, United Nations Framework Convention on Climate Change [11], and
reduce carbon emission [12]. Installation capacity rises from 274,904.37 MW in
year the 2015 to 370,047.97 MW in the starting of the year 2020. Maharashtra is
the aggressor in revolutionizing industries and allied sectors, and economic

Fig. 1 Electricity generation growth rate [3] (*Provisional)
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development in the country contributes 10% power to India’s overall generation
[13–17]. Figure 2 shows the installation capacity added from 2015 to 2020.
Keeping the GoI green energy target [18], the percentage share of energy generation
from coal power thermal plant is gradually reduced and can be observed from
Fig. 3.

Fig. 2 Installed capacity of India and Maharashtra [13–17] (*Till March 31, 2020)

Fig. 3 Contribution of coal to energy generation—India and Maharashtra [13–17] (*Till March
31, 2020)
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4 Renewable Energy

To reduce carbon footprint and its effect on the global climate, the international
energy agency has recognized the advancement of sustainable energy [19, 20] and
has projected India to be a front-runner in energy demand [19]. GoI is gradually
moving in the direction of accomplishing its green and clean energy target by the
year 2030 [21] by generating more power from renewable rather than conventional
sector. India’s clean energy sector share to overall power contribution has risen to
23% in 2020 (March 31, 2020) from 14% in 2015 [13–17]. In the case of
Maharashtra, renewable energy growth is gradually increasing. Its installed capacity
has seen rapid growth from 6987.83 MW in 2015 to 9710.4 MW in 2020 (March
31, 2020). Figure 4 demonstrates the combined growth of renewable energy in
India and Maharashtra.

5 Rural Electrification

GoI aims at electrifying each households (HHs) situated in rural villages and areas
far away from urban towns. Deendayal Upadhyaya Gram Jyoti Yojana (DDUGJY)
in 2015 [22] and Saubhagya in 2017 [2] were the schemes started by the authorities
aimed at complete electrification across the country and state that household in
every urban and rural region must be electrified. As given in Table 1, electrification
status in India and going by current growth 100% HHs electrification will be
achieved by the end of year 2021. Table 2 indicates the status of electrification in

Fig. 4 Renewable energy growth [13–17] (*Till March 31, 2020)

56 A. V. Satpute and E. V. Kumar



Maharashtra and its way ahead that of national percentage in terms of rural HHs
electrified. According to the latest report available, 100% rural electrification is
achieved [23]. Rural electrification is most important as it expands people’s
capabilities [24]. As agriculture is the main occupation in India, the electrification
of rural areas directly contributes in increase of farming yields [25] thereby con-
tributing to the overall economic growth of the country.

6 Electricity Consumption

As India is a majorly agriculture-driven economy [27] and lately due to the
industrial revolution, the major energy is consumed by these two sectors [28]. As
the energy demand per capita is increasing with the population as shown in Fig. 5,
it is important to meet the energy demand of various sectors [29]. As per the report
published by the Department of Statistics, GoI, the industrial sector takes the
biggest share for energy consumption followed by the domestic and agriculture

Table 1 Status of HHs electrification, India [26]

Description 2001 2011

Total numbers of HHs 191,963,935 246,740,228

Total numbers of HHs electrified 107,209,054 165,935,192

Percentage 55.8 67.25

Total numbers of rural HHs 138,271,559 167,874,291

Total numbers of rural HHs electrified 60,180,658 92,845,936

Percentage 43.5 55.31

Total numbers of urban HHs 53,692,379 80,888,766

Total numbers of urban HHs electrified 47,026,369 73,089,256

Percentage 87.6 92.68

Table 2 Status of HHs electrification, Maharashtra [26]

Description 2001 2011

Total numbers of HHs 19,063,149 23,830,580

Total numbers of HHs electrified 14,773,940 20,004,164

Percentage 77.5 83.9

Total numbers of rural HHs 10,993,623 13,016,652

Total numbers of rural HHs electrified 7,167,842 9,605,299

Percentage 65.2 73.7

Total numbers of urban HHs 8,069,526 10,813,928

Total numbers of urban HHs electrified 7,609,563 10,398,865

Percentage 94.3 96.1

Economic Growth in Maharashtra and India with Particular … 57



sectors during 2018–19 [30]. Sector-wise consumption is shown in Fig. 6. It is seen
that energy rise in generation and installation capacity is mainly driven by industrial
growth.

Maharashtra being the geographically blessed state is pioneering the develop-
ment of agriculture and the industrial and allied sectors in the country. Its energy
usage pattern is the same as that of a national trend, agriculture, and industrial being

Fig. 5 Energy consumption [29]

Fig. 6 Sector-wise energy consumption in India [30]

58 A. V. Satpute and E. V. Kumar



the largest consumers for the same considered period as shown in Fig. 7 [31]. The
only difference is that the agriculture sector is the biggest consumer as it is the
backbone of Maharashtra’s economy. Further, it can be observed that other sectors
which include government hospitals, schools, offices, and domestic sector share the
same percentage of energy consumption.

7 Economics

As per the reports released by International Monetary Fund, India is one of the
finest growing economies in Asia and the world [32]. India was the most pro-
gressively growing key economy globally from 2014 to 2018 surpassing China
with GDP growth rate of 7% [33]. Two-third of the country’s GDP is dominated by
domestic and industrial consumption. India ranks second in agriculture food pro-
duction with an export of more than $35 billion [34]. With its large workforce, IT
sector is one of the biggest sectors in the country and with its services has generated
revenue more than $180 billion [35]. In comparison, Maharashtra’s economy leads
the country [36] with 6% GDP growth for 2018–19 [4]. Although agriculture is
accepted as a major occupation [37], the state is also a key contributor in industries
with a share of 13% in the country’s industrial output. Industries contribute almost
46% to the state GDP [38]. Mumbai, the capital of Maharashtra, also known as the
finance capital of India is home to Asia’s oldest and largest stock exchange. Almost
all the major multinational companies and national banks, insurance companies,

Fig. 7 Sector-wise energy consumption in Maharashtra [31]
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and mutual funds have headquarters and corporate offices located in Mumbai [39].
The association of India’s and Maharashtra’s GDP is given in Table 3. It is clear
that Maharashtra dominates the nation’s economy in all sectors leading from
agriculture to industrial and financial institutions.

8 Conclusion

In this study, the electricity generation scenario in India and Maharashtra and its
consumption pattern have been studied. Maharashtra mirrors the national trend. The
energy consumption pattern by different sectors also supports the same. The
country’s GDP growth rate and the state’s GDP growth rate have a close association
with each other. The state share in national power generation is more than 10%, and
its renewable power contribution is 11% which supports GoI vision of clean energy.
The energy share is increasing with its growing population. The government of
Maharashtra along with the national scheme of electrification has 100% electrified
all the households in rural villages. Running of solar pump and solar home lighting
scheme, it has improved the agricultural yield and living standard of the people
present in villages. As agriculture is still the main occupation for living in
Maharashtra, easy availability of electricity has improved the farm output and thus
contributed to the national growth of GDP. Industries and allied sectors have cre-
ated more employment in Maharashtra than any other state in the country. Industrial
sector growth drives the national economy as it remains a major contributor for it
followed by agriculture. Maharashtra is the leader in all the departments from the
country’s GDP to its target of clean energy generation, rural electrification, agri-
culture, and industries. Its development and inclination define the national picture.
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Analysis of Centrifugal Pump Impeller
Guide Vane by Using CFD Technique
with Different Materials

Seshaiah Turaka, P. Chiranjeevi, K. Vijaya Kumar Reddy,
and Satishkumar

1 Introduction

Comprehensive simulation of the centrifugal pump impeller guide vane has been
made possible by developments in the field of computational fluid dynamics and
measurable demonstrating alongside elite PC frameworks. A siphon is a mechanical
framework expected to move a liquid from a lower to a higher position or from a
lower to a higher weight zone. The siphon would be provided with mechanical
energy and afterward changed over to pressure driven liquid energy. At bay weight,
siphons make negative weight with the end goal that the pneumatic stress powers
the liquid into the pump [1, 2]. The liquid coming into the siphon is pushed toward
the source precisely where positive weight is created. Siphons are arranged in
number of the ways dependent on their motivation, determinations, plan, climate,
etc. [3]. The liquid enters the siphon impeller along or close to the pivoting hub and
is quickened by the impeller, streaming radially outward or pivotally into a diffuser
or volute chamber, from where it exits into the downstream funneling framework.
Radiating siphons are commonly utilized for enormous release through more
modest heads [1, 4]. At the point when the source edge point is expanded from 20°
to 50°, the head is expanded by over 6%; however, the pressure driven effectiveness
was diminished by 4.5%. Nonetheless, at high stream rates, the expansion of the
source sharp edge point caused a critical improvement of the water driven efficiency
[5]. The inward stream fields and qualities of the radial siphons with various In
noncavitation and cavitation conditions, edge numbers are reproduced and extended
utilizing CFD [6]. The pivotal composite impeller was fabricated utilizing different
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Kevlar 49, carbon and S-glass fortified epoxy grid composite materials. It is broke
down as a static and transient examination for the diverse working rates of the
impeller, and the redirection and stress focus districts of the predefined materials are
analyzed [7]. The stream recreation of the radiating siphon impeller was tried
utilizing ANSYS-CFX [8]. To quicken the siphon plan process [8, 9], the convo-
luted interior streams in water siphon impellers that are not notable can be very
much anticipated with the guide of the CFD approach. The static and dynamic
investigation of a radiating siphon impeller made of three diverse amalgam mate-
rials (i.e., Inconel combination 740, Inconel compound 803 and Waspaloy) was
examined to rough its performance [10].

Based on the exhaustive literature, no author has been to study the comparative
analysis on the static, model and CFD analysis is performed on the different models
of the centrifugal impeller of a single-stage pump by changing the vane angles 12°,
14° and 18° of the impeller, which is made up of stainless steel, aluminum metal
matrix composite and Kevlar 49. To determine stresses, strains deformations and
frequencies by applying the rotational velocity of fluid for different models of the
centrifugal impeller by using ANSYS-CFD. As a result of these performance, curve
becomes smoother and flatter with the increase outlet blade angle at 14° with
Kevlar 49.

2 Materials

Commercially available stainless steel, aluminum metal matrix composite and
Kevlar 49: from Tirven ventures Pvt Ltd., Balanagar, and Hyderabad. Stainless
steel contains carbon as the primary alloying component, and it is containing 0.4%
of silicon and 1.2% of manganese. Molybdenum, chromium, nickel, copper and
aluminum are available in little amounts. The light weight and toughness qualities
of evaluation of aluminum metal matrix composite are exceptionally utilized in the
car, airplane and aviation industries. Kevlar 49 is containing a combination of
Kevlar, and other compound components have high elasticity and durability (even
at extraordinary temperatures). They are light in weight and have phenomenal
erosion obstruction and the capacity to withstand outrageous temperatures [11]. The
itemized mechanical properties of chosen materials are in Table 1.

Table 1 Mechanical properties of materials

Materials Young’s modulus
(MPa)

Tensile strength
(MPa)

Poisson’s
ratio

Density
(kg/mm3)

Stainless steel 700,000 690 0.29 0.00000785

Aluminum
MMC

71,700 280 0.33 0.00000028

KEVLAR 49 110,000 862 0.31 0.000000450
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3 Computational Tools

3.1 Modeling and Analysis

CATIA offers the occasion to 3D picture ventures. This thought was progressive
when it was executed. Since Dassault Systems had no advertising experience, they
had a connection with IBM to share income, which demonstrated exceptionally
productive for the two organizations to sell CATIA. CATIA was utilized intensely
in the development of the Mirage airplane in the beginning phases; however, the
product’s potential immediately made it a typical choice in the car business also.
Dassault adjusted the item assignment from CAD/CAM applications to Project
Lifecycle Management, when CATIA was grasped by increasingly fabricating
firms. The association has broadened the product's scope. [12]. ANSYS is a product
bundle for universally useful limited component investigation. Finite element
analysis (FEA) is a computational strategy for deconstructing a confounded
structure into little parts called segments (of client assigned size). The program
applies and settles all conditions that control the conduct of these segments, making
a nitty gritty portrayal of how the framework functions overall. It is then con-
ceivable to show this information in arranged or graphical manners. For the design
and improvement of a framework too muddled to even think about studying by
hand, this technique for examination is generally utilized. Because of their calcu-
lation, size, or overseeing equations [13], structures that could fall into this clas-
sification are excessively muddled. ANSYS is the fundamental FEA showing
instrument at a few universities inside the Department of Mechanical Engineering.
In common and electrical designing, just as in the Physics and Chemistry offices,
ANSYS is likewise utilized.

3.2 Centrifugal Pump Impeller

The fundamental element of a diffusive siphon is the impeller. It is comprised of a
bunch of vanes which are blended. These are typically sandwiched between two
circles (an enclosed impeller). In Fig. 1a–c separately, an open or semi-open
impeller (upheld by a solitary circle) is picked for liquids with solids. Liquid joins
the impeller at its pivot (the ‘eye’) and exits between the vanes around the circuit. In
the contrary side of the eye, the impeller is appended to an engine by a drive shaft
and turned at rapid (regularly 500–5000 rpm). The impeller's rotational movement
quickens the liquid through the siphon packaging through the impeller vanes.
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3.3 Mesh Generation and CFD Methodology

In this cycle, the model of outward siphon that is done on CATIA is imported in
ANSYS, and afterward network age is applied on it. Subsequent to cross section is
applied we apply the channel and source limit condition for CFD investigation is
finished. After the CFD is done, we get the weight and speed conditions. According
to the form plot, the greatest static weight at corner parts of the limit of delta and
least static weight at the limit of outlet. The imported model (radial cutting edges)
and lattice model of vane point at 12° boundary conditions for water gulf—water
source of vane point at 12° as appeared in Figs. 2 and 3.

4 Results and Discussion

4.1 CFD Analysis of Centrifugal Pump Impeller

The mean pressure is 8.41e+07 Pa relying upon the form map, and the base
pressure is 2.56e+06 Pa. The general speed of the impeller inside the limit, as per
the form map, and the base speed extent outside the limit. The middle speed is

Fig. 1 Centrifugal impeller types a open; b semi-enclosed or semi-open; c enclosed

Fig. 2 Comparison of Imported model (Radial blades) and mesh model of vane angle at 12°
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1.61e+03 m/s as indicated by the form plot above, and the base speed is 1.61e
+02 m/s. As found in Table 2, the pressure and speed form plot for 12°, 14°, 18° is
found in Figs. 4, 5 and 6. The weight and speed for edge points are high at 12° from
these weight and speed forms for different edge points [14].

4.2 Static Analysis of Centrifugal Siphon Impeller Vane

In this examination, the fit model is imported and afterward we apply limit con-
ditions like weight and speed are applied on edges at 12°, 14°, 18° and apply the
materials steel, aluminum, Kevlar 49, and subsequently we compute deformation,
stress, strain as shown in Figs. 7, 8 and 9 and their values as shown in Table 3.
From these figures, the twisting is high in material Kevlar 49 at cutting edge angle
14°, the stress is high as same in materials steel, aluminum, Kevlar 49 at 12°, and
stain is additionally high in material aluminum at 12°. Also, compare the A plot
between maximum pressure, maximum velocity and maximum flow rates of cen-
trifugal pump impeller blade type by FSI approach as shown in Fig. 10. From the
plot, the variation of maximum deformation occurs at impeller blade angle at 14°

Fig. 3 Boundary conditions for water inlet–water outlet of vane angle at 12°

Table 2 CFD analysis results

Impeller vane angle (°) Pressure (Pa) Velocity (m/s) Mass flow rate (kg/sec)

12 8.41e+07 1.61e+03 64.796

14 4.22e+05 4.18e+02 3.105

18 4.91e+07 9.02e+02 38.232
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Fig. 4 a Pressure contours for water inlet–water outlet of vane angle at 12°; b velocity contours
for water inlet–water outlet of vane angle at 12°

Fig. 5 a Pressure contours for water inlet–water outlet of vane angle at 14°; b velocity contours
for water inlet–water outlet of vane angle at 14°

Fig. 6 a Pressure contours for water inlet–water outlet of vane angle at 18°; b velocity contours
for water inlet–water outlet of vane angle at 18°
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Vane 
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Stainless
Steel

Aluminium
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Kevlar 49

Fig. 7 Static analysis of impeller vane angle at 12° for different materials

Vane 
Angle

Material 
Type Deformation (mm) Stress (N/mm2) Strain

14o 

Stainless
Steel

Aluminium
MMC

Kevlar 49

Fig. 8 Static analysis of impeller vane angle at 14° for different materials
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for Kevlar 49 material, minimum stress occurs at impeller blade angle 14° for
aluminum alloy material and minimum strain occurs at impeller blade angle 14° for
stainless steel material as shown in Fig. 11.

Vane 
Angle

Material 
Type Deformation (mm) Stress (N/mm2) Strain

18o 

Stainless
Steel

Aluminium
MMC

Kevlar 49

Fig. 9 Static analysis of impeller vane angle at 18° for different materials

Table 3 Static analysis results

Impeller vane
angle (°)

Materials Deformation (mm) Stress
(N/mm2)

Strain

12 Stainless steel 0.015789 7.6574 3.84e−5

Aluminum MMC 0.044304 7.6823 0.00010878

KEVLAR 49 0.0032571 7.7115 8.07e−5

14 Stainless steel 0.014405 6.1498 3.12e−5

Aluminum MMC 0.040498 6.1655 8.824e−5

KEVLAR 49 0.29833 6.183 6.53e−5

18 Stainless steel 0.014922 7.2275 3.66e−5

Aluminum MMC 0.041911 7.2343 0.00010337

KEVLAR 49 0.030833 7.2346 7.638e−5
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Fig. 10 Variation of a pressure; b velocity; c mass flow rates for different impeller vanes

Fig. 11 Variation of a deformation; b stress; c strain for different impeller vanes materials
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5 Conclusion

In this examination of centrifugal pump, impeller is done in CFD and FSI method
for various geometries utilizing ANSYS to decide liquid weight, speed, stress
dispersion, strain and even distortion, and a radial siphon impeller is considered
utilizing computational liquid elements and liquid strong communication strategy
with various calculations. Utilizing CATIA programming, the radial siphon
impeller is demonstrated in 3D. Three materials, for example, steel, aluminum
composite and Kevlar 49, were considered for deformation and stress examination.

By checking the final outcome of the process, the strength and speed of the radial
impeller blade were improved by investigating the impacts of the CFD concentrate
when contrasted with different calculations. Maximum deformation occurs at
backward impeller of Kevlar 49. The pressure esteems are limited by in reverse
edges in static examination, and the weight esteems are taken from CFD investi-
gation. For aluminum content, the pressure esteem is lower than for tempered steel
and Kevlar 49. Minimum strain occurs at backward impeller of stainless steel.
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Study of Kinematic Chains of Group
IV-D, E, and F: Part-Distinct
Mechanisms

Ali Hasan

1 Introduction

Isomorphism checking among kinematic chains and mechanisms has been a
non-reliable, difficult to apply, and lack of grasping mechanism in real environment.
Therefore, eliminating the duplicate mechanisms is a difficult task from the
beginning. A number of researchers have proposed several new reliable and easy
techniques for the purpose. He et al. [1] proposed a method with the application of
variable high-order adjacency link values for identification of isomorphism among
kinematic chains. The authors redefined the high-order adjacency link values. Later,
these redefined values were used in the characteristics of the kinematic chains in
depth. These values were determined again and again through reassignment manner
according to the presentation of one kinematic chain element. In the last, the
isomorphisms were found matching both the higher order adjacency link strings
from both the kinematic chains. The authors tested their proposed method using
8-bars, 15-bars, and 28-bars kinematic chains. Sun et al. [2] used graph theory to
design the gear trains applicable for transplanting mechanism. The authors screened
the topology graphs among the gear trains use a specific gear train mechanism for
pot seedling transplantation. In the end, the authors verified the feasibility of pro-
posed scheme. Rajneesh and Sunil [3] proposed a new algorithm for labeling the
bars of kinematic chains along with binary code. The method was used for the
verification of isomorphism among kinematic chains of 6, 8, 9, 10, 11, 12, and 15
links having simple joints as well as 4, 5, and 6 links epicyclic gear chains. Rizvi
et al. [4] developed a new algorithm with adjacency matrices to calculate the
distinct mechanisms of a closed kinematic chain. The worth of the developed
algorithm was proved with the help of several examples. Sun et al. [5] proposed a
novel method for isomorphism calculation of planar kinematic chains along with
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multiple joints using joint–joint matrix. A joint–joint matrix was defined, and then
links and joints details were taken from the matrix. The scientist developed link
code and joint code for the purpose. The author showed their proposed method with
the help of examples. Dharanipragada and Chintada [6] work on the revolute as
well as prismatic pairs. Here, joint–joint matrices were used by labeling the revolute
joint first and then prismatic pair. It was used the method like hamming number
technique and split the matrices into three parts. The authors used a computer
program for one degree of freedom, six bar chains having simple joints. Sun et al.
[7] proposed a hamming number technique for isomorphism finding among kine-
matic chains with multiple joints. They used joint–joint matrix to define the chain.
They discussed the joint hamming number, chain hamming number, and joint
hamming string with the help of examples. Rao [8] proposed fuzzy logic for cal-
culating inversions and isomorphism in kinematic chains. The investigators pro-
posed several parameters like symmetry, parallelism, and mobility for distinct
chains. Sarkar and Khare [9] proposed a theoretical method for finding the flexi-
bility, isomorphism, and effect of uncertainty among kinematic chains. The idea of
direct graph was used for motion flow from link to link. Ding and Huang [10] gave
an approach based on new topological graph for mechanisms kinematic chains.
They used the characteristics of adjacency matrix to represent kinematic chains.
Later, the authors gave the characteristic representation code for one to one cor-
respondence to sketch the topological graphs automatically. Ding and Huang [11]
worked on isomorphism of graphs by unique representation of graphs. It was
re-labeled the graph to obtain canonical perimeter graph. Using canonical adjacency
matrix set, the unique graph was obtained. Dargar et al. [12] worked on finding of
isomorphism in kinematic chains. The authors proposed a new method by
proposing first adjacency chain link string and second adjacency chain link string.
The degrees of freedom of links and type of joints were considered in the procedure.
Two invariants were suggested to check the isomorphism among all kinematic
chains. Yang et al. [13] invented a new technique applying incident matrices to
check isomorphism among topological graphs. The proposed technique is useful in
finding correspondence of separate vertices and sufficient isomorphism identifica-
tion condition. Zeng et al. [14] invented DMA algorithm to establish connection
among vertices of kinematic chains for the purpose of isomorphism checking. The
proposed algorithm divides the vertices into sets. Validation of reliability of
developed algorithm is also provided in the study. Ding et al. [15] invented an
automatic method for designing the planar non-fractionated kinematic chains taking
two multiple pairs. The investigators proposed a better algorithm for achieving the
characteristic number of topological graphs considering two multiple pairs to
increase the efficiency of isomorphism checking. Hasan [16] suggested a new
method in which kinematic chains are represented in the form of the joint–joint
matrix. Two structural invariants, sum of absolute characteristic polynomial coef-
ficients, and maximum absolute value of the characteristic polynomial coefficient
are derived from the characteristic polynomials of the joint–joint matrix of the
kinematic chains. Author has taken several figures and other data from Jensen [17].
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2 The Joint–Joint Matrix

This is joint-based matrix square symmetric matrix of size n � n, where n is the
number of Kinematic pairs in a KC.

A½ � ¼ Eij
� �

n�n ð1Þ

where

Eij {=2 for binary, 3 for ternary, 4 for quaternary, —, n for n-nary link, between ith
and jth pairs if they are connected directly else zero including diagonal elements}.

3 Methodology

A KC is converted into joint–joint [A] matrix. When, we framed any bar (link) of a
KC, a mechanism is achieved. If we changed the elements of rows and columns of
the corresponding pairs of the framed bar with zero elements, then a mechanism is
obtained for that framed bar. Then, this new [A] matrix is written as [A-a] matrix.
The identification numbers of this [A-a] matrix are calculated using MATLAB. The
identification numbers ‘AS-a’ and ‘AM-a’ are the identification numbers for the
first mechanism.

The same procedure is adopted for all mechanisms by fixing every bar in turn.
We achieve the pairs of identification numbers equal to the number of bars in the
KC. Now, we check the pairs of achieved identification numbers carefully and note
that some of the identification numbers are similar and remaining different. Similar
identification numbers means similar mechanism and are counted equal to one
mechanism. The bars of similar mechanisms are known as similar bars.

4 Illustrative Example

We are considering an example of six bars, seven pairs, 1F Stephenson’s KC drawn
in Fig. 1. The joint–joint matrix for Fig. 1 is represented by [A].

A½ � ¼

0 3 0 0 2 0 3
3 0 2 0 0 0 3
0 2 0 3 0 3 0
0 0 3 0 2 3 0
2 0 0 2 0 0 0
0 0 3 3 0 0 2
3 3 0 0 0 2 0

0

BBBBBBBB@

1

CCCCCCCCA
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The pair of identification numbers from matrix [A] is: 9.7560e+003 and 3.6000e
+003.
The pair of identification numbers if bar-a is framed: 12,280 and 4.8500e+003.
The pair of identification numbers if bar-b is framed: 7.1960e+003 and 3.1920e
+003.
The pair of identification numbers if bar-c is framed: 8.0320e+003 and 3.1110e
+003.
The pair of identification numbers if bar-d is framed: 7.1960e+003 and 3.1920e
+003.
The pair of identification numbers if bar-e is framed: 1.2280e+004 and 4.8500e
+003.
The pair of identification numbers if bar-f is framed: 8.0320e+003 and 3.1110e
+003.

Here, we note that:

Bar-a and bar-e are similar as their identification numbers are same.
Bar-b and bar-d are similar as their identification numbers are same.
Bar-c and bar-f are similar as their identification numbers are same.

Therefore,

The mechanism obtained by framing bar-a and bar-e will be similar and taken as 1.
The mechanism obtained by framing bar-b and bar-d will be similar and taken as 1.
The mechanism obtained by framing bar-c and bar-f will be similar and taken as 1.

As a result, we get three different mechanisms from this KC drawn in Fig. 1.
Here, our results are in complete agreement as already reported in the literature.

Fig. 1 Six bar, seven pairs, 1F Stephenson’s KC

78 A. Hasan



5 Results and Discussion

The identification number [AS] and [AM] can be may be utilized for checking of
isomorphism as well as the similar and dissimilar mechanisms of KCs. The tech-
nique is equally applicable for simple as well as multiple paired KCs. The detailed
identification numbers (values of AS and AM) of all 1-F KCs and different
mechanisms of 6 bars, 8 bars and 10-bars have been calculated by the author [16].
The figures of KCs having ten bars, thirteen pairs, 1F Group ‘IV-D, E, and F’ are
redrawn in Figs. 2, 3, and 4 from Jensen [17]. The collection of similar and
dissimilar bars along with mechanisms obtained from ten bars, thirteen pairs, 1F
KCs of Group ‘IV-D, E and F’ are summarized in Table 1. The total number of
different mechanisms identified from ten bars, thirteen pairs, 1F KCs of Group

Fig. 2 Ten bars 13 pairs 1F closed chains of Group IV-D

Fig. 3 Ten bars 13 pairs 1F closed chains of Group IV-E
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‘IV-D, E and F’ are 7, 20, and 77, respectively. The identification numbers of each
chain of Group ‘IV-D, E, and F’ are presented in Appendix D, E, and F,
respectively.

6 Conclusions

The suggested identification numbers [AS] and [AM] are fully capable to differ-
entiate between similar and dissimilar bars in a kinematic chain and its mechanisms.
As a result, we can determine total number of mechanisms from kinematic chains
with simple joints or multiple joints to facilitate the designer in the initial stage of
design. The suggested technique is dependent on the type of links (binary, ternary,
—). These proposed identification numbers are quite general in nature and can be
used for identification and characterization of kinematic chains and their inversions

Fig. 4 Ten bars 13 pairs 1F closed chains of Group IV-F
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having single or multiple degrees of freedom. The detailed analysis of the kinematic
chains is with the author and numerical values obtained with the help of MATLAB
from kinematic chains of Group IV D, E, and F are listed in Appendix D, E, and F,
respectively.

Appendix D Identification numbers [AS] and [AM] of kinematic chains Group IV-D

Inv. (Chain) Bar-a Bar-b Bar-c Bar-d Bar-e Bar-f Bar-g Bar-h Bar-i Bar-j

AS(D1) 1.2228 1.2228 1.4824 1.4824 1.4824 1.4824 1.2685 1.2685 1.2685 1.2685

AM(D1) 4.1637 4.1637 3.5514 3.5514 3.5514 3.5514 3.5841 3.5841 3.5841 3.5841

AS(D2) 3.2671 3.2671 2.5995 2.5995 3.1467 3.1467 3.0218 3.0218 3.1467 3.1467

AM(D2) 13.166 13.166 11.708 11.708 98,326 98,326 86,809 86,809 98,326 98,326

Note Multiplying factors (e+008) and (e+007) are common to [AS] and [AM], respectively

Appendix E Identification numbers [AS] and [AM] of kinematic chains Group IV-E

Inv. (Chain) Bar-a Bar-b Bar-c Bar-d Bar-e Bar-f Bar-g Bar-h Bar-i Bar-j

AS(E1) 1.7504 1.7895 1.7504 1.7984 1.7984 1.5916 1.7023 1.7269 1.7269 1.7023

AM(E1) 5.3427 6.1102 5.3427 5.4426 5.4426 5.3350 4.8312 4.9275 4.9275 4.8312

AS(E2) 2.0646 1.9894 1.8819 1.8043 1.7182 1.9239 1.8829 1.6529 1.8829 1.8330

AM(E2) 5.1692 5.3892 5.2951 6.1850 6.0662 6.4609 6.3616 5.9597 6.3616 6.2520

AS(E3) 1.8269 1.8242 1.8269 1.5551 1.5551 1.4881 1.4881 1.5722 1.4853 1.4853

AM(E3) 1.8269 1.8242 1.8269 1.5551 1.5551 1.4881 1.4881 1.5722 1.4853 1.4853

Note Multiplying factors (e+007) and (e+006) are common to [AS] and [AM], respectively

Table 1 Distinct mechanisms of ten bars 13 pairs 1F closed chains of Group IV-D, E, and F

Kinematic chain n5 n4 n3 n2 Similar and dissimilar bar Mechanism

D1 2008 a = b, c = d = e = f, g = h = i = j 3

D2 2008 a = b, c = d, e = f = i = j, g = h 4

E1 0307 a = c, b, d = e, f, g = j, h 6

E2 0307 a, b, c, d, e, f, g = i, h, j 9

E3 0307 a = c, b, d = e, f = g = i = j, h 5

F1 1117 a, b, c, d, e, f, g, h, i, j 10

F2 1117 a, b, c, d, e, f, g, h, i, j 10

F3 1117 a, b, c, d, e, f, g, h, i, j 10

F4 1117 a, b, c, d, e, f, g, h, i, j 10

F5 1117 a, b, c, d, e, f, g, h, i, j 10

F6 1117 a, b, c, d, e, f, g, h, i, j 10

F7 1117 a, b, c, d = g, e = h, f, i = j 7

F8 1117 a, b, c, d, e, f, g, h, i, j 10
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Appendix F Identification numbers [AS] and [AM] of kinematic chains Group IV-F

Inv. (Chain) Bar-a Bar-b Bar-c Bar-d Bar-e Bar-f Bar-g Bar-h Bar-i Bar-j

AS(F1) 3.0226 3.7195 2.8914 3.5436 3.5961 3.2060 3.2696 3.2463 3.9188 4.0071

AM(F1) 1.1376 1.1687 1.1436 1.3398 1.3933 1.2202 1.2600 1.3049 1.3500 1.4728

AS(F2) 8.3596 5.3880 5.6584 4.8962 5.5675 6.1054 6.2056 7.0011 8.2362 8.9849

AM(F2) 3.1455 2.3103 2.0621 2.0159 2.4039 2.4949 2.5451 2.4935 2.9034 3.1356

AS(F3) 5.2049 4.8555 4.4802 4.5811 4.8498 4.0736 4.0614 5.8360 5.4351 4.5256

AM(F3) 1.4838 1.3757 1.2304 1.2715 1.4359 1.2537 1.2473 1.7790 1.6402 1.3467

AS(F4) 17.861 15.138 1.0034 12.804 14.373 16.415 17.598 15.760 12.759 12.465

AM(F4) 5.5078 3.9894 2.5470 3.5734 3.7515 4.5930 5.1185 4.5213 3.9591 4.0937

AS(F5) 12.909 8.9432 77,161 95,238 10.611 9.1248 10.187 9.0481 11.708 13.253

AM(F5) 3.7667 3.0509 2.1532 3.0061 2.9489 3.1138 3.0940 3.0520 2.8715 3.2825

AS(F6) 3.2576 5.3160 3.2498 3.3455 3.1104 3.9814 2.6986 5.2156 4.9308 3.6346

AM(F6) 1.3356 1.5210 1.3205 1.5730 1.5010 1.6362 1.3832 1.8710 1.6691 1.5160

AS(F7) 11,421 11.433 5.2468 11.440 11.494 7.4130 11.440 11.494 7.3869 7.3869

AM(F7) 5.4698 4.9899 2.0156 3.9516 4.4271 3.5824 3.9516 4.4271 3.5700 3.5700

AS(F8) 17.057 19.229 9.1504 11.335 13.638 14.603 16.314 13.264 13.693 11.498

AM(F8) 5.7522 6.5529 2.9791 4.3792 4.2220 4.6279 4.9586 4.6421 4.2300 4.3391

Note A multiplying factor (e+007) is common to both [AS] and [AM]
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Intermittency Reduction Techniques
in Hybrid Renewable Energy Systems:
A Review

Neil Singh , Krish Patel , Krishi Patel ,
Siddhi Vinayak Pandey , Pankaj Singh ,
Anoop Kumar Shukla , and Gaurav Dwivedi

1 Introduction

The villages in India have acute shortage of electricity. Renewable sources of
energy are a good option to bridge the demand–supply gap [1]. However, the
transient and inconsistent nature of renewable energy causes fluctuation and leads
to intermittency in HRES [2, 3]. The HRES system is basically the combination of
wind- and solar-based power generation. Due to the dependency of wind and solar
energy generation on the environmental factors, it causes fluctuations and inter-
mittency within HRES.

This paper analyses various approaches, both conventional and modern, which
are utilized to reduce the intermittency within a HRES. The advancement in energy
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storage technology and its lowering cost can reduce intermittency and optimize the
usage of renewable energy [4, 5]. Paper also gives insight about leveraging opti-
mization techniques and predictive analytics for better forecasting of energy
demand. Cattle power generation, biogas and fuel cells can be used to address the
shortage of supply from HRES and thereby reduce the intermittency within the
system.

2 Intermittency Reduction Using Energy Storage Systems

Demand–supply equilibrium is critical for proper utilization and consumption of
electricity. In the past few years, solar, wind and other forms of renewable energy
have grown. Renewable energy generation does not have a steady supply pattern
due to the nature of these sources of energy. Solar generation is impacted by
irradiance and wind power also varies with wind speed. So, the demand may not be
properly met by renewable energy, due to the irregular pattern of supply to
renewable energy. Due to this reason, it becomes difficult to supply renewable
energy to the grid using a HRES. So, we need to use energy storage systems to store
and supply when there is an imbalance between supply–demand [6].

Changes in supply of renewable energy, weather and behaviour of consumers
lead to fluctuations in electrical requirement and load in smart buildings [7, 8]. This
requires the usage of building energy management systems (BEMSs) to handle
intermittencies by real-time corrections to maintain optimal power supply [9].
Advancement of technologies and reduction in costs of energy storage systems is
leading to higher usage energy storage in conjunction with sources of renewable
energy [10, 11]. Currently, lithium–ion and lead acid-based batteries are the pioneer
storage systems utilized to store and supply the energy in HRES.

The energy storage systems can store/supply the energy when HRES system is
directly connected to load. If HRES generates more amount of energy with respect
to demand of the load, then it will store the energy. Also, it can supply the energy
when HRES-based energy generation is not sufficient to fulfil the load demand in
real-time domain. It is good for environment and economically advantageous to
leverage renewable energy along with energy storage [12].

3 Intermittency Reduction Using Data Analytics
and Forecasting-Based Approach

The data analytics and forecasting-based approach are utilized to reduce the
intermittency of HRES system by monitoring the past datasets and forecasting the
upcoming values in real-time domain [13]. These types of analytical methods are
used to forecast the parameters on which the energy generation of HRES system
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depends. In HRES system, mostly the hybrid combination of wind- and solar-based
energy generating stations are used to fulfil the load demand [14].

Due to the continuous variations in wind speed, air density, irradiance and
environmental temperature; the energy generation through solar- and wind-based
power plants vary continuously [15]. These types of perpetual variations affect the
supply–demand chain and hence cause the lack of balance within a system. As the
intermittency of HRES system is directly dependent on the parameters such as wind
speed, air density, irradiance and environmental temperatures. The intermittency
within a system is directly proportional to these parameters; so, if there will be more
fluctuations within a parameter, the more will be the overall intermittency within a
system [16].

As mentioned in Lorenz et al. [17], the three days ahead irradiance have been
forecasted for the prediction of power generation through solar PV array using
European Centre for Medium-Range Weather Forecasts (ECMWF) datasets. The
hourly based irradiance has been forecasted with a root mean square error (RMSE)
of 37% for the first forecast day, while the 46% RMSE has been observed on the
third forecast day.

Alzahrani et al. [18] forecasted the irradiance using deep recurrent neural net-
work (DRNN) by utilizing the real-world datasets from the natural resources in
Canada. Further, the prediction through DRNN has been compared with support
vector regression (SVR) and feedforward neural network (FNN) approach. The
experimental result depicts that DRNN system is having higher accuracy with
RMSE of 0.086, while the SVR and FNN are having lower accuracy with RMSE of
0.16 and 0.11, respectively.

Mori and Kurata [19] have used the Gaussian process (GP) method for fore-
casting the uncertainty of wind speed. The kernel machine technique and Bayesian
estimation approach have been utilized for predictions. This method has reduced the
average error of multilayer perception (MLP) and radial basis function network
(RBFN) by 27% and 12%, respectively. While the maximum error for MLP and

Fig. 1 Average and
maximum error of MLP,
RBFN and GP [19]
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RBFN has been reduced by 13% and 7.8%, respectively, the average and maximum
error of MLP, RBFN and GP have been mentioned in Fig. 1.

Various forecasting techniques such as numeric weather prediction (NWP),
statistical approaches, various machine learning and neural network-based algo-
rithms are utilized to forecast the wind speed, air density and irradiance in real-time
domain. These types of forecasting techniques will give us the estimated report of
the next day, and based on the data, we can forecast the amount of energy that will
be generated in future. Based on this dataset, forecasting of intermittency could be
calculated and need of proper resources can be arranged to establish a perfect
balance between supply and demand [20, 21].

4 Intermittency Reduction Using Cattle Power-Based
Energy Generating Stations

Livestock is an internal part of India’s rural areas with each farmer owning an
average at least one or two pairs of bullocks. They are used for ploughing the farms,
but during the non-farming season, they do not contribute to farmers income and
yet they have to be fed. So, the bullocks can be used to save energy cost by
generating electricity. Cattle/bullock-generated electricity can be an opportunity for
income all year round and enhances the quality of life for farmers in villages. It also
increases the reach of renewable energy. It is an alternate solution to stop sending
livestock to slaughterhouses. Cattle/bullock-generated electricity is easy to gener-
ate, and the electricity can be stored for consumption as and when needed.
Electricity generated by a group of bullocks can be stored and used to power
electric vehicles [22]. Each cattle/bullock can produce energy ranging from 2 to 7
HP energy for a cleaner greener and brighter future.

Cattle dung can be converted into biogas economically by using anaerobic
digestion technology (shown in Fig. 2). Methane produced can be used for
renewable electrical energy, fuel and heat. The microbial populations that develop
during anaerobic hydrolysis can be used to increase the rate of hydrolysis–acidi-
fication and the overall anaerobic digestion can be enhanced by the generation of
microbial population during the hydrolysis. Electricity generated from fossil
sources can reduce by increasing the microbial fuel cell (MFC) powered renewable
energy. MFC can be used for wastewater treatment.

The electricity can also be generated from organic waste using a device like the
cassette—electrode microbial fuel cells [23].

As mentioned in Cantrell et al. [24], the biofuel production can reduce fossil fuel
usage and enhance the quality of air, water and soil. Income of farmers can be
increased and cost reduced by converting cattle waste to bioenergy by using plat-
forms like thermochemical and biochemical as shown in Fig. 3. The products from
this conversion process are fuel, power, heat and chemicals. A key by-product is
slurry, which can be used as a fertilizer.
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5 Intermittency Reduction Using Biogas and Fuel Cells

Breakdown of biodegradable organic matter in an anaerobic condition leads to the
production of a mixture of gases, known as biogas. The raw organic materials that
can be used to produce biogas include agricultural waste, municipal waste, sewage,
manure, plant material and leftover food. Calorific value of biogas is 22.4 MJ/m3

and contains over 50% methane [25], 30–45% CO2, and a small percentage of
ammonia, carbon monoxide, hydrogen, hydrogen sulphide and water vapour [26].
The main source of biogas that we are focusing on is Gobar, also known as cow
dung. Gobar gas is a special type of biogas that can be used to reduce intermittency
and provide energy.

The production of biogas is done anaerobically (in the absence of oxygen). As
shown in Fig. 4, it involves a closed system called an anaerobic digester or a
bio-digester, an inlet pipe, a gas outlet, a gas tank and an outlet. The biodegradable
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pH

Ag/AgCl
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Graphite fiber
 brush
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Fig. 2 Schematic diagram of bioreactor [22]
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Thermochemical 
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Fuels, Heat & Power; 
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Fig. 3 Conversion platform
for livestock waste to
bioenergy conversion [24]
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raw materials known as bio-waste are converted into smaller pieces and slurrified in
the latrine. Liquid is added to the bio-waste to make it easier to process. This is
known as slurrifying. Next, bacteria such as methanogens and acetogens secrete
enzymes which break down the biomass into an even finer consistency. These
microbes and microorganisms can work without the presence of oxygen. They need
warm conditions to act on the bio-waste so it is heated to around 37 °C. Through
their action, these complex molecules are converted into a mixture of methane and
carbon dioxide: biogas. Lastly, purification of the biogas by removing impurities
and carbon dioxide is done. In the final stage, the gas is transported via a gas
pipeline network.

To make the energy produced by Gobar gas even more efficient, we can create a
HRES by incorporating fuel cells in the system. Fuel cells technology makes use of
the chemical energy stored in hydrogen and oxygen to generate electricity. Fuel
cells are more efficient than other heat engines because they are quieter and more
manageable as they do not have any moving parts. Moreover, because fuels cells
directly convert chemical energy into electrical energy, “the conversion efficiency
can be much higher; they may be cheaper to operate, and there will be less heat
produced, resulting in small radiator and exhaust systems” [27, 28]. In certain
applications, such as space missions and remote site operations, fuel cells have
proved to be viable power sources. Fuel cells are currently being developed for
widespread commercial applications. While the advantages of fuel cells over other
heat engines could tip the scales in their favour, the relatively high development
costs necessitate substantiation.

A HRES of biogas and fuel cells will be greatly beneficial because they com-
plement each other in the best way possible. Biogas will be able to produce energy
that generates way less CO2 as compared to fuel cells and the fuel cells will provide
backup energy for the biogas plant to work more efficiently.

Fig. 4 Production of biogas [27]
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6 Conclusion

In this paper, various techniques to reduce the intermittency within hybrid
renewable energy system has been explicated in detail. Techniques such as energy
storage system, data analytics and forecasting-based approach, cattle power and
biogas are the few methods that can be coupled with HRES system to reduce the
intermittency and balance the supply–demand chain in real-time domain. The
energy storage system is tending to store and supply the energy with respect to
demand of the load. Other techniques such as hydro/thermal power plant can supply
the electricity when the generation power of HRES is shorted and not able to
withstand the load demand in real-time domain. The only disadvantage with this
kind of generating stations is—it can only supply the energy when HRES power is
not enough with respect to demand of the load; but it cannot store the energy when
HRES system generates excess quantum of electricity with respect to demand in
real-time domain. The cattle-based power, biogas and fuel cell-based approaches
can also be implemented to fulfil the entire power demand by solely using the green
energy generation. The forecasting-based approach also helps to understand the
energy generation scenario of the near future by analysing the previous datasets of
that system. In future, better estimation techniques by use of data-driven methods
can be implemented in real system to forecast the energy generation through HRES.
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Multi-objective Optimization of Cutting
Parameters in Turning Process
for Minimization of Carbon Emission
and Processing Time

Gunjan Agarwal, M. K. Khare, Ankit Kumar Singhal,
and Ravi Prakash

1 Introduction

In the world, India stands 12th in production and 7th in consumption of machine
tools as per the Gardner Business Media survey 2019 [1]. Machining processes
have number of inputs in the form of energy, material and information and produce
different outputs [2] (Fig. 1).

In machining process, 99% of environmental impact is due to energy con-
sumption in machine tool [3]. Cutting fluids are also having significant environ-
mental impact on machining processes [4]. So machining processes should be taken
into account for study to reduce material resources and bad environmental impacts.

2 Literature Review

To reduce the bad environmental impact in the form of carbon emission, researchers
have done work in this direction. In 2000s, work has been done by Gutowski [5] to
analyze material and energy consumption and their effect on environment in dif-
ferent machining processes. CNC machining parameters have been optimized by
Anderberg et al. [6] to reduce specific energy consumption and increasing material
removal rate. This will lead to increase in energy efficiency and reduce cost of
manufacturing a component.

In machining, parameters were optimized on minimum energy and carbon
footprints by Mativenga and Rajemi [7]. Li et al. [8] had done the quantity analysis
of carbon emission in CNC machining system. In the work by Kant and Sangwan
[9], cutting parameters have been optimized to minimize power consumption
and surface roughness using gray relational analysis and response surface analysis.
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As per the results, feed is more important machining parameter followed by depth
of cut and cutting speed. In the work by Dambhare et al. [10], the effect of process
parameters, the machining environment and the type of cutting tool on the response
were observed. Analysis of variance (ANOVA) was applied to test data. Process
analysis was done using response surface methodology (RSM). Liu et al. [11] had
done multi-objective optimization of parameters of cutting processes using
low-carbon emission cost.

In the work by Zhang et al. [12], multipass dry milling process has been opti-
mized for high efficiency and low-carbon emission. In multi-objective optimization
model, processing time and carbon emissions are to be minimized with surface
roughness as a constraint (Sihag and Sangwan [13]). RSM is used to design the
experiments. GA has been used to optimize the parameters.

Models of carbon emissions, surface roughness and processing time were
obtained through input–output response surface and theoretical analysis by Jiang
et al. [14]. Experiments were conducted on lathe machine using AISI1045 steel.
NAGAII were applied to solve the equations. TOPSIS method is used to find the
optimized parameters.

Sihag and Sangwan [15] developed a multi-objective optimization model to
minimize energy consumption and maximize material removal rate while obtaining
good quality product. Response surface method has been applied.

In the work, Pawanr et al. [16] optimized two objectives, surface roughness and
power consumption, using TOPSIS method. As per findings, the depth of cut is a
more significant factor than feed rate and speed. The optimized results were

Fig. 1 Machining process with wastes [2]
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compared with gray relational methods. Both methods have different results, and
best method should be selected on the basis of confirmation experiments.
Experiments have been performed on heavy duty lathe machine.

In the various work done by researchers, amount of energy and hence the carbon
emission have been minimized without taking cutting fluid, cutting tool, etc., into
consideration. In the present work, wet runs are also taken into account to study the
effect of cutting fluid in carbon emission along with cutting tool and cutting energy
in machining process.

3 Methodology

In the present work, study of carbon emission has been done by using not only
energy consumption in turning process but also cutting tool and cutting fluid taking
into considerations. Experiments have been carried out to measure energy and
processing time in different conditions in dry and wet run. Amount of carbon
emission due to cutting energy, cutting fluid and cutting tool have been calculated.
Mathematical model is established, and effect of parameters such as cutting speed
(v), feed (f) and depth of cut (d) on carbon emission have also been studied. RSM
has been used to conduct the experiments. Analysis of variance (ANOVA) is used
to analyze the parameters. Multi-objective optimization is to be done using desir-
ability function to optimize the parameters to minimize processing time (PT) and
carbon emission (CE).

a. Objective function

Minimize CE Xð Þ; PT Xð Þ½ �
X ¼ w v; f ; dð Þ;

where

w is function of v, f and d.
CE(X) = Carbon emission.
PT(X) = Processing time.

The problem is to be optimized within the range of cutting parameters selected
for experimentation.

The methodology for solving multi-objective optimization is presented in Fig. 2
(Table 1).

Multi-objective Optimization of Cutting Parameters … 95



Fig. 2 Methodology for multi-objective optimization

Table 1 Cutting tool coefficients [17]

Cutting tool coefficients C1 p q r

5.02 � 1010 4.55 1.55 0.55
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3.1 Calculation of Carbon Emission

The carbon emission (CE) in a metal cutting process is directly caused by various
factors such as energy consumption in machine tool, use of cutting tools and use of
cutting fluid. The amount of all three depends upon cutting parameters v, f and
d. The carbon emission (CE) in a metal cutting process caused by other factors is
not considered as they are not dependent on the cutting parameters of metal cutting
process. Amount of carbon emission due to different factors is shown in Table 2.

Total carbon emission CET ¼ CEEnergy consumption þCECutting fluid þCECutting tool:

CEEnergy consumption = Carbon emission due to energy consumption.
CECutting fluid = Carbon emission due to cutting fluid.
CECutting tool = Carbon emission due to cutting tool.

Carbon emission due to amount of energy consumption

Amount of energy consumption can be taken from each experimental run. This
amount can be multiplied by carbon emission per kWh.

Carbon emission due to cutting tool wastes

Wcutting tool = No. of tool expended after all possible regrinds � mass of one tool

= (Time for one pass � mass of one tool)/(Tool life � No of possible regrinds or
No. of cutting edges).

Cutting tool waste per pass ¼ pL Di � dð Þvf q�1drmt

1000C1ng

where L is cutting length, Di = initial diameter, q, r and C1 constants whose values
are given in Table 1, mt = mass of tool, and ng = No. of cutting edges.

Carbon emission due to cutting tool waste = Cutting tool waste � carbon emission
per unit mass.

Carbon emission due to Cutting fluid wastes

= Processing time � d � [CEcf production � Vin + CEcf disposal � Vdis]/Time of CF
flow.

Table 2 Carbon emission
due to different machining
process element [13]

Carbon emission for cutting energy 1.41 KgCO2/KWh

Carbon emission for coolant 500 KgCO2/m
3

Carbon emission for coolant dis 200 KgCO2/m
3

Carbon emission-cutting tool 31.5 KgCO2/Kg
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d = Cutting fluid concentration.
CEcf production = Carbon emission due to cutting fluid production.
CEcf disposal = Carbon emission due to cutting fluid disposal.
Vin = Volume of cutting fluid in during machining run (ml).
Vdis = Volume of cutting fluid dispose during machining run (ml).

4 Case Study

For the above work, experiments were conducted on a HMT lathe powered by
10.3 kW motor using AISI1040 steel and SNUN120412 throwaway carbide-cutting
tool inserts under dry and wet conditions The size of the specimen was /48
mm � 108 mm. Soluble cutting oil METAKOOL is used in machining process
with 10% water. Delivery rate of the pump was 1250 ml/min. Amount of cutting
fluid delivered and disposed has been measured for each experimental run. The
cutting fluid of same concentration was added to the tank as per the requirement.
The wear of tool per pass is calculated as it is very less to measure it. Time and
power have been measured to calculate the amount of energy consumption for each
pass using stopwatch and energy meter, respectively. In Tables 1 and 2, various

Table 3 Processing energy for dry and wet run

S. No. Cutting
speed
(m/min)

Feed
(mm/
rev)

Depth
of cut
(mm)

Energy
consumption
dry run (kJ)

Carbon
emission
dry run
(KgCO2)

Energy
consumption
wet run (kJ)

Carbon
emission
wet run
(KgCO2)

1 150 0.09 2 262.12 0.102664 351.33 0.137604

2 90 0.09 2 427.66 0.1675 463.77 0.181643

3 120 0.05 2 593.5 0.232454 664.82 0.260388

4 120 0.13 2 267.22 0.104661 306.88 0.120195

5 150 0.09 0.5 237.89 0.093174 273.44 0.107097

6 120 0.13 0.5 202.32 0.079242 251.94 0.098677

7 120 0.05 0.5 511.37 0.200287 648.1 0.253839

8 90 0.09 0.5 283.46 0.111022 464.27 0.181839

9 90 0.05 1.25 700.35 0.274304 844.17 0.330633

10 120 0.09 1.25 353.12 0.138305 397.81 0.155809

11 120 0.09 1.25 356.57 0.139657 393.63 0.154172

12 120 0.09 1.25 342.97 0.13433 393.86 0.154262

13 120 0.09 1.25 347.33 0.136038 402.38 0.157599

14 120 0.09 1.25 353.55 0.138474 383.99 0.150396

15 150 0.05 1.25 505.19 0.197866 542.43 0.212452

16 90 0.13 1.25 315.60 0.12361 336.40 0.131757

17 150 0.13 1.25 262.38 0.102766 328.97 0.128847
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data for calculating cutting tool waste and cutting fluid waste carbon emission have
been given. In Table 3, experimental data are presented. In Table 4, amount of
carbon emission due to different sources has been shown.

4.1 Mathematical Modeling of Responses

The second-order mathematical models for energy (dry and wet), processing time
and carbon emission have been obtained.

Energy;Ed ¼þ 1339:62� 3:49 � speed� 17; 777:88 � feed
þ 448:12 � depth of cutþ 29:57 � speed � feed
� 1:33 � speed � depth of cutþ 58; 123:28 � feed2
� 89:07 � depth of cut2:

Table 4 Carbon emission due to cutting energy, cutting fluid and cutting tool

S No Cutting
speed
(m/
min)

Feed
(rev/
min)

Depth
of
cut
(mm)

Processing
time (Sec)

CECutting

tool (Kg)
CECutting

fluid

(Kg)

CEEnergy

consumption

(Kg)

CET

(Kg)

1 150 0.09 2 77 0.000264 0.815319 0.137604 0.953187

2 90 0.09 2 125.83 4.31E−05 1.333822 0.181643 1.515508

3 120 0.05 2 175.88 8.65E−05 2.083547 0.260388 2.344021

4 120 0.13 2 69.28 0.000146 0.481531 0.120195 0.601872

5 150 0.09 0.5 97.8 0.000123 1.149118 0.107097 1.256339

6 120 0.13 0.5 67.63 6.83E−05 0.715254 0.098677 0.813999

7 120 0.05 0.5 172.8 4.04E−05 1.882286 0.253839 2.136166

8 90 0.09 0.5 124.15 2.01E−05 1.328054 0.181839 1.509913

9 90 0.05 1.25 230.26 2.41E−05 2.5877 0.330633 2.918357

10 120 0.09 1.25 98.9 9.23E−05 1.042594 0.155809 1.198495

11 120 0.09 1.25 97.7 9.23E−05 1.025794 0.154172 1.180058

12 120 0.09 1.25 98.9 9.23E−05 1.038694 0.154262 1.193048

13 120 0.09 1.25 97 9.23E−05 1.014581 0.157599 1.172272

14 120 0.09 1.25 97.91 9.23E−05 1.034253 0.150396 1.184741

15 150 0.05 1.25 127.2 0.000148 1.350328 0.212452 1.562927

16 90 0.13 1.25 88.32 4.07E−05 0.924636 0.131757 1.056433

17 150 0.13 1.25 52.59 0.00025 0.554981 0.128847 0.684077
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Energy;Ew ¼þ 2655:61� 14:35 � speed� 23; 525:78 � feed
þ 5:41 � depth of cutþ 61:31 � speed � feed
þ 0:87 � speed � depth of cutþ 318:50 � feed � depth of cut

þ 0:022 � speed2 þ 61; 997:19 � feed2 � 45:50 � depth of cut

Processing time ¼þ 644:09571� 3:34949 Speed� 5353:21042 feed

þ 17:71861 Depth of cutþ 14:02708 Speed � feed
� 0:249778 Speed � Depth of cut� 11:91667 feed � Depth of cut

þ 0:006282 Speed2 þ 13; 035:31250 feed2

þ 13; 035:31250 feed2 þ 4:37156 Depth of cut2

Carbon emission ¼8:50� 0:052 � speed� 68:437 � feed
þ 0:584 � depth of cutþ 0:205 � cutting speed � feed
� 0:0034 � cutting speed � depth of cut

� 3:4998 � feed � depth of cutþ 0:00011 � v2
þ 167:189 � f 2 þ 0:036 � d2

Effect of process parameters on process response has been studied using
ANOVA analysis. The ANOVA analysis of processing time is shown in Table 5.

The model F-value of 42.77 implies the model is significant. There is only a
0.01% chance that an F-value this large could occur due to noise—values less than
0.0500 indicate model terms are significant. In this case, A, B, AB and B2 are
significant model terms.

Table 5 ANOVA for quadratic model—response processing time

Source Sum of squares df Mean square F-value p-value

Model 32,030.71 9 3558.97 42.77 <0.0001 significant

A-Speed 5722.90 1 5722.90 68.78 <0.0001

B-Feed 22,932.25 1 22,932.25 275.62 <0.0001

C-Depth of cut 25.88 1 25.88 0.3111 0.5944

AB 1133.33 1 1133.33 13.62 0.0077

AC 126.34 1 126.34 1.52 0.2576

BC 0.5112 1 0.5112 0.0061 0.9397

A2 134.60 1 134.60 1.62 0.2440

B2 1831.55 1 1831.55 22.01 0.0022

C2 25.46 1 25.46 0.3060 0.5974

Residual 582.42 7 83.20

Lack of fit 579.74 3 193.25 287.95 <0.0001 Significant

Pure error 2.68 4 0.6711

Cor Total 32,613.13 16
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The ANOVA analysis for carbon emission has been shown in Table 6. The
model F-value of 34.63 implies the model is significant. There is only a 0.01%
chance that an F-value this large could occur due to noise—values less than 0.0500
indicate model terms are significant. In this case, A, B, AB and B2 are significant
model terms.

4.2 Multi-objective Optimization

Multi-objective optimization is done to obtain optimum set of cutting parameters
using desirability function of Design-Expert 13 Software. The parameters,
responses to their goal and ranges are shown in Table 7. The optimizations results
are shown in Table 8.

Table 6 ANOVA for quadratic model—carbon emission

Source Sum of
squares

df Mean square F-value p-value

Model 5.71 9 0.6342 34.63 <0.0001 Significant

A-Speed 0.8088 1 0.8088 44.16 0.0003

B-Feed 4.21 1 4.21 229.99 <0.0001

C-Depth of cut 0.0114 1 0.0114 0.6217 0.4563

AB 0.2416 1 0.2416 13.19 0.0084

AC 0.0238 1 0.0238 1.30 0.2915

BC 0.0441 1 0.0441 2.41 0.1647

A2 0.0440 1 0.0440 2.40 0.1651

B2 0.3013 1 0.3013 16.45 0.0048

C2 0.0018 1 0.0018 0.0994 0.7618

Residual 0.1282 7 0.0183

Lack of fit 0.1278 3 0.0426 395.51 <0.0001 Significant

Pure error 0.0004 4 0.0001

Cor total 5.84 16

Table 7 Constraints used for optimization in wet run

Condition Goal Lower limit Upper limit

v: Cutting speed (m/min) In range 90 150

f: Feed (mm/rev) In range 0.05 13

d: Depth of cut (mm) In range 0.5 2

PT: Processing time (sec) Minimize 52.0 217.33

CE: Carbon emission (kg-CO2) Minimize 0.60 2.92
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5 Results and Discussion

The variation of carbon emission in dry and wet run is shown in Fig. 3.
For the present problem for all 17 experimental runs, the values of carbon

emission for energy consumption are compared for dry and wet run (Fig. 3). In each
run, the value of carbon emission for wet run is more in comparison with dry run.
These excess values are due to the extra power required for coolant pump used in
wet run. It may also be due to the increase in specific cutting energy as hardness of
workpiece may increase due to decrease in interface temperature due to the use of
cutting fluid. The same has been found by Anderberg [6] that specific cutting
energy is dependent on workpiece material, presence of cooling, cutting tool
geometry, process parameters and micro-geometry of cutting tool.

Figure 4 shows the effect of cutting speed, feed and depth of cut on carbon
emission. Due to increase in cutting speed and feed, there is decrease in processing

Table 8 Optimization solutions

Number Speed feed Depth
of cut

Processing
time

Carbon
emission

Desirability Speed

1 150.000 0.125 2.000 55.563 0.568 0.992 150.000 Selected

2 149.999 0.126 2.000 55.563 0.567 0.992 149.999

3 149.999 0.126 2.000 55.565 0.566 0.992 149.999

4 149.998 0.126 2.000 55.565 0.567 0.992 149.998

5 150.000 0.125 2.000 55.566 0.569 0.992 150.000

6 149.997 0.125 2.000 55.575 0.570 0.992 149.997

7 149.999 0.127 2.000 55.579 0.565 0.992 149.999

8 149.998 0.124 2.000 55.585 0.571 0.992 149.998

9 150.000 0.125 1.992 55.593 0.570 0.992 150.000

10 149.999 0.125 1.992 55.597 0.571 0.992 149.999
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time. This will lead to decrease in energy consumption as well as fluid delivered in
the process. Due to increase in depth of cut, there is an increase in tool waste and
hence more carbon emission, but amount of carbon emission due to tool waste is
very less as shown in Fig. 8. The three-dimensional surface graphs for interaction
effect of cutting speed, feed and depth of cut are shown in Figs. 5, 6, and 7 for wet
run. From Fig. 5, it can be seen that there is decrease in carbon emission when there
is increase in values of cutting speed and feed. In Figs. 6, and 7, the effect of depth
of cut on carbon emission is not much, but at higher values of cutting speed and
feed, it shows less carbon emission at high depth of cut.

Fig. 4 Effect of parameters on carbon emission

Fig. 5 Surface graph for interaction effects of feed and cutting speed at constant depth of cut on
carbon emission
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Fig. 6 Surface graph for interaction effects of depth of cut and cutting speed at constant feed on
carbon emission

Fig. 7 Surface graph for interaction effects of feed and depth of cut at constant speed on carbon
emission

104 G. Agarwal et al.



On the basis of experimental data and their calculations, the graph (Fig. 8) is
drawn between experimental runs and values of carbon emission. The values of
carbon emissions are varying in each run as per the variation in the values of cutting
parameters. The values of carbon emission due to cutting fluids are more in com-
parison with carbon emission due to energy consumption in machining. The values
of carbon emission due to cutting tool material are negligible.

6 Conclusions

In the present study, a multi-objective optimization has been done to find out
cutting parameters to minimize carbon emission and processing time in machining.
For values of carbon emission, cutting tool, cutting fluid and energy consumption
all are considered. For this, experiments have been performed on center lathe
machine. Experiments have been designed using Box–Behnken method for RSM
using design expert software. During each experiment, data for energy, processing
time and cutting fluid delivered and dispose of with chips are measured and col-
lected. Mathematical equations have been obtained. Effect of cutting parameters on
carbon emission and processing time have been obtained. At higher values of
cutting speed and feed, the value of carbon emission is less because of less energy
consumption which is due to decrease in processing time. Fluid consumption is also
less as fluid delivered will be less in shorter processing time. In surface graph, at
low values of cutting speed and feed, the effect of depth of cut is uniform. At higher
values of cutting speed and feed, the value of carbon emission is less at high depth
of cut than at low depth of cut. This surface graph can be used for selection of
cutting parameters. Optimization has been done using desirability function.
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Numerical Heat Transfer Analysis
of a Rectangular Microchannel Heat
Sink with Graphene-based Nanofluids

Sasmita Bal and Koustav Bandyopadhyay

1 Introduction

The introduction and development of commercial computers since 1950s have
given rise to a digital age. With time, the increasing demand for computing power
has sparked an exponential rise in development and advancement of chips in terms
of processor density and capacity. High-density packaging in electronic industry
creates a high heat flux which is responsible for system failure [1, 2]. It is of
paramount importance to employ appropriate cooling mechanisms to reduce the
operating temperature of the electronic equipment. Thus, an effective but compact
cooling system is continuously being explored.

Many researchers have found that nanofluids show an increasing trend in ther-
mal conductivity with its concentration in base fluid and, therefore, an excellent
candidate for heat transfer [3–6]. Suspension of nanofluids like TiO2, Al2O3, and
CuO in base fluid has been proved to improve heat dissipation capability [7–10].
Several experimental studies have been reported on heat transfer behavior of gra-
phene as nanofluid within a microchannel. The mass flow rate of nanofluid and
concentration of graphene nanoparticles were used as major variables within those
experiments [11–15]. The variation of thermal conductivity of graphene with
temperature, for different concentrations of graphene, has also been studied by
several researchers [16–18].

As it is very difficult to do experiments with nanofluids of different concentra-
tions and to see its impact on heat transfer, significant number of papers are not
available in the literature. So, an attempt has been made to show numerically the
contribution of graphene nanofluid to transfer heat significantly in a microchannel.
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In the present numerical work, graphene nanoplatelets (Gnp) suspended in distilled
water (base fluid) as nanofluid has been studied for different concentrations and
mass flow rates in a rectangular microchannel. The geometry of the model and the
simulation analysis were done in CATIA V5R20 and Ansys R19.2, respectively.
The analysis was performed by solving a couple of governing equations for a set of
input parameters and required boundary conditions. The effect of various param-
eters like mass flow rate and concentration of nanofluids on pressure drop, surface
temperature, and heat absorbed by the fluid were studied.

2 Methodology

2.1 Microchannel Heat Sink Modeling

The current study aims to evaluate the heat transfer and cooling of an electronic
chip aided by a microchannel device placed directly over the chip. The heat dis-
sipated from the top layer of the chip is considered as conduction at the interface
between the chip and the base of the cooling device. Heat flow from this base to the
cooling fins is also considered as conduction. Further, both conductive and con-
vective heat transfers are considered at the fluid interface with the fin and device
base. Continuity, momentum, and energy equations are used for the simulation.
Table 1 presents the measurements of the device base, fin, and channel dimensions.
The operating conditions and thermophysical properties of the nanofluid and solid
are provided in Tables 2, 3, and 4. Thermophysical properties are calculated using
equations suggested in the literature [13]. Figure 1 shows the base plate with
vertical cooling fins, regularly inter-spaced at 0.5 mm. It is noted that the
microchannels are presented between two consecutive fins through which the fluid
flows. It is to be noted that the experiment was performed on a 30 microchannel
device [19]. However, due to computation power limitation, the modeling and the
subsequent analysis were done on a representative 5-channel model. Given that the
analysis incorporates area of the heat sink plate, a 5-channel model would produce
similar results as the experimental setup.

Table 1 Dimensions of the
cooling device

Parameter Value

Length of channel (L) (mm) 30

Width of channel (W) (mm) 0.5

Height of channel (H1) (mm) 5

Height of base plate (H2) (mm) 1

Width of fin (w) (mm) 0.5

Height of fin (H3) (mm) 5

Area of base plate [model] (mm2) 315
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Table 2 Operating conditions

Operating conditions Value

Inlet fluid temperature Tin (°C) 20

Heat load (W) 50, 100, 150, 200

Mass flow rate (kg/s) 0.01, 0.02, 0.03

Nanofluid concentration (vol%) 0, 0.05, 0.1, 0.15, 0.2

Table 3 Thermophysical properties of graphene nanofluid at different concentrations and 20 °C

Concentration
(vol%)

Density
(qnf)
(kg/m3)

Viscosity
(µnf) (Ns/m

2)
Thermal conductivity
(Knf) (W/mK)

Specific heat
capacity (cnf) (J/kgK)

0 1000 0.004 0.59 4182

0.05 1025 0.009 0.61 3358

0.1 1055 0.0095 0.625 2807

0.15 1075 0.0104 0.630 2366

0.2 1095 0.013 0.630 1925

Table 4 Thermophysical properties of copper (used as heat sink material)

Density (qs)
(kg/m3)

Thermal conductivity (Ks)
(W/mK)

Specific heat capacity (cs)
(J/kgK)

8940 386 385

Fig. 1 Isometric view of the model comprising five channels and six fins
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2.2 Simulation Setup

The geometry was created in CATIAV5R20, and meshing was done in the meshing
[Ansys Autodyn PrepPost] packaged within Ansys R19.2. The analysis was done
on Fluent 19.2. For the computational analysis, Fluent solves a coupled governing
equation for a set of input parameters and required boundary conditions. A uniform
tetrahedral meshing with edge size 0.25 mm was used (Fig. 2). The SIMPLE
algorithm was used to analyze the model. Second-order discretization was used to
solve the pressure equation, and second-order upwind discretization was used to
solve the momentum and energy equations. Given that this problem is energy
predominant, a convergence criterion of 10–6 was used for the energy equation
and 10–3 was used for velocity residual.

2.3 Governing Equation and Boundary Conditions

The base plate and the fins are solid copper. The values of thermal conductivity,
density, and specific heat capacity are set to the Fluent database default values for
copper.

For each combination of mass flow rate, fluid concentration, heat load, and
constant inlet temperature of 20 °C, the analysis was executed as per the conver-
gence criteria mentioned previously. Outputs were recorded for temperature of
outlet, average temperature of the base plate, fluid pressure at inlet, and pressure at
outlet. Using the values of inlet temperature (Tin) and outlet temperature (Tout), the

Fig. 2 Isometric view of the model showing tetrahedral meshing
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heat absorbed by the fluid was calculated using the following Eqs. (1) and (2). The
different parameters used in equations are inlet and outlet temperatures of the fluid,
inlet, and outlet pressures of the fluid and mass flow rate of the fluid.

Q ¼ mCpDT ð1Þ

where DT ¼ Tout�Tin ð2Þ

Given that the heat taken up by the fluid is a representative of the total heat
transfer between the heat sink base and the fluid, this Q was utilized to calculate the
heat transfer coefficient for this problem using Eq. (3). The average temperature of
the base (Tavg) was recorded using area-weighted average and substituted in the
Eq. (4).

Q ¼ hADt ð3Þ

where Dt ¼ Tavg� Tin þ Toutð Þ=2ð Þ ð4Þ

Here, the area in Eq. (3) represented by A refers to the total area of heat transfer,
which is calculated using Eq. (5).

Area ¼ No: of channels� L� W þ 2� H1ð Þ ð5Þ

The pressure drop associated with each mass flow rate has been calculated by
recording the values of pressure at inlet (pin) and pressure at outlet (pout) and putting
in Eq. (6).

Dp ¼ pin � pout ð6Þ

3 Results and Discussion

3.1 Effect of Mass Flow Rate on Pressure Drop

It is well-known that there is a drop in pressure along the length of the flow. This is
due to the frictional and viscous losses that occur. The calculated Dp as a function
of mass flow rate at volumetric concentration of 0.1% and heat load of 150 W is
shown in Fig. 3. It is noted that the drop in pressure rises linearly with increasing
flow rate. Due to the constant area of the inlet, increasing mass flow rate results in
higher velocity. At higher velocities, more frictional and viscous losses occur,
which aid the drop in pressure.
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3.2 Effect of Nanoparticle Concentration on Pressure
Drop (Dp)

An increase in concentration of nanoparticles in the base fluid increases the vis-
cosity of the fluid. As viscosity is defined as the resistance of a liquid to flow, a
higher viscosity requires a higher driving force to induce flow, which manifests as
the pressure drop along the length of the flow. From Fig. 4, it is evident that the
Dp increases in a nonlinear manner with increase in volumetric concentrations for
mass flow rate of 0.02 kg/s and heat load of 100 W.

Fig. 3 Variation of pressure
drop with increasing mass
flow rate

Fig. 4 Variation of Dp with
increasing concentration of
nanoparticles within the
coolant
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3.3 Effect of Volumetric Concentration on Heat Absorbed
by the Fluid

Using the inlet and outlet temperatures of the fluid and average temperature of base
and thermophysical properties of the fluid at different concentrations, the heat
absorbed was calculated using Eq. (3). Figure 5 shows the variation of Q (amount
of heat absorbed by the fluid per sec) with varied concentrations for a fixed mass
flow rate of 0.03 kg/s and heat load of 100 W. It was noted that with increase in
concentration of the nanoparticles within the fluid, the amount of heat absorbed
increases, thereby, indicating a higher efficiency of cooling capability.

3.4 Effect of Concentration on Fluid Temperature

Figure 6 shows the variation of DT with concentration of nanoparticles within the
base fluid. The DT is calculated by obtaining the difference of the fluid at the outlet
and the inlet. The rise in DT implies that the fluid absorbs more heat with increasing
concentration. This is because with increase in concentration of nanoparticles,
conductivity of the nanofluid and its cooling capability increase.

3.5 Effect of Heat Load/Input on Temperature of Fluid

With increasing heat load on fluid from 50 to 200 W, it is noted that the temperature
difference between the outlet and inlet of the fluid rises linearly. The temperature of

Fig. 5 Variation of Q as a
function of concentration
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fluid outlet was recorded for volumetric concentration of 0% (water) and 0.2% at
constant mass flow rate of 0.03 kg/s as shown in Fig. 7. The graph shows that the
cooling liquid absorbs more heat with increasing the heat load on the cooling
device.

3.6 Effect of Mass Flow Rate on DT

With increase in mass flow rate of the cooling fluid, the velocity of the fluid
increases and, hence, the time of contact of the fluid with the heated base and fins
decreases. This results in lower amount of heat absorbed by the fluid and, hence,

Fig. 6 Variation of DT as a
function of volumetric
concentration of nanoparticles
at 150 W

Fig. 7 Variation of DT as a
function of heat load on the
cooling device
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decrease in the difference between the inlet and outlet temperature. From Fig. 8, it
is noted that DT decreases with increase in the mass flow rate as expected.

3.7 Variation of Surface Heat Transfer Coefficient Along
Flow Length

The heat transfer coefficient (h) varies locally as a function of local temperature
difference between the fluid and the heated solid. As the local temperature differ-
ence between the fluid and the solid is maximum at the inlet, it is expected that the
heat transfer coefficient would also be maximum at the entry of the channel and
would gradually decrease along the length of flow as the fluid temperature
increases. Figure 9 shows the variation of surface heat transfer coefficient at
0.01 kg/s, 100 W, and 0% volumetric concentration. It is noted that the heat
transfer coefficient decreases nonlinearly with length.

3.8 Validation of Model

As mentioned in the objective, an effort has been made to compare the results of the
model with the experimental data obtained. In Fig. 10, comparison of average heat
transfer coefficient between the experimental and computational analysis for dif-
ferent mass flow rates has been made. This was done at constant values of volu-
metric concentration of nanofluid (0%) and heat load (100 W). It was noted that the
heat transfer coefficient value of the model matches satisfactorily with the experi-
mental value, with minor deviation.

Fig. 8 Variation of DT as a
function of mass flow rate
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4 Conclusions

The heat transfer analysis has been performed using Ansys Fluent 19.2 commercial
software. Significant gradient in the heat transfer coefficient could be observed
along the length of channel. However, an average value of the same has been used
for subsequent analysis. It was noted that the pressure drop in microchannel
increased with the mass flow rate of nanofluid and concentration of nanoparticles in
the base fluid. Further, increase in volumetric concentration of nanoparticles
increased the total heat transferred from the base plate and conducting fins, resulting
in higher outlet fluid temperature. The increased heat load on the base plate resulted
in increased temperature difference between outlet and inlet temperatures of the
coolant. This indicates a higher amount of heat absorption by the nanofluid. Further,

Fig. 9 Variation of local heat
transfer coefficient along the
length of flow

Fig. 10 Comparison of
experimental [19] and
computational heat transfer
coefficient values for different
flow rates of nanofluid
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due to the increase in velocity with mass flow rate, the contact time between the
fluid and the heated solid surface decreases and, hence, lowers the coolant outlet
temperature. Reasonable agreement could be established between the calculated
average “h” with those of literature-reported experimental values.
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Study on Design and Performance
Specifications of the Prosthetic Hands

Mohd Azeem and Aasiya Parveen

1 Introduction

World Health Organization (WHO) estimates that around 650 million individuals
suffering from disability worldwide and 80% of those 650 million individuals are in
developing countries [1]. The number of upper limb amputees is approximately 2.4
million [2]. Rehabilitation devices for overcoming disability are so rare and
expensive that just 3% of the amputees in the developing countries can afford them
[1]. To address this problem and to make prosthesis readily available to the user,
extensive research is being done. In the course of the most recent couple of decades,
there have been extraordinary steps in the improvement of novel prosthetic hands
and terminal devices that exploit the most recent mechanical advances, moving
toward more dexterous, practical hand devices [3]. Nonetheless, there is as yet an
incredible hole between the present status of the arts and devices that have the ideal
mix of being exceptionally useful, tough, corrective, and cheap.

In this paper, we survey the plan details of a wide scope of commercial pros-
thetic terminal devices and exploration hands, focusing primarily on anthropo-
morphism in such devices. The physical performance specifications as well as any
justification provided by the developer regarding the scientific validity of design
parameters are discussed. Various surveys are taken into account to corroborate
various claims or comment stated in this paper.
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2 Prominent Models

2.1 Ability Hand: 2019

Ability hand as shown in Fig. 1 is a developed, multiaction prosthetic hand having
6 degrees of freedom (DOF), with an application for natural or acquired amputees.
It works with most third-party myoelectric pattern recognition system, myoelectric
direct control, linear transducers, or force-sensitive resistors [4]. For the power
supply, the PSYONIC Battery Pack, a high capacity, high throughput, 7.4 V DC
lithium polymer battery of at least 2200mAh, is used. The temperature limit for
hand to function is −5 °C to 50 °C. The hand offers at least five grip patterns, which
are sufficient for executing a sufficient number of ADLs. The hand is quite fast with
power grasp done in 200 ms. The weight of hand is 460 g, which is 20% less than
the actual human hand. The fingers of a hand are made up of polyurethane and
silicone which can absorb 10� more stress as compared to rigid finger designs. It is
launched recently and is mainly focused on providing prosthetic services in the
developing countries where amputees cannot afford to get expensive prosthetic
systems like bebionic, etc.

.

2.2 University of Illinois Hand (2015)

Figure 2 shows the TACT hand which is an open-source, myoelectric, and
anthropomorphic prosthetic hand. Most of the hand is 3D printed. It is designed to

Fig. 1 Ability hand [4]

120 M. Azeem and A. Parveen



meet the requirement of user in developing countries. Greater emphasis is given on
the availability, cost, and robustness of the hand.

To minimize the cable use and other components, a directly coupled cable to the
finger for flexion and extension is actuated by the DC motor [5]. The electrical
signals received by the electrodes placed over the residual limb muscles are sent to
an EMG board, which is then in turn sent to a microprocessor that contains a
machine learning algorithm interpreting the signal [2]. It causes the hand to move.
The hand has 6 degrees of freedom and uses 6 motors for actuation. The consistent
movement is produced through a finger joint mechanism by using four-bar linkage
and greater force at the fingertip than a purely tendon-based design [5]. This TACT
hand can be produced through 3D printing and off-the shell components with an
average cost of $250.

2.3 University of Washington (UW) Hand (2013)

An advanced research hand with 20 DOF is designed to provide fast and easy
accessibility for modification of design parameters. The methodology used is a
combination of rapid prototyping, adaptive design along with custom-designed
software. It takes 20 h for 3D printing and 4 h for assembly.

Fig. 2 Tact hand [5]
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As evident in Fig. 3, the cable-driven transmission system is used since it
provides hand with a unique characteristic of being fully actuated and underactu-
ated with very less modification. Tactile sensing field is formulated of 16 separate
skin pads which in turn have three layers. The actuation system is comprised of a
pneumatic control unit and actuation unit. The actuation unit consists of 36 M9
Airpel cylinders (Airpot Corp., CT) for finger tendons and 4 M16 Airpel cylinders
for wrist tendons [6]. The hand demonstrates its motion without any control
algorithms and join sensors, using only pneumatic actuation. Hence, for the further
development, optimal control programs are to be developed. The cost of hand is just
$100 excluding actuation systems.

2.4 Biomimetic Hand (2016)

It has a highly biomimetic anthropomorphic robotic hand as shown in Fig. 4. The
hand is 3D printed by laser scanning of actual human hand skeleton. To achieve
biomechanics similar to actual human hand elements like artificial joint capsules,
crocheted ligaments and tendons, laser-cut extensor hood, and elastic pulley
mechanisms is used [7]. Since the brain is responsible for controlling prosthetic
hands, neuroprosthetic technologies are more effective when the design of the
prosthesis is more similar to its biological counterpart, i.e., human hand. Thus, a

Fig. 3 UW hand [6]
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highly biomimetic approach is used to elaborate on the characteristics of the human
hand efficient control and a wider application. These complicated components are
held together with a series of artificial ligaments, rendered by high-strength spectra
strings, with laser-cut latex sheets to copy the soft tissue of human joints. Actuation
is carried out with 10 dynamixel servos which impart 8 DOF to the hand. These
servos are smart actuators with fully integrated DC motor, reduction gearhead,
controller, driver, network [8].

Currently, it is the most advanced hand in the field of prosthetic robotics. It uses
biocompatible materials, which are 3D printed form bone structure scans and thus
provides a unique opportunity of generating artificial human limbs. Thus, such
neuroprosthesis research combined with biological research can provide very
favourable results in the field of the prosthesis.

2.5 Hero Arm (2018)

It is the first medically approved 3D printed bionic arm developed by Open Bionics,
a startup in Bristol, UK. Hero arm uses electromyographic (EMG) sensors to sense
muscle activity and give proportional control of the arm. The hand weight ranges
280–346 g depending on the configuration and size whereas the whole arm weighs
less than 1 kg. As shown in Fig. 5, arm is completely 3D printed according to the
bone structure of each recipient.

The hand has 6 DOF (1 for each finger and 2 for thumb) and offers 6 grip
patterns with a dynamic socket which offers tolerance for change in size. The arm

Fig. 4 Biomimetic hand [7]
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has 4 motors or 3 motors depending on the hand size. The arm has maximum force
capability for 8 kg load and uses Li-ion 7.5 V 2600 mAh battery [9]. The arm price
starts from $3000 and is currently available in the UK, USA, France, and Spain
through prosthetic clinics.

2.6 Dextrus Hand (2013)

Dextrus hand as shown below in Fig. 6 is a research project by open hand which
aims at providing technical knowledge and support in the field of the prosthesis.
The hand is 5 fingered, 3D printed and has 6 DOF. It has been developed as an
open-source project and thus can be used by individuals without any issues related
to patents [10]. It uses EMG electrodes for receiving signals from the muscles and
has a DC tendon mechanism for actuation using 6 motors. The weight of hand is
428 g which is mainly concentrated in the palm which has actuation and sensory
systems. The hand is fairly cheap and can be readily used as a prototype for further
research in the field of the prosthesis.

2.7 Vincent Evolution 3 (2018)

It has an anatomically shaped bionic prosthetic hand (Fig. 7) developed by Vincent
systems. This is an upgrade to the previous hands launched by the company with the
first hand, i.e., Vincent hand being launched in 2010. The material used for this hand
is the combination of stainless steel and Mg–Al alloy which makes hand prosthesis
extremely robust and light. The hand comes in 5 sizes with the smallest size being
the smallest and lightest multiarticulate hand with 6 motors of all prosthetic hand
currently available, and it weighs 386 g along with transcarpal wrist [11].

The 6 DC motors along with 6 planetary gearheads provide with 14 grip types
which can be selected with patented single trigger control (STC) concept just by 1
trigger response. There can be many intermediate grip types as the hand has

Fig. 5 Hero arm [9]
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powered thumb rotation so it more or less behaves like an actual human hand. User
can learn to operate the hand via an app which is compatible with the microcon-
trollers of the hand.

Vibrotactile feedback (small vibrations on the skin) provides the user with
feedback in terms of force measured by the index finger. This feedback helps in

Fig. 6 Dextrus hand [10]

Fig. 7 Vincent evolution 3 [11]
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alerting user when the force exceeds the specified threshold, and this feature is
present only in this prosthesis system. There are 11 joints in the hand. Elastic lining,
flexible arched springs, and artificial sense of touch provide a safe, non-slip
grip. Index finger and thumb always remain in contact with high-precision pinch
grasp and flattened fingertips facilitates in gripping of objects without any prob-
lems. The wrist joint is a major advantage of this system as it provides with 2 kinds
of wrists—“quick-snap” and “short,” which combined with flexion makes 4 wrist
options for users. Flexion of the wrist has a range from −54° to 54° [12]. The hand
is currently used for research purposes and is not available for public use.

2.8 Bebionic3 (2012)

Initially developed by RSL steeper, it is now a product of Ottobock health care.
Bebionic3 is the third-generation bebionic hand-launched in 2012 as shown in
Fig. 8. It comes in 3 sizes ranging from 390 to 600 g [13]. It has 6 DOF, uses 5
Faulhaber DC SR series motors which are lightweight and compact providing with
enough torque for hand to function efficiently as illustrated in Table 1. These
motors are fitted into palm itself. It uses 4 bar link mechanism for transmission in
each finger, and a lead screw is used for flexion and extension of the fingers. MIP
and PIP joints are coupled. Aerospace industry-grade aluminum makes hand light
and robust. Bebionic3 has manual thumb rotation and thumb fits in only 2 positions,
i.e., non-opposed and opposed, and it offers 14 grip patterns. Unlike Vincent's hand,
there is no sensory feedback and thus all the patterns and forces are preplanned and
must remain in the limit for hand to function properly. It also uses EMG sensors and
has 2 50/60 Hz electrodes in the prosthesis shaft for receiving and transmitting. The
hand offers 4 wrist options—electric quick disconnect, short wrist, friction wrist,
threaded stem, all these wrists are compatible with different models and offer
flexion and rotation. These wrists are incorporated with the complete bionic arm
housing EMG sensors. A hand runs at the nominal voltage of 7.4 V and has a
battery range of 1300–2200 mAh. Bebalance3 software present in the hand is used
to customize and operate the hand. With this tool, the user has access to all the hand
features and can accordingly control them. One major benefit of Bebionic3 is the
active index finger which is available only in this bebionic model. There is pro-
vision for hand cover as well which are made of silicon and look like actual human
skin. The hand is priced at $35,000 and is one of the most advanced systems
commercially available.
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3 Specifications of Prosthetics

3.1 Hand Weight and Size

Weight and size of the prosthesis are one of the major parameters in designing as it
is the comfort of the user that matters. Weight of human hand on average is
approximately 400 g [16] (wrist to the distal and excluding extrinsic muscle of
forearm). That being said, prosthetic end effector devices of similar weight are
perceived as surprisingly heavy by users [17]. Methods used in the attachment of
these prosthetics with the user are one of the primary reasons for this anomaly. To
address this problem, researchers are working on osseointegrated attachment
mechanisms. 79% of myoelectric prosthetic users in an Internet survey claimed that
their prosthetic was too heavy [17]. Similarly, findings from Biddiss’ survey [18]
concluded that on a scale of 0 (not important) to 100 (very important), users rated
the weight of the device as 70 in terms of design precedence of prosthetic hands.
Since there is no set of rules for setting the weight limit of prosthetics, capabilities
and function of the hand can be termed as the sole reason for the weight and size of
the hand. There are many claims for the optimum weight of the hand, like a study
by Pons [16], according to which an adult-sized prosthetic hand should be less than
400 g in weight. Belter [3] and Bergman [19] in their study concluded that a weight
limit of 500 g is appropriate. The size for anthropomorphic prosthetic hand should
be the size and shape of a natural hand. The bebionic hand and Vincent's hand have
the facility of silicone gloves which closely resembles the actual human skin. As
these gloves are designed according to human hand dimensions, the prosthetic hand

Fig. 8 Bebionic3 [13]
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should have a length between 180 and 198 mm and a width of 75–90 mm to match
normal human hand size [3].

3.2 Actuator Characteristics

Direct current (DC) motors are the most commonly used motors in the prosthetic
hands. Limited space is one of the most crucial design considerations in the case of
prosthetic hands. These motors have a unique characteristic of being installed in that
limited space because they are very compact and lightweight. Hence, DC motors are
among the most widely used motors in prosthetic hands. Transmission components
like gearheads—planetary, worm, or leadscrews are used to control the motion and
torque, though less speed and more torque are desired. Servo motors are widely used
as well. They are mainly used to provide more manoeuvrability as it provides 180°
rotation. Also, feedback potentiometer allows the servo to rotate at a specific angle
by keeping track of its initial position. Thus, these properties of servos are realized in
the biomimetic hand, which used 10 dynamixel servos for actuation. That being said
the weight of hand is considerably more (981 g), which would increase even more
once the casing is installed. The UW hand uses pneumatic actuators for controlling
hand. The use of pneumatic systems offers more control over speed and torque
components, its usage and installation are very easy which lead to additional eco-
nomic and time investment and thus the overall cost of prosthetic. Non-back drivable
mechanisms are incorporated in many hands so that the hand may be able to exert
grip force on the object without power being supplied to the motors. There are many
options like Maxon, Faulhaber, etc., while selecting motors for various hand
depending on the parameters like speed, torque, weight, and expense. Table 2
provides with information about motors and battery used in the hands.

3.3 Grip Force

Grip force is one of the major influential parameters in designing the prosthetic
hand. During most of the ADLs like typing, writing, waving, and gestures, we need
more speed and less force/torque, whereas prerequisite in the case of prosthetic
hand is more torque and less speed. Actuation, transmission, hand dimensions, and
spatial arrangement can be termed as the controlling factors of the grip force.
Prosthetic hands administer different grasp forces for different object sizes.
However, it is very exacting to forecast the required grasp force to hold an object in
a particular grasp as the grasp force is chiefly a function of friction acting between
the hand and object. According to Wier [20], human hand exerts 95.6 N of force in
precision grasp, and in other grasps like power grasp, the force can reach as high as
400 N. Also, an analysis by Wier [20] accomplished that a grip force of a mere
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68 N is sufficient to execute activities of daily living. Interestingly Vinet [21]
suggested that a limiting grip force of 45 N for prosthetic hands is required for
practical use. Hands like Vincent, bebionic, biomimetic, and UW, execute different
grasp force depending on the object sizes and have adaptive grip. Adaptive grip
enhances hand’s maneuverability, and durability as excessive forces just flex the
finger in place of shearing gears or sabotaging linkages. There is not much available
information on grip forces as these hands are latest and not much review has been
done thus proper literature is absent on physical details. Moreover, nowadays force
is measured on components like fingertip and joints during simulation rather than
on the hand as a whole. It provides with information in much details about all the
kinematic aspects of the hand. Table 3 provides with elaborate information about
the functioning parameters of the hands discussed.

3.4 Joint Coupling Method

In prosthetic hands, joints are the critical points where most of the failure takes
place and hence their designing plays a significant role in the functioning of the
hand. Before discussing the coupling methods and their significance, it is important
to visualize the various joints in the human hand. Figure 9, shown below, provides
an important visualization of the human hand. The number of joints is more than the
number of actuators, and therefore, multiple joints are coupled together to function
as a single unit and aiding in achieving optimum functionality. Such methodology
can be observed in Vincent, bebionic, hero arm, tact, ability hand, in all these
models the MCP and PIP joints are coupled.

Table 2 Battery and actuators in considered hands [2, 3, 6, 8, 11, 12, 14, 15]

Prosthesis Actuator Battery

Ability hand Self-developed patent-pending motor 7.4 V 2200 mAh
Li-pol

Hero arm Maxon DCX 12 L 7.5 V 2600 mAH
Li-ion

Bebionic3 Faulhaber DC 1024 SR 7.4 V 1300 mAh–2200
mAh Li-pol

Vincent
evolution 3

Maxon DCX 10 6–8 V 1300 mAh–2600
mAh Li-pol

Tact hand Escap 16G 214E MR 19 –

Dextrus hand Escap 16G 214E MR 19 –

UW hand 36 cylinders of M9 Airpel, 4 cylinders of
M16 Airpel

N/A

Biomimetic
hand

Robotis Dynamixel motors—9 MX-12W and
1 AX-12A

–
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Thus, the process of coupling is accountable for the degree of freedom,
according to which 1 degree of freedom is the motion of hand indicated by 1
parameter. Due to this fact, each finger in the hands discussed in this paper (except
UW hand and biomimetic hand) have 1 DOF, despite having multiple joints. The
coupling can also be done through under actuation, a process involving the use of a
single actuator to control multiple independent degrees of freedom. The process of
under actuation is adaptive since it permits multiple links of fingers to conform to
the shape and position of an object without any resistance and while using a single
actuator. In adaptive under actuation, it is irrelevant to use a single actuator
parameter to render the position of joints since they are subject to the state of
contact of each finger link with the object. Underactuation is used in UW hand,

Table 3 Hand operating parameters [3–16]

Prosthetic hand Grip patterns Range of motions (degrees)

MCP joint PIP joint DIP joint

Ability hand 5 0–90* 0–90* 20*

Hero arm 6, 4 0–90* 0–90* 20*

Bebionic3 14 0–90 0–90 20

Vincent evolution 3 14+ 0–90 0–100 –

Tact hand 5 0–90 23–90 20

Dextrus hand 5* 0–90 0–90 0–90

UW hand 0–90 0–90 0–90

Biomimetic hand 15+ 0–90 0–110 0–70

(*) Inferred from videos

Fig. 9 Joints in hand
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biomimetic hand, and also in hero’s arm. In UW hand, biomimetic hand under
actuation is used to control little and ring fingers, also, in hero’s arm—3 motor
version, index and middle finger are coupled as well. In UW hand, there is a
convention for under actuation for fingers by replacing 4 separate tendons by a
single tendon with pulleys. This reduces the DOF of fingers from 4 to 3. One of the
major shortcomings of under actuation is the probability of prompting fingers into
unknown postures when fingers flex or extend between furthermost positions and
respective finger configuration is highly dependent on object contact [22]. Bergman
et al. [19] in 1992 claimed non-adaptive conventional prosthesis substantiated
“significantly better results” in terms of grip width, grip force, and standardized grip
function test when equated to a similar adaptive prosthesis. That being said,
adaptive finger designs facilitate the interaction force between the finger and object
in a more distributed manner, which enables the machine to operate a greater range
of configurations for the same number of actuators. Kargov et al. [23] stated that
even though the contact forces are larger when a fixed coupling is used in fingered
prosthetic, the joint torques of adaptive fingered hands are more or less equal to the
joint torques of the human hand.

Adaptability is widely used in available prosthetic hands like bebionic and
Vincent, and advantages of such hands widely overshadow their disadvantages in
terms of object perception and operability.

4 Conclusions

This paper presented the collection of empirical and published characteristics and
performance parameters of the latest prosthetic hands. The main area of focus was
the mechanical characteristics and techniques of the hand rather than its other
electronics, electrical, sensing, control, and power requirement aspects. It is not
relevant to substantiate fixed mechanical and performance requirements, since a
hand, similar to any other tool, has multiple applications and thus sufficient per-
formance for one purpose can be useless or not adequate for another. Eventually,
the final choice of hand characteristics and specification is an interrelation among
tradeoffs in complexity, weight, control methods, cost, and dexterity (e.g.,
achievable grasps). Moreover, each of these parameters is dependent on the
recipient’s particular need which involves the nature and level of amputation, as
well as the level of activity, professional needs, the intensity of usage, and others.

Even the hands discussed above have no clear winner. It all depends on the
needs of the end user. Some hands outdo others in some parameters but there no
hand stands alone. This is an important characteristic of prosthetic hands. Thus, the
entire prosthesis must work as a coherent system to accomplish tasks. A set of
clinical standards for performance, including techniques for evaluating anthropo-
morphic hand designs, would be beneficial. In doing so, a familiar set of standards
(or range of standards) would facilitate the probability of extensive research efforts
which can be implemented in a successful commercial device thereby improving

Study on Design and Performance Specifications … 133



the lives of amputees. With the advancements in the prosthesis, healthcare industry,
especially biomedical technologies have developed at a very fast pace. Such
advancements facilitate in the development of humanoid robots. Even though there
is not a perfect prosthetic hand, these technological breakthroughs are milestones
which will help in the development of the artificial human hand.
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A Multi-stage Evolutionary
Tomographic Reconstruction Algorithm
Using Ultrasound Time-of-Flight
Projections

Shyam Prasad Kodali and Boggarapu Nageswara Rao

1 Introduction

Identification and characterization of internal defects in engineering systems will be
helpful in assessing their criticality in service and also in minimizing the catas-
trophic failures. The extensive utilization of computed tomography (CT) in medical
field has also evolved as an effective process in majority of engineering applications
in detecting internal defects and also identifying the defect material [1, 2]. The two
principal phases in CT are illustrated in Fig. 1. To begin with, the object or
specimen to be inspected is irradiated with some form of energy (like the X-rays,
ultrasound, etc.). The recorded resulting energy, after interaction with the specimen,
is referred as the projection data (which could be the intensity, amplitude, or
time-of-flight (TOF) of the input energy after attenuation, due to interactions with
the object material). In the next step, the acquired projection data serves as an input
to the reconstruction algorithm, for processing the input, to reveal the cross section
of the object [3]. Several reconstruction algorithms can be broadly grouped into
three classes: in the first group, the transform methods include the filtered back
projection algorithms and the convoluted back projection algorithms [3]. In the
second group, the series expansion methods include algorithms like algebraic
reconstruction techniques and the multiplicative algebraic reconstruction techniques
[3]. The relatively new third group of reconstruction algorithms is designed on
evolutionary optimization methods particularly the genetic algorithms (GAs) [4–7].

Development of one-step tomographic reconstruction using real-coded genetic
algorithms is discussed in [4]. An elaborate discussion of a reconstruction proce-
dure based on a variation of the principles of binary-coded genetic algorithm is
presented in [5]. However, the methodology is applicable, only when the number of
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materials present in the object cross section is limited to three. Kishore et al. [6]
have presented a binary GA tomographic reconstruction procedure with cluster
analysis, for identification of defects in composite plates. Kodali et al. [7] have
made comparative studies on four different tomographic reconstruction procedures.
They have used a GA-based algorithm and three variations of multiplicative
algebraic reconstruction technique (MART), for the reconstruction of synthetic test
cross sections. The influence of parameters in the algorithm and the effects of
random noise in the projection data are reported.

This article presents the details on the development of a multiple-step tomo-
graphic reconstruction algorithm using real-coded genetic algorithms (RGAs). The
input to the proposed algorithm (namely the time-of-flight of ultrasound rays
interacting with the test specimen) is generated following the procedures in [5]. The
reconstruction results of numerical studies on various specimens demonstrate the
efficacy of the proposed methodology.

2 Proposed Reconstruction Methodology

The reconstruction problem is formulated as an optimization problem, of mini-
mizing the objective function given by Eq. (1). This is essentially the sum of the
squares of the deviation, of the TOF of each of the ultrasound rays irradiating the
solution guess, from the corresponding rays irradiating the specimen under exam-
ination. In this work, the same objective function is also used to estimate the fitness
of solutions in the GA population which is a measure of the goodness of a solution
[5]. This simply means the fitness of every solution guess in the population is
estimated and solutions having lower fitness get the chance to participate in the

Fig. 1 Principal phases of tomographic reconstruction process
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subsequent GA operations. The pseudo-code outlining the significant hierarchical
steps, in the proposed multi-step elitist real-coded genetic algorithm reconstruction
approach, is presented in Fig. 2.

u ið Þ ¼
XC

c¼1

XT

t¼1

XR

r¼1

TOF ið Þ
Pop c; t; rð Þ � TOFSpecimen c; t; rð Þ

n o2
ð1Þ

Here, C is the number of configurations. In each configuration, T is the number of

transmitters and R is the number of receivers. TOF ið Þ
Pop c; t; rð Þ and TOFSpecimen c; t; rð Þ

are, respectively, the time-of-flight, of the rays connecting the tth transmitter and the
rth receiver in the cth configuration, considering the ith population member and the
test specimen.

The algorithm is developed from the principles of real-coded genetic algorithms,
in contrast to the conventional binary-coded genetic algorithms used in earlier
reported work. In each iteration or GA generation, solutions are arrived using the
tournament selection operator, simulated binary crossover operator, and the poly-
nomial mutation operator. The tournament selection operator is used, to create a
mating pool of relatively better solutions, from the randomly initialized population
of solutions or those available at the beginning of the current generation [8, 9]. Next

Fig. 2 Pseudocode outlining the significant hierarchical steps in the proposed multi-step elitist
real-coded genetic algorithm reconstruction approach
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the simulated binary crossover is applied to pairs of solutions in the mating pool to
create new and hopefully improved solutions as in [10, 11]. It is to be noted that that
in any population-based search algorithms, maintaining diversity in the population
of solutions ensures or reduces the chances of the algorithm converging to a local
optimum. This task is taken care of in GA by the mutation operator, which in this
work is facilitated with the use of polynomial mutation operator as in [12, 13]. GA
being stochastic in nature, there is a chance of losing the best solution found with
increasing number of iterations, which is prevented with the use of elitism principle
as in [14, 15]. The reconstruction algorithm stores, processes, and outputs a dis-
cretized cross section of the object under examination, as a matrix of real values like
the one shown in Fig. 3a. The real value assigned to each of the discretized grid
cells corresponds to the characteristic property of the material in the object. The
characteristic property is nothing but the velocity of propagation of ultrasound
through the physical material present in the object. For the convenience, the dis-
cretized cross section is displayed in Fig. 3b as an image with different grey levels
distinguishing the different materials [5].

3 Results and Discussions

The adequacy of the proposed algorithm is examined on several synthetic object
cross sections. Results of reconstructions with 16 � 16 and 32 � 32 grid resolu-
tions are discussed in this section. Recognizing the fact that genetic algorithms are
stochastic in nature and their performance depends on various parameters at exe-
cution time, GA parametric studies are carried out to study the influence of max-
imum number of GA iterations or generations, GA population size, probability of
crossover for applying the simulated binary crossover operator, and probability of
mutation for applying the polynomial mutation operator. Other parameters like eta-c
and eta-m are chosen from the recommended values in [8–12]. Table 1 gives the
setting of GA parameters used in the study.

Fig. 3 Specimen cross section; a computational code b visual display
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Figures 4 and 5 show the reconstruction results with resolutions of 16 � 16 and
32 � 32 for the cross section having a central defect of square shape. Figure 4a is
the visual display of test specimen cross section, which is irradiated with ultra-
sound, and the time-of-flight of the ultrasound rays, after interaction with the
cross-section materials is recorded. This recorded data is fed as input to the pro-
posed algorithm. The results are illustrated in Fig. 4b–d. As briefed in the previous
section, the algorithm starts with a population of randomly created initial guesses to
the specimen cross section; one of such solution guesses is shown in Fig. 4b. It
should be noted that the resolution of initial solutions is 8 � 8, which is half of the
final desired resolution of 16 � 16. Following the multiple stage strategy, the
algorithm gives an intermediate best solution, with the current coarser resolution of
8 � 8 as shown in Fig. 4c. At this stage, the algorithm updates the population of
solutions with 8 � 8 resolutions, to a finer resolution of 16 � 16, by subjecting the
former population to the operators: refine, freeze, and update. Next, the defined GA
operators, simulated binary crossover, polynomial mutation, and elitism, are applied
repeatedly, on the updated population resulting in the final solution as shown in
Fig. 4d. Figure 4e illustrates the trend of convergence (showing variation of fitness
or error as a function of the number of iterations or generations of the algorithm) in
a semi-log plot. The intermediate spike in the fitness is noticed at generation
number 2000. The spike corresponding to the point of the intermediate solution in
Fig. 4c is the start of the second stage of algorithm. The sudden degradation in
fitness is noticed when the current population of solutions with 8 � 8 coarser
resolution are exploded to solutions of 16 � 16 finer resolution.

The estimated characteristic property, in each of the pixels of the reconstructed
solution, is compared with the corresponding values in the test specimen. The
difference between them (i.e. the error in reconstructed characteristic property) is
shown in the stem plot of Fig. 4f). It is observed that the maximum error in all the
256 pixels is approximately 30 units indicating below 1%. Comparison of two
solutions by looking at the errors in each pixel is a difficult task. To overcome such
situations, an overall quality metric, namely the root mean square error, in Eq. (2) is

Table 1 GA parameters values used in the study

Parameters Set value

Maximum number of
generations

Starting with 2000, increased by three times the current value with
every update in grid resolution

Population size Final grid resolution

Crossover probability 0.8

0

0

h3
Mutation probability Starting with 1/(current grid resolution)2, updated to one-fourth the

current value with every update in grid resolution

eta_c 10

eta_m 20

A Multi-stage Evolutionary Tomographic Reconstruction … 141



introduced considering the errors in all pixels into a single value. However, this
comparison of different solutions is feasible only when working with synthetic
cross sections.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xres

i¼1

Xres

j¼1

prop specimen i; jð Þ � prop solution i; jð Þð Þ2
vuut ð2Þ
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Fig. 4 Results of reconstruction (RUN3) with resolution of 16 � 16: a test cross section to be
reconstructed, b initial random solution, c reconstructed solution with 8 � 8 resolution,
d reconstructed solution with final resolution of 16 � 16, e fitness history plot, f error in each
pixel of the reconstructed cross section
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Fig. 5 Results of reconstruction (RUN5) with resolution of 32 � 32: a test cross section to be
reconstructed, b initial random solution, c reconstructed solution with intermediate resolution of
8 � 8, d reconstructed solution with intermediate resolution of 16 � 16, e reconstructed solution
with final resolution of 32 � 32, f fitness history plot, g error in each pixel of the reconstructed
cross section
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where RMSE is the overall quality metric, (i, j) corresponds to a pixel in the
discretized cross section, res is the resolution of reconstructed solution, and
prop_specimen and prop_solution are matrices of real values representing the
characteristic properties of material distribution across the cross sections of the
specimen and reconstructed solution, respectively.

The adequacy of the proposed methodology is examined further by applying for
reconstruction of test cross section with higher resolution of 32 � 32 in Fig. 5a.
The results in Fig. 5 are similar to those obtained from lower resolution of 16 � 16
in Fig. 4. It should be noted that the algorithm solves the problem at hand in three
steps—starting with a coarse resolution of 8 � 8 (Fig. 5c), updating to an inter-
mediate solution of 16 � 16 (Fig. 5d) resolution, and finally giving the solution
with required resolution of 32 � 32 (Fig. 5e). The two intermediate peaks in
Fig. 5f correspond to the points, where the solutions are updated from a coarser grid
resolution to relatively finer grid resolution. Figure 5g illustrates the error in
reconstructed characteristic property value in each of the pixels. It is observed from
Figs. 4 and 5 that the algorithm starts with a wide range of randomly generated
property values, narrows down as it progresses (from one stage to the next stage),
and matches finally the range of characteristic property values in the test specimen
cross section.

4 Conclusions

This paper presents a modified real-coded genetic algorithm, which is well suited
for the reconstruction of the cross section of engineering test specimens. The
principal modification to earlier reported work is the use of real GA principles, in
place of binary-coded GA principles. These modifications provide the user with the
flexibility of supplying necessary input within the acceptable wide range of limits,
in contrast to the requirement of specification of the exact discrete values of input in
earlier reported studies. The adequacy of the proposed algorithm is demonstrated
considering several simulation studies with different synthetic test specimens. The
multiple-step strategy is shown to take less time when compared to the single-step
strategy of previous studies utilizing the binary-coded GA. It is to be noted that the
results in general depend on the setting parameters of the algorithm. In this study,
parameters are set after several trial simulations with different values of GA
parameters, including the probability of crossover, probability of mutation, and the
maximum number of generations. Future work is directed towards the identification
of robust parameter settings by performing extensive parametric studies using
statistical approaches.
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Recent Trends on Furnace Design
and Stirrer Blade Geometry Used in Stir
Caster: A Focused Review

Ashish Kumar Singh, Sanjay Soni, and R. S. Rana

1 Introduction

Over the past few years, a considerable increase in the development of lightweight
metal matrix composites (MMCs) has been realized so that they could be intro-
duced into several significant applications such as automobiles, aerospace, marine,
and structures. Aluminum metallic composites (AMCs) are greatly attractive in
such applications owing to their superior physical and mechanical applications [1].
AMCs can be defined as materials composed of pure Al alloy (Al) as matrix phase
and ceramic and organic compounds as reinforcing phase incorporated in volume %
or weight % and various forms such as particulates, fibers, and whiskers [1, 2]. The
choice of reinforcing phases relies on the anticipated outcomes and intended
applications of the produced composite. The lighter reinforcing materials open up
the opportunity of applications where reduced weight has emerged as a major
priority [3]. In this review article, specific attention has been made to particulate
reinforced AMCs, because of their abundant availability, economics, and ease in
distribution inside the matrix phase during production. Particle reinforced com-
posites exhibit isotropic properties with easier and cost-effective production and
thus are more interesting over continuous fiber reinforced composites [4].
Particulate reinforced AMCs are largely employed in aerospace, automobiles, and
structural applications owing to their higher stiffness, improved strength-to-weight
ratio, better fatigue resistance, greater wear resistance, better stability at elevated
temperature, and superior conductivities (electrical and thermal) over the conven-
tionally used engineering materials, which provide the capability to meet the var-
ious design criteria of a wide range of elements in advanced engineering fields [5,
6]. Among all ceramic particulates, SiC, Al2O3, and B4C were recognized as fre-
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quently used particulates in the manufacturing of AMCs which offer enhanced
mechanical properties at fairly reduced production cost [7].

The anticipated properties from AMCs also significantly rely upon the pro-
duction method; thus, the choice of processing technique plays a vital character to
conform with engineering demands and to offer competent features. The economics
of a processing method of AMCs is a very important aspect to upgrade their
applications. The primary processing techniques adopted for bulk AMCs are
compocasting, stir casting, direct melt oxidation method, infiltration, and powder
metallurgy [8, 9]. In addition, as per the Scopus Search (www.scopus.com) data-
base, a pie chart (refer Fig. 1) has been shown to portray the various processing
methods for the past one decade, which clearly shows that stir casting underlying
liquid state processing method is the most commonly adopted production method.
In a study, Shirvanimoghaddam et al. [10] reported nineteen review articles
available in the field of metallic composites from the year 2000, where ten out of
these articles were found to deal with processing techniques. In another review
study, Torralba et al. [11] made attention on the processing of MMCs by using the
powder metallurgy method. Mg metallic composites were the focus of Ye and Liu
[12] where only one subsection was dealt with the processing routes. Furthermore,
Miracle [13] only focused on the fabrication methods briefly where the attention
was made on the MMCs properties making them appropriate for many engineering

Fig. 1 Publications on several production methods for AMCs. Source www.scopus.com
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applications. Similarly, Ye et al. [14] made focus on the fabrication of MMCs
through the injection molding method. Casati and Vedani [15] focused on MMCs
reinforced with nano-sized particulates. Another study made by Qu et al. [16] was
concentrated on metallic composites for thermal applications. Kala et al. [17]
presented tribo-mechanical characteristics of AMCs produced through the stir
casting route. Silvestre [18] and Bakshi et al. [19] reviewed metallic composites
dispersed with carbon nanotubes (CNTs) and therefore very explicit where a wide
spectrum of reinforcing phases and the processing methods are yet to be covered.

Based on the available literature, it is very apparent that comprehensive reviews
especially on furnace design and stirrer blade geometry of stir caster used to pro-
duce AMCs are very scarce. Therefore, in the existing review article, a critical
assessment has been carried out to deliver an extensive overview of the furnace
design and various associating factors to stirrer blade geometry involved in the
production of AMCs through stir casting method.

2 Liquid State Stir Casting Method

This method comprises of dispersal of reinforcement (particulates or fibers) into the
melt of matrix material and subsequent mixing of these elements using rotating
stirrer [20], refer Fig. 2. In a study, Rohatgi et al. [21] synthesized A356-FAp
composites using a melt stirring route and found that composites can be effectually
applied in numerous lightweight components with limited economics. Reddy et al.
[22] produced Al 6061/SiCp/B4Cp metallic composites by stir casting method and

Fig. 2 Stir casting route [23]
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detected better wettability and noteworthy improvements in the strength and
hardness.

In several studies, the geometry of reinforcing phases [24], melt temperature of
matrix [25], type of furnace used for the heating of matrix [7], preheating of
reinforcing phases [26] and mold [27], mode of pouring [28], design of stirrer blade
assembly [29], and some other process variables such as feed rate [24] and stirrer
rotation time and rotational speed [29] have been reported as major factors that
affected the quality of castings. In the following sections, two of these, namely
furnace design and stirrer blade geometry, have been discussed exclusively.

2.1 Casting Furnace Design

Based on the melting process, several furnaces are being adopted during the
development of AMCs using stir caster. Amongst, electrical resistance type of
furnace is being prominently used as it offers better flexibility with a wide range of
possible modifications that can be effectively incorporated in this furnace [7, 30].
Going through several research studies, the following modifications (refer Fig. 3)
were found in the furnace design used in the production of AMCs.

Coal-fired Heating Furnace

This method involves heating of matrix material using a coal-fired furnace, and a
blower is employed to draw the generated heat inside the furnace as well as to
distribute it all over in the crucible. Reinforcement is brought into the matrix melt

Fig. 3 Heating furnace designs used in stir caster
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after mechanical stirring. In an investigation, Annigeri and Veeresh Kumar [31]
reviewed different methods used in the manufacturing of the Al metallic composites
and reported the coal-fired furnace as the basic among all other casting furnaces.

Electrically Heated Stir Caster

These types of furnaces are the most commonly used casting furnaces, where
electrical resistance heating furnace has been noted to be one of the most commonly
employed furnaces and is thereby being discussed in subsections ahead.

Stir Caster Assisted with Ultrasonic Transducer

This type of casting furnace is being mainly used while dealing with nano-sized
particulates in the production of Al-based composites. This furnace mainly involves
an extra element, namely an ultrasonic probe, to agitate the composite mixture so
that proper mixing can be imparted [32]. In a study, Patel et al. [33] inspected the
impact of ultrasonic stirrer onto the micro-mechanical behavior of AA 5083/TiCp
in-situ composites and reported uniform dispersion of TiCp, leading toward
upgraded strength and hardness. Srivastava and Chaudhari [34] also employed an
ultrasonic transducer for 3 min with a 20 kHz frequency during producing AA
6061/Al2O3np and resulted in outstanding particle spreading throughout the
mixture.

Two-way (Modified) Stir Caster

Herein, stirring is conducted at two phases, i.e., semi-solid (mixed) phase and
complete liquid phase in the molten mixture, which indorses very even mixing of
reinforcements and superior bonding between the elements [35]. In a study,
Sambathkumar et al. [36] used this furnace to cast AA 7075/SiCp/TiCp-based
composites and perceived enhanced tensile strength and hardness in the comparison
with unreinforced matrix alloy.

Stir Caster with Inert Environment and Bottom Pouring

Herein, the conventionally used stir caster is equipped with an attachment creating
an inert atmosphere and a bottom pouring component. The above setup includes the
advantages of both the additional attachments and eliminates the occurrence of
unsought chemical reactions due to atmospheric gases and provides improved even
dispersion. In an investigation, Amirkhanlou and Niroumand [37] employed this
type of stir caster in the manufacturing of A356/SiCp-based composites; herein, SiC
particles were incorporated using an extra connection provided at the junction point
of a flow regulator and Ar gas carrier. It was stated that using these attachments,
homogeneous spreading of particles, limited porosity %, and superior bonding
(wettability) between the constituents were attained and therefore leading toward
enhanced mechanical properties.

Stir Caster with Squeezer and Bottom Pouring

Herein, individual merits of the two different components, namely squeezer and
bottom pouring arrangements, can be obtained by assisting these components with
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the conventionally used stir casting furnace [38]. Employing squeezer and bottom
pouring, the better quality of castings can be achieved with very limited minor
casting defects. In an investigation, Kannan and Ramanujam [39] casted AA7075/
SiCnp/Al2O3np-based composites attaching these additional components and
reported improved mechanical properties as compared to the unreinforced base
alloy.

Furnace with Disintegrated Melt Deposition

This can be termed as an upgraded form of the formerly used spray deposition
method which is being mainly employed to avoid the unevenness in the distribution
of particles and to provide improved interfacial integrity between the composite
elements [40, 41]. Herein, the disintegration of the poured composite melt is carried
out using two inert gas jets inclined at an angle of around 90° with the stream of the
melt and subsequent deposition onto a substrate. In a study, Gupta et al. [42] used
this method in the production of SiCp-dispersed AMCs and observed regular dis-
tribution of particles, improved mixing, and robust interfacial wetting between the
constituents and thus leading greater desired properties.

Table 1 has been provided below to summarize the salient features of different
heating furnaces used in the processing of AMCs.

Table 1 Various furnaces and their salient characteristics adopted in the development of AMCs

Furnace Design Notable Features References

Advantageous Adversative

Conventional furnace Easier handling Some sites of clusters [43]

Coal-fired furnace Reduced consumption
of electricity

By-products of Solid
wastes

[31]

Electromagnetic
furnace

Better dispersion of
particles

Expensive, porosity
with higher frequency

[30]

Stir caster assisted with
an ultrasonic transducer

Outstanding dispersal
of reinforcing particles

Expensive, limited with
nanoparticles,
agglomerated sites

[34]

Two-way (modified)
caster

Superior bonding,
consistent dispersal

More care required in
the stirring of slurry

[36, 44]

Stir caster with squeezer
and bottom pouring

A significant
decrement in porosity

Expensive, slower [39]

Stir caster with the inert
environment and
bottom pouring

Homogeneous
dispersal, reduced %
porosity and defects

– [45–47]

Furnace with
disintegrated melt
deposition

Greater integrity at
interface

Expensive and lengthy [42]
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2.2 Stirrer Blade Geometry

The design of the stirrer blade assembly has also been recognized as one of the
influencing factors affecting the quality of castings [29, 48]. In this section, various
associating factors such as the impeller blade angle, the height of the melt, and
stirrer in the crucible have been discussed.

Impeller Blade Staging

In several studies [29, 31], two or more than two blades were employed with the
impeller to create a vortex and to obtain favorable mixing of the constituents
present in the composite mixture. Furthermore, multistage blades (refer Fig. 4) were
also installed with the impellers to offer greater mixing of the constituents.
However, impellers with the multistage blade are being generally used in the
manufacturing of chemical products, while single-stage impellers have been rec-
ognized as the most appropriate in the development of AMCs using stir caster [29].

Blade Angle

The vortex formed by the rotating stirrer promotes the shifting of the reinforcements
in the matrix melt from the free surface, and shearing offers the splintering of the
gathered reinforcing elements enabling inconsistent spreading [24, 29]. Therefore,
the selection of a suitable blade angle becomes a critical phase to accomplish
promising shearing phenomena and axial flow (refer Fig. 5). Modeling techniques
such as water models and computational fluid dynamics (CFD) are being widely
used to observe the impact of blade angles on the quality of the castings. In
numerous research investigations [24, 29, 48], different impeller blade angles such
as 15°, 30°, 45°, 60°, and 90° were taken, and the blade angle of 30° was conveyed
as the best suitable promoting homogeneous dispersion of the reinforcing

Fig. 4 Multistage in impeller blade [24]
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particulates with reduced agglomerated sites. Furthermore, it was also stated that at
a higher angle, particles were noticed to gather in the locality of the blade tip
resulting in larger radial variation. Besides, greater shearing phenomena also
occurred at higher blade angles leading toward the adversative mixing of the ele-
ments. However, at the lower blade angle, embedded particles were merely dis-
tributed near the rotating stirrer leading toward inferior mixing of the elements.

Impeller Blade Size (Diameter)

The dispersion of the reinforcing particles also relies on the size of the impeller
blade (diameter) which is generally expressed in the term of the crucible diameter.
Impeller blade size must be optimized as a higher impeller diameter resulted in
reinforcing particulates more concentrated in the center of the bottom of the cru-
cible, while a lower impeller diameter led more particle suspension at the crucible
periphery causing a limited transfer of the particles to the center. The optimum
impeller diameter (d) should be 0.5 times of the crucible diameter (D) for a crucible
having a flat base subjected to single-stage stirring at 550 rpm [49], and it should be
0.55 times of crucible diameter (D) for a crucible having semispherical base sub-
jected to multistage stirrer rotating at 1000 rpm [29], refer Fig. 6, while the width of
the blade (b) should be 0.1–0.2 times of crucible diameter (D) [50].

The boundary layer theory of Ekman related to the lifting of the particle in the
whirling fluid is well predictable during the initial stirring phases. Secondary axial
flow is created through the Ekman layer where momentum transfer occurred from a
higher momentum region to a lower momentum region. Characteristic velocity (VE)
in the Ekman layer and spin-up time (t) scale are given in Eqs. (1) and (2),
respectively.

Fig. 5 Impeller blade angle
[24]
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VE ¼ H2=tð Þ ð1Þ

t ¼ EX2� ��1=2 ð2Þ

where X stands for angular velocity, H2 stands for the height of the free surface of
the melt, and E stands for the Ekman number.

The correlation of the observed lifting of the particle in the layer with flow
variables is given by the particle dispersion number (PDN), which is defined as a
ratio of VE and terminal falling velocity.

PDN value greater than one indicates that secondary axial flow velocity is higher
than that of the settling velocity; therefore, convection of the particles happened to
the top of the molten mixture, whereas the particles would remain at the bottom for
the PDN values lesser than one. PDN for a rotating coaxial flow is expressed as
given in the Eq. (3) [50].

PDN ¼ H2 lxð Þ1=2
n o.

R1=4
i d3=4Vt

n oh i
ð3Þ

where Vt stands for settling velocity, l stands for slurry viscosity, H2 stands for melt
height, d stands for the gap between outer and inner, Ri stands for inner radius, and
x stands for angular velocity.

Impeller Blade Position

The impeller blade position into the composite mixture was also found to play a
vital role during the mixing of the composite elements. In an investigation, Hashim
et al. [50] recommended the optimum position of the impeller blade assembly into
the mixture (refer Fig. 7) and stated that impeller height (H1) should be around 30%
of the total free surface height (H2) in the composite melt. A proper position of this

Fig. 6 Impeller and crucible
diameters [24]
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assembly prevents the occurrence of agglomerated sites and consequences
unvarying the distribution of the embedded phases into the molten matrix.

3 Concluding Remarks and Future Prospects

Considering the initial treatment conducted for the matrix phase, liquid and solid
state methods have been acknowledged as the prime processing routes for AMCs.
However, some semi-solid state (mixed-phase) processing routes such as com-
pocasting and thixocasting are also being used. Based on the database (Scopus
search), the stir casting route has been reported as one of the prominent techniques
used for the development of AMCs as this method provides informal handling of
the process with limited cost. This review article recommends that depending on the
requirement, appropriate modification in the casting furnace such as an ultrasonic
probe, inert atmosphere, bottom pouring mode, and squeezer can be carried out
during the production of AMCs. Besides, a single-stage impeller blade assembly
containing three blades at an angle of 30° would be more suitable for stirrer blade
geometry. In the existing review article, only two major aspects, namely furnace
design and stirrer blade geometry, have been taken into consideration. However,
there are many other factors such as stirrer rotational speed and time, melting
temperature of the matrix material, the geometry of reinforcing phases, and feed
rate which affect the quality of produced castings and, therefore, must be reviewed
and discussed properly.
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Fig. 7 Impeller blade position into the melt [49]
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Design Consideration for e-Rikshaw
with Regeneration Capability

Manoj Kumar and Amit Ojha

1 Introduction

Electric Vehicle is gaining popularity days by days due to its inherent advantages
such as no emission, very low running cost, low energy consumption, low main-
tenance and high performance [1–3]. e-Rikshaw belongs to the family of e-vehicle,
due to the advantages of e-Rikshaw over conventional rikshaw, e-Rikshaws are
gaining lots of popularity as public transport. Conventional Rikshaws are popular in
most Indian cities for local short distance travel due to its ease of availability. These
ordinary Rikshaws are driven by Internal Combustion Engine which has efficiency
around 20% and leads to CO2 emission which aggravate the environmental con-
dition during winter [4]. Therefore, a fair amount of thrust is being given by
Government of India to promote this segment. Hence, nowadays, battery powered
e-Rikshaw are becoming popular due to reduction in running cost, no CO2 emis-
sion, reduced maintenance, increased price of fossil fuel. E-vehicle has some dis-
advantages like low driving range, longer recharging time and battery cost [5].
Continual efforts are being made by researchers around the world to overcome these
drawbacks [6]. Main source of energy for e-Rikshaw is battery which has limited
energy and it runs around 50–60 kms per charging and recharging takes 8–10 h.
A further efficiency boost and recapturing of brake energy will further glorify its
popularity due to improvement in running kms per charging cycle of battery.
Selection of power rating and design consideration for electric vehicles with their
issues has been dealt in [7–10]. Motors and inverters for electric vehicles are dealt
in [11–15]. The research which deals with regenerative braking capability of
e-vehicle is covered in [16–27] Comprehensive design considerations which are
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mandatory for designing an e-Rikshaw are rarely considered till now. Also, the
various energy efficient measures specifically regenerative capability which is
making e-Rikshaw most efficient are yet to touch. Therefore, author has made an
exhaustive effort to concentrate the design consideration of e-Rikshaw with
regenerative capability. The proposed key features will benefit researchers as well
as industries for the development of an efficient e-Rikshaw with improved features
such as efficiency improvement, proper selection of components and enhancement
in running per charging.

2 e-Rikshaw Drive System

e-Rikshaw is becoming inherent part of modern transportation system now-a-days
due to its various advantages over conventional auto-Rikshaw. The main compo-
nents of E-Rikshaw are structure frame, battery, inverter, motor, gears and drive
wheels (Fig. 1). The dynamic response of e-Rikshaw is very fast as compared to
conventional auto-Rikshaw. It takes hardly a few seconds to reach its maximum
speed. It is almost free from wear and tear as its uses electric braking methodology.
Battery is prime source of energy when driving and it can also restore energy during
braking if e-Rikshaw has regenerative capability. A three-phase voltage source
inverter and its controller convert the battery voltage into 3-phase AC voltage
which is fed to driving motor. The same inverter system works as boost chopper
while braking and kinetic energy of e-Rikshaw is fed back to battery. Motor drive
fitted with gear system finally drives wheels of e-Rikshaw.

Figure 2 shows the schematic of controller required for e-Rikshaw [28]. The
controller comprises three PI controllers, Clarke, inverse Clarke and inverse park
transforms, space vector modulation, phase voltage construction and sliding mode
observer. The hardware of e-Rikshaw controller consists of voltage and current
sensors, driving motor and metal–oxide–semiconductor field-effect transistor
(MOSFET)/Insulated Gate Bipolar Transistor (IGBT) based voltage source inverter.
The control command is derived from reference speed which is fed through hand
operated potentiometer in e-Rikshaw. The reference speed signals (xr*) is

BATTERY INVERTER MOTOR GEARS

WHEEL

WHEEL

Fig. 1 Basic block diagram of e-Rikshaw
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compared with the actual motor speed (xr) which is estimated through sliding mode
observer [27]. The error signal is processed through PI speed controller and limiter
block limits the output of speed controller. The output from the limiter block is
tractive effort reference command (Iqref*). The sensed currents are converted in
alpha-beta reference frame and again converted to rotating d–q reference frame. The
Iqref* is compared with actual Iqref and error is processed through torque controller
(PI controller). Flux reference current Idref* is kept zero below base speed. The
gating signals from Space Vector Pulse Width Modulation are the output of torque
controller and flux controller after inverse Clarke and park transformation.

The drive system in braking mode is shown in Fig. 3. In the braking mode, the
motor act as a generator and inverter acts as boost chopper. The lower leg of IGBTs
module is gated as per switching logic derived from zero crossing detector and
kinetic energy converted into electrical energy which is used for battery charging.
Battery charging reference current is decided as per braking logic and charging
reference current Ich_ref is compared with charging current Ich which is sensed from
a sensor. The error signal is then processed through PI controller which generates
the PWM switching duty for boost chopper. The transfer of energy depends on
vehicle speed, loading condition, running condition, battery condition, etc. [16–26].

A typical e-Rikshaw Parameter is summarised below:

• Battery Capacity: 100 AH, 48 V
• Motor rating: 1.0–3 kW

Q1 Q2 Q3

Q4 Q5 Q6

PI
abc

---------
dq

ω_ref

ω_est

Speed

Iq

PI
Id_ref

Id

PI
Abc

--------
dq

Iq_ref

Posi on

Iabc

SVPWM

Speed & Posi on
Es ma on

BATTERY
BANK

Posi on Genera on
Using ramp

PMSM

Ta, Tb, Tc
Vdc

Vdc

Fig. 2 e-Rikshaw control drive system
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• Load Capacity: 500–1500 kg
• Speed: 25–35 kmph
• Max running in one charging: 60 km
• Charging time: 8–10 h

To maximise the overall efficiency of e-Rikshaw, the author proposes the design
considerations and explained in detail in the following sections.

3 Shape of e-Rikshaw

The shape of e-vehicle is very important in maximisation of its efficiency. For
e-vehicle drive system efficiency enhancement, shape of vehicle must be chosen
carefully. The force acting on driving body of vehicle can be calculated as:

Fd ¼ 1
2
qACdv

2 ð1Þ
where

Fd = Drag force (N-m)
q = Air density (kgm−3)
A = Frontal area of vehicle (m2)
v = Speed of vehicle (ms−1)
Cd = Drag coefficient.

Drag force should be as minimum as possible for improvement in vehicle effi-
ciency. Ideal body shape is similar to teardrop as shown in Fig. 4 it faces minimum

Q1 Q2 Q3

Q4 Q5 Q6

ZCD

Ich

PI Switching 
Logic

Ich_ref

Vabc

PWM

BATTERY
BANK

PMSM
Vdc

Fig. 3 Braking control block diagram of e-Rikshaw
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drag force. Drag coefficient Cd varies from 0.1 to 0.5 and air density can be taken as
1.2 kgm−3. It can be seen from Eq. 1, the drag force is directly proportional to drag
coefficient. Hence, care must be taken to keep it as minimum as possible. A typical
shape of e-Rikshaw showing dimension is shown in Fig. 4.

4 Rolling Resistance

Rolling resistance is defined as a force acting against the motion of wheel and plays
a vital role in vehicle efficiency, hence, need proper attention during the design of
vehicle system. It is also known as rolling friction. In general, rolling resistance
consumes around 20–50% of fuel/battery energy. 10% reduction in rolling resis-
tance improves vehicle efficiency by 3%. Out of total energy consumes by rolling
resistance, 1–5% is contributed by aerodynamic drag and 9–10% by road friction
and 85–95 is exhausted in internal friction or hysteresis of material, therefore, it is
the main area of concern for improvement of vehicle efficiency, i.e. tyre design is
very important. There are mainly three parameters such as tyre pressure, load and
slip angle. Tyre pressure increases with temperature, increased pressure reduces
rolling resistance. Load resistance is directly proportional to load and slip angle
comes into picture while turning a vehicle.

Rolling resistance can also be defined as friction between two surfaces when one
or both are free to rotate or move. It is a combination of many forces acting between
wheel and ground. It is less compared to static and sliding friction, hence, wheel
and ball facilitate motion. The Fig. 5 explain the phenomena of rolling friction:

Rolling drag force on a vehicle can be calculated as:

Fr ¼ urMg ð2Þ
where

Fr = Rolling drag Force (N-m)
ur = Rolling coefficient
M = Weight of vehicle (kg)
g = Gravitational force (ms−2).

Fig. 4 Proposed
aerodynamic shape (all
dimensions in mm)
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Rolling force is directly proportional to rolling coefficient. It varies from 0.005 to
0.015 depending upon the type of tyre. Therefore, tyre selection is very important
especially for low speed vehicles.

5 Gear System

A transmission system is required for transfer of motion from motor to wheels in an
electric vehicle. In IC engines, clutch, gearbox, propulsion shaft and differential
gear are required for transmission. At each stage in a conventional system, there is
power loss which makes overall efficiency of standard Rikshaw to the tune of
around 20%. In e-Rikshaw, electric motor is coupled to a gear system for speed
reduction that drives the wheels of a vehicle. A typical arrangement of motor and
gear drive is shown in Fig. 6. Gear ratio for e-Rikshaw is normally derived using
speed, motor RPM and torque requirement. Improper selection of gear ratio will
lead to increased/decreased torque in a vehicle. Further, it will lead to wear and tear
in vehicle, i.e. increased maintenance. The controller must be suitably designed to
transmit the required tractive force to wheel. Most popular materials being used for
gear manufacturing are compared in Table 1.

Fr

g

Fig. 5 Rolling resistance
force

Fig. 6 Speed reduction gear
system
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6 Weight of Vehicle

Body material selection is very-very important for e-Rikshaw. Being a passenger
vehicle, material selection must meet safety requirements for the segment as well as
weight of material be optimum to maximise the efficiency of vehicle. Use of
high-grade stainless steel (HSS) can reduce weight by 20% and further 20% weight
reduction is possible by use of aluminium, plastic, polymer composite and carbon
fibre composite. Use of such advanced material can reduce vehicle weight by 60%.
Use of advanced material makes the initial cost higher but these are finally cheaper
in long run as efficiency is directly affected by weight of vehicle, therefore, weight
of any vehicle has a critical effect on the performance. Refer to Fig. 7 showing the
force acting on vehicle. The force acting on a vehicle can be calculated as:

Fm ¼ MgSinh ð3Þ
where

Fm = Force due to weight (N-m)
M = Weight of vehicle (kg)
g = Gravitational force (ms−2)
h = Climbing angle (Degree)

When the design for a flat road, i.e. h is zero. Force acting will also be zero.

Table 1 Gear material comparison

Gear
material

Advantages Disadvantages

Aluminium High durability, corrosive resistance, light
weight, Easy manufacturing, non-magnetic,
low noise, good strength and life

Higher thermal expansion
coefficient, low tensile
strength

Aluminium
alloy 7068

Corrosive resistance, light weight, low noise,
good tensile strength and life, higher thermal
conductivity, good efficiency

Cost is very high

Brass alloy Low cost, easy processing, good hardness,
good electrical and mechanical conductivity,
high strength, good ductility, high corrosive
resistance

Higher weight

Fig. 7 Force on moving
vehicle
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7 Kinetic Energy

Kinetic energy of a vehicle is the energy that it possesses due to its motion. It can
also be defined as the work needed to accelerate a vehicle to a defined velocity.
Vehicle in motion conserves this energy. This energy can be recovered mainly
during braking. The kinetic energy of a vehicle moving with a speed (v) can be
calculated as:

W ¼ 1
2
Mv2 ð4Þ

where

W = Kinetic energy (joules)
M = Weight of vehicle (kg)
v = Speed of vehicle (ms-1).

When brake applies to a driving vehicle, this kinetic energy stored in rotating
part of vehicle is converted into heat and resulting in wear and tear issues in vehicle.
For enhance e-Rikshaw efficiency, this energy must be fed back to battery, i.e.
regenerative braking [19]. The considering the conversion efficiency, the maximum
recovery is around 50%. The rotating part of a vehicle also contributes to kinetic
energy and it can be calculated as:

Wr ¼ 1
2
Iw2 ð5Þ

where

Wr = Rotational kinetic energy (joules)
I = Moment of Inertia (kgm2)
w = Speed of rotation (rads−1).

8 Motor for e-Rikshaw

In an electric vehicle, drive movement to wheels of a vehicle is given by motor. The
various motor like DC motor, Induction motor, permanent magnet brushless DC
motor and permanent magnet synchronous motor is in use for e-vehicle [29–32].
DC motor control is very easy but rarely used in e-vehicle due to low efficiency and
higher maintenance. Permanent magnet machines and induction machines are major
contenders for electric vehicles now-a-days. Efficiency, power to ratio and torque to
volume ratio are higher in PM machines therefore preferred over induction motors
even after higher cost. PMSM is the best choice for e-vehicle due to its various
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advantages over other motors [33–35]. Table 2 presents the comparison of different
electric motors in terms of performance required for e-Rikshaw.

The mandatory basic requirement of e-Rikshaw with respect to motor are
summarised below:

• Must have high instantaneous power with high power density
• Essentially high torque at low speeds for starting and climbing, as well as a high

power at high speed for cruising
• Required wide speed range, in constant-torque and constant power regions
• With good torque response, high efficiency and regenerative braking
• High reliability and robustness for various vehicle-operating conditions
• With Competitive cost

Considering the above, the selection of traction motor for an e-vehicle system is
a critical step in designing the overall system. Motor can be chosen based on
efficiency, cost, reliability, power density, technology and control and regeneration
capability. In the current scenario: DC motor, induction motor, permanent magnet
DC motor, permanent magnet synchronous motor and switched reluctance motor
are available as choice. In reference [15] published in 2008, induction motor has
been presented as best choice.

DC motor is a good candidate for traction application, however, its bulky con-
struction, low efficiency, low reliability and high maintenance due to commutator
and brushes makes it inferior nowadays compared to other available alternatives. It
has limited regeneration capability as its need excitation. Induction motor is popular
because of its ruggedness. Implementation of FOC technique makes it equivalent to
DC motor. Main drawback is limited constant power operation due to breakdown
torque limits. Enhancement in breakdown torque makes it bulky and it also has
limited regeneration as it needs excitation. Permanent magnet machines have highest
power density and efficiency. These motors have magnets at rotor, i.e. built-in
excitation source resulting in good regeneration capability. High cost looks a
drawback with this motor. Switched reluctance is also becoming popular due to its
ruggedness. It also has good regeneration capability. The torque ripples and acoustic
noise are the main issues. Table 3 presents the type of motor used in e-vehicles.

Table 2 Comparison of electric motors for e-Rikshaw

Characteristic Motor

DC motor Induction motor PMSM/BLDC motor

Power density Lowest Medium Highest

Controllability Easy Complex Medium

Reliability Low Highest High

Efficiency Lowest High Highest

Technology status Very matured Matured Almost matured

Cost Lowest High Highest

Overall Poor Good Best
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9 Inverter/Converter Topology

An inverter is required to convert battery DC voltage into 3-phase PWM output to
drive e-vehicle motor. A three-leg inverter is required to drive the motor used in
e-vehicle. Permanent magnet synchronous motor is one of the best candidates for
e-vehicle and it is being driven by an inverter. A most popular 3-leg inverter for
e-Rikshaw is shown in Fig. 2. The e-Rikshaw is low voltage drive and is driven by
48 V battery. Low voltage automotive series MOSFETs are recent development by
devices manufacturer such as Semikron, Toshiba, Fuji, Infineon. These devices
have very low conducting resistance and very low switching frequency loss,
therefore, best suited for this voltage range inverters for e-vehicles. In braking
mode, 3-leg inverter is operated as boost chopper and at high switching frequency
to transfer kinetic energy stored by vehicle to battery. The availability of these
automotive series MOSFET have improved inverter frequency around 10–15% and
it will contribute around 2–3% improvement in overall efficiency of vehicle.

The power circuit of e-Rikshaw consists of solid state power devices such as
diodes, MOSFET, IGBT and associated protection elements. Table 4 highlights the
recent development and contribution of power devices, controllers and sensors, etc.
required for the reliable operation e-Rikshaw.

Fundamental Line–Line voltage can be calculated as

VrmsL�L ¼ p
3=

p
2ð Þ � ma � battery voltage=2

With modulation index (ma) 0.9

VrmsL�L ¼ 1:732 � 0:9 � 48= 2 � 1:414ð Þ ¼ 26:5V

MOSFET with 80 V PIV is well suited for this requirement, however, suitable
snubber and margin must be taken considering for protection against transient
generated due to cable inductance.

Table 3 Type of motors in
e-vehicles

Hyundai Kona EV PMSMS

GMEV1 IM

Tata Tigor IM

Mahindra e2o PLUS P4 IM

Toyota Prius PMSM

Chevrolet Bolt EV PMSM

Ford Focus Electric PMSM

Nissan Leaf PMSM

Honda Accord PMSM

BMW i3 PMSM
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10 Battery Bank

Battery is one of the most important components used in an electric vehicle. It
stores the energy while charging and deliver stored energy to motor through
inverter while driving. It ensures the running of vehicle per charging. Battery
selection is a critical parameter for e-Rikshaw. Battery needs to deliver power
sustained period of time. Various batteries are compared in [36–38]. Still, there are
certain issues that need to be addressed to enhance the performance of battery bank
and summarised in Table 5.

Main question still remains that is cost of e-Rikshaw, the development of
advanced batteries such as nickel metal hydride (Ni–MH), zinc/air (Zn/Air) and
lithium ion (Li-Ion) are in progress to address this problem. Major drawbacks of
battery compared to gasoline are specific energy and energy density. These will be
ruled out by the development of fuel cells in future and commercial growth of EVs
will grow rapidly. But e-Rikshaw control system demands an efficient electric
motor, power converters and electronic controllers at low cost also. Table 6 shows
the available battery options for e-Rikshaw.

The available battery options are critically compared in Table 6. For e-Rikshaw
in the Indian market, NiMH is a good option in terms of energy density and price.

Table 4 Components of power circuit in e-Rikshaw

Components Important features Manufacturers/Model

Power
devices

Silicon-Carbide Based
Power Devices (New
solid state self
commutating) such as
MOSFETs, IGBTs

High voltage, high
frequency SiC devices
with low conduction
losses

DARPA WBST HPE
Program is leading for
the development of
High voltage, high
frequency SiC devices
Renesas, IXYS, ABB,
etc. are the
manufacturer for the
power devices

Controllers Microcontrollers,
FPGA and DSPs based
controller and
programmable logic
devices

Low cost controllers
with high speed
microcontrollers/DSPs
required for control
scheme. Low cost
programmable logic
devices (PLDs) are
gaining popularity for
non-linear controllers.
Easy to implement for
real time applications

XILINX, Texas
Instruments, Analog
Devices Lattice
Semiconductor, etc. are
the key manufacturers

Sensors Current and voltage
sensors

Compatible with high
speed controllers

Honeywell, Life
Engineer Motions,
Rongtech Industry
(Shanghai) Inc., etc.
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But Lithium Ion battery is superior and the price will reduce by 50% in coming next
5 years and market of Lithium Ion battery will increase as these batteries have
advantages like high energy to volume ratio. Battery with 100 Ah capacity is
generally sufficient for 60–70 km running per charging.

Table 5 Challenges for battery bank in e-Rikshaw

Battery
capacity

The lead acid batteries are very common in e-Rikshaw for local public
transport. These batteries deliver around 60–70 km running per charging and
takes around 6–7 h for charging, hence, this must be improved. Limited
battery energy is the main constraint

Battery weight Battery is contributing around 20–40% of total vehicle weight in local
transport vehicles and leading low energy efficiency. Weight reduction of
battery will help in efficiency improvement

Battery cost Low cost lead acid batteries are cost effective, but its energy density is very
low. Recently, new batteries with 3–4 times energy density compared to lead
acid battery have been announced but its cost is very high

Battery
technology

In low cost public transport, lead acid batteries are in use. Lithium battery is
costly nowadays and it is expected that price of lithium battery will reduce
by 100% by 2025, but lithium resource is also limited like fossil fuel. A fuel
cell battery has highest energy density but is yet to come in reality due to
very high cost. Figure 8 represents energy density of various batteries

Fig. 8 Battery energy density

Table 6 Battery options for e-Rikshaw

Battery type Parameter

Cost/
Cycle

Specific
density

Energy
density

Specific
power

Cycle life

Lead acid battery Lowest Low Low Low Low

Nickel metal hydride
battery

Moderate Moderate Moderate High High

Nickel zinc battery Low High Moderate Highest Moderate

Lithium ion battery High High High Moderate Moderate
Lithium sulphur battery Highest Highest High Moderate Low

Lithium ion battery is superior to other types of batteries used in e-Rikshaw
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11 Drive Motor Rating for e-Rikshaw

The input parameters for the calculation of power requirement of e-Rikshaw are
weight of e-Rikshaw (500 kg), Rolling friction coefficient (0.015), aerodynamic
drag coefficient (0.5), air density (1.2), system efficiency 75%. Power requirement
when e-Rikshaw running at rated speed is presented in Table 7.

Hence, a 1 kW 26.5 V PMSM is sufficient to meet system requirements.
A 3-phase inverter using MOSFET device STP100N8F6 meets e-Rikshaw drive
requirement.

12 Conclusions

The paper deals with design aspects of e-Rikshaw for a better tomorrow. Every
aspect which is to be considered for design of e-Rikshaw is presented. It gives a
proper guideline to design engineer who is involved in designing the e-Rikshaw. It
also explains the basic design requirement of various components required for
e-vehicle. A comparison of various motors like DC motor, induction motor,
Permanent magnet motor available for e-Rikshaw application with regeneration
capacity is compared. Permanent magnet machines are the best choice nowadays
due to its high regeneration capability during braking of e-vehicle. The various
devices options are explored and MOSFET/IGBT is best choice for e-Rikshaw
application. Different batteries are compared and Lithium Ion battery is a better
choice as of now. Motor Rating is also derived considering a load of 50 N-m with
key design aspects. The proposed key aspect will definitely be helpful for
e-Rikshaw designers and developers. Future e-Rikshaw will consist of Solar
charging and wireless charging features.
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Liquid-Phase Exfoliation of 2D-MoS2
Nanostructures at Varying Sonication
Times and Their Subsequent Analysis

Mariam Gada, Mohammad Zaid, Mohd. Mudassir Husain,
and S. S. Islam

1 Introduction

TMDCs are compounds of the form MX2 which are made up of transition metal
(M = Mo, W, Hf, Ti, Nb, V) atoms and chalcogen (X = S, Se, Te) elements [1].
These materials are layered, with strong in-plane bonding and weak out-of-plane
interactions, which enables their exfoliation into 2D layers of thickness equal to a
single unit cell [2]. The layer-dependent properties of TMDCs have attracted a great
deal of attention of late. This attention is attributed to the recent advances in sample
preparation, optical detection, transfer and manipulation of 2D materials, and
physical understanding of 2D materials learned from graphene [2]. In graphene,
bandgaps can be engineered through nanostructuring, chemical functionalization,
and application of a high electric field to its bilayer [3]. However, these methods
make it more complex and reduce mobility [4]. On the other hand, many 2D
TMDCs have tunable bandgaps, creating possibilities for interesting new FET and
optoelectronic devices [5].

Moreover, a change in the overall properties of these materials is observed when
they are scaled down from their bulk from to a few sheets at the nanoscale [1]. For
instance, the band gap of MoS2, a transition metal dichalcogenide semiconductor
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[4], changes from being indirect (=1.2 eV) in its bulk form to direct (=1.8 eV) in a
single layer [6]. This direct bandgap results in significant photoluminescence from
monolayer MoS2 as opposed to its absence in the bulk form, thus making it suitable
for optoelectronic applications, including solar cells and light-emitting diodes [7].

The van der Waals forces in the structure of MoS2 are weak enough to allow it to
be exfoliated into resolvable single- and few-layers under the influence of external
forces [9]. Quite a few approaches to obtain these nanosheets have already been
reported in literature [1, 7–9]. Chemical vapor deposition is a method that gives
extremely high yields, but it requires transfer processes and a high temperature [1].
Electrochemical Li-intercalation exfoliation is another technique widely studied;
however, it sometimes results in the conversion of semiconducting properties into
metallic phase [7]. Mechanical exfoliation techniques have been employed to
synthesize MoS2 nanosheets, but the yield remains an issue [8]. Finally, chemical
exfoliation, although good in terms of simplicity, uses toxic, highly flammable
acids which poses threats during research and during large-scale production.
Therefore, the production of high-quality and highly soluble MoS2 nanosheets on a
large scale remains a challenge even today [1].

Liquid-phase exfoliation is a simple, facile process to obtain TMDC nanosheets
effectively, particularly for sensing applications where a large quantity of nanosh-
eets with inherent defects is required [9]. Coleman et al. reported a liquid exfoli-
ation method that could produce large quantities of few layered 2D nanosheets of
TMDCs [8]. They were pristine, and their structures were well retained. However,
the use of solvents like NMP, which have a high boiling point [10], is an issue,
since these kinds of solvents are difficult to remove from the surface of the exfo-
liated MoS2 when it is being transferred onto a substrate [11]. These are also toxic
and hence unfit for industrial purposes [10].

Therefore, low toxicity, low boiling point, and high solubility are parameters that
must be considered while selecting a solvent for the liquid exfoliation of TMDCs.
Hansen solubility parameters (HSP) are a way of determining the solubility of
solvents. The parameter Ra (or the HSP distance) can be considered as a measure of
solubility [12]. Ra varies inversely with solubility, so the smaller the value of Ra, the
greater is the solubility of the solvents. The procedure that we followed in this
research was inspired by previous research [9], in which thin WS2 nanosheets were
successfully exfoliated.

In this study, we have attempted the liquid exfoliation of MoS2 in a mixture of
80:20 acetone and isopropanol. These solvents have low boiling points and are
comparatively safe, and the Ra value for their mixture was calculated to be 5.32 [9].
Further, this mixture along with bulk MoS2 was ultrasonicated in a low-power
ultrasonic bath for different periods of time. Ultrasonication-induced cavitation
effect causes high temperature and pressure, which efficiently exfoliates the bulk
MoS2 into sheets. Finally, the samples were centrifuged to separate the prepared
sheets from the bulk remains and only the top few milliliters were collected for
analysis.
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2 Materials and Methods

2.1 Reagents and Apparatus

Chemicals
Bulk MoS2 (Molybdenum (IV) sulfide powder, <2 lm, 99%) from Sigma Aldrich
(Germany), isopropanol (IPA extra pure AR, 99.5%) from Sisco Research
Laboratories, acetone from Qualigens (M.W. 58.08 g/mol), and deionized water.

Synthesis
Low power bath sonicator (Elmasonic P), ultraviolet fluorescence analysis cabinet
(mlabs), high-speed centrifuge (Remi R-24), measuring cylinders, glass bottles,
beakers, pipettes, droppers, and vials.

Characterization
The morphological structure of MoS2 nanosheets was characterized using FEI Nova
NanoSEM 450 scanning electron microscope at 200 V–30 kV accelerating voltage.
It has an ability to perform both high and low vacuum operations with an ultimate
resolution of 1 nm. To perform elemental composition analysis, it houses an EDS
detector, piezoelectric MiBot micromanipulators, and a nanolithography station.
Raman analysis was performed using LabRAM HR800 JY (micro-Raman spec-
trophotometer). It gives advanced confocal Raman mapping in both two and three
dimensions. Band analysis, crystallinity, polymorphism, and strain can be obtained
using this spectral equipment. XRD peaks of the as-prepared samples were obtained
using a high-resolution X-ray diffractometer (HR-XRD). Widely used to obtain
structural information of materials, this characterization provides a plot analysis
between reflected intensity and detector angle (2h). The distance between parallel
planes of atoms determine the location of diffraction peaks.

2.2 Preparation of Samples

The 10 ml mixture (of 4:1 acetone and isopropanol) was measured carefully. The
50 mg of bulk MoS2 powder was added to the solvent mixture. This was repeated
for six samples and then stored in glass bottles. The bottles were kept in a low
power bath sonicator (set at 100 W, 37 kHz), and the dispersions (labeled 1, 2, 3, 4,
and 5) were ultrasonicated for 2, 4, 8, 10, and 12 h, respectively. Sonication for
variable time periods was done in order to agitate bulk particles by physical
vibrations which resulted in breaking samples apart. One of the samples, bulk
(labeled 0), was kept aside for comparison later on. The sonicated dispersions were
left for a few days, post which they were subjected to UV irradiation (at short
wavelength, k = 254 nm) for 30 min in an inert environment to further exfoliate
bulk frameworks of our samples. Finally, the exfoliated nanostructures were sep-
arated from the unexfoliated bulk using centrifugation, at 3300 rpm for 10 min.
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A part was taken from the top of the dispersions and centrifuged again. About
three-fourths of the supernatants was collected and stored in fresh bottles for
analysis.

The contents of the samples were then transferred onto a Si/SiO2 film using a
dropper, followed by magnetic stirring. The morphological and structural properties
of the prepared nanomaterial films were observed under field emission scanning
electron microscope (for visual distinction of exfoliated MoS2), X-ray diffrac-
tometer (to obtain the crystallographic structural changes), and Raman spec-
trophotometer (to determine the molecular fingerprints).

This paper provides a comparative analysis between the various characteriza-
tions of the synthesized samples. The sample specifications to interpret various
figures, tables, and graphs in this article is given below.

3 Results and Discussion

3.1 FE-SEM Imaging

Field emission scanning electron microscope (FE-SEM) is used to investigate the
morphology and topology of nano- and bulk materials [13]. FE-SEM was given
priority over SEM because of its ability to provide higher resolution images with a
greater energy range. Furthermore, its electron beams enable analysis to be carried
out at low potentials (0.02–5 kV) which helps in avoiding destruction to electron
beam-sensitive specimens.

FE-SEM on the samples was employed to observe the exfoliated nanostructures.
The imaging for all the samples was obtained at two different magnifications (scaled
at 10 lm and 5 lm, respectively). Topographic details of the fractioned surface
were observed for and the results have been illustrated in Fig. 1a–l.

As we move from Fig. 1a which is bulk MoS2 dispersed in the solvent mixture
toward Fig. 2b, c, i.e., the samples that were sonicated for 2 and 4 h, respectively,
we notice nanosheet clusters start to appear. The FE-SEM images of sample 3 and 4
further show the formation of 2D MoS2 nanostructures, thus verifying the suc-
cessful exfoliation of bulk MoS2.

3.2 X-ray Diffraction

X-ray diffraction (XRD) is a robust, non-destructive technique used to characterize
materials that are crystalline. It tells us about structures, phases, and preferred
crystal orientations [14]. XRD was conducted on the sample films to understand the
atomic arrangements in the exfoliated nanomaterials. The results have been sum-
marized in tabular form in Table 1 and illustrated graphically in Fig. 2.
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Fig. 1 FE-SEM images of (a, b) Bulk MoS2, (c, d) Sample 1, (e, f) Sample 2, (g, h) Sample 3, (i, j)
Sample 4, (k, l) Sample 5
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Observed XRD pattern indicated 2h peaks at roughly 14.5° and a sharp peak at
33.12° representing crystallographic planes (002) and (101), respectively.
A significant change in intensities of XRD peaks was observed in all the samples
implying a variance in counts accumulated in the orientation, i.e., having more/less
atoms in a plane. A trivial, high intensity peak for (101) plane shows an exceptional
extent of crystallinity at this point.

3.3 Raman Spectroscopy

Raman spectroscopy provides a lot of information about the molecular structure.
Thus, it plays a significant role in the structural analysis of the prepared materials
[15]. Figure 3 graphically depicts a comparison of different Raman spectra for
different samples that were exfoliated. The data has also been given in Table 2.

As reported in literature, for a 515.4 nm laser, the E1
2g and A1g peaks for bulk

MoS2 appear at 382 cm−1 and 407.5 cm−1, respectively [16]. After exfoliation, we
observe E1

2g peak for sample 4 at about 382.53 cm−1, which as has been reported

Fig. 2 Graphical representation of XRD patterns of all samples

Table 1 Sample
specifications

Sample Sonication time (in hours)

0 (Bulk MoS2) 0

1 2

2 4

3 8

4 10

5 12
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earlier, corresponds roughly to tri-layered MoS2 which exhibits E1
2g peak at

382.7 cm−1 [16]. While there was no hypso/bathochromic shift in A1g peaks, a
significant change in the intensities was observed, ranging from 3 to 7 times when
compared to the bulk counterpart (Table 3).

Fig. 3 Raman spectra of all samples (0–5)

Table 2 XRD peaks for
different samples (angles and
intensities)

Sample First peak Second peak

2h (°) Intensity 2h (°) Intensity

Bulk 14.46 6375 44.52 2916.67

1 14.46 2550 44.56 3229.16

2 14.46 2958.33 44.54 1854.17

3 14.44 1104.16 44.58 2183.33

4 14.46 1933.33 44.58 2537.5

5 14.46 2766.67 44.56 4579.16

Table 3 Raman
spectroscopy analysis with
corresponding first and
second peaks

Sample First peak Second peak

Shift (cm−1) Intensity Shift (cm−1) Intensity

0 382.83 87.91 407.47 172.67

1 381.53 585.40 407.47 882.11

2 382.83 329.33 407.47 501.11

3 381.53 381.53 407.47 829.56

4 382.53 636.01 407.45 1214.32

5 382.83 553.70 407.47 626.86
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4 Conclusion

In conclusion, MoS2 nanostructures were successfully exfoliated using liquid phase
exfoliation from their bulk form using the same protocol through which WS2
nanosheets were fabricated previously [9].

• The properties of MoS2 differed greatly from the results reported [9] of WS2,
both in terms of morphology (as analyzed using FE-SEM) and structure (as
observed in XRD and Raman spectra of the samples). The solvents used in this
study are readily available, comparatively safe, have a low boiling point, and
most importantly are highly soluble. However, exploring other solvents with a
low value of HSP distance (or Ra) could enhance the performance of the pre-
pared nanomaterials.

• We believe that instead of low power bath sonication, if high power probe
sonication is employed to exfoliate the nanosheets, it would increase the yield
and give faster results.

• Further, the MoS2 nanosheets fabricated in this research can be applied for
sensing purposes, owing to the tunable properties that the new material exhibits.
Also, the transformation from an indirect bandgap in bulk MoS2 to a direct
bandgap in the prepared nanosheets [6] can be exploited for their application in
optoelectronic devices.
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Grid Synchronization Techniques:
A Review

Pragya Gawhade and Amit Ojha

1 Introduction

In recent few years, the use of renewable energy sources (RESs) has become very
demanding and currently replacing the reliance on fossil fuels to achieve sustainable
growth and management [1, 2]. Therefore, to integrate various RESs in the power
system, it is important to implement advantages in environmental and economic
terms. The continuous development in renewable energy resources (RES) will
cause a distributed power generation to centralized power generation in coming
years [3–7]. The integration of RES (wind, solar, etc.) into distribution networks
has increased, as it is possible that generated power will be close to consumer which
reduces power losses, rises voltage levels, and improves reliability [8, 9]. In
grid-tied system, generated power supplied to the grid without any energy storage
equipment has added advantage of 99% benefit compared to stand-alone system.
The connection of these RESs with the grid over the power converter is called as
synchronization. The major area of concern for a grid-connected PV system is
synchronization and concerning power quality problems are reactive power
compensation, voltage/current harmonics, voltage regulations, voltage flickering,
etc. [10, 11].

The continuous efforts of the researcher have transformed the small stand-alone
PV system to grid-connected PV system. This introduces a new pooling parameter
for some temporary exchanges in the electricity market. With the availability of fast
tracking and advanced maximum power point tracking techniques (MPPTs),
maximum power is extracted from the solar. By using DC–DC converter [5], the
extracted solar power is stepped to another voltage level for the desired application.
For stand-alone application or grid interfacing, the shifted power at DC level is
converted to AC with the help of inverter. To improve the overall efficiency of this
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complete system, all components such as the PV array, MPPT, DC–DC converter,
inverter, and control algorithm have to be operated in synchronism.

So now, majority of the grid-tied converters can be categorized as grid feeding
and grid forming converters in the PV applications to inject the maximum power to
the grid. References [5, 6] one of the main problems encountered when DG system
is synchronized with the grid is to obtain accurate and fast estimation of frequency
and phase. By connecting nonlinear loads to the electrical networks, the problem
becomes even more difficult, as transients and distortions such as phase shift and
harmonics that often occur on the grid [7].

2 Grid Synchronization

Synchronization is defined to reduce the variations in phase, frequency, and voltage
between RES output and the grid. An ideal synchronization method must approach
[12–27] identification of the frequency variations efficiently, immediate response to
change in utility grid, detection of phase angle of utility grid competently, effective
elimination of the disturbance, and high harmonic components.

Three synchronization approaches have been categorized as: [28] active
synchronization, passive synchronization, and open-transition transfer. In active
synchronization, a control mechanism is used to match the frequency, voltage, and
phase angle between RES and the main grid during active synchronization. Passive
synchronization does not require a control mechanism, unlike active synchroniza-
tion. Passive synchronization is accomplished by means of synchronization check
using a synchrocheck relay which measures the magnitude, phase angle, and dif-
ferences in frequency between the voltages on either side of the circuit breaker [29].
In open transition transfer method, before reconnecting RES to the main grid, the
load and DGs are de-energized. This approach will not be further discussed because
this method reduces the power system’s reliability and does not apply to RES
synchronization.

3 Various Methods of Synchronization

Advances of DG in power grid gave rise to the proposal of various methods of
synchronization techniques which can be classified as frequency domain or time
domain. The aim of this paper, therefore, is to provide a summary of the main
synchronization method trends. Synchronization techniques are probably divided
into 1-phase and 3-phase structures by the highest level classification. Further, these
are again classified as open-loop and closed-loop methods as shown in Fig. 1.
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3.1 Open-Loop Techniques

Open-loop techniques directly estimate the incoming signal magnitude, phase, and
frequency, while in closed-loop methods, the phase estimation is adaptively
updated through a loop mechanism. DFT-based techniques are the earliest
approaches to harmonic and frequency detection [30–34]. To filter the incoming
grid voltage, a recursive DFT was utilized for power converter line synchronization
[19]. ANF-based techniques [22, 23], in addition to the values of their frequencies,
amplitudes and phase angles, instantaneous values of the different estimated fre-
quency components are provided. The new adaptive notch filtering approach [22].
This method is not only capable to detect amplitude in frequency variations, fre-
quency, and phase angle but also harmonics in current. Kalman filter is a signal
processing technique applied in power system signal frequency measurement. It
provides an ideal estimation of the state variables of the given dynamic system.
Even with frequency variations, ANN is mostly used in the observation of power
system harmonics [25]. It is based on adaptive linear combiner (Adaline) that
produces more accurate and faster estimates than Kalman filter [35, 36]. Other
neural network techniques based on feedback from the hop field type were pro-
posed in [37]. Zero-crossing detection is one of the easiest ways of obtaining grid
information like phase by identifying the zero-crossing point of a grid voltages.
During variations of voltage such as amplitude, sags, and harmonics (that are
considered to be Power quality issues), the zero-crossing point can be detected only
every half of the voltage/frequency utility period [34].

GRID SYNCHRONIZATION 
METHOD

SINGLE PHASE THREE PHASE

OPEN LOOP CLOSE LOOP OPEN LOOP CLOSE LOOP

ZCD

ANF

AI ADVANC
ED PLL

EPLL

PLL KALMAN LPF SRF
BASED FLL

DFT

Fig. 1 Various grid synchronization techniques
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3.2 Closed-Loop Techniques

Appleton and Bellescize presented the first single-phase phase-locked loops (PLLs)
as early as 1923 and 1932, respectively [38]. PLL is most acknowledged due its
robustness, simplicity, and effectiveness in various grid conditions. PLL is widely
used in grid synchronization.

(1) Basics of PLL

The PLL is a nonlinear closed-loop feedback control system that synchronizes the
output signal with the input signal phase and frequency [31–33]. As shown in
Fig. 2, the basic structure of PLL consists of three main blocks, the phase detector
(PD), the low-pass filter (LF), and the voltage-controlled oscillator (VCO).

The two input signals will be compared by the PD, and error signal is filtered by
LF which drives the VCO to produce output phase. This process continues until the
phase error e(t) = Dh output and the reference phase down to the minimum value.
Once the error is zero, the output is shown as the stage will be locked.

The PD block output mainly consists of a high-frequency and a low-frequency
term. PI filter is mostly used as LF and is responsible for damping of
high-frequency term but fails to eliminate it completely. The term low frequency is
a nonlinear function of the difference between the phase angles of the input and
output. The PD output magnitude depends on the input signal magnitude, and
therefore, the PD gain is influenced by voltage sag.

(2) Advance PLL algorithm

According to recent grid regulations, the grid-connected RES system should per-
form stable operation during unbalanced and fault conditions. Due to the presences
of other frequencies in the voltage vector (negative sequence and/or harmonics),
undesired oscillations are produced which affect the accuracy of grid synchro-
nization. Hence, to provide accurate phase information during abnormal conditions,
synchronization techniques should be advanced.

Various proposals to modify and improve PLL performances in different grid
conditions are there in literature like synchronous reference frame PLL (SRF-PLL),
enhanced PLL (EPLL), quadrature-based PLL (QPLL), and adaptive PLL.

Fig. 2 Basics of PLL [40]
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(1) Enhanced PLL

EPLL is a nonlinear grid synchronization technique; it is major improvement over
the conventional PLL that lies in the PD mechanism which allows more flexibility.
EPLL was introduced to provide the information’s like magnitude, frequency, and
phase angle of three-phase input systems. The working principle of EPLL is
basically based on the extraction of the positive sequence component of an input
signal using band-pass filter [36, 39–40]. EPLL is used to detect fundamental
components, accurately and smoothly, and it provides a good transient response and
minimum steady-state error. It is robust to noise, harmonics, and unbalanced input
signal and also adaptive to frequency variations. EPLL provides 90 degree shift in
the fundamental component of input signal. Therefore, it is an attractive solution for
some single-phase system applications.

(2) Quadrature PLL

Quadrature-based PLL approach estimates in-phase and quadrature-phase ampli-
tude of input voltage. Here, the amplitude and phase angle are estimated by
mathematical calculations. QPLL is very fast and accurate in frequency detection
and performs well in uncertainties and disturbance, robust to harmonics and
unbalanced conditions. It is applicable for both distributed communication and
generation system applications.

(3) Adaptive PLL

Adaptive PLL manages the system gain in an adaptive manner. Here, the phase
angle, frequency, and voltage are individually controlled. The output of voltage
controller used compensates reduced gain due to voltage sag. Without compro-
mising the transient response, the frequency and phase error are eliminated. The
advantage of adaptive PLL techniques is the overshooting, and settling time is low
when the magnitude of AC voltage is reduced.

(4) Synchronous reference frame PLL

SRF-PLL is mostly used for 3-phase grid-connected system. Under ideal grid
connection, SRF-PLL is simple to implement and accurate in-phase and frequency
estimation. By using park’s transformation, the 3-phase voltage vector in abc frame
is transformed to dq rotating frame. When the rotating reference frame is syn-
chronized with voltage vector phase angle, the instantaneous phase angle h is
estimated. The direct or quadrature axis voltage is set to zero with the help of PI
controller to set the reference phase angle of voltage vector. The grid phase angle is
obtained by integration of frequency, and the output of PI is feedback to PD.
SRF-PLL measures average information of amplitude, phase, and frequency hence
may not applied to single-phase system in straightforward manner. Unfortunately,
SRF-PLL is sensitive to phase angle variations and hence its performance is highly
degraded during unbalanced grid voltage, deviation in frequency, and in the pres-
ence of harmonics (Fig. 3).
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Decoupled double SRF-PLL method includes transformation of both negative
and positive sequence of the grid voltage into double SRF and produces a
decoupling network and extracts the components, which eliminates the errors
produced in SRF-PLL. It is suitable for the grid interface converters controlling in
both frequency variations and unbalanced condition. For unbalanced voltage con-
dition, a decoupled double synchronous reference frame PLL (DDSRF PLL) shows
fast transient response but having a disadvantage of complex structure.

In modified SRF-PLL, the PI controller is replaced with fourth-order elliptical
filter. SRF is application of 3-phase system but this concept is derived from Coulon
oscillation for single-phase system. It performs excellently in both steady-state and
transient conditions when applied to active power shunt filter.

On the basis of grid voltage adaptive filtering, adaptive lattice SRF-PLL is
developed. It is a new phase estimator for harmonic selectivity. To selectively
remove harmonics, set of infinite-impulse-response (IIR) notch filters along with
gradient-adaptive lattice algorithm is used. It is adaptable but its computational
complexity is higher than conventional SRF-PLL.

The drawbacks and other issues in the above SRF methods mentioned, advanced
SRF-PLLs, dual second-order generalized integrator PLL (DSOGI-PLL) have been
projected by Golestan et al. [36]. DSOGI-PLL has same principle of extracting both
fundamental positive and negative sequences as conventional SRF PLL. It utilizes a
double second-order generalized integrator to implement a quadrature signal gen-
erator. A combination of LPF and BPF is used, where both LPF and BPF provide
harmonic filtering and LPF provides 90° phase shift. It can be used for 1-phase
system as 90° phase shift can easily be obtained.

Here, the following table compares different synchronization techniques on the
basis of their advantage and disadvantage (Table 1).

PI 1/s

αβ

dq

Va

Vc

Vb

Vq

Vd

ω' ϴ’

Fig. 3 Basic of SRF-PLL [39]
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4 Conclusion

This paper reviewed various grid synchronization methods. Various advantages and
disadvantages of the synchronization techniques for harmonic component, fre-
quency, and phase angle in grid-connected converters that have been discussed.
A phase-locked loop (PLL) is a nonlinear control system and produces an output
signal whose phase is related to the input signal phase. Phase-locked loops are
popular technique among various synchronization techniques. Due to noise, dis-
tortions, and frequency variations, complexity of phase locking increased. To
enhance and improve its performance during abrupt and large frequency and phase
variations of the input signal, many modifications in the phase detector block of
PLL have been made. Hence to control and detect the frequency, phase and
amplitude of the inverter and grid voltage proper synchronization technique are
used.

Table 1 Comparison of various synchronization techniques [3]

Synchronization
methods

Merits Demerits

Zero-crossing
detection

• It is used for both single
phase and three-phase

• Robust to frequency
variations

• Poor performance in the presence of
harmonics

• It is noise-sensitive

Discrete Fourier
transform

• Used for three-phase
• Used for harmonics detection
• Stable

• Not suitable for single phase and
unbalanced condition

Kalman filter • It is used for 1-phase and
3-phase both

• Accurate

• Not used for harmonic detection
• Complex structures

Nonlinear least
square

• Used for single phase
• Easy implementation

• Large transient time to frequency
variations

Adaptive notch
filter

• Used for both singe phase
and three-phase

• Used for harmonic detection

• Slow adaption process

Phase-locked loop
(PLL)

• It is used for 1-phase and
3-phase

• Used for harmonic detection
• Very accurate

• Not accurate in unbalanced
condition

Frequency-locked
loop

• Used for three-phase
• Used for harmonic detection
and harmonic elimination

• Reliable to variation in
frequency, voltage and
harmonics

• Not used for single phase
• High computation
• In the phase error signal, double
frequency oscillations are
introduced
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Removing Error and Estimating
an Accurate Finite Element Model
of Graphite–Epoxy Composite Laminate
Structure Using Direct Updating
Method

Abhishek Sharma, Dinesh Kumar Shukla, Ashok Kumar Bagha ,
Shashi Bahl , and Devaki Nandan

1 Introduction

Composite materials are mainly used in aerospace, automotive, construction,
mining, and marine industry. In this regard, the experimental modal analysis of the
composite materials at different loadings is required to measure its spatial model
(mass and stiffness matrices), modal model (natural frequencies, mode shapes, and
damping coefficients), and response model (time and frequency response functions).
To overcome the complexity of the experimental modal testing of the complex
structures, mostly, the numerical or simulated models are developed to predict the
mechanical or vibrational behavior of the materials. Finite element modeling is an
important numerical tool that mostly is used for this purpose [1]. During the process
to develop the finite element model of the composite structures, the various
parameters are assumed. The parameters may be the in-plane material properties,
fiber orientation, dimensions, and the boundary conditions of the composite
structure. Due to these uncertain parameters or assumptions in the simulated finite
element (FE) model, the developed model is unable to predict the exact or real
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behavior of the composite structure at different loadings or excitations. So, there is a
need to correct or update the simulated finite element model of the composite
structures.

The application of the finite element model updating on the composite structures
has been presented in past [2]. Finite element model updating technique such as
inverse eigen-sensitivity method (IESM) is used to predict the stiffness properties of
the composite materials. The important parameters such as generalized mass errors,
optimal location of the transducers and approximate reanalysis of eigen-solutions
are addressed while doing model updating of the composite structures.
A multi-model updating technique is used to predict the stiffness properties of the
individual layers of the layered composite materials [3]. The main purpose to use
the multi-model updating technique is to update the developed finite element model
from the experimental testing so that the in-plane elastic properties of the individual
layers of the laminated plate can be predicted analytically. The three important steps
on which the success of the implementation of the finite element model updating for
the structures depends has been investigated in past [4]. Those are a correct
objective function, the correct selection of the updating parameters, and the
selection of the robust optimization algorithm. They proposed to use a
multi-objective optimization technique in the finite element model updating pro-
cedure. Regularized model updating technique has been developed to accurately
identifying the mechanical properties of the various constituents of the composite
materials [5]. It was found that the developed regularized model updating
(RMU) technique can handle the random noise present in the measurements very
well as compared to the conventional finite element model updating technique.

Inverse eigen-sensitivity algorithm (IESM) is used to update the developed finite
element model of the composite plate so that at the constituent level the fiber and
matrix elastic properties can be identified accurately [6]. A new gradient-based step
size-controlled inverse eigen-sensitivity method is developed to estimate the
material properties and boundary conditions of isotropic and orthotropic composite
plates [7]. They found that the proposed method is capable to converge the itera-
tions fast as compared to no-step size-controlled IESM. A finite element model
updating-based inverse identification technique is developed to accurately estimate
the constituent level mechanical properties of fiber reinforced plastic composite
panels [8]. The error present in the boundary conditions of the FRP composite panel
is removed by using the developed technique. The weighted sensitivity-based finite
element model updating technique has been proposed to accurately identify the
degree of composite behavior of operational bridge decks with uncertain installation
of shear connectors [9]. The proposed model is limited only to predict the stiffness
of the bridge deck.

Kriging metamodel is introduced in the optimization process of the frequency
response function (FRF)-based model updating technique to attenuate the solving
time as well as to facilitate the application of intelligent algorithms in the finite
element model updating of the honeycomb composite sandwich beam [10]. A new
approach named double connective layer has been developed in combination with
finite element model updating for bolted joints interfaces in hybrid aluminum/
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composite structures to predict its dynamic properties [11]. A sensitivity-based
inverse eigen-sensitivity method (IESM) was used on ‘I’ shape fiber reinforced
plastic (FRP) composite material to estimate the in-plane material elastic properties
[12]. The experimental modal analysis (EMA) was carried out on a free-free and
simply supported FRP beam. Then the experimentally measured eigenvalues
are used to update the finite element model that can be used to accurately estimate
the most uncertain mechanical properties of FRP beam. They concluded that the
updated finite element model of the ‘I’ shapes FRP composite can be used for
health monitoring application as well as it can successfully stand along with the
actual dynamic loading conditions. A brief review about the finite element model
updating techniques has been presented that can be used for the composite materials
[13]. The main objective of the authors to present this review is to represent the
importance of different uncertainties present in the simulated finite element model
of the composite structures. However, the important issues such as parameterization
and regularization are also highlighted.

IESM has been used in past to reduce the error in between the experimental
modal analysis (EMA) and finite element analysis (FEA) results of a composite
plate [14]. They suggested that the error in between the EMA and FEA of the
composite structures is mainly due to the various discrepancies present such as
different material properties, thickness of the lamina and laminates, fiber orienta-
tions, and boundary conditions. However, the authors have successfully reduced the
error in between the natural frequencies of composite plate measured from EMA
and FEA models by selecting the optimum parameters in the IESM optimization
algorithm.

A method has been proposed which was based on model updating using
uncorrelated modes [15]. The paper proposes a new method of FE model updating
that can include both correlated and uncorrelated modes for updating. This is in
contrast to all the current iterative modal data-based methods of model updating that
are based on the assumption of availability of correlated mode pairs and hence
cannot use uncorrelated mode shapes and corresponding natural frequencies in the
updating process. To check the effectiveness of this method, it is applied on a beam
structure and a more complex F shape structure. A review of structural dynamic
model updating techniques has been presented in the past [16]. Starting with a
tutorial introduction of basic concepts of model updating, the paper reviews direct
and iterative techniques of model updating along with their applications to real-life
systems. To remove the uncertainties, present in the analytical FE model finite
element model updating techniques have been used. These techniques may be
classified as direct updating techniques and iterative updating techniques. Direct
updating techniques provide the solution in single step by updating the incorrect FE
model. There is no problem of divergence, and it reproduces the measured data
accurately. In iterative techniques, the difference between the experimental results
and FE results is reduced in each of the iteration. These techniques are also called as
gradient-based techniques. Iterations are stopped when the values of updating
parameters stop converging or the error function is reduced to tolerable level. Error
function is generally a nonlinear function of experimental and FE responses such as
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eigenvalues, eigenvectors or FRFs. Iterative techniques provide symmetric and
positive definite updated system matrices, which can be easily understood on a
physical basis but this is not possible in case of direct updating techniques.

It is observed from the above literature review that there are few drawbacks of
the IESM. The initial estimate of the uncertain parameters and the time taken to
solve the iterations in the IESM algorithm is quite cumbersome. So, to overcome
these limitations in this paper direct updating method has been used to improve the
finite element model of the composite structure laminate. A graphite–epoxy com-
posite material laminate is taken for the validation of direct updating method, and
response curve is also plotted in time domain.

2 Updating of Spatial Model, Modal Model, and Response
Model of the Uncertain Simulated Finite Element Model

In this section, the modal analysis characteristics such as the spatial model (mass
and stiffness matrices), modal model (eigenvalues and eigenvectors), and response
model (time and frequency response function curves) of the simulated FE model of
the various material structures is updated.

2.1 Spatial Model

The spatial model represents the mass and stiffness matrices of the system. These
matrices are predicted in simulated FE model by doing the assembly of the indi-
vidual elements present. There are certain uncertain parameters available in the
simulated FE model such as assumed material properties (Young’s modulus of
elasticity, density, etc.), dimensions (length, width, and thickness), boundary con-
ditions (either simply supported or clamped–clamped), and fiber orientations [17–
24]. In this regard, there is need to update or correct the spatial model of the
simulated FE model.

A method known as a direct updating method (DUM) has been developed to
update the mass and the stiffness matrices of the structures by using the measured
eigenvalues and the eigenvectors of the structures [25]. The mass matrix is updated
to ensure the orthogonality of the exact FE model modes. The mass matrix of the
structure is updated as:

Mu½ � ¼ Ma½ � þ Ma½ � /e½ � Ma
� ��1

I½ �� Ma
� �� �

Ma
� ��1

/e½ �T Ma½ � ð1Þ

where Ma
� � ¼ /e½ �T Ma½ � /e½ � and I½ � ¼ /a½ �T Ma½ � /a½ �.
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The stiffness matrix is updated by using the following equation:

Ku½ � ¼ Ka½ � � Ka½ � /e½ � /e½ �T Mu½ � � Mu½ � /e½ � /e½ �T Ka½ �
þ Mu½ � /e½ � /e½ �T Ka½ � /e½ � /e½ �T Mu½ � þ Mu½ � /e½ � ke½ � /e½ �T Mu½ �

ð2Þ

where [Mu] is the updated mass matrix, [Ma] is the analytical or simulated mass
matrix, [/m] is the experimental mode shape matrix, [I] is the identity matrix, [Ku]
is the updated stiffness matrix, [Ka] is the analytical or simulated stiffness matrix,
[km] is the experimentally measured eigenvalues of the structure. In this paper, the
finite element (FE) numerical tool is used to model and predicts the dynamic
behavior of the composite laminate. Uncertain parameters are present in the FE
model of the composite laminate such as constituent elastic modulus, fiber orien-
tations, dimensions, and boundary conditions [26–33].

2.2 Modal Model

The modal model represents the eigenvalues (natural frequencies) and eigenvectors
(mode shapes) of the structure. These are predicted by solving the eigenvalue
problem (EVP) of the updated-simulated FE model.

Ku½ � /u½ � ¼ k2u Mu½ � /u½ � ð3Þ

where [Ku] is the updated stiffness matrix, [Mu] is the updated mass matrix, k2u is the
updated eigenvalues, and [/u] is the updated mode shape matrix. The MATLAB
‘eig’ command is used to solve the above eigenvalue problem.

2.3 Response Model

The response model of the structure represents the time and frequency response
function curve of the systems at various excitations. It is the ratio of the response of
the system to the excitation force.

x=f ¼ 1= Ku½ � � x2½Mu� ¼ au xð Þ ð4Þ

where au xð Þ represents the updated frequency response function and x represents
the excitation frequency in rad/s. The MATLAB ‘lsim’ command is used to predict
the response in the time domain.

Figure 1 presents the flowchart which shows the procedure to update the sim-
ulated model of the structure from the simulated-experimental FE model data.
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The main objective of this paper is to update or correct the spatial model, model–
model, and response model of the metallic and composite structure FE model from
the simulated-experimental FE model data.

3 Numerical Study

In this section, the finite element model updating of a graphite–epoxy composite
material laminate is carried out. Figure 2 shows the four-layer cantilever square
laminated plate. A four-nodded rectangular bending element with straight edges is
used to make the finite element model of the composite laminate. The elemental
mass and stiffness matrices can be estimated by the following equations [34].

Fig. 1 Flowchart presenting the procedure to update simulated finite element model
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Me ¼
Zþ 1

�1

Zþ 1

�1

NTINJSðn; gÞdndg ð5Þ

Ke ¼
Zþ 1

�1

Zþ 1

�1

BTCBJSðn; gÞdndg ð6Þ

Table 1 represents the material properties that are used to develop the FE model
of the graphite–epoxy composite laminate. It is assumed that material properties
such as in-plane elastic modulus and out-of-plane elastic modulus are correct for the
simulated-experimental FE model and represent the actual values. However, in the
case of simulated FE model, it is assumed that the error is present in the in-plane
elastic modulus. The present percentage error is 9.35%. Also, the fiber orientation is
assumed incorrect in the simulated FE model.

Table 2 represents the comparison of the natural frequencies predicted by the
simulated and simulated-experimental FE model. It is found that the maximum
percentage error present is18.18%. This clearly represents the mismatch between
the spatial model and modal model of both the FE models. So, it is required to
correct the spatial model and modal model of the simulated FE model. In the
literature, as already discussed, the IESM is mostly used to update the simulated FE
model of the composite structures. In this paper, the direct updating method is
applied on the simulated FE model to correct it.

Table 3 shows the comparison of the updated natural frequencies of the com-
posite laminate structure. It is observed that the error between both the models has
been reduced. The percentage error now is 0.00% between both the models. It
reflects that the direct updating method is also very effective on the composite
laminate structures to update its modal analysis characteristics.

Fig. 2 Four-layer cantilever square laminated plate
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Figure 3 represents the overlay of the responses in the time domain. The tonal
excitation (at fundamental frequency of the structure) is applied at certain node on
the composite laminate plate and the response is predicted at the same node. It is
clearly visible that the simulated FE model response is not matching with the
simulated-experimental response. However, after applying the direct updating
method on the simulated FE model, the updated response is completely tracking the
actual (simulated-experimental) response. So, this predicted response curve com-
pletely validates the robustness of the application of the direct updating method for
the composite materials.

Table 1 Material properties of the graphite–epoxy composite laminate

S. No. Material properties Simulated FE model Simulated-experimental
FE model

1. Number of layers 4 4

2. Plate dimensions 0.3 m * 0.3 m 0.3 m * 0.3 m

3. Thickness of each layer 0.001 m 0.001 m

4. Young’s modulus in x-direction 120 GPa 132.38 GPa

5. Young’s modulus in y-direction 10.76 GPa 10.76 GPa

6. Density 1578 kg/m3 1578 kg/m3

7. Poisson’s ratio 0.24 0.24

8. Modulus of rigidity 5.65 GPa 5.65 GPa

9. Fiber orientation [−30/0]s [−35/3]s
10. Number of elements 10 * 10 10 * 10

11. Boundary condition Cantilever Cantilever

Table 2 Comparison of the natural frequencies between simulated and simulated-experimental
FE model

S. No. Natural frequencies (Hz) Error (Hz) Error (%)

Simulated
FE model

Simulated-experimental
FE model

1. 0.09 0.11 0.02 18.18

2. 0.87 0.97 0.10 10.30

3. 2.46 2.40 −0.06 −2.5

4. 2.75 2.74 −0.01 −0.36

5. 3.51 3.62 0.11 3.03

6. 4.57 4.71 0.14 2.97

7. 5.43 5.32 −0.11 −2.06

8. 6.33 6.44 0.11 1.70

9. 8.46 9.45 0.99 10.47

10. 10.29 11.68 1.39 11.90
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4 Unique Ideas of the Present Study

The unique points of the present study are summarized as follows:

• By using finite element model updating (FEMU) technique, the uncertainties
present in the simulated analytical finite element model can be removed.

• This method is very fast as compared to other techniques because it directly
updates our spatial model, modal model, and response model.

Table 3 Comparison of the natural frequencies between updated simulated and
simulated-experimental FE model

S. No. Natural frequencies (Hz) Error (Hz) Error (%)

Updated simulated
Fe model

Simulated-experimental
FE model

1 0.11 0.11 0.00 0.00

2. 0.97 0.97 0.00 0.00

3. 2.40 2.40 0.00 0.00

4. 2.74 2.74 0.00 0.00

5. 3.62 3.62 0.00 0.00

6. 4.71 4.71 0.00 0.00

7. 5.32 5.32 0.00 0.00

8. 6.44 6.44 0.00 0.00

9. 9.45 9.45 0.00 0.00

10. 11.68 11.68 0.00 0.00

Fig. 3 Overlay of the simulated, simulated-experimental, and updated simulated responses
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• Updation of finite element model is required to carry out the correct vibration
analysis.

• FEMU technique is widely applicable in the field of finite element (FE) model
formulations, damage analysis of structures, non-destructive characterization of
material properties and also for dynamic design purposes.

• In this paper, finite element model updating method is applied on the composite
structure to remove the error present in the finite element models.

5 Conclusions

It is observed from this numerical study that the direct updating method (DUM) can
be used to update the spatial model, modal model, and response model of the
composite structures. The main achievement of this work is to successfully apply
the direct updating method on the graphite–epoxy composite material laminate and
update its simulated model by removing the uncertainties present in inelastic
properties and fiber orientations. In most of the applications, direct updating method
has been used for the metals, but the present paper concludes that it can be used for
the composite material also. The composite materials are anisotropic materials and
also found wide applications in different fields; in this regard, the successful
application of DUM is having a great importance. Without consuming a large
amount of time, DUM is a quick and fast algorithm to update or correct the
simulated FE model. Also, in this method there is no requirement of prior esti-
mation of the uncertain parameters, as in the case of IESM. Direct updating method
directly updates the spatial model (mass matrix and the stiffness matrix) of the
simulated models. This prediction directly influences on the eigenvalues and
eigenvectors of the structure. If the eigenvalues and eigenvectors are predicted
accurately, then it is possible to estimate the actual behavior of the system in time
domain also. Also, in this paper, the response curve in time domain clearly indicates
that the DUM is capable to estimate the response of the system at tonal excitations.
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Human-Powered Flywheel Motor
(HPFM): A Review

H. K. Baitule, P. B. Maheshwary, and J. P. Modak

Nomenclature

HP Horse power
RPM Revolutions per minute
x Angular velocity (rad/s)
I Flywheel’s mass moment of inertia in kg m2

R Input energy by the rider, kgf m
EM Effectiveness of the mechanism
G Speed increasing gear ratio

1 Introduction

The development in existing bicycles with some modification in cranking system,
speed increasing gear pair and flywheel to store the pedaling energy forms the novel
system known as HPFM. This HPFM has wide applications as discussed in sub-
sequent sections. The paper has discussion on human-operated machinery.

Leg muscles are stronger than arm muscles, and hence, bicycle drive mecha-
nisms are generally preferred. The energy of human leg powered developed in
bicycle is converted into electricity. This center is used to operate mechanical
systems [1]. This paper concentrates on such idea developed by Modak et al. [2, 3]
known as human-powered flywheel motor (HPFM). The details of design and their
various industrial and rural applications are explained in various sections [2, 4].
Ferrer-Roca et al. [5] report on influence of small changes in crank length during
sub-maximal cycling. Malhi and Irwin [6] report on psychological influence on
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peddler while performing rapid pedaling. Rannama et al. [7] emphasize effect on
muscular skeletal state of cyclist on account of cycling economy and pedaling
effectiveness. Kunert et al. [8] have reported on phase space method for evaluating
nonlinear analysis of pedaling forces in cycling. Ferrer-Roca et al. [9] report on
influence of frontal projected area of peddler and bicycle to decide aerodynamic
drag. They are suggesting new 3D method which allows feedback of the frontal
area in real time.

2 Human-Powered Flywheel Motor (HPFM)
Arrangement

2.1 Construction of System

This novel system of machine consists of three subsystems, viz.

(1) Unit of energy
(2) An appropriate required transmission unit
(3) A process unit.

The schematic of the system is as shown in Fig. 1.
Energy unit: This comprises bicycle like peddling system, speed increasing gear

pair G′ and flywheel (FW). Transmission comprises the torsionally flexible clutch
(TFC) and the torque amplification gear pair G and (3) the process unit.

2.2 Operational Characteristic of the Machine

The process unit will be initially speeded up with high acceleration, and speed
would be reduced gradually. The process units tried so far are as follows.

Fig. 1 Representation of the machine system [2]
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Extrusion of rectangular/keyed sectioned bricks [10–18]
Wood turning [19]
Low head water lifting
Algae formation process [20]
Cloths washing [21]
Chaff cutting [21]
Food grains crushing [21]
Groundnut oil expulsion [21]
Electricity generation [22, 23].
In a nutshell, the process units needing 4–12 hp and those in which the product/

process quality is not getting much affected due to constantly changing speed of
input shaft can be energized by such system.

The above-stated development of this machine system is mainly done by Dr. J.
P. Modak who has remained the principle investigator of this development over last
4/5 decades. Based on this work, Dr. Modak has received D.Sc. (Engg. and Tech)
degree from R.T.M.N.U., has guided 20/25 PhDs and has contributed over 200
research papers.

The diameter of flywheel is 0.6 m. The flywheel attained the speed of 600–
800 rpm in 5–10 min by pedaling the system. The gear pair is used to increase the
torque of flywheel shaft. TFC is used to connect this energy source to process unit.
The gearing arrangement with speed magnification of 2.5–3.0 and arm flywheel
with approximate four arm and mass moment of inertia 22 Nm

E ¼ energy stored in flywheel ¼ 0:5 Ix2:

where x = angular velocity and N = 800 RPM is app. 79 kN m or kJ.
Power = Energy/time, time for 60 s then.
Power = Energy/time = 79/60 = 1.32 kW/1.76 HP.
The developed power is again amplified by torque amplification gear pair and

increased to 5–11 H.P. By increasing the size of flywheel diameter from 0.5 to 1 m
or increasing gear ratio, more power may be developed. Figure 1 shows the HPFM
system used above fundamentals for various process units as discussed above.

The speed of shaft of processing unit increases when energy unit is connected to
process unit via clutch, and because of resistance offered by the process unit, its
speed decreases [2].

2.3 Mechanism

Basically, mechanism for cranking of a bicycle has five-link chain. Mechanism
consists of fixed link between seat to peddle, input as a thigh, coupler as a space
between knee and ankle of leg and foot, and output as a peddle [24]. It gets
converted to four bars by swapping foot. Figure 2 shows quick return ratio 1 drive
with O1B as thigh, AB as size, O2A as crank, O1O2 as fixed link.
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The static force investigation opens the next facts: (i) One-twelfth of input link
rotation is idle. (ii) Around approximate one-third is a smaller amount operative.
(iii) Simply, two-third is effective one. It is improved with new mechanism.
Figure 3 shows double-lever inversion drive [25] (Fig. 4).

The above figures represent cranking arrangement of the energy systems. Quick
return ratio = 1 system is seventeen, and double-lever inversion drive (DLID) is
thirty-five percent extra operative. The utility of the drive is to measure the ratio of
energy transferred by the new drive to the current drive at smaller sprockets for an
equivalent period of time. The literature proposes more effective adoption of
elliptical sprocket drives [26, 27]. Various cranking setups have been proposed by
Moghe and Modak [28]. The authors also discussed various experimental investi-
gation conclusions for various cranking arrangements [29, 30].

3 Data-Based Model (Experimental)

The basic objectives are as follows:

Fig. 2 Q.R.R = 1 drive [25]

Fig. 3 CAD model [25]

212 H. K. Baitule et al.



1. Maximum angular velocity of the flywheel
2. Maximum energy stored in the flywheel
3. Maximum conversion of human powerful dynamism into K.E. of the flywheel.

In this investigation all independent factors are diverse experimentally over
broadest likely varied, and the response data is computed the analytical corre-
lation between independent and dependent terms is recognized on the basis of
this experimental knowledge. In this technique, general experimental data-based
models are found, and the finest values of independent variables are applied [3].

3.1 Scheme of Experimentation

The authors have used the following methods for experimentation.

• Identification involved all independent, dependent and extraneous variables
[H. Schanck. Jr.] of this phenomenon of energy conversion from human mus-
cular energy form to rotational kinetic energy form of the flywheel.

• Derivation of dimensional equations.
• Test planning: This comprises (i) deciding test envelope, test points, test

sequence, experimentation plan.
• Physical design of an experimental setup: This comprises decision of mechan-

ical hardware dimensioning and instrumentation.
• Fabrication of an experimental setup: This comprises mechanical fabrication and

installing instrumentation.

Fig. 4 Modified CAD model of HPFM [25]
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3.2 Experimentation: This is in Two Stages

Stage 1: Confirmation of appropriate functioning of subsystem, i.e., (i) mechanical
hardware and (ii) instrumentation. This is for the two extreme stages of test
envelope.

Stage 2: Execution of main experimentation as per earlier stated design of
experimentation.

3.3 Formulation of Experimental Model

Based on obtained experimented data to formulate four different types of models
stated as under

(i) Exponential form
(ii) Clubbing all independent p terms in to one independent p term form
(iii) Getting response surface model
(iv) ANN simulation
(v) Reliability of models
(vi) Optimization of model
(vii) Experimentation.

The dimensional form of equation is

xT ¼ f I= R � T2ð Þð Þ; EMð Þ; Gð Þ½ � ð1Þ

x = The flywheel’s angular velocity in rad/s is achieved in T seconds.
I = Flywheel’s mass moment of inertia in kg m2.
R = Input energy by the rider, kgf m.
EM = Effectiveness of the mechanism.
G = Speed increasing gear ratio.
For each independent p term from earlier results of Modak et al. and his asso-

ciates, Table 1 presents the test envelope, test points and test series.
The test envelope was occupied by many drive mechanisms such as quick return

ratio 1, double-lever inversion mechanism and elliptical sprocket from the theo-
retical designs. In order to confirm robustness, precision and smooth operation, the

Table 1

S. No. Pi terms Test envelope Test sequence

01 I 0.255–3.48 0.255, 1.867, 1.061, 2.673, 3.48

02 EM 1–1.8 1.0, 1.3, 1.17, 1.18

03 Gear ratio 1.14–4 1.14, 1.3, 1.5, 2, 4
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setup construction was approved. A further approach is designed to eliminate
extraneous variables such as mood, attitude, day and test time [31].

3.4 Result Analysis

Figures 5, 6 and 7 show response of dependent Pi term for various independent
gear ratio, efficiency of mechanisms and mass moment of inertia for all day
timings [2].

3.5 Plan of Experimentation

The authors have conducted the experimentation by varying each independent Pi
term (I/RT2), (EM) and (G) in dimensionless equations and its effect on dependent
Pi term xT observed. Also, they observed the effect of extraneous variables like
enthusiasm, physical condition, environmental condition, etc., of the riders. They
used experimentation as a mixed plan as it is a grouping of man–machine system
[32–34].

3.6 Generalized Experimental Model

The exponential form of dimensional from Eq 1.

Fig. 5 Log xT versus GR [2]
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xT ¼ K I=RT2ð Þa; EMð Þb; Gð Þc ð2Þ
where K stands for a curve-fitting constant and a, b, c stand for exponential con-
stants. The effects for these factors are found by means of multiple regression
analysis and a suitable computer platform. The values of K, a, b and c are 1.28,
−0.46, −0.87 and 0.40, respectively. Therefore, the equation can be redrafted as:

xT ¼ 1:288 I=RT2ð Þ � 0:46; EMð Þ � 0:87; Gð Þ0:40 ð3Þ

Fig. 6 Log xT versus EM [2]

Fig. 7 Graph for log xT versus I [2]
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3.7 Optimization of I, EM, G

The purposes of creating the experimental model for HPFM unit are as follows:

• To find maximum xT
• To find maximum stored energy in the flywheel
• To find the maximum efficiency of the system.

As in (3) noticeably, it can be accepted that indices a and b are negative, hence
(I/RT2), and although constant c is positive, (EM) must have a minimum value, so
we have a maximum value of (G). The improved maximum value of xT from the
HPFM system is found, while I = 0.255 kg m2, G = 4, EM = 1 [2].

An additional target was to achieve the full flywheel energy storage presented by
Eq. 4

E ¼ 0 : 5Ix2 ð4Þ

As one observes (4), we may, at some point, consider that when I and x are
extreme, E will be extreme, but experiments reverse this principle and what analysis
suggests that when I is lowest, E is maximum.

The improved maximum value of energy stored from the HPFM system is
obtained when [2]

I = 0.255 kg m2, G = 4, EM = 1.

Fig. 8 Graph of input energy versus output energy [2]
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Figure 8 signifies the 250 observations and their input and output energy
envelope sets. On the similar appearances, thus, the improved maximum efficiency
was found when I = 0.255 to 1.061 kg m2, G = 2 or 4, EM = 1 [2].

4 Applications of HPFM [25]

4.1 Bamboo Sliver Cutting [26]

Bamboo sliver cutting unit is operated by HPFM having double roller and cutter.
Flywheel energy is used to operate the machine through clutch. Bamboo is passed
through push-in and push-out roller which cuts by sliver cutter (Fig. 9).

4.2 Oil Expeller Machine

Here, the author tried to extract oil by using HPFM unit when energy is stored in
flywheel after pedaling 1–2 min. This energy is then supplied to process unit as
shown in Fig. 10 by suitable clutch and gear ratio for torque supplied amplification.
The crushing and squeezing action takes place by the auger (screw shape tool).

Fig. 9 Bamboo slivering operated by HPFM [26]
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4.3 HPFM-Operated Chaff Cutter

The author developed the experimental HPFM-operated chaff cutter as shown in
Fig. 11. They formulated the dimensionless equation for the response variables like
resistive torque, no. of cuts and process time and validated using ANN [27, 32, 33].

Fig. 10 Oil expeller operated by HPFM [26]

Fig. 11 Chaff cutting machine [19]
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4.4 Stirrup Forming Operation Using HPFM

The author investigated the HPFM-operated stirrup making process as shown in
Fig. 12. In construction industry, sealed ring four-sided steel bar is used to hold the
primary bar diameter ranges from 6 to 10 mm which is stirrup. Independent and
dependent Pi terms were designed on the basis of this experiment to create an
empirical connection for the stirrup that allows the process [32].

4.5 HPFM-Based Turmeric Polishing Machine

The author developed turmeric polishing machine which is driven by HPFM unit as
shown in Fig. 13. The machine can do washing, drying, moisture reduction, var-
nishing and grinding. The author also claimed for employment of semiskilled labor
in rural area [35].

4.6 HPFM-Energized Fertilizer Mixer

The drum contains soil, sand, cow dung and water that are mixed by HPFM unit
using stored energy of flywheel. The slurry is taken out from the bottom of the
drum. The author also gathered experimental data and simulate in MTAB and set
empirical relationship [31] (Fig. 14).

Fig. 12 Stirrup making [6]
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4.7 Pedal-Operated Paddy Thresher

The author experimentally determined the optimum parameter of paddy thresher
based on spacing and tip height of wire loop and speed of threshing drum for
different types of rice. The spacing, tip height of wire loop and speed of threshing
drum are found to be 39.1 mm, 60.6 mm and 339.46 m/min, respectively, by using
response surface methodology (RSM) [34] (Fig. 15).

Fig. 13 Turmeric polishing machine [8]

Fig. 14 HPFM-based fertilizer mixer [9]
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5 Conclusion

In the present work, the detailed discussion on HPFM for maximum energy stored
and various applications. The various applications like chaff cutter, stirrup making,
oil pressing, bamboo sliver cutting operations, food grain crusher, turmeric pol-
ishing and fertilizer mixer are discussed in detail. The development in the cranking
mechanisms like elliptical chain sprocket system and TFC and flywheel could
improve the efficiency. Recently, it is seen in the literature on peddler-driven system
that some more cranking arrangement is developed. These should be tried for
elevating terminal energy level of HPFM and reducing human body internal loss.
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Finite Element Analysis-Based
Geometry Optimization of a Disk Brake

Faraz Ahmad, Vishvajeet, Viveksheel Yadav, and Shalini Chauhan

1 Introduction

In last few years, we see a tremendous increase in fast speed automobile vehicle.
A braking system reduces the velocity of a vehicle by creating friction between the
rotating disk and disk pad. This friction is further converted into heat energy. This
heat reduces the performance of disk brake that is why, holes are provided to
improve the heat dissipation from the disk. Structural strength of braking system
plays an important role because, all the static and dynamic forces were sustained by
the disk. In last few years, researchers worked on structural strength improvement.

Abhishikt et al. [1] designed two types of disk brake (drilled contour and ven-
tilated disk rotor) using SolidWorks and simulated by Ansys. Both the disk rotors
were analyzed on the basis of deformation, stress, and temperature distribution.
Talati et al. [2] performed the heat conduction analysis for a disk brake. Uniform
wear and uniform pressure were analyzed by Limpert and Newcomb models. Choi
et al. [3] analyzed a disk brake with frictional heat generation using transient
thermoelastic analysis. Jian et al. [4] compared two types of ventilated disk brake
using Ansys. Furthermore, the heat transfer was enhanced by using heat pipe in disk
brake. Dhir [5] compared three different types of disk brake to increase the heat
dissipation from the disk. The simulation result was compared on the basis of
deformation and temperature distribution. In his study, the weight of the disk brake
was reduced and heat transfer was increased. Shahzamanian et al. [6] analyzed the
disk brake subjected to thermal, bending, frictional, and body forces. His study
concludes that, in thermomechanical responses, gradation of constitutive compo-
nent is a significant parameter of disk brake. Babukanth et al. [7] analyzed the heat
flux distribution and temperature variation between friction surface and contacting
bodies. Influence of material on temperature was analyzed for frictional contact.
Chelopo et al. [8] performed the structural analysis and compared the result of
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aluminum and mild steel, on the basis of stress and deformation. Chouhan et al. [9]
analyzed the solid and ventilated disk on the basis of static structural and thermal
analysis in Ansys workbench.

From the literature, it was found that there is lack of study on disk brake
geometry optimization. So in present study, geometry was optimized by topology
optimization module of Ansys. Present paper is divided into following sections,
first; Introduction, second; Design of Disk Structure, third; FEA Simulation and
Result, forth; Optimized Design Validation with Old Geometry, fifth; Thermal
Analysis of Brake Disk, sixth; Conclusion.

2 Design of Disk Structure

To analyze and optimize the disk of a braking system, a CAD model was prepared
in Catia (see Fig. 1). Figure 2 shows the mesh model of considered disk. Meshing
was done with 2 mm of mesh size, and it contains 43,282 numbers of elements and
82,051 numbers of nodes, respectively. Table 1 shows the material properties of
used material.

3 FEA Simulation of Disk

FEA is a process of solving the physical problem of engineering by simulation.
Researchers use this method to reduce the number of physical prototypes or to
optimize their design [10]. In present study, the designed model of body frame was
imported to static structural module. In static structural module, deformation and

Fig. 1 Disk geometry
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stress were calculated by applying the boundary condition. This boundary condition
was fixed support, applied pressure by disk pad, and rotational velocity. Figure 3
shows the applied boundary condition, where total pressure was 1 MPa and rota-
tional velocity was 100 rad/s. The disk was fixed from 6 positions which can be
seen in Fig. 3.

The disk was tested for two different materials with same boundary conditions.
Figures 4, 5, 6, and 7 show the total deformation and stress, respectively, for
aluminum and carbon–carbon material made brake disk. To perform geometry
optimization of disk, the simulation result of static structural was transferred to
topology optimization module, (see Fig. 8). Topology optimization is a mathe-
matical method that optimized the geometry by removing unwanted material, for a
given set of boundary conditions.

Figure 9 shows the optimized result of disk, in which material was removed
between each two fixed position. This optimization reduces the unwanted mass
from the body frame without affecting the structural performance.

Fig. 2 Meshing of disk

Table 1 Material properties [3, 6]

Materials Density
(kg/m3)

Young’s
modulus (GPa)

Poisson ratio Thermal
conductivity
(W/(mm K))

Carbon–
Carbon

1800 50.2 0.3 0.05

Aluminum 2700 70 0.3 0.21
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Fig. 3 All applied boundary conditions

Fig. 4 Deformation in aluminum disk
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4 Optimized Design Validation with Old Geometry

Based on the optimized design produced by topology optimization, a 3D CAD
model of brake disk was modeled in Catia. The new brake disk was made on the
basis of optimized geometry obtained by the topology optimization. From Fig. 9,
we know the position from where we can remove the unwanted mass. So the new

Fig. 5 Equivalent stress in aluminum disk

Fig. 6 Deformation in carbon–carbon disk
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CAD model of disk was designed by making circular hole at the place of unwanted
portion. Figures 10 and 11 show CAD model and mesh model of new optimized
disk, respectively.

The optimized disk was meshed with 2 mm of default mesh size and tested with
same boundary condition (as in Sect. 3). Figure 12 shows all applied boundary
condition on new optimized disk design. Figures 13 and 15, 14 and 16 show
deformation and stress result of optimized disk in the form of color contour, where
red color shows maximum and blue color shows minimum value.

Fig. 7 Equivalent stress in carbon–carbon disk

Fig. 8 Topology optimization process
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5 Thermal Analysis of Brake Disk

In this section, the disk was again analyzed with temperature loading of 100 °C.
Figures 17 and 18 show the applied boundary condition of old and optimized disk,
respectively, where red color shows the applied temperature and yellow color
shows the portion from where convection take place by air. 100 °C temperature was
applied on the portion which was in contact with disk pad (see Figs. 17 and 18).
The result of old and optimized brake disk was shown in Figs. 19, 20, 21, 22, 23,
24, 25 and 26. The temperature distribution of old and new aluminum material

Fig. 9 Optimized geometry by topology optimization

Fig. 10 CAD model of new
optimized design
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based disk was demonstrated in Figs. 19 and 23, where as carbon-carbon based disk
was shown in Figs. 21 and 25. Furthermore the Heat flux result of old and new
aluminum based disk was demonstrated in Figs. 20 and 24, where as carbon carbon
material based disk was shown in Figs. 22 and 26.

Tables 2 and 3 compare the results of old and new optimized geometry for
aluminum and carbon–carbon material, respectively. From Tables 2 and 3, we can

Fig. 11 Meshing of new optimized design

Fig. 12 Boundary condition of optimized design
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see that the mass is reduced to 10.7% and 10.5% for aluminum and carbon–carbon
material made disk, under same loading condition, and the value of stress and
deformation in both the disk is comparatively same. But the optimized disk made
with carbon–carbon material gives better temperature drop (from 100 to 94.58 °C).
Carbon–carbon made optimized disk can dissipate more heat from the disk surface
as compared to aluminum made disk. Thus, it can be concluded that topology

Fig. 13 Deformation in aluminum disk

Fig. 14 Equivalent stress in aluminum disk
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optimization method reduces the weight within the permissible limits of geometry,
without affecting the structural performance. Thermal analysis provides the material
behavior under temperature loading and helps in finding out the best suited
material.

Fig. 15 Deformation in carbon–carbon disk

Fig. 16 Stress in carbon–carbon disk
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6 Conclusion

A disk of a breaking system was designed in Catia and simulated in Ansys
workbench. The disk was tested under static structural analysis to check the stress
and deformation response with two different materials. The simulated results helped
in optimizing the disk geometry by topology optimization module of Ansys. A new
CAD model of disk was designed on the basis of optimized geometry and simulated
for same boundary condition. The old and new optimize disk geometry gives
comparatively same results of stress and deformation under given set of boundary
condition. But carbon–carbon made optimized disk gives batter result in thermal

Fig. 17 Boundary conditions of old disk

Fig. 18 Boundary conditions of optimized disk
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loading as compared to aluminum made disk. Thus, it can be concluded that new
geometry can perform well with less mass in place of old geometry. Topology
optimization reduces the mass by 10.7% and 10.5% for aluminum and carbon–
carbon material made disk, respectively. The present study provides an optimization

Fig. 19 Temperature distribution in aluminum disk

Fig. 20 Heat flux in aluminum disk
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technique to redesign the disk without affecting the structural performance.
Furthermore, present study provides an optimization process to optimize the shape
of component without affecting the performance. In case of brake disk, the opti-
mized geometry can be performed well because the optimized geometry provides
more area to dissipate heat in air.

Fig. 21 Temperature in carbon–carbon disk

Fig. 22 Heat flux in carbon–carbon disk
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Fig. 23 Temperature in aluminum disk

Fig. 24 Heat flux in aluminum disk
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Fig. 25 Temperature in carbon–carbon disk

Fig. 26 Heat flux in carbon–carbon disk

Table 2 Result comparison for aluminum material disk

Brake disk Mass
(kg)

Total deformation
(mm)

Stress
(Mpa)

Heat
flux

Temp °C

Max Min

Old disk 0.5905 0.00028 0.8649 0.0098 100 99.05

Optimized
disk

0.5273 0.00035 0.9127 0.0121 100 98.63
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Modeling and Simulation of Electrical
Discharge Machining—A Review

Abhishek Verma and Sudhanshu Kumar

1 Introduction

Electrical discharge machining (EDM) is a non-conventional machining process
where the material is removed following several short discharges between the
workpiece and electrode, which are submerged within a dielectric. This process of
EDM is very complex and the physical aspect of material removal remains unclear
[1]. In general, attempts are being made to form a more comprehensive model that
can help us understand the physics of EDM better [2]. Modeling in EDM is pri-
marily focused on finding the material removal rate based upon electrothermal
mechanism [3]. In several models, approach is to find the temperature distribution
within the workpiece, using single discharges, wherein assumptions are taken
regarding the material properties of the workpiece. Many analytical and numerical
models have been formulated to characterize EDM discharges [4].

Various models can be differentiated depending upon the definition assumed for
heat source [5]. The simulation is done in these models to establish the shape of the
crater and then later results are verified. The models employ various heat sources to
obtain simulation results, and often the heat source is assumed to be a disk [6].
These simulated solutions still have been found to have considerable differences
when compared to the original results for crater formations. Another characteristic
distinguishing these models depends upon the material properties. Generally, the
thermo-physical properties of the workpiece are considered not changing with
temperature. Moreover, the majority of these models do not take into account the
latent heat of vaporization or fusion. The main objective of writing this review
paper is to reevaluate all the existing model literature in EDM process and further
pave the way for future developing models. Though the information on various
models is already present, unfortunately there are very few reviews available on
modeling and simulation of EDM processes.
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2 Modeling in Electro-Discharge Machining Process

In EDM, the workpiece and tool are submerged in a dielectric fluid separated by a
small gap approximately in the range of about 5–10 µm [7]. A spark generates due
to a potential difference that breaks the dielectric medium. The high order of heat
generation vaporizes some of the work and tool material due to which material
removal takes place [8]. The spark is controlled due to which the material removal
rate is according to the desired value. The complexity of this process is primarily
due to the spark of the plasma, flushing condition of dielectric, dielectric medium,
etc., and it becomes very tedious to observe the crater formation due to the spark
formation [6, 9]. Thus to simplify calculations and estimate, the thickness of the
layers formed in the crater modeling is done in the EDM process. Various models
are modeled, and simulation is done to obtain the closest experimental values.

Modeling of EDM revolves around many aspects of the process. The models are
broken down into generalized individual steps, from finding the location of dis-
charge to estimating the input machining parameters [10]. A generalized model for
electro-discharge machining is shown in Fig. 1. Usually, in the generalized model,
problems are encountered in some steps, and thus, it is recommended to involve
iterations. Therefore, it is impossible to formulate a simulation of the entire EDM
process by copying all the steps in the generalized model. It is recommended to
stimulate the specific part of the generalized model to gain a basic understanding of
the mechanism involved in the EDM process, further optimization to be done
related to machining parameters, and then planning the further process. In this
review paper, the various models based on the generalized model pattern are
discussed.

2.1 Simulation in EDM Process

The simulation in the EDM process is usually characterized by two aspects the
simulation of the arc plasma and the simulation of the material removal. Simulation
of EDM arc plasma is done to estimate the boundary conditions and hence establish
the temperature distribution in the EDM process. However, it is very complicated to
model the arc plasma even if the gas discharge is assumed as steady. Further, the
simulation in material removal owing to a single discharge helps us to establish a
result for the EDM process as it is assumed to be cumulative of many discharges.
The real problem, however, remains with the concept of single discharge material
removal mechanism not being entirely clear. Another simulation design is based on
locating the location of discharge and deriving an algorithm to study it. Finally, the
results are combined and the final geometry is established.
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3 Various Types of Modeling in EDM Process

Since the early seventies models have been designed for electric discharge phe-
nomena (plasma channel) and the mechanism of cathode and anode erosion in the
EDM process, the two usually employed mechanisms to analyze the material
removals are electromechanical analysis [12] for short discharge pulses (less than
5 µs) and electrothermal analysis [13–15] for conventional EDM process which
usually involves the removal of the material due to the intense plasma energy
generated between the cathode and anode. The electrothermal EDM analysis is of
primal importance today. The material removal rate in EDM is generally estimated
based on an electrothermal mechanism [6, 12, 16, 17]. In most models, the tem-
perature distribution is done based upon a specific modeled heat source, and the
volume of material that achieves temperatures higher than the melting temperature
is assumed to be removed.

Fig. 1 Generalized model used in EDM process [11]
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The distinguishing factor between different models is the application of heat
sources. A heat source is usually assumed to be a point heat source [18]. In several
models, the heat source is assumed to be a disk and then used for modeling [19].
The use of a Gaussian distributed heat source is used to calculate the temperature
distribution, and then a solution is formulated in the form of a partial differential
equation [20]. Another parameter while EDM modeling is the shape of the crater.
Analytical solutions are mostly derived that determine the crater and molten pool.

3.1 Empirical Modeling in EDM Process

The empirical method is employed to formulate a thermal model via an energy
distribution ratio that will determine the crater geometry and help us find the
material removal during the EDM process. The energy distribution is formulated by
iterating a simulation model that will eventually enable us to find the energy dis-
tribution ratio, and the simulation process is repeated until the values of the sim-
ulation are close enough to the actual values [5]. Use of these empirical methods
has been employed in both micro and macro EDM to evaluate the energy distri-
bution ratio [21]. The empirical methods, however, are a little less reliable when
compared to the temperature-rising methods [22]. Jeswani et al. [23] for their 3-D
empirical EDM model used a dimensional analysis approach considering pulse on
time, spark frequency, gap current, gap voltage, and material properties as input
parameters to find out the wear of the tool.

Van Dijck et al. [24] computed the temperature distribution in the plasma
channel and the surface of electrodes to form a temperature-based empirical model
for EDM. The figure shown was used to evaluate the melting volume per pulse at
both electrodes. This volume found from the figure is then used in reference to
Pappus–Guldin theorem, and the solid volume generated is found. Further, an FEA
model was also formulated to estimate the surface roughness. Various
thermo-physical models were formed in EDM, a thermal–structural model was
formulated to study the relation between the process variables and the output
machining parameters such as MRR, tool wear, and retained stresses [25]. A model
formulation was done based on understanding the EDM plasma channel formed in
the heat flux during the process [26]. A more realistic numerical model is formu-
lated based on the thermal analysis, where the analysis is done on a small portion of
the workpiece around the region of spark. The small portion is assumed to be
cylindrical, and the boundary conditions are evaluated using the Gaussian distri-
bution of heat. The boundary conditions as shown in Fig. 2 are solved using FEM
software Ansys [27]. The properties of the materials including thermal conductivity,
specific heat, and density were taken into account while solving the boundary
conditions. The simulation results were used to obtain the crater and temperature
distribution. The material removal rate was evaluated using Eq. 1.
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MRR ¼ Cv � 60ð Þ= Ton þ Toffð Þf g ð1Þ

where Cv—Volume of the cavity above melting point temperature in mm3,
Ton—Pulse on time in µs, and Toff—is Pulse off time in µs and MRR unit is
mm3/min.

3.2 Semiempirical Modeling in EDM Process

Researchers developed several semiempirical models that would help us evaluate
material removal rate, surface finish, and wear of the tool using the design of
experiments. Patel et al. [28] designed the anode erosion empirical EDM model that
used Gaussian distributed heat flux as the basis to evaluate the boundary conditions
at the anode. A very unique approach to formulating an empirical EDM model via
an artificial neural network was established by Gopal and Rajurkar [29]. Tsai and
Wang [30] formulated the artificial neural model based on MRR and then compared
the results to the actual experiments and found them to be in order. Machining
parameters, namely the tool radii, depth of offset, duration of the pulse, peak
current, depth of cut, were considered. Further, the ANN model was verified to give
better and faster results compared to other models (Fig. 3).

Fig. 2 Boundary conditions subjected to the workpiece [27]
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4 Conclusions

In conclusion, the empirical and semiempirical models discussed had obtained the
best simulation results when they were did not assume the work material to be
homogenous and the material properties were considered temperature-dependent. In
addition to this, the latent heats of fusion and vaporization had a major involvement
in the simulation results. The various empirical models which were based on
thermal analysis have a limited scope of applicability, as they assume the spark
radius to be a constant; further, the heat source is reduced to a point and thermal
properties are assumed for homogenous and isotropic materials for work/tool
materials. Thus, there remains a further need for developing a more realistic and
concise mathematical model for thermal analysis in EDM process which can help
us predict and analyze the crater more accurately by modifying the assumptions and
obtaining precise experimental values. Finally, a good correlation between simu-
lation and experimental results can be established by using a time-dependent heat
source and taking into account the temperature-dependent material properties and
the latent heats of fusion and vaporization.
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Fig. 3 Material removal rate results in (a) ANN model (b) anode erosion model [28, 29]
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Structural, Optical and Magnetic
Properties of Cobalt Ferrite
Nanomaterials, Synthesized by a Green
Technological Approach Using Lemon
Juice

Shashank Bhushan Das, Vivek Kumar, Rakesh Kumar Singh,
Nishant Kumar, Harendra Kumar Satyapal, and Atul Jyoti

1 Introduction

Ferrite nanomaterials are being used in various applications [1–5]. From a vital
research view of Mathew, the nanostructured ferrites offer an exceptional system to
study the magnetism at the nano level [1]. Cobalt ferrite offers enhanced coercivity,
reasonable magnetization and huge magneto crystalline anisotropy [2]. These also
exhibit superparamagnetic behaviour due to large crystalline anisotropy, if they are
made significantly small in size [3]. Due to the coupling of electron at Co2+ lattice
position, huge magnetic anisotropy is observed. In case of bulk CoFe2O4, cubic
anisotropy dominates as the orbital contribution is not satisfied by the lattice [4].

The properties (electrical and magnetic) of bulk ferrite are highly dependent on
grain size, porosity and dispersal of metal cations within the lattice sites [5].
Nanostructured cobalt ferrite exhibits very good properties (structural and mag-
netic) in comparison to the bulk [6]. The extraordinary magnetic behaviour in
cobalt ferrites arises from surface spin disorder, reported in some recent investi-
gations [7]. Amiri et al. prepared cobalt ferrite and its nanocomposite at different
temperatures and investigated the magnetic behaviour of ferrite and proposed that
the increased particle size may lead to improved magnetization [8]. Rajendran et al.
examined the magnetic nature of CoFe2O4 and concluded that structure and size
strongly affect the magnetic properties [9]. Miao et al. studied the magnetic
behaviour of plasma sprayed CoFe2O4 and noticed a significant enhancement in the
magnetic parameters like Ms, Hc and others [10]. Ai and others discovered that
magnetic separation is considered a quick and effective technique for separating
magnetic particles [11]. Baldi et al. also studied the variation of magnetic properties
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of CoFe2O4 materials with the controlled size and the surface state [12].
The lowering of magnetic saturation may be credited to the variation in spin-
cycloidal magnetic moment as explained in previous research works [13]. The
objective of the present research is to synthesize nanostructured cobalt ferrite by a
green technological approach using metal cations (Fe3+, Co2+) and lemon juice
precursors at different annealing temperatures and studied their structural, magnetic
and optical properties.

2 Materials and Method

2.1 Method of Synthesis of CoFe2O4

To synthesize cobalt ferrite, Cobalt (II) Nitrate hexahydrate (Co(NO3)2.6H2O),
Sigma-Aldrich), Iron (III) Nitrate nonahydrate (Fe(NO3)3.9H2O, Merck) and fresh
lemon juice was taken. Fresh Lemon juice contains highest percentage of hydrated
citric acid among all citrus fruits. Hence, it is chosen to get maximum yield of
CoFe2O4 nanomaterials. The synthesis of CoFe2O4 was performed via solution
combustion route (sol-gel) using lemon juice as a source of citric acid. Cobalt
nitrate (Co(NO3)3.6H2O) and iron (III) nitrate (Fe(NO3)3.9H2O) were taken in 1:2
molar ratio and mixed with deionized water till properly dissolved. After this, fresh
lemon juice was poured into solution containing Fe3+ and Co2+ ions and pH was
made 7 by adding 25% NH3 solution. The obtained solution was then continuously
stirred at 100 °C to get viscous gel which was further dried in the oven. The
obtained blackish material was heat treated between 400 and 750 °C to get cobalt
ferrite nanomaterials. The flow chart of synthesis procedure is shown in Fig. 1.

2.2 Characterization

The heat-treated materials were further subjected to various characterizations like
X-Ray diffraction, FTIR spectroscopy, UV–Vis spectroscopy, PL spectroscopy and
Scanning electron microscopy and vibrating sample magnetometer (VSM). The
phase formation of CoFe2O4 was confirmed by XRD with Cu-Ka radiation
(k = 1.5405 Å) (Make: Bruker, Germany). The molecular bonds were examined by
FTIR spectroscopy (PerkinElmer, UK, model, make). Optical property examination
was performed by double beam UV–Vis spectrophotometer (LABTRONICS:
LT-2200) and PL spectroscopy (Make: Perkin Elmer, UK) for a better under-
standing of applications. The surface morphology was inspected using SEM (Make:
Carl Zeiss Microscopy Ltd., UK). Magnetic measurements were recorded by VSM
(Lakeshore, 7400).
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3 Results and Discussion

3.1 Structural Analysis

3.1.1 XRD Analysis

The phase identification of annealed material was executed by XRD. The XRD
pattern of annealed cobalt ferrite are illustrated in Fig. 2. Figure 2a illustrates XRD

Drying gel 

Annealing at different temperatures 

pH adjustment 7 by adding ammonia Solution

Stirring at 100 oC 

Viscous Gel

Solution of precursors

Continuous Stirring on the Magnetic Stirrer 

+ +
Cobalt 
Nitrate 

Ferric 
Nitrate 

Lemon Juice 

Fig. 1 Flow chart of synthesis process
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pattern of material annealed at 400 °C for 1 h, were some of the peaks of CoFe2O4

were detected. This indicated that phase formation of CoFe2O4 started at 400 °C
using lemon juice as precursor. Various crystallographic parameters like 2h and d-
value were noticed to be 35.53° and 2.5245 Å, respectively. The crystallographic
structure of ceramics was identified as hexagonal with R-3 m space group having
COD ID 1540973. In order to get complete phase formation and more crystallinity
of cobalt ferrite, the annealing temperature was further increased. Figure 2b dis-
plays XRD spectra of heat-treated ceramics at 550 °C for 2 h. With gradual
increase in annealing temperature, more crystalline peaks of CoFe2O4 were
observed along with some impurity phases of Fe2O3 having crystallite size
17.34 nm. The XRD of CoFe2O4 matched with COD ID 1533163. The impurity
phases were further removed with rise in annealing temperature. Figure 2c
demonstrates XRD pattern of sample annealed at 750 °C for 3 h where none of the
impurity phases was observed. The structure changed from hexagonal to cubic
structure having COD ID 1533163 with Fd-3 m space group. The d value and (hkl)
plane corresponding to highest intensity (2h = 35.49°) were noticed to be 2.5273 Å
and (311), respectively. The lattice constants (a) of cubic crystal system were

evaluated by equation a ¼ d h2 þ k2 þ l2ð Þ½ �1=2 and found equal to 8.382 Å, which
was near ideal values corresponding to COD ID 1533163. All experimental results
clarify single phase formation of CoFe2O4 with cubic crystal system has taken
place. For proper peak refinement, we have used Rietveld analysis using FullProf
software [14], which is displayed in Fig. 3. For calculating crystallite size,
Scherrer’s equation [15] was used, which is given as:

t ¼ 0:9k
b cos h

Fig. 2 XRD of annealed sample at a 400 °C for 1 h b 550 °C for 2 h c 750 °C for 3 h
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where ‘t’ is the crystallite size and b is FWHM. All the corresponding 2h, d-values
and (hkl) planes are given in Table 1 in detail. Average crystallite size was cal-
culated 41 nm approximately. The small crystallite size of prepared ceramics
contributes towards some promising optical properties which have been explained
in Sect. 3.4. Furthermore, to calculate crystallite size and strain we used
Williamson-Hall plot as displayed in Fig. 4a, b respectively. The calculated size
from W–H plot found in agreement with crystallite size obtained above, i.e.
18 (±1 nm) and (38 ± 1 nm) for respective samples annealed at 550 and 750 °C.
The value of strain was also evaluated, which increases from 1.62 � 10−3 to
2.38 � 10−3 shown in Table 2. This study relates that annealing temperature plays
a vital role in structural characterization. Here, crystallite size, strain value and
lattice constant are increased, which is according to earlier reported works [16].
Also, beauty of the method is eco-friendly.

Fig. 3 Rietveld refinement of CoFe2O4 prepared at 750 °C for 3 h

Table 1 XRD parameters of
CoFe2O4 prepared at 750 °C
for 3 h

S. No. 2h (Degree) d (Å) (hkl) Intensity (I/IO)

1 30.13 2.9641 220 292.34

2 35.49 2.5273 311 1000.00

3 37.09 2.4219 222 63.23

4 43.13 2.0959 400 200.61

5 53.53 1.7104 422 82.54

6 57.04 1.6134 511 228.65

7 62.65 1.4817 440 341.20
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3.1.2 Microstructure Analysis

Surface morphology of CoFe2O4 was examined using SEM. We have chosen a
sample prepared at 750 °C for microstructural analysis as it has highest crys-
tallinity. The micrographs clearly indicate agglomerated and porous microstructures
within cobalt ferrite in Fig. 5a–b. To estimate grain size of cobalt ferrite, histogram
plot was drawn, which is depicted in Fig. 5c–d. Using corresponding histogram
plot, the average grain size was evaluated 0.96 lm approximately. The use of
lemon juice as a precursor may contribute to enhanced porosity and agglomeration
in present work [17]. Smaller and porous grains may contribute to some promising
optical properties, which has been explained in optical properties measurement
section.

3.2 FTIR Spectroscopy

Figure 6a–c represents FTIR spectra of CoFe2O4 annealed at temperature 400°,
550° and 750 °C, respectively. All characteristic bands were recorded between 400
and 4000 cm−1 and displayed in Table 3. The examination of molecular bonds
reveal the presence of bands at 463 cm−1, 576 cm−1, 1104 cm−1, 1379 cm−1,
1639 cm−1 and 3435 cm−1. The band at 463 and 576 cm−1 is referred as Fe–O and
Co–O stretching vibration, respectively. Fe–Co vibration band is present at
1104 cm−1. The symmetric vibration band near 1379 cm−1 is associated with nitryl

Fig. 4 Williamson-Hall plot of CoFe2O4 annealed at a 550 °C for 2 h b 750 °C for 3 h

Table 2 Crystallographic parameters CoFe2O4 annealed at 550 and 750 °C for 3 h

CoFe2O4 Crystallite size Strain Lattice constant (Å)

At 550 °C 18 (±1) nm 0.00162 8.3805

At 750 °C 38 (±1) nm 0.00238 8.382
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groups (NO3
2−). The bands at 1639 cm−1 and 3435 cm−1 represent the vibrations

(bending and stretching) of water molecules, respectively. No extra vibrations
bands were detected in FTIR spectrum with usage of lemon as precursor. These
results are according to earlier research works of CoFe2O4 and confirm that pure
phase formation of spinel cobalt ferrite has taken place [18, 19].

3.3 UV–Visible Spectroscopy

To study the absorption and band gap of cobalt ferrite, Uv–Vis spectroscopy of
annealed sample was performed. The absorbance was studied between 300 and
500 nm wavelengths. Figure 7a illustrates the absorbance spectra of prepared fer-
rite at 750 °C, which clearly indicates the prominent absorption near 325 nm. Band
gap plays a significant role in defining electrical properties of nanomaterials. With
the intention to evaluate these properties, band gap of CoFe2O4 crystalline ceramic
material was calculated by considering a direct allowed electronic transition. To

Fig. 5 a–b SEM micrograph of CoFe2O4 prepared at 750 °C for 3 h and c–d grain size
distribution for CoFe2O4
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evaluate band gap (Eg), Tauc equation ahm ¼ B hm� Eg
� �n was used, where a, h, v,

B, Eg and n represent absorption coefficient, Planck’s constant, frequency, energy
independent constant, band gap and index related to electronic transitions,
respectively. For a direct allowed transition, n is taken to be 1/2. Considering n = 1/
2 in Tauc equation, plot of ahmð Þ2 versus photo energy was obtained for CoFe2O4

prepared at 750 °C as illustrated in Fig. 7b. The slope of this curve represents Eg of
synthesized CoFe2O4 which was found equal to 3.65 eV. The high band gap
confirms the insulating behaviour of CoFe2O4 nanomaterial. Uv–visible spectra of
CoFe2O4 prepared at 550 °C is been shown in Fig. 7c and corresponding Eg equal
to 3.77 eV (Fig. 7d), possibly due to reduced size of ceramics at lower temperature
as explained in Brus model [20]. The small size has already been confirmed in XRD
analysis. Various research groups reported that Eg lies in between 1.8 and 2.5 eV
[21, 22], but in this present research, high band gap was noticed as compared to
other research, reported by some groups and this is to the best of our knowledge.

Fig. 6 a–c FTIR spectra of cobalt ferrite at 400 °C for 1 h, 550 °C for 2 h and 750° for 3 h

Table 3 FTIR vibration
bands of prepared cobalt
ferrite

Wavenumber (cm−1) Vibration mode

463 Fe–O stretching

576 Co–O stretching

1104 Fe–Co vibration bond

1379 NO3
2− symmetric vibration

1633 H2O bending vibration

3435 OH− stretching vibration
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3.4 PL Spectroscopy

The photoluminescence property of the cobalt ferrite was studied using PL spec-
trometer with excitation wavelength of 350 nm. Figure 8a–c represents PL spectra
of treated sample at 400°, 550° and 750 °C, respectively. Here, emission peaks
were noticed in visible range between 457 and 493 nm. It is quite evident from the
plot that broad and intense peaks appeared for samples synthesized at 750 °C in
comparison to other annealed samples in the present research work. The observed
peaks in PL spectra clearly indicate strong blue emissions predominantly due to
spinel structure of prepared material, which agrees with earlier research works.
Here, existing broad bands are primarily due to charge transfer between octahedral
sites and its surrounding oxygen atoms and also due to intra band gap defects
(oxygen vacancies) [23].

3.5 Magnetic Measurements

Magnetic measurement was performed using VSM between −15 and 15 KOe.
Effect of annealing on CoFe2O4 nanomaterials were further studied. It has been
observed from Fig. 9 that S-shaped curve is obtained indicating super paramagnetic
behaviour. Furthermore, the magnetic parameters like saturation magnetization
(Ms), Hc (coercivity) and Mr (retentivity), etc. were calculated, which have been
listed in Table 4. The saturation magnetization of CoFe2O4 decreased from 400 to
750 °C as reported in earlier research works. With the increase in annealing

Fig. 7 a–d UV–Vis spectra and direct band gap of cobalt ferrite at 750 °C for 3 h and 550 °
C for 2 h, respectively
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temperature from 400 to 550 °C, Ms was found to increase, which might be due to
the occurrence of a-Fe2O3. The enhancement of Ms may be credited to the strain
created by the formation of a-phase. Furthermore, the coercivity was noticed to
increase with rise in annealing temperature. Coercivity ‘Hc’ depends on various
different factors like micro strain, morphology, size distribution, magnetic domain
structure, etc. Generally, we have seen that there is increase in Ms and decrease in
coercivity, but finding in our case are different from earlier reported works [24].

High coercivity (2240 Oe) and high energy band gap (3.65 eV) are the important
feature of this present research, which were not reported earlier to the best of our
knowledge. This might be credited to generated strain and other structural
parameters and lemon used as herbal ingredient. Thus, the materials can be used in
magnetic recorders, microwave applications, etc.

4 Conclusions

Cobalt ferrite was successfully synthesized via green technological approach using
lemon juice and metal nitrates as precursor materials between annealing tempera-
tures 400–750 °C. XRD identified crystalline phase formation having cubic crystal
structure with crystallite size 41 nm approximately. The lattice parameter of the
corresponding crystal structure with Fd-3 m space group was calculated to be
8.382 Å. The molecular bending and stretching vibrations at 463 cm−1, 576 cm−1,

Fig. 8 a–c PL spectra of cobalt ferrite at 400 °C for 1 h, 550 °C for 2 h and 750 °C for 3 h,
respectively
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1104 cm−1, 1379 cm−1, 1633 cm−1 and 3435 cm−1 were identified by FTIR
spectroscopy, which clearly indicates all characteristic bands of the concerned
phase formation. Optical investigations with Uv–Vis spectroscopy specified the
absorbance at 325 nm. The direct band gap was also measured 3.65 eV considering
corresponding absorbance by Tauc equation. A broad and strong emission between
457 and 493 nm was observed during photoluminescence studies. The blue emis-
sions predominantly originated due to the charge transfer from regular octahedra to
neighbouring oxygen atoms and also due to oxygen vacancies. Morphological
characterization by SEM revealed agglomerated grain size distribution along with
some porous microstructures. Grain size of SEM micrograph was calculated con-
sidering the histogram plot and found to be 0.96 lm, approximately. Magnetic
parameters were affected with the increase in annealing temperature. The coercivity
was found to increase and the saturation magnetization was found to decrease.
Thus, it may be concluded that, at 750 °C, the pure phase nanomaterial was syn-
thesized having good electronic, optical and magnetic properties, which can be used
in various electronic and magnetic industries. High coercivity (2240 Oe) and high
energy band gap (3.65 eV) is the important feature of this present research, which
were not reported earlier to the best of our knowledge. This might be credited to

Fig. 9 Magnetic measurement of cobalt ferrite

Table 4 Magnetic parameters of cobalt ferrite

Magnetic parameters At 400 °C for 1 h At 550 °C for 2 h At 750 °C for 3 h

Coercivity (Hc)/Oe 1525 Oe 1709 Oe 2240 Oe

Magnetization (Ms)
(emu/g)

37.35 emu/g 45.67 emu/g 25.25 emu/g
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generated strain and other structural parameters and lemon used as an herbal
ingredient. Thus, the present study opens a new window for pure magnetic material,
which can be produced with lemon juice as a chelating agent.

Acknowledgements Authors are grateful to Aryabhatta Knowledge University, Patna and Dept.
of Education under Govt. of Bihar for establishment and functioning of nanoscience and nan-
otechnology centre.
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Automation in Inventory Management
in MSME (Micro, Small, Medium
Enterprises) Warehouse by Use
of Robots

Meet Savla, Amar Pandhare, Shubham Gulunjkar, Pranav Pandit,
and Prathamesh Dhawale

1 Introduction

Inventory management is arguably one of the important parts of any business which
depends on the involvement of product fabricating, manufacturing, and selling, this
is especially true for warehouses. Up to 60% of the budget is allotted towards the
inventory of a business [1], thus inventory becomes a crucial aspect of a business.
The more the efficiency of the inventory management system more the sales of the
company, thus without a good inventory management system, a company will
never be able to achieve its maximum potential performance [2]. Successful
companies mainly focus on their inventories as in, the end raw materials as well as
finished products to be stored and shipped from a warehouse on a given time frame
so that further processes are carried out smoothly. Ideally, inventory management
refers to the process of collecting material/components, storing them, and eventu-
ally handing them to the sales department when required, thus it is the process that
ensures that the required item is obtained in the required time, in the required place,
in the required quality and price [3, 4]. A company must consider the parameters
such as the rate of obtaining the materials, material handling, the frequency of
requirement of material/components, etc. [3]. These considerations of attributes
decide whether a business will be profitable in long run or not.

Inventory management is always an evolving field as every industry has different
sets of constantly changing demands and problems to be tackled over a period of
time [5]. Regardless of the type of inventory management used, the basic sets of
requirements remain the same. As a part of the supply chain, inventory management
includes aspects such as controlling and overseeing purchases—from suppliers as
well as customers—maintaining the storage of stock, controlling the amount of
product for sale, and order fulfillment [6].
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Founders, entrepreneurs, and market leaders are now living in a world where
small-to-medium scale businesses are trying to compete with the global conglom-
erates. In the case of India, a country with rising foreign investments of amazon,
IKEA, etc. is betting big on storage shades. It is high time for Micro, Small, and
Medium Enterprises to step up their inventory management system to be able to
sustain in this fast-changing business environment.

Large-scale companies already have adopted automated inventory management
systems, the reason being the high demand, the requirement of precision, and the
productivity improvement [6]. 37% of the Gross Domestic Product of India is
contributed by the MSME sector, thus it is an integral part of the GDP. In spite of
this, the sector is limited due to their longer production times leading to not being
able to fulfill high demands thus eventually increasing costs. Automation in
inventory management is considered to be extremely expensive with profitable
results achievable after a certain number of years which is not sustainable for
Micro, Small, and Medium scale enterprises. These industries depend heavily on
humans and vast storage space which eventually leads to wastage of space, human
error, excessive inventory, and loss in profit. Because of the new encouraging
policies adopted by India after the 90 s, even though the number of industries has
surged warehouse industry in ‘Micro, Small and Medium Enterprises’ (MSME) has
not seen a significant change from the ‘Godown’ stage with exceptions of ISO
certified companies. These industries are now in need of inventory automation
systems that will be easy to understand and will give return over their investments
in less amount of time. This paper focuses on those industry’s problems and will try
to tackle them. This report comprises of overall design and considerations taken in
the project of ‘Automation in Micro, Small and Medium Enterprise warehouses by
use of robots for inventory management’.

The solution proposed in this paper aims to eliminate the idle space present in
the conventional inventory storage methods by using a custom altered rack
arrangement, while an overhead 3-axis robot is used to access them. This not only
increases the space efficiency but also reduces the loading-unloading time of the
inventory with increased precision.

2 Methodology

Research starts with an aim to minimize difficulties faced by current warehouse
industries in India. After careful observations, it is seen that most of the conven-
tional warehouse management systems are seen to be safe but require most space as
well as the workforce as that space goes on increasing [7]. Following shortcomings
were seen in real-world warehouses and their management,

• Warehouses space mismanagement lead to an increase in cost
• Most of the warehouse space was being left out for access convenience and

safety norms decided by different government bodies as well as private ones.
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• A practical warehouse management system had humans as one of the main
components, Human error could vary from organization to organization but its
repercussions harm the overall organization.

• Current automated inventory solutions are far expensive and complex, which
Micro, Small, and Medium Enterprises cannot bear to pay [8].

With an aim to find a solution following research is done.

2.1 Racks

As unused space is a liability for an organization [4], maximum space utilization is
becoming an extensively important aspect of any investment strategy. Conventional
racks need to be managed by machines like pallet cranes and forklifts. These
machines require a moderate amount of space to operate and according to different
standards space in between racks is defined for safety. While designing warehouses,
parameters such as total dimensions of the space, structural constraints, the flow of
material, and equipment are to be considered [9]. The warehouse designing process
is intricate and tradeoffs are a part of it, thus priority is to be determined between
maximum space utilization and maximum material accessibility. The rack is
designed by considering two main important parameters maximum space utilization
and maximum accessibility.

Assumptions given below are taken to design the following rack:

• All bins are having the same dimensions
• The area is taken such that 144 bins can be accommodated (36 bins * 4 levels)
• External dimensions of rack are known
• The basic schematic layout is taken without clearances for a better understanding

First, a 2-dimensional layout of the rack is taken for comparative study; this
gives us an idea about how much space we can actually save. We chose a 6 � 6
layout for our top view as shown in Fig. 1.

Fig. 1 Maximum utilization layout (top view)
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This layout is aimed at fully utilizing the space for inventory storage, while it has
the most capacity to store inventory there are some disadvantages of this layout. At
a time, the robot is only able to access the bins on the top layer leading to a
significant time and energy-delay to access lower bins, Since, if a lower bin is
required to be accessed it first has to remove the preceding bins one at a time. This
is the biggest disadvantage of the respective layout. Also, in the case of mainte-
nance, it is very tedious and time consuming to access the bins.

This conventional layout as shown in Fig. 2 is most widely used in industries as
it offers simplicity and less cost of operations. In this layout, the racks are arranged
parallel to each other and a minimum space of two parallel bins stacked together is
left for accessing the bins. The problem that arises here is that a minimum of 50%
of the space is wasted due to the void left.

The comparative data of all 3 rack systems is displayed above in Table 1. This
optimally designed rack arrangement overcomes the problem of not being able to
specifically accessing lower bins by providing a void as denoted by the light blue
color in Fig. 3, wherein the overhead 3 axis robot can access all bins as per
command.

By referring to the layout in Fig. 3 we now take our step towards fully functional
design. Aluminum extrusions are chosen because of their weight, strength, and
availability [10–12]. The extrusion method of production makes it relatively
cheaper than obtained by other processes, thus complex cross-sections having better
rigidity can be used [13]. Different dimensions of rack are taken as per IS: 1883–
1983 [14], and recently released datasheet labeled 08–343 by a private organization
named FM Global [15]. This made the rack design safe even in case of fire hazards.
The final result will look as shown below (see Fig. 4).

 Bins Empty Space

Fig. 2 Conventional rack layout (top view)
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2.2 Robot

Robot process automation (RPA) is a technology in which the software acts as a
mediator between the operator and the robot, making the interaction between man
and machine possible [16], thus this technology is ideal for use.

The robot is designed with the aim to handle the bins present in the custom rack.
With available dimensions of rack and space in between it to access bins, maximum
external dimensions are fixed. In order to achieve maximum efficiency, apart from
pick/place commands the robot must operate autonomously. It should locate itself
and figure out the best path, for it the robot must continuously communicate with
the computer on which the data is stored [7]. Highly efficient space utilizing rack
uses multiple robots having complex algorithm and intricate design, a specialized
skilled employee is desired to handle these kinds of tasks [17]. This inevitably leads
to high initial investment and high recurring costs like employee payment, service,
service parts. Return over investment for these systems is prolonged if stored
material is not fast-moving and is not in demand. Micro, Small, and Medium

Table 1 Summary of all 3 rack structures

Method Total area
(m2)

Useful
area (m2)

Bins Space
efficiency
(%)

Bin accessing
efficiency (%)

Custom rack 2160 1560 26 72.3 100

Autostore 2160 2160 36 100 25

Conventional
method

2160 1080 18 50 100

Bins Empty Space

Fig. 3 Custom rack layout (top view)
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Enterprises cannot afford to invest a high proportion of their capital into a system
that cannot give a return in the least amount of time.

Aims given below are taken to design the following robot:

• Low manufacturing cost
• Ability to manufacture at a much faster rate
• Minimalistic design

With all available constraints, the external dimensions of the robot are fixed.
A combination of servo motors and stepper motors is applied to the robot for easy
programming and better results in terms of cost and precision. A retractable arm is
first designed to access the bin and take it onto a fixed platform with respect to the
robot. The Vertical (Z-axis) movement of the robot is achieved by the use of metal
ropes and its operational basis is inspired by the movement of the hook of the Rope
Hoist. Rotational movement of the retractable arm is achieved by the use of a spur
gear mechanism where one spur gear is inserted in bearing and a second spur gear
into the motor. Finally, movement of the robot in longitudinal (Y-axis) and lateral
(X-axis) direction is achieved by taking inspiration of simple rope hoist design
which moves on I beam. The final robot might look similar as shown in Fig. 5 and
the overall integration of the rack and robot has been presented in Fig. 6.

Fig. 4 Isometric view of the designed rack system
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Fig. 5 Robot design
(isometric view)

Fig. 6 Robot mounted on the
custom rack (isometric view)
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2.3 Data Reading System

In order to have a track of every item like knowing its availability, quantities in
which it is available, its location, the trend of the demand, it is vital to enter every
data of that item in the MS-Excel sheet and have a more sophisticated and
hassle-free track of the inventory in the warehouse [18]. This is the manual
approach that requires the operator to feed the details of that product every time it
comes in and goes out of the warehouse. This has proven to be extremely time
consuming and there are increased possibilities of human errors that are bound to
occur while entering all those long numbers that are uniquely assigned to each
product [19, 20]. All these have an adverse effect on the business by the increased
loss of stock, reduced customer satisfaction, increased lead times, human fatigue
and it is subsequently reflected on the revenue of the company and reduced-order
inflows [21].

So in order to counter this and ease the operation, there are two most renowned
options available in the market namely RFID (radio frequency identification) and
the barcode system. RFID is an accurate and dependable technology to record and
manage inventory flow [20]. RFID tags contain important information regarding the
product aiding the software in keeping track. RFID technology has some promising
benefits but at the cost of high initial investment [22]. But the area of focus in this
paper is on MSMEs, which are operating on a small scale as compared to some
industry giants such as Walmart, Amazon, and Ikea. This research emphasizes
emerging enterprises or those who have just established their business. One of the
major factors for all these companies is the cost factor, which needs to be very tight
as they are working on an individual level and simultaneously have to look at many
other operational things. A comprehensive comparison has been done between the
two technologies in Table 2.

Table 2 Comparison between Barcode and RFID

S.
No.

Parameters Barcode RFID

1. Reading speed Comparatively slow Quick

2. Accuracy in reading
information

More as scans one item at
a time

Less as more items are
being scanned at a time

3. Rate of reading one at a time Multiple products at a time

4. Precision Better Not so reliable

5. Data storing capacity Less Quite more (date of expiry,
date of arrival, its history)

6. Tag cost Low High (10X)

7. Setup cost low High

8. Auxiliary devices
required for the
functioning

Less (barcode printer,
scanner, software to
integrate)

More (RFID tags, printers,
antennas, reader, software)

9. Read and write data Only read Yes
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No doubt RFID provides more features and is more dynamic and advanced than
its counterpart, but the only negative point in this technology is the cost associated
with it, not only its initial step cost but also its operational and maintenance cost
[19, 23]. From the perspective of MSMEs operating on a low budget, the cost is the
decisive aspect at every step of their business. For this very reason, a barcode
system was chosen by keeping in mind the structure of MSMEs without having to
compromise much on their functional requirements. This technology is best suited
for these types of companies as they can extract the most out of it with minimal
cost. Regardless of all this, this system is very reliable and fulfills the majority of
their requirements. For barcode arrangements, the return on investment (ROI) is
comparatively high. This allows MSMEs to have a very effective business model in
this competitive world. Apart from its direct benefits, it also delivers indirect
advantages like enhanced customer satisfaction and elevates working environments
for the employees.

2.4 Implementation

A few of the major drawbacks of the existing inventory system are the human factor
and the time taken by them to manually calculate the inventory. Considering these
shortcomings, a new automated inventory management system has been developed
by the authors [24]. The flow of incoming goods is explained in Fig. 7 and simi-
larly, its outgoing flow is elaborated in Fig. 8. The whole system consisting of a
robot, software, and an operator is integrated and works in harmony. The job of the
operator has been reduced to the minimal as opposed to the conventional system,
where they were solely responsible for managing those huge inventories. Now their
task is to just scan the barcode attached to the product, feed into the computer the
required items, and place the products into the bins. The entire process has been
evolved to become less tiresome and carries out every step way smoothly. Instead
of carrying the inventory once in a month or a year in the case of a manual system,
this autonomous method facilitates taking the inventory any time when required
that too in a few minutes or hours depending on the quantity being included [25].
Additionally, it allows for precise governing of the stock in hand reducing the
possibilities of misplacing the materials.

The system is programmed in such a way that the product, which has arrived in
the warehouse first, is the first one to go out, thereby ensuring that the product
which has been manufactured first reaches the customer at the earliest.

Moreover, there have been made provisions for alarming the operator about the
stock levels when falls below the preset limit. This KANBAN technique makes sure
that optimum levels of stock are maintained in a way that customer satisfaction is at
its peak [26]. It has been structured in such a manner that no excessive funds are
infused in stocking up of the goods that are not much in demand and subsequently
relieving that owner of that organization.
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3 Conclusion

With an accelerated surge in available competition, automation in inventory man-
agement in MSME warehouses by use of robots is required more than ever. A safe
and efficient automated system in every aspect can be made for micro, small,
medium enterprises.

As per the survey, MSME generally uses a human handled system for inventory
management and conventional rack arrangements. This technique has flaws, which
were—human error in managing the inventory, overstocking, human safety, poor
space utilization, and cost of the inventory management department. These nega-
tives were kept in mind and a new design was crafted.

22.3% increase in space utilization can be achieved with a new rack design
which can be safe as per norms at the same time accessibility of a single robot can
be increased up to 100%, this way FIFO and KANBAN concepts can be met for
remarkable productivity.

Fig. 7 Flow chart for loading the goods into the rack
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This new version of the rack arrangement and the introduction of robots in the
system make the inventory management process a lot more productive. Increased
storage space from available warehouse space and reduction in error by use of the
robot with help of bar code to store data will not only make the organization
efficient in terms of cost from fixed assets but also the organization will be able to
predict its next financial year inventory well in advance to reduce its working
capital cycle.
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A Review of the Mechanical Properties
and Erosion Behavior of HVOF Sprayed
Nanocomposite Coatings

Rajinder Kumar, Deepak Bhandari, and Khushdeep Goyal

1 Introduction

Energy plays a crucial role in the economic growth of a country and defining its
standard of living. The demand for energy has been increasing at a very fast rate.
The hydroelectric power plants highly contributed to the generation of power.
Reports reveal that 66% of the world’s feasible resources of hydroelectric power
resources are undeveloped till now. Half of these potential resources lies only in the
Asian countries [1]. In the world, India lies at the 7th position in hydroelectric
power production. The consumption of power in India has been estimated to
increase from 1107.8 TWh in 2016 to 1894.7 TWh in 2022 as per power sector
report 2017 [2].

In hydroelectric power plants, material removal due to erosion from the turbine
components cannot be stopped, but different types of coatings can be used to
enhance the life of the materials used in the fabrication of turbine components.
Major components of the hydro turbines, which are badly eroded are draft tube,
facing plate, runner inlet, and outlet, shaft seal, guide vanes, nozzle, spear, and
spiral casing. Figure 1 shows the components of hydro turbine affected due to
erosion. Due to rise in the erodent particles in the river water, the problem of
erosion becomes more critical during rainy season for the hydroelectric power
plants located in the Himalayan region in India, which affect the power generation
and economy [3]. Slurry erosion is a complex phenomenon, influenced by a number
of factors, like impact velocity, weight of erodent particles, slurry concentration,
average particle size of silt, impingement angle, contact time, and material
properties.
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Conventional steels used in the manufacturing of hydro turbine components are
not able to overcome the problems occurred due to erosion in the hydroelectric
power stations. To minimize erosion, suitable erosion-resistant coatings deposited
by many advanced coating methods are mostly used. The studies of various authors
highlighted that the problem of slurry erosion of hydro turbine components cannot
be eliminated, but it can be reduced by using coated components of the hydro
turbine. Many researchers compared the conventional coatings with nanostructured
coatings and lots of improvements were observed in mechanical and microstructural
properties of as-sprayed material as like increase in the hardness, lower the porosity
and erosion rate, improved surface roughness, etc.

HVOF sprayed coatings are more popular due to high resistance to erosion,
higher value of hardness, low porosity, and improved surface properties of the
substrate materials [5, 6]. Till date, many researchers showed better results of the
various micro and nano coating powders coated by HVOF technique [7]. By the
addition of chromium to WC, coatings improve the resistance to erosion and wear.
The erosion resistance of WC–10Co–4Cr coatings deposited with HVOF technique
has been increased up to 50% than substrate stainless steel. The results of
WC-based coatings mostly depend on the coating technique [8, 9]. Further, the
composition of feedstock powders also plays a major role. Evaluation of the slurry
erosion behavior of the hydro turbine material in actual working environment is a
very complex phenomenon. Therefore, erosion testing of the substrate and
as-sprayed materials can be performed on slurry erosion test rig under hydro
accelerated environment by varying the operating parameters.

Fig. 1 Hydro turbine components affected due to erosion (a) runner outlet (b) runner inlet
(c) guide vane (d) facing plate [4]
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2 High-Velocity Oxy-Fuel (HVOF) Spray Coating
Technique

Figure 2 represents an HVOF spraying process of coating. A mixture of fuel such as
propane, propylene, hydrogen or a liquid fuel such as kerosene with oxygen/fuel
ratio of 2.27 undergoes continuous combustion to provide a high-pressure jet of hot
gas. The combustion chamber releases the hot gases into a nozzle to produce a
spray with high speed. After combustion, coating powders like WC–10Co–4Cr,
Cr3C2–NiCr, WC–10Co–4Cr + 10% YSZ, etc. are passed over the hot jet stream to
obtain the semi molten state [10]. Nitrogen (N2) is used as carrier gas. The hot jet of
the semi-solid particles strikes against the work piece and creates a layer of coating
of varying thickness. The ratio of O/F has greater influence on hardness and
roughness of coating. Fuel-rich mixture produces the coatings with less oxide. The
shock waves have some influence on gas turbulence. Generally, the main result of
the shock-turbulence interaction is the amplification of the velocity fluctuations.
The major benefits of HVOF spraying process are that the coating layer has a very
high density and sticks to the substrate material well. Figure 3 shows the SEM
images of uncoated turbine steel, HVOF sprayed conventional coating and HVOF
sprayed nanocomposite coating.

3 HVOF Sprayed Nanocomposite Coatings

The important findings of the various researchers on HVOF sprayed nanocomposite
coatings have been presented in this section.

The HVOF spray coating technique was used to deposit the ceramic/polymer
nanocomposite coatings by the author. Dense coatings with uniform particle dis-
tribution were obtained by optimizing the various spray parameters like design of

Fig. 2 Schematic diagram of HVOF spray coating [11]
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nozzle, distance between nozzle and top surface of metal, oxygen-fuel ratio, and the
powder feed position. It was observed that HVOF spray coating technique to
deposit the polymer and nanoparticle ceramic-reinforced polymers performed better
as compared to other spray coating techniques. Several thermal effects must be
stabilized to attain perfect nanoparticle ceramic/polymer composite coatings using
HVOF [12]. Stewart et al. compared the result of conventional and nanocomposite
powders coated by HVOF thermal spraying process. The nanocomposite WC–Co
resulted in improved wear resistance than the conventional material. For both the
conventional and nanocomposite coatings, the wear rate with alumina particles was
more in comparison to silica particles and resulted in low surface cracking and
minimum material removal [13].

The sliding abrasion wear of Al2O3–SiC nanocomposite coatings deposited with
HVOF and plasma spraying were analyzed by the researcher. The HVOF coatings
showed excellent resistance to abrasive wear as compared with the plasma sprayed
coatings and uncoated steel. The Al2O3–SiC nanocomposites coated with HVOF,
showed higher fracture toughness. The HVOF coatings were worn relatively slowly
by micro abrasion. The micro abrasion mechanism was reduced by SiC within the
nanocomposite coatings [14]. Li et al. showed that hydroxyapatite/nano-ZrO2

composite coatings were developed by using HVOF coating technique. SEM, TEM,
XRD, and DSC were performed for microstructural characterization of the
nanocomposite coatings. Results revealed that the roughness of nanosized zirconia
particles was improved after the deposition of coatings by HVOF technique. XRD
analysis highlighted the percentages of different phases present in the coatings [15].
Marple and Lima used HVOF technique to deposit the WC–12Co powder in which
the WC phase was either in conventional form or was in the form of multimodal.
The HVOF spray processes with a number of spray parameters were adopted to
investigate the effect of in-flight particle characteristics on coating properties. The
harder coating was obtained by using coating powder with nanosized WC phase.
Due to higher deposition efficiency, multimodal feedstock is more useful [16].

Fig. 3 SEM images of a uncoated CA6NM turbine steel b WC–10Co–4Cr conventional coating
c WC–10Co–4Cr + 10% Y2O3/ZrO2 nanocomposite coating
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The WC–Co coatings prepared with conventional micro and nano WC grains
were compared by the author. The feedstock powder with nanoscale WC grains
enhanced the wear resistance of the coatings. Coatings with nanoscale grains showed
higher value of hardness and lower porosity. Due to micro-scale abrasion condition,
rapid pullout of the hard phase was observed due to fine WC grains in the nanos-
tructured material [17]. Turunen et al. developed the Al2O3 and Al2O3–Ni
nanocomposite coatings using HVOF process. Due to superior mechanical proper-
ties, nanocomposite materials have been recognized. The variation in mechanical
and microstructural properties of the coatings were analyzed. It was observed that
coatings of better quality can be obtained by the optimization of spray parameters.
Increase in the hardness and wear resistance of the pure Al2O3 coating were
observed due to the addition of nano powders. Hardness and Fracture toughness
were also improved by the reinforcement of Ni into alumina [18]. Lima et al.
observed that Al2O3–13 wt% TiO2 coatings obtained by using micron and nanosized
powders, would further improve the wear properties of the conventional coatings.
Abrasion test was reported the enhanced wear resistance for the HVOF sprayed
hybrid coating. The significant enhancement was obtained in wear resistance by
using hybrid material [19]. Laha et al. analyzed the interfacial phenomena in plasma
and HVOF sprayed hypereutectic Al-Si composite with MWCNT reinforcement
theoretically and experimentally. The thickness of HVOF sprayed coatings as
compared to plasma sprayed composite. Improved wettability of the molten
MWCNT reinforced Al-Si alloy was obtained by the formation of b-SiC [20].

Gaona et al. deposited the hydroxyapatite (HA) blended nanosized titania (TiO2)
powders on the Ti–6Al–4 V material with the help of HVOF coating technique.
The tribological behavior and microstructural characteristics of the coated metal
were examined. Minor improvement was found in the coatings due to poor
mechanical properties of hydroxyapatite [21]. Baik et al. investigated the
mechanical and surface properties of WC–Co nanocomposite coatings. The
investigator used the Co surface layer to modify the porous spray-dried WC–Co
nano powder. Huge amount of non-WC phases was observed in the microstructure
of both as-sprayed WC–Co coatings. Coated surfaces exhibited the higher values of
wear resistance and hardness [22]. The influence of nano WC–12Co powder
reinforced into WC–10Co–4Cr were studied by the researcher. Wear and erosion
test were conducted to examine the outcome of the reinforcement. The coatings
were also examined by using scanning electron microscopy and X-ray diffraction
technique to analyze the microstructural properties of the coatings. The hardness
and erosion resistance of the coated samples were increased with the reinforcement
of nano particles [23]. Wu et al. deposited nanostructured Ni60–TiB2 composite
coating on substrate steel by using HVOF spray coating technique and compared
with conventional Ni60–TiB2 composite coating. Nanostructured composite coat-
ings showed excellent microstructural properties and improved wear resistance. The
results revealed that the adhesive wear was mainly responsible for the wear of the
nanocomposite coatings [24].
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Movahedi examined the mechanical behavior and surface properties of the NiAl
and NiAl–15 wt% (Al2O3–13% TiO2) nanocomposite coatings. SEM, TEM, and
XRD techniques were used to examine the coatings. It has been observed that the
microhardness and wear resistance were increased by using Al2O3–13% TiO2 nano
powder as a reinforcement [25]. Mazaheri et al. deposited the Al 356–Al2O3

nanocomposite powder on Al alloy (A356-T6) with the help of HVOF thermal
spraying technique. Al 356-Al2O3 powder was prepared by milling Al 356 powder
and 5% micro and nano scaled alumina particles. Various mechanical tests were
performed to characterize the composite coatings. Results revealed that mechanical
properties like surface roughness, porosity, hardness, etc. were higher than substrate
material. It was also found that the wear rates of nano and micro composite coatings
were significantly less as compared with Al 356-T6 substrate material [26]. Yan
et al. fabricated the nanostructured, bimodal, and multimodal WC–10Co4Cr coat-
ings by using HVOF spray coating technique and evaluated the microstructural,
mechanical, electrochemical properties, and slurry erosion resistance of the coat-
ings. The multimodal coatings exhibited the lowest decarburization and high
resistance to slurry erosion [27].

4 Discussion

Literature survey reveals that various investigations have been performed over the
last many years to improve the surface properties and erosion resistance using
HVOF sprayed nanocomposite coatings. It was observed that the HVOF sprayed
nanocomposite coatings exhibit superior mechanical and microstructural properties
as compared with conventional coatings [24]. It is observed from the different
studies that the effect of micro and nano particles on the metal surface is quite
different. The nano particles resist the penetration of erodent particles very effec-
tively and are not easily cut out by the pin because of their small size, high
hardness, and good bonding with the metal surface [16]. In recent years, the
research activities on nanocomposite coatings have increased very extensively. In
the field of thermal spray coatings, there has been a push to explore whether the
potential benefits of nanocomposite coatings suggested by the various relationships
can be realized and reflected in higher levels of performance. Investigations on the
tribological behavior and performance of various nanocomposite coating compo-
sitions have produced a wide range of outcomes.

Significant improvement was observed in mechanical properties by the rein-
forcement of bioinert ceramics, such as yttria stabilized zirconia (Y2O3/ZrO2),
alumina (Al2O3) and titania (TiO2) into a hydroxyapatite (HA) matrix. However,
mutual reaction between calcium phosphates (CP) and YSZ (Y2O3/ZrO2) seemed
inevitable and phase transformation of zirconia invariably took place during HVOF
coating deposition. This crystallographic transformation generated residual tensile
stresses in the coating [15]. The nanostructured coatings attracted intense interest
due to their improved mechanical properties. Basically, the decrease in particle size
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of nanocomposite coatings enhances the strength and toughness of ceramics. In the
recent studies on WC–Co nanocomposite coatings, it has been observed that the
feedstock powder properties are responsible for the microstructure of the coatings.
A porous feedstock powder produces a very dense coating but decarburization takes
place at very high level due to higher degree of powder melting. In order to obtain
the significant improvement in mechanical properties and wear resistance offered by
WC–Co nanocomposites, it is essential to reduce the porosity and WC decompo-
sition simultaneously [28]. Table 1 shows the summary of performance charac-
teristics of HVOF sprayed nanocomposite coatings.

5 Conclusion

Erosion depends on several factors like materials of the hydro turbine, shape, and
mineral contents of the erodent sand. The repair and maintenance impose huge loss
of capital along with the premature failure of the hydro turbine components. HVOF
sprayed nanocomposite coatings provide a protecting shield to the surface of the
materials from erosion. It proves to be very effective technique to enhance the life
of hydro turbine components. The existing data shows that the nanocomposite
coatings prepared by HVOF spray coating technique showed improved tribological
properties and high erosion resistance as compared with conventional coatings.
Many researchers proved that surface roughness, porosity, and hardness of the
coatings has improved significantly with the reinforcement of nanostructured par-
ticles like Al2O3, TiO2, Y2O3, etc. There is still vast scope in the study of the
performance of various nanostructured coatings by using HVOF spray coating
technique. The size of the reinforcement powder in composite coating plays a
crucial role in enhancing the strength of materials and it is worthwhile to use the
nanometre grain size to improve the erosion resistance as compared to conventional
coatings. The large number of mechanical and microstructural properties like
porosity, surface roughness, hardness, wear resistance, erosion resistance and
fracture toughness can be improved by using various nanocomposite combinations
and optimization of process parameters. Some new techniques like laser cladding,
tungsten inert gas cladding, and microwave processing with nanostructured and
bimodal coatings have been suggested by some researchers to develop
erosion-resistant coatings.
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Kitchen Waste Utilization Using Biogas
Plant—Need of the Hour

Bhamre Hrishikesh, Shimpi Abhishek, and Gadhe Prakash

1 Introduction

According to the Food and Agriculture Organization (FAO) of the United Nation,
the global volume of food wastage is estimated to be 1.6 billion tonnes of “primary
product equivalents”, while the total wastage for the edible part of food is 1.3 billion
tonnes [1]. The United Nations Development Programme states that 40% of total
food production is wasted in India [2]. The estimated cost of food waste in India is
US$ 14 billion [3]. India has seen tremendous growth in terms of per capita income,
infrastructure and population compared to previous decades. These factors resulted
in the continuous growth of hotel industries and social gatherings, but along with
that India is also facing the problem of food wastage on a mass level. To overcome
this food wastage problem, one of the best solutions is the kitchen waste man-
agement which includes deploying the biogas plant.

1.1 History and Statistics of Biogas in India

In Indian Agricultural Research Institute (IARI), development of the first biogas
plant took place and it was installed in 1946. In 1951, J. J. Patel built a digester with
greater efficiency than the IARI model. It is used to produce 5.7 cubic metre biogas
per day; he named it “Gramalaxmi gas plant”. Till 1963, India had 6000 biogas
plants. But due to slow growth rate, India had only 6858 biogas plants at the end of
1974. Considering the increase in oil rates, it gave acceleration to the development
of biogas plants, and at the end of March 1984, India had more than 2,50,000
biogas plants [4].
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The global volume of micro-scale biogas digesters is around 50 million with 4.9
million in India [5]. The Tata Research Institute estimates that 12 million biogas
systems can be installed in India while GATE, an alternative energy nongovern-
mental organization (NGO), estimates potential numbers of biogas plants that could
be installed which is about 30 million household sizes and nearly 600,000
community-sized plants, one for each village [6].

Knol et al. (1978) concluded that anaerobic digestion would be a suitable pro-
cess for the treatment of waste materials from the fruit and vegetable industry.
Composition of carbohydrate-rich substrates inclined to be below per digestion by
adding alkali, adjusting loading rate and concentration increases the effectiveness
[7]. Banks et al. (2011) experimented on anaerobic digester which received food
waste from the domestic kitchen. The mass balance was 90.4% (wet weight) and
95.7% (VS basis) allowing for the loss of volatile components [8].

In this study, the conclusion was that metal absorbs more sunlight and increases
the temperature inside the digester in comparison to plastic made biogas plants and
metal biogas plants were better in terms of biogas production and carbon credit [9].
Ariyanto et al. (2017) compared between landfill and biogas plant and the study was
completed using life cycle assessment (LCA) to evaluate environmental impacts
and daily processing costs. It concludes that wet waste should be utilized in a biogas
plant rather than disposing it in landfill [10].

Pandey et al. (2017) have performed experiments to calculate the yield for
anaerobic biogas production and methane percentage in the biogas using various
kitchen wastes like spices. Analysis of the results shows various magnitudes of
inhibition of the anaerobic digestion process of kitchen waste which have different
spices [11]. Decker et al. (2018) have developed and tested a design approach for
optimizing flame port geometry for household biogas-fired burners. Design results
showed improvement in the efficiency of biogas burners [12].

Kougias et al. (2018) have summarized the current technological advances and
present future perspectives related to the anaerobic digestion process for biogas
production [13]. Shoar et al. (2019) have researched the effect of thermochemical
pretreatment on the biogas production process from kitchen waste. The thermo-
chemical pretreatment on kitchen waste increases biogas production [14].

Sindhu et al. (2019) have given the prospects and consequences of food waste
management. In the various fields mentioned in the United Nations Sustainable
Development goals such as social, economic and environmental concerns which are
associated with food waste management and in the terms of greenhouse gases [15].

1.2 Utilization of LPG

LPG is utilized in 61% of India’s total household [16]. According to the data by
Petroleum Planning and Analysis Cell (PPAC), an arm of the Ministry of Petroleum
and Natural Gas, LPG penetration stood at 98.1% as of 1 July 2020 [17]. Still, a
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significant number of households in villages were using firewood, crop residue and
chips for cooking. For such villages, biofuel can be a substitute fuel for LPG.

1.3 Comparative Study Between LPG and Biogas

Biogas is a type of biofuel which is safer than LPG as it has physical characteristics
like low density and pressure compared to LPG. While LPG is stored at 14–17 bar
pressure, biogas is generated at atmospheric pressure which leads to higher levels of
safety. Burner efficiency for LPG is 65–70%, and for biogas, it is 50–55% [12, 18].
Usage of biogas instead of LPG is economical in long-term effect.

2 Principle of Biogas Plant

The biogas plant works on the principle of anaerobic digestion of waste to generate
biogas. The anaerobic digestion occurs in three phases: hydrolysis of organic solids,
acetic acid formation and biogas production. Biogas is an output of biomethanation
of organic waste by anaerobic bacteria. The process of biomethanation involves
breaking complex organic matter into simpler molecules, thereby releasing biogas.
The digested material obtained in the form of slurry is organic manure to plants.
Biogas is a mixture of methane, carbon dioxide, hydrogen sulphide, water and other
compounds in traces [19]. Figure 1 shows a layout diagram of a floating drum
biogas plant.

Fig. 1 Floating drum biogas plant
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3 Methodology

For determining biogas utilization from kitchen waste, certain factors need to be
evaluated. Evaluation of biogas plant includes biogas output and the payback period
of the biogas plant. To begin with a numerical and analytical calculation for biogas
plants, it is important to understand the process of biogas generation.

In the initial step, food waste is collected. This waste is collected from kitchens,
restaurants and community kitchens where food is prepared and consumed. Then,
the wet waste is separated and mixed with water in a certain amount of percentage.
Organic input material is mixed with water in a definite ratio for subsequent
treatment by aerobic or anaerobic processes. The total amount of such mixed
material is called the substrate amount.

The substrate has to be kept in the digester for a certain time period for the
growth of microbes. This time period is called solid retention time (SRT). SRT
depends on climatic conditions and mainly on temperature. It varies for different
geographical areas. SRT has a significant role in microbial growth rate.

Also, volume of output biogas depends on total solids (TS) and volatile solid
(VS) percentage in wet waste. TS and VS give an amount of slurry that can be
transformed into biogas. Wet digesters have TS content below 16%, while dry
reactors have TS content between 22 and 40% [20].

Total Solids (TS %)

It is the residual amount of solid content present in the sample. The residual amount
of solid is collected after the presence of water in it is vaporized. Equation 1
computes total solids.

TS ¼ final weight
initial weight

� �
� 100 ð1Þ

Volatile Solids (VS %)

The organic matter in a sample is normally expressed as a percentage of the total
solids which can easily transform from a solid phase to a vapour phase without
going through a liquid phase.

Substrate Concentration (S)

Substrate concentration is the amount of substrate present that can be turned into a
product.

Some terms are required for calculating total biogas production which includes
organic loading rate (OLR), slurry amount and average biogas yield of vegetables.
The OLR is computed by the below formula,
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Organic Loading Rate (OLR)

It is an amount of organic material per unit reactor volume, which is subjected to
the anaerobic digester (AD) process in the reactor in a given unit time period. The
unit is kg VS/m3 per day. Equation 2 computes OLR.

OLR ¼ substrate flow rate� substrate concentration
reactor volume

� �
ð2Þ

Total biogas yield is a product of OLR, slurry amount and average biogas yield.
Equation 3 computes total biogas output.

Total Biogas Output m3
� � ¼ OLR� Average biogas yield� slurry amount ð3Þ

Figure 2 shows the step-by-step approach for the calculation of biogas output
and payback period.

4 Analytical Methods and Calculation

Daily, a minimum fixed quantity of feedstock is necessary to run a biogas plant.
This amount can vary according to the size of the reactor. As this paper is oriented
towards high input values, it includes hotels, restaurants and community kitchens
where minimum kitchen waste is generated above 50 kg per day. For the part of the
calculation, input waste of 50 kg per day is taken. This waste is mixed and stirred
with water in a 1:2 ratio. Equation 4 computes substrate flow rate per day

Total wet waste per day ¼ 50 kg

Substrate flow rate per day ¼ 1 part of wasteþ 2 parts of water

¼ 1� 50þ 2� 50

¼ 150 L approximation of 1 L ¼ 1 kgð Þ

¼ 0:15
m3

day

ð4Þ

The slurry is kept for certain days at the specific temperature and pressure to
generate microbes. This time period is called solid retention time. The average
temperature of India is between 32 and 40 °C. After analysing different papers, the
optimum range of biogas production from kitchen waste is estimated to be 36 to
50 days for Indian temperature zone. Considering the required factors, SRT is taken
as 43 days.
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To calculate slurry amount, substrate is placed in a biogas plant for 43 days.
Equation 5 computes the slurry amount

Slurry amount ¼ substrate flow rate per day� solid retention time

Slurry amount ¼ 0:15� 43

Slurry amount is 6:45 m:3
ð5Þ

Substrate concentration is calculated by the amount of volatile solid. For com-
mercial food waste, TS and VS are considered to be 27.8% and 24.3%, respectively
[8]. Therefore, VS is 87.4% of TS. Equation 6 computes substrate concentration.

Fig. 2 Steps for calculation of biogas output and payback period
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Substrate concentration

Step 1: input wet waste � TS

¼ 50� 27:8
100

kg of dry matter

¼ 13:9 kg of dry matter

VS of TS% ¼ 24:3
27:8

� 100

VS of TS% ¼ 87:4%

ð6:1Þ

Step 2: dry matter � VS

¼ 13:9� 87:4
100

kg VS
150 L

per day
� �

¼ 12:14� 1000
150

kg VS
m3

¼ 80:99
kg VS
m3

ð6:2Þ

Therefore, substrate concentration is 80.99 kg VS/m3.
The organic loading rate (OLR) is a measure of the biological conversion

capacity of the anaerobic digestion system. It represents the substrate quantity
introduced into the reactor volume in a given time. Studies of anaerobic treatment
of biowaste in developing countries, non-stirred AD systems and an OLR below
2 kg VS/m3 reactor per day are recommended and considered suitable [21].

OLR is calculated by the following expression:

OLR ¼ substrate flow rate� substrate concentration
reactor volume

¼ 0:15� 80:99
6:45

¼ 1:883
kg VS
m3

ð2Þ

The average biogas yield for vegetable is 0.44 m3/kg VS [7].
Total biogas yield is given by the following expression:

Total Biogas Output m3� � ¼ OLR� Average biogas yield� slurry amount

¼ 1:883� 0:44� 6:45

¼ 5:343 m3

ð3Þ
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In India, the most preferred fuel for cooking is LPG. Therefore, this research
tends to give biogas as a substitute fuel for LPG. The calorific values of LPG and
biogas differ, so to compare heat content equivalent values are found.

Calorific Value of LPG ¼ 49789:6
KJ
kg

Calorific Value of Biogas ¼ 20920
KJ
m3

Therefore, by comparing calorific values, 1 m3 biogas is found to be equivalent
of 0.42 kg of LPG. Equation 7 compares the equivalent amount of biogas and LPG.

1 m3 biogas ¼ 0:42 kg of LPG ð7Þ

LPG saved per day in terms of biogas is calculated as biogas output per day and
in equivalence of LPG. Equation 8 gives the value of LPG saved per day.

LPG saved per day ¼ 0:42� Biogas output

¼ 0:42� 5:343

¼ 2:244 kg

ð8Þ

Equation 9 gives the amount of LPG saved annually.

LPG saved annually ¼ LPG saved per day� 365 days

¼ 2:244� 365

¼ 819:06 kg

ð9Þ

According to Indian Auto LPG Coalition, price for 1 L LPG is Rs. 38.954 as of
13 July 2020 [22].

1 kg LPG ¼ 1:96 L LPG.
Cost of 1 kg LPG is Rs. 76.35.
Therefore, the cost of LPG saved per day is given by Eq. 10.
The cost of LPG saved per day is

Total cost of LPG saved per day ¼ 76:35� LPG per day

¼ 76:35� 2:244 per day

LPG cost saved per day is ¼ Rs: 171:3294

ð10Þ

Equation 11 computes LPG cost saved annually.
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LPG cost saved anually ¼ Cost of LPG saved per day� 365

¼ 171:3294� 365

¼ Rs: 62535

ð11Þ

Therefore, annual saving for 50 kg input biogas plant is Rs. 62,535.
Installing the biogas plants is expensive, but required maintenance of biogas

plants is low. Set-up cost for a biogas plant is a one-time investment which has high
returns after a specific period. This specific period is termed as payback period for
the biogas plant.

The payback period is given as time required to cover all expenses to set up the
plant and maintenance cost. The installation cost of 50 kg input plant is Rs. 1.75
lakhs. Equation 12 computes payback period

Payback Period ¼ total investment
annual saving

ð12Þ

For 50 kg input, payback period is given as:

Payback period ¼ 175; 000
62; 535

¼ 2:798 years

Hence, the payback period for a 50 kg input plant is 2.798 years.
Similar calculations are carried out for different inputs of wet waste as 50 kg/

day, 100 kg/day, 150 kg/day, 200 kg/day, 500 kg/day, 750 kg/day and 1000 kg/
day.

Table 1 shows theoretically calculated values which are interdependent for each
step-in calculation. Calculations are given as per slots of input waste that are 50 kg/
day, 100 kg/day, 150 kg/day, 200 kg/day, 500 kg/day, 750 kg/day and 1000 kg/
day. Calculations for other slots are similar to 50 kg/day.

At MIT World Peace University, Pune, India, a biogas plant of capacity 750 kg
of kitchen waste per day is installed and commissioned in November 2014. The
total construction and installation cost of this biogas plant was Rs. 2,200,000. The
cost of this biogas plant and the market survey on the cost of different biogas plants
are considered as the reference for deciding the installation cost of the different
capacities of the biogas plant.

5 Result and Discussion

Different parameters such as input waste, biogas output, set-up cost and the payback
period can be analysed through graphical methods.
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Figure 3 shows the variation of the biogas output with input kitchen waste.
Figure 4 shows the variation of the payback period for different capacities of

biogas plants.
Figure 5 provides an overview of biogas yield, set-up cost and the payback

period for different slots of input waste.
From the graph, it is observed that the biogas output is linearly varying with

input waste in a ratio around 10:1. Based on the regression analysis from this graph,
a correlation is developed which can provide the output of the biogas generated for
different kitchen waste inputs.
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This correlation is given in Eq. 13.

y ¼ 0:2524x6 � 6:0143x5 þ 55:986x4 � 257:29x3 þ 609:38x2 � 691:03xþ 294:06

ð13Þ

where x ¼ input waste to biogas plant kgð Þ

y ¼ Biogas output m3� �

It is observed in Fig. 4 that initially there is an increasing trend in the payback
period from 50 to 500 kg of biogas plant capacity. This is because the plant cost
also increases with the capacity of the biogas plant. But from 500 kg capacity, the
graph shows the decline in the payback period. This is because with the increasing
biogas plant capacity the biogas output also increases. So, it can be concluded that
higher the capacity biogas plant less will be the payback period.

Figure 5 gives an overview of parameters like biogas output, installation cost
and payback period for given input waste.

6 Conclusions

Kitchen waste can be utilized in a better way than to fill landfills. Using it in a
biogas plant reduces operating cost for hotels and restaurants. For a comparative
study of biogas plant between different installation costs according to input waste
and payback period, different slots are created. It is observed that the input kitchen

Fig. 5 Biogas output, installation cost and payback period for given input kitchen waste
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waste feed and output biogas generation are in proportion around 10:1. Biogas yield
increases with increase in input waste.

Also, payback period increases for small- to medium-scale biogas plants, i.e. less
than 500 kg/day, whereas for large capacity of biogas plant above 500 kg/day the
payback period reduced drastically. For small scale, biogas plant payback period is
between 2.798 and 3.39 years and large-scale plant payback period is 3.35–
2.397 years.

As the payback period for the capacity of 50–100 kg per day is between 2 and
4 years, the biogas plant can be proved to be cost-effective and economical for
long-running businesses in the foodservice sector.

References

1. Food and Agriculture Organization (2013) Food wastage footprint impact on natural
resources. ISBN 978-92-5-107752-8. http://www.fao.org/3/i3347e/i3347e.pdf

2. National Academy of Agricultural. Saving the harvest: reducing the food loss and waste,
Policy Brief No. 5. 2019. http://naasindia.org/documents/Saving%20the%20Harvest.pdf

3. Jehangir B (2018) Tackling the challenges of reducing and managing food waste in Mumbai
restaurants. Br Food J

4. Kharbanda V, Qureshi M (1985) Biogas development in India and the PRC. Int Assoc Energy
Econ

5. Jain S (2019) Global potential of biogas. World Biogas Association, June 2019
6. Baredar P, Khare V, Nema S (2020) Design and optimization of biogas energy systems.

Academic Press
7. Knol W, Van der Most M, De Waart J (1978) Biogas production by anaerobic digestion of

fruit and vegetable waste a preliminary study. J Sci Food Agric
8. Banks C, Chesshireb M, Heavena S, Arnold R (2011) Anaerobic digestion of source

segregated domestic food waste: performance assessment by mass and energy balance.
Bioresour Technol

9. Agrahari R, Tiwari G (2013) the production of biogas using kitchen waste. Int J Energy Sci
10. Ariyanto T, Cahyono R, Vente A, Mattheij S, Millati RS, Taherzadeh M, Syamsiah S (2017)

Utilization of fruit waste as biogas plant feed and its superiority compared to landfill. Int J
Technol 8(8)

11. Sahu N, Sharma A, Mishra P, Chandrashekhar B, Sharma G, Kapley A, Pandey R (2017)
Evaluation of biogas production potential of kitchen waste in the presence of spices. Waste
Manage 70

12. Decker T, Baumgardner M, Prapas J, Bradley T (2018) A mixed computational and
experimental approach to improved biogas burner flame port design. Energy Sustain Dev 44

13. Kougias P, Angelidaki I (2018) Biogas and its opportunities—a review. Front Environ Sci
Eng

14. Shoar F, Abdi R, Najafi B, Ardabili S (2019) The effect of thermochemical pretreatment on
biogas production efficiency from kitchen waste using a novel lab scale digester. Renew
Energy Focus 28

15. Sindhu R, Gnansounou E, Rebello S, Binod P, Varjani S, Thakur I, Nair R, Pandey A (2019)
Conversion of food and kitchen waste to value-added products. J Environ Manage 241

16. Petroleum Planning and Analysis Cell, Ministry of Petroleum and Natural Gas, Government
of India (2016). https://www.ppac.gov.in/WriteReadData/Reports/201710310449342512219
PrimarySurveyReportPPAC.pdf

Kitchen Waste Utilization Using Biogas Plant … 301

http://www.fao.org/3/i3347e/i3347e.pdf
http://naasindia.org/documents/Saving%2520the%2520Harvest.pdf
https://www.ppac.gov.in/WriteReadData/Reports/201710310449342512219PrimarySurveyReportPPAC.pdf
https://www.ppac.gov.in/WriteReadData/Reports/201710310449342512219PrimarySurveyReportPPAC.pdf


17. Petroleum Planning and Analysis Cell, Ministry of Petroleum and Natural Gas, Government
of India (2020). https://www.ppac.gov.in/WriteReadData/Reports/202009080228232396783
WebVersionLPGProfile1.7.2020.pdf

18. Surange J, Patil N, Rajput A (2014) Performance analysis of burners used in LPG cooking
stove-a review. Int J Innovative Res Sci Eng Technol 3(4)

19. Subbarao S, Dhananjaya N (2015) Green economy via decentralized energy generation and
waste management by a 60 kg/day Kitchen Waste Biogas Plant at Postal Training Centre,
Mysore, India. Micro perspective for decentralized energy supply 2015

20. Ward A, Hobbs P, Holliman P, Jones D (2008) Optimization of the anaerobic digestion of
agricultural resources. Bioresour Technol

21. Vogeli Y, Lohri C, Gallardo A, Diener S, Zurbrugg C (2018) Anaerobic digestion of biowaste
in developing countries. Ewag Swiss Fed Inst Aquat Sci Technol

22. https://www.globalpetrolprices.com/India/lpg_prices/

302 B. Hrishikesh et al.

https://www.ppac.gov.in/WriteReadData/Reports/202009080228232396783WebVersionLPGProfile1.7.2020.pdf
https://www.ppac.gov.in/WriteReadData/Reports/202009080228232396783WebVersionLPGProfile1.7.2020.pdf
https://www.globalpetrolprices.com/India/lpg_prices/


Biosensor Based on One-Dimensional
Photonic Crystal for Poliovirus
Detection

Sapna Dinodiya and Anami Bhargava

1 Introduction

Poliovirus (PV) is a highly contagious disease that can affect the nervous system
causing muscle weakness and paralysis. Early stage symptoms of PV are flu-like as
headache, sore throat, fatigue, fever and pain in limbs. But after a week severe
symptoms might appear that leads to paralysis in spinal cord, brainstem or both. The
children under 5 years of age are more likely to be affected by polio. According to
World Health Organisation (WHO), one in two hundred polio infections results in
permanent paralysis [1]. In 5–10% of cases of paralysis, virus attack to muscles
resulting in the failure of breathing and cause death. In 1988, a resolution of worldwide
eradication of poliovirus was adopted by World Health Assembly. As a result, polio
cases have decreased since 1988 but still three countries (Pakistan, Afghanistan and
Nigeria) are suffering from this disease and have a risk to transmit the virus globally [1].

Polio may occur under the conditions of poor hygiene and less vaccination in
overpopulated area [2]. The spread of PV is possible through water or foods or by
direct contact with someone who is infected with virus. The virus is transmitted via
the faecal oral rout through contaminated water. The surface water such as marine
and recreational waters is contaminated by PV due to the discharge of untreated or
improperly treated sewage [3]. The eradication of virus is very important for public
health and economic growth of the country. The control of virus is necessary,
especially in water used for drinking purpose. The frequent testing of water is
required to prevent the risk of infection [4]. Polymerase chain reaction (PCR) and
nucleic acid hybridisation are the most commonly used methods for the detection of
different enteric viruses from water samples [5–7].
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Photonic crystals (PhCs) are emerging materials to use for sensing purpose due
to its special optical properties of photonic band gap (PBG). The band gaps of
photonic crystals can be changed by external perturbation like pressure, tempera-
ture, density and provide a basis for designing the different types of optical sensors.
Photonic crystal sensor in comparison with conventional optical sensors is more
efficient because of their inbuilt compactness, high sensitivity, high resolution and
fast response. The biomolecules that can alter the refractive index of structure of the
photonic crystal can be sensed by measuring optical properties like spectral pattern
of transmitted power [8]. Several researchers have used photonic crystals to design
optical biosensors such as blood glucose sensor [9], urea concentration sensor [10]
and sensor for malaria diagnosis [11].

In this work, a one-dimensional (1D) PhC with a defect layer is proposed as a
biosensor for the detection of poliovirus concentration in contaminated water
samples. The advantage of 1-D photonic crystal is its simple layered structure, easy
fabrication and good performance characteristics as a sensor [12]. As the refractive
index of defect layer increases due to the concentration of poliovirus, the peak
corresponding to the defect mode is shifted to higher wavelengths. Proposed
structure can be useful in early detection of virus in water and to prevent trans-
mission in humans.

2 Theoretical Model

1-D PhC of structure (AB)ND(BA)N is shown in Fig. 1 with 4N + 1 alternating
layers of high refractive index material A, low refractive index material B and a
single defect layer D between them. Transfer matrix method (TMM) is used for
transmission spectrum [13–15].

Transfer matrix for whole structure can be written as

E0

H0

� �
¼ M1M2. . .M2NMD. . .M4NM4Nþ 1

E4N þ 1

H4N þ 1

� �
ð1Þ

E0

H0

� �
¼ M

E4Nþ 1

H4Nþ 1

� �
ð2Þ

Fig. 1 Schematic diagram of
1-D photonic crystal with
defect
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Transfer matrix M connects electric and magnetic fields of first and last ends of
layers.

M ¼
Y4Nþ 1

j¼1

Mj ¼ MAMBð ÞNMD MBMAð ÞN¼ M11 M12

M21 M22

� �
ð3Þ

Transfer matrix for jth layer is given as

Mj ¼ cos dj
i sin dj
cj

icj sin dj cos dj

�����
����� ¼

m11 m12

m21 m22

� �
ð4Þ

cj ¼ nj cos aj for TE polarisation

cj ¼ nj= cos aj for TM polarisation

dj ¼ 2p
k
njdj cos aj ð5Þ

nj and dj are refractive index and thickness of jth layer and aj is angle of refraction
determined by angle of incidence by Snell’s law.

Transmission coefficient for structure is given by

t ¼ 2c0
c0M11 þ c0ctM12 þM21 þ ctM22

ð6Þ

where c0 and ct are related with first and last medium of structure.
Transmittance T is given as

T ¼ ct
c0

tj j2 ð7Þ

3 Structure and Materials

The proposed biosensor is designed in the structure of (AB)5D(BA)5. Here, the
materials of layer A and B are aluminium nitride (AlN) and air, respectively. The
layer D is a defect layer that creates a defect state in PBG. This layer is filled with
contaminated water. A shifting of transmission peak occurs with the change in
concentration of poliovirus, due to the variation of refractive index of water. AlN is
an interesting material with wide band gap (6.42 eV), stable crystal structure and
good dielectric properties [16].
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In this study, the value of specific refractive index increment of poliovirus is taken
at a wavelength of 260 nm. At this wavelength, the value of extinction coefficient of
AlN and the change of refractive index with wavelength are negligible [17].

The dispersion relation between refractive index and wavelength of AlN is given
as [18]

n2 � 1 ¼ 2:1399þ 1:3786k2

k2 � 0:17152
þ 3:861k2

k2 � 15:032
ð8Þ

Poliovirus is made of RNA genome and enclosed by protein shell [19].
Therefore, the refractive index of contaminated water is calculated by the refractive
index of protein solution [20]. The refractive index of the water is related to
concentration of virus as

nPV ¼ nS þ a� C ð9Þ

where nPV is refractive index of poliovirus solution, nS is refractive index of pure
water, a is specific refractive index of poliovirus taken as 0.174 ml/g [21], and C is
concentration of virus in g/ml.

4 Results and Discussion

The transmission spectra of proposed structure are calculated using transfer matrix
method. Here, the thickness of AlN layer and air is taken as 200 nm and 300 nm,
respectively. The thickness of defect layer is taken as 1000 nm. The structure is
designed such that the peak of transmission of defect layer is obtained around
260 nm [17]. The results of the simulation are shown in Table 1. The effective
refractive index of the particles is a result of local polarisability of the atoms (water)
and chemical groups (virus) due to the deformation of electron configuration about
nuclei [22]. Table 1 shows the evolution of virus concentration (g/ml) with
refractive index. The refractive index of the sample is found to increase linearly
with the concentration of virus.

Table 1 Simulation results at different concentration of poliovirus

Concentration of
virus (g/ml)

Refractive index of water
solution

Wavelength of defect
mode (nm)

Quality
factor

0 1.330 259.554 24649

0.005 1.33087 259.650 24495

0.010 1.33174 259.744 24343

0.015 1.33261 259.839 24148

0.020 1.33348 259.934 23957

0.025 1.33435 260.028 23768
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Further, in PBG region corresponding to wavelength range 248–270 nm, only
the wavelength of defect mode is allowed to propagate as shown in Fig. 2. It is
observed that for pure water (n = 1.33), transmission peak is obtained at
259.554 nm with good transmission coefficient (*1). As the concentration of
poliovirus changes in water, the peak corresponding to the defect mode is shifted to
higher wavelength as shown by Fig. 3.

An important parameter to characterise the sensor performance is sensitivity.
The sensitivity of the 1-D PhC can be defined as the ratio of the change of
wavelength of the transmission peak to the change in refractive index using the
following equation [11, 23]

Fig. 2 Transmission spectra for pure water

--0.000 g/ml 

--0.005 g/ml 

--0.010 g/ml

--0.015 g/ml 

--0.020g/ml 

--0.025 g/ml

Fig. 3 Transmission spectra at different concentration of the poliovirus
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S ¼ Dk
Dn

ð10Þ

The proposed structure exhibits a sensitivity of about 110.340 nm per RIU.
The sensitivity increases with thickness of defect layer as shown in Table 2.
We can explain this behaviour using the relation, d ¼ 2p

k nd cos a where d, k, n,
d and a are the phase shift, the wavelength, the refractive index, the thickness and

angle of refraction, respectively. In terms of sensitivity, we find, dkdn ¼ 2p
d d cos a. For

constant value of d and a, sensitivity depends upon thickness, but for large value of
thickness, it increases the time response of the sensor. Hence, the defect layer
thickness is taken as 1000 nm.

Quality factor is another important performance index that defines the shape of
resonant peaks and expressed as [24]

Q ¼ k
FWHM

ð11Þ

where k is the resonant wavelength and FWHM is full width at half maximum.
Table 1 exhibits a high Q-factor about 24,965 at 0.005 g/ml.

In Fig. 4, it is exhibited that wavelength of defect mode increases linearly with
concentration of the virus. This property is used to estimate the working of the
sensor. By fitting, sensitivity of proposed biosensor is obtained as 19 nm per (g/ml).

Table 2 Thickness of defect
and sensitivity

Thickness (nm) Sensitivity (nm/RIU)

800 97.70

1000 110.34

1200 117.24

Fig. 4 Concentration of virus
with wavelength of defect
mode
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The device is found to be suitable to detect the poliovirus that has concentration
more than 0.005 g/ml in water.

5 Conclusion

In this paper, a biosensor has been proposed to detect the concentration of polio-
virus that is based on 1-D defective PhC. The defect layer is taken as contaminated
water, and refractive index varies with the change in concentration of virus. The
transmission spectra and performance of the proposed sensor are investigated using
the transfer matrix method. Defect in 1-D PhC produces a transmission peak in
photonic band gap. For pure water (n = 1.33), transmission peak is obtained at
259.554 nm. A total wavelength shift of 0.474 nm is observed, as the concentration
of poliovirus changes from 0 to 0.025 g/ml in water. It is found that the sensitivity
increases with thickness of defect layer. The wavelength of defect mode is shifted
linearly by the concentration of virus in water. The estimated parameters for the
sensor are the sensitivity approximating to 110.34 nm per RIU and the quality
factor of about 2.4 � 104.
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Assessment of Local River Sand Mould
Property at Different Curing
Temperatures

Jatin Sadarang, Ramesh Kumar Nayak , and Isham Panigrahi

1 Introduction

In recent years, the sand casting mail foundries are shifted from Western countries
to India and other Asian countries due to the easy availability of manpower and raw
materials. However, in India silica sand availability is decreasing gradually due to
high production rate of sand casting products and huge civil construction and leads
to increase in the cost of production of sand casting products.

Silica sand is readily available on the earth. High silica containing sand is
available in some places like Allahabad in India, due to which foundry industries
away from Allahabad have to pay the high transportation costs. Therefore, foundry
engineers, researchers, and scientists are trying different materials in foundry
applications.

Murthy et al. [1] use blast furnace slag in the sand mould for aluminium alloy
casting. Thermal conductivity of blast furnace slag differs from silica sand mould,
due to which change in casting microstructure occurs [2]. There are no defects
observed in aluminium alloy casting made by blast furnace slag mould [3].
Ferrochrome slag mould has different thermal conductivity than silica sand [4, 5].
Waste steel industry powder reduces mould property. Therefore, it replaces only
20% silica sand from green sand mould [6]. Fly ash particles are smaller than silica
sand particles [7], due to which mould permeability decreases [8].

Babata et al. [9] use Oyun River sand in mould and evaluate sand mould
properties. The refractoriness of Oyun River sand is 1300 °C, which is suitable for
aluminium alloy casting. Puri beach sand particles have an angular shape due to
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which green and dry strength of Puri beach sand mould is higher than Mahanadi
River and mined sand mould [10]. Local river bed sand and silica sand have similar
mould shear strength [11]. River Gurara bed sand’s refractoriness is 1500 °C,
suitable for light grey iron casting [12]. Local sand Ilorin and Ilesha can produce the
non-ferrous sound casting [13]. Bala et al. [14] use Warri, Ethiope and Ughelli river
sand in green sand mould and evaluate physical and mechanical mould property.
Warri, Ethiope and Ughelli river sand have significant mould properties for foundry
applications. The locally available sand shows suitability in a foundry application.
Therefore, in the present investigation, locally available river sand was used as the
principal mould material and evaluated mould property at different heating
temperatures.

2 Materials and Method

2.1 Materials

River sand, bentonite clay, and coal dust were used to prepare sand mould samples.
Bentonite clay and coal dust were procured from RSB Metaltech, Pvt. Ltd.,
Cuttack, India, and river bed sand were obtained from a local river near Bhopal,
India. The physical appearance of river sand, bentonite clay, and coal dust is shown
in Fig. 1.

2.2 Sample Preparation

Properly mixing of mould ingredients gives uniform mould property. The sand
mould ingredients were mixed in sand muller having 5 kg capacity. Sand mould
mixture having 83% river sand, 11% bentonite clay, and 5% coal dust and maintain
5% moisture in sand mould. The AFS standard sample was prepared by sand
rammer. The moulding sand was compacted by applying three rammed strokes
having 6.35 kg weight. The obtained sample having 50 mm height and diameter
and is used to determine mould hardness, compressive and shear strength.

Fig. 1 Physical appearance of a river sand, b bentonite clay, and c coal dust
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2.3 Drying Procedure

Moisture in moulding sand increases the risk of gas defects in casting. River sand
mould sample was heated at a different temperature (50, 100, 150 and 200 °C) to
evaporate water and observe the effect of temperature on mould hardness, com-
pressive and shear strength. River sand mould samples were heated for one hour in
a hot air oven. Figure 2 shows a heating cycle of river sand mould.

2.4 Moisture Test

A rapid moisture teller was used to evaluate moisture per cent in moulding sand.
The sand mould mixture of 6 g mixed with 12 g calcium carbide powder in
moisture teller. The moisture present in the sand mould mixture reacts with calcium
carbide and forms acetylene gas. The pressure created inside the moisture teller was
obtained through a calibrated dial gauge in moisture percentage.

2.5 Mould Hardness

Mould hardness test is similar to Brinell hardness test [15]. In the present inves-
tigation, B scale mould hardness was used to determine river sand mould’s hard-
ness. The spring-loaded plunger was gradually pressed on the flat surface of sand
mould samples. The resistance offered by sand mould was obtained from mould
hardness dial gauge.

Fig. 2 Heating cycle
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2.6 Mould Compressive and Shear Strength

River sand mould compressive and shear strength were obtained from a universal
strength machine. The sand mould sample was axially compressed in universal
strength machine. The compressive strength was obtained through an attached
computer having USM software. The shear strength of sand mould was obtained by
similar procedure. A shear gripper was used to apply shear force in sand mould
sample.

3 Result and Discussion

3.1 Moisture

Figure 3 shows the effect of temperature on moisture content in river sand mould. It
is observed that there is no moisture present in moulding sand above 100 °C. Water
evaporated at 100 °C, therefore, no water present in moulding sand, even in the
centre portion of the river sand mould sample above 100 °C heating temperature.

3.2 Mould Hardness

Figure 4 shows the effect of temperature on mould hardness. It is observed that
mould hardness increases with increase in temperature. Moisture concentration
decreases with increase in temperature. Moisture increases the plasticity and

Fig. 3 Effect of temperature
on moisture content in
moulding sand
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lubricant property of moulding sand [16]. Therefore, as the concentration of
moisture reduces mould hardness increases. The maximum mould hardness
(98.5 MH) of river sand mould was obtained at 200 °C.

3.3 Mould Compressive Strength

Figure 5 shows the effect of temperature on compressive strength of river sand
mould. It is observed that on increase in temperature mould compressive strength
increases. Water and bentonite clay form a thin layer on sand particles responsible
for mould strength by making cohesive bonds [17]. The water and bentonite clay

Fig. 4 Effect of temperature
on mould hardness

Fig. 5 Effect of temperature
on river sand mould
compressive strength
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mixture get harder as moisture gets evaporated. The maximum compressive
strength (4.62 kg/cm2) was obtained at 200 °C.

3.4 Mould Shear Strength

Figure 6 shows the effect of temperature on shear strength of river sand mould. It is
observed that on increase in temperature mould shear strength increases. Water and
bentonite clay form thin layers on sand particles responsible for mould strength by
making cohesive bonds [16]. The water and bentonite clay mixture get harder as
moisture gets evaporated. The maximum shear strength (0.91 kg/cm2) was obtained
at 200 °C.

4 Conclusion

Local river sand is used as a primary mould material. The AFS standard samples
were prepared and evaluate the effect of temperature on mould hardness, com-
pressive and shear strength. The following conclusion is drawn.

• Moisture percentage decreases on increase in heating temperature. There is no
moisture present in the river sand mould sample above 100 °C.

• River sand mould hardness, compressive and shear strength increase with the
increase in temperature.

• The mould hardness, compressive and shearing strength are 98.5 MH,
4.62 kg/cm2 and 0.91 kg/cm2 at 200 °C heating temperature.

Fig. 6 Effect of temperature
on river sand mould shear
strength
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Microstructure and Interfacial
Characterization Near Grain Boundary
of Al2O3/SiC Reinforced AA 6061
Semi-solid Squeeze Cast Composite

Nitin Srivastava and Mohd Anas

1 Introduction

A heterogeneous solid consisting of two or more different materials that are met-
allurgically or mechanically bonded together forms a composite material. It is
noteworthy that in the components retain their identity in the composite, and
interfaces are formed between the materials. The composite materials exhibit
superior mechanical properties which are not possible with the individual materials.
The composites normally consist of a matrix material and reinforcements which
might be of particulate or fibre form. Whilst in fibre composites thin fibres which
may be continuous or discontinuous are imbedded in the matrix, the particulate
composites consist of discrete particles of one material surrounded by matrix of
other material. The different varieties of reinforcements which may be natural or
synthetic have been a topic of interest amongst researchers [1, 2]. Metal matrix
composites are the ones having matrix material as metal which describe a metal
concerned and its alloy. Aluminium matrix composites (AMC’s) are the group of
materials which are in major demand nowadays since they exhibit superior
mechanical properties of high strength, light weight, low coefficient of thermal
expansion and excellent friction as well as wear resistance properties [3–5]. The
areas of application of aluminium matrix composites are very specific in nature such
as aerospace, automobile and military weapons. The automobile industry specially
has been benefitted much in recent times due to high strength to weight ratio [6–8].
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Different types of processing techniques are applied for the fabrication of AMC’s
which are classified as solid-state processing, semi-solid processing and liquid
processing. In recent times, importance for semi-solid casting has been well
accepted amongst various processing routes for aluminium alloys. Further, this
process has been emerged as an advanced metal processing route for the composites
and components by the use of consolidated stirring and squeeze actions. Here,
process utilizes aluminium slurry and multiple nano-size fine powder as rein-
forcement for similar aluminium base alloys. The process is a simple way to reduce
porosity of the cast composite by the advantage of reinforcements inside the cav-
ities with increased density. The key of semi-solid process is dendrite-free slurry
with the solid being present as non-agglomerated, fine and spherical particles for-
mation for improved mechanical properties. For the manufacturing processes of Al
alloy, semi-solid metal casting is considered as important and effective for useful
mechanical and metallurgical properties in the context of product requirement and
competitiveness. One of the significant aspects of semi-solid metal processing is the
manipulation of the solidification process in a positive and effective manner with
the help of external means for achievement of desirable microstructure. Squeeze
casting is one such method to produce metal matrix composites by forcing liquid
under pressure into the mould. It is the methodology applied in which rapid
solidification of semi-solid metal under high pressure takes place and the pressure is
applied directly until solidification is completed ensuring refined microstructure and
reduction of porosities. The production of components from the semi-solid metal
slurries combined with squeeze casting is found to be very attractive for the alu-
minium industry due to following reasons.

• Integration of slurry making and component shaping operation into one
single-step process.

• The slurry making operation is quite efficient.
• The process is capable of providing a microstructure comprising fine and

spherical particles distributed uniformly in a liquid matrix.
• The controlled process suggests efficient processing routes for the composite

regarding net shape components.

In AMC’s, the reinforcements have a primary function of carrying most of the
applied load where the reinforcements and matrix bind together. Further the external
loads are transmitted and distributed to individual reinforcements [9–11]. Proper
wetting and cavity filling are exhibited by microstructural and interfacial charac-
terization which is the focus area of this paper. Wetting between the reinforcements
and Al alloy metal matrix and incorporation of reinforcements in the cavities is an
important condition in generating a satisfactory bond which allows the distribution
and transfer of load from matrix to reinforcements without failure [12–16]. Further
fracture analysis is also done to study the mode of fracture.
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2 Materials and Methods

For the preparation of dual slurry, primary matrix material considered is AA 6061
alloy available commercially in form of chill bricks (Composition in Table 1).
Whilst AA 6061 in fine powdered form was considered to be secondary material.
Al2O3 and SiCwere considered to be reinforcement agents of sizes (Al2O3, 120mesh,
Loba Chemi. Pvt. Ltd.) in powder form and (SiC, 220 mesh, Loba Chemi. Pvt. Ltd.)

Powdered form of AA 6061 was mixed with the reinforcements mechanically via
ball milling process for a ball to material weight ratio of 10:1. It was observed that
the reinforcements and powder AA 6061 were embedded into each other. Primary
slurry was prepared by heating the AA 6061 alloy above its liquidus temperature
(680 °C) in a crucible in an open furnace up to the range of 750–760 °C to ensure
proper liquid melt.

Figure 1 demonstrates the experimental set up for the preparation of the
dual-slurry cast composite aided by squeeze casting. The secondary slurry of
AA6061 powder and the reinforcements were heated in another crucible and stirred
with A-10 tool steel rod for proper dispersion of reinforcements into liquid. The
temperatures were measured with the help of a thermocouple attached with a digital
data taker. The fabrication of composite was carried out by a consolidated effect of
primary slurry and reinforcement slurry. The stand with a height adjuster was
provided to facilitate smooth functioning. The two slurries were poured in a die the
material of which was tool steel and inside surface was chrome coated for proper
and smooth finish. A uniform mix was observed due to liquid–liquid dispersion. As
the temperature of mix went down, the liquidus temperature converted into
semi-solid slurry in the temperature zone of nearly 600 °C pressure was applied
with the help of UTM for squeeze casting for different combinations as per Table 2.
The process of pouring of dual slurry in a die and squeeze casting is demonstrated
in Fig. 1b, c, respectively.

3 Microstructure of the Cast Composite

3.1 Interface of the Al2O3-SiC with the Matrix

Microstructural observations by the processing effect and reinforcement incorpo-
ration have been made according to Fig. 2. It is clear from the figures that

Table 1 Chemical composition for AA 6061 alloy by wt

Element Cu Mg Si Fe Mn Ni Zn Pb Cr Al

Chemical
composition
(weight %)

0.042 0.693 0.404 0.529 0.021 0.004 0.097 0.058 0.017 97.97
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reinforcements are incorporated, and their distribution is different according to their
share weightage as Al2O3 is observed in white phases, whilst SiC is observed by
dark grey phases.

In Fig. 2b, alumina particles are distributed inside the cavities conforming their
solid phase incorporation, whilst spreading of SiC is seen over the matrix [17, 18].

Fig. 1 Processing route for composite fabrication a experimental set up b pouring of dual slurry in
die c squeeze casting. (1) Melt primary slurry of AA6061 (2) Reinforcement slurry (3) open mould
(4) Height adjuster (5) Stand (6) Digital data taker (7) Punch (8) Die (9) UTM (10) dual slurry
(11) Cast composite

Table 2 Percentage weight of alloy and reinforcements

Materials and
combinations

AA 6061
bricks (%)

AA6061
powder (%)

Al2O3

nanoparticles
(%)

SiC
nanoparticles
(%)

AA
6061
(%)

Al2O3

(%)
SiC
(%)

Procedure and
outcome

Primary slurry
by melting

Secondary slurry by ball milling and melting Dual slurry

Combination 1 100 nil nil nil nil nil nil

Combination 2 50 44 4 2 94 4 2

Combination 3 50 44 3 3 94 3 3

Combination 4 50 44 2 4 94 2 4
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The above effect is obtained due to mismatch of specific weight of added rein-
forcements. Further it represents incomplete recrystallization of alumina particles
which is obvious since melting temperature of the alumina particles is higher [19–
21]. In Fig. 2c, equal distribution of Al2O3 and SiC is observed. Also, near the
alumina particles hot cracks are seen which were not observed in Fig. 2b. Further
the pattern of distribution of alumina is observed to be same inside cavities. It is
noteworthy that reinforcement particle distribution is missing in Fig. 2a (As cast).
Figure 2d represents dominating the presence of SiC due to higher weightage in
comparison with Al2O3, and it is obvious that incorporation of SiC along and
nearby cavities is higher. Also, a clear observation is made that small cavities are
filled with micro size alumina particles less than 20 µm, whilst circular patches of
SiC conform the ball milling effect of SiC and alumina [22, 23]. It was predicted
that during the ball milling SiC reduces in size which is a clear observation from the
microstructural images. Due to reduced size of SiC, it is easily dispersed with
primary aluminium melt which otherwise was not possible with alumina particle.

Fig. 2 FESEM images for a as cast AA6061, b 4% Al2O3 + 2% SiC cast composite c 3%
Al2O3 + 3% SiC cast composite, d 2% Al2O3 + 4% SiC cast composite
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3.2 Interface of the SiC with the Matrix

According to share weightage of Al2O3 and SiC, the presence of well-distributed
SiC particles acts as a deterrent to freely growing aluminium grains. With the
enhanced number of interspread SiC particles, a great number of nucleation sites is
developed thus ensuring formation of finer grains taking place due to enhanced
grain refinement.

A predominant presence of SiC particulates with minor dendritic structure of Al
particles with several pores has been observed in images as shown in Fig. 3. This is
the effect of uneven solidification in the presence of SiC due to mismatch solidi-
fication rate and some healing effect of the pores size ball milled particulates which
are settled over the available space. It is also clear by the cast microstructure
images. An effect of squeeze action with incomplete crystallization provides more
healing effect during the solidification. This is observed in form of dark grey

Fig. 3 a FESEM images for 4% Al2O3 + 2% SiC cast composite b FESEM images for 3%
Al2O3 + 3% SiC c 2% Al2O3 + 4% SiC cast composite
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patches and spots on all the microstructures [24, 25]. In fact these are the partic-
ulates highly brittle in nature which works in two distinct ways as first being a
solidification occurs in a primary condition which depends on the inserted powder
particles. As here, size of powder particles is so small that solidification rate
increases rapidly. This appears initially for the reinforcement particulates.
Secondly, solidification rate is affected by the primary matrix metal. As it is well
known that a huge difference of temperature which increases the rate of heat
transfer in the medium which is higher for the SiC and environment.

3.3 Interface of the Al2O3 with the Matrix

In the present work for the reinforcement modified squeeze cast composite near
grain boundary, interface layer formation is observed where semi-solid micro
eutectics of Al2O3 can be identified.

Spherical grains of flower type are seen the cause of which is liquid–solid
dispersion between the matrix and reinforcement slurry. The interfacial structures of
2, 3 and 4% Al2O3 are clearly different from each other as in Fig. 4. With the
increasing percentage of Al2O3, it is observed accumulation of Al2O3 particles
become denser and are more spread near the grain boundary [26, 27]. Also, Al2O3

particles at places are conjugated to each other. It can be inferred that interface
layers are affected due to melting temperature and weight of Al2O3 under pouring
temperature. The images of higher magnification also confirm to above discussed
phenomenon.

4 Mechanical Characteristics

Evaluation of tensile property for Al2O3/SiC modified AA6061 has been done
according to tensile strength. The ultimate tensile stress of unmodified and modified
cast composite was measured with the help of universal testing machine (UTM) by
unidirectional stress with a rate of 0.2 mm/min. The curves obtained for tensile
strength for 3% Al2O3 + 3% SiC exhibit best improvement (310.43 Mpa) over
unmodified cast alloy (216.66 Mpa) (see Fig. 5) which is an improvement of 43.2%
in the tensile strength of the modified cast composite with respect to as cast
composite.

Microstructure and Interfacial Characterization … 325



Fig. 4 FESEM images for a, b 4% Al2O3 + 2% SiC cast composite for different magnifications,
c, d 3% Al2O3 + 3% SiC cast composite for different magnifications, e, f 2% Al2O3 + 4% SiC cast
composite for different magnifications
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5 Fracture Analysis

Figure 6a, b represents the fractured surfaces for the combination of 3%
Al2O3 + 3% SiC at different magnifications which is dominated by ductile beha-
viour in the presence of SiC. Several cavities and patches are observed which is
possible when particles are plugged out from one surface to another. At this stage,
shear fracture is little bit low as compared to the ductile fracture due to the absence
of brittle particulates. In figure b, big patches in form of dimples confirm the ductile

Fig. 5 Typical engineering stress–strain plot for a as cast AA6061, b 3% Al2O3 + 3% SiC cast
composite
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behaviour of the material. This also affects the properties but failure is totally
different and depending on the fractured surface behaviour.

This phenomenon is again reflected on the dimples due to availability of
microcracks as shown in figure a by wavy white phases which totally confirms that
here a combination of ductile and brittle fracture takes place on particles, matrix and
its interfaces. From the fractured surfaces, it can be concluded that this is possible
due to the effect of interfacial particulates cracking on which strain energy con-
sumes to the cracking phenomenon during a sudden drop in the effective
cross-sectional area of the sample. Generally, this is variable and mostly dependent
on the matrix material. Sometimes, this is also affected by the reinforcement par-
ticulates in the composite which alters the crack propagation path. If this is for-
warded towards the longitudinal direction, then value of the impact strength
increases and near the plastic zone brittle fracture takes place, whilst the elastic zone
behaviour of fracture is ductile in nature. Moreover, on the interfaces mostly brittle
fracture takes place due to the availability of oxide formation therefore stress
required in the fracture can be divided into three parts as

• Ductile fracture related to the matrix at its interfaces with SiC
• Brittle fracture related to the Al2O3 as well as its interfaces with matrix and SiC
• Stress required to crack the particulates, formation of voids, fracture in longi-

tudinal direction as well as the shear mode.

Above all are the interrelated parameters and totally independent which is highly
influenced by the individual properties of matrix and reinforcements. Nonetheless,
various grooves also appear on the fractured surfaces due to ejection of several
particles from the matrix in all cases.

Fig. 6 a, b FESEM images for 3% Al2O3 + 3% SiC cast composite for different magnifications

328 N. Srivastava and M. Anas



6 Conclusions

• AA6061 alloy composite fabricated by multiple reinforcement is cast with
improved morphology and successfully processed through semi-solid casting
route with the help of squeeze pressure. The squeeze action leads to reduction of
volume inside cavities and improvement in morphology

• It is observed from microstructural evaluation that reinforcement led to reduc-
tion in volume inside the cavities by alumina along with distribution and dis-
persion of SiC owing to their specific gravity. It could also be concluded that the
cavities and cracks are filled by the reinforced particles

• Subsequent pressurized treatment under moderate temperature improved the
wetting characteristics of reinforcement as well as refining of the microstructure.

• Major improvement in tensile strength is obtained with best results for 3%
Al2O3 + 3% SiC. Fracture analysis depicts load bearing by reinforcements
transferred due to tensile loading. The nature of fracture observed was the
combination of ductile and brittle fracture.

Acknowledgements Authors are thankful to the lab staff of Workshop, Integral University
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Utilization of Stone-dust in Sand
Mould Casting Process

Jatin Sadarang, Ramesh Kumar Nayak , and Isham Panigrahi

1 Introduction

Sand mould contains silica sand as the main mould ingredient. Silica sand has high
thermal stability and readily available. A typical sand mould contains 85–95% silica
sand, 0.5–2% coal dust, 5–10% bentonite clay, and 2–5% moisture [1]. High silica
content sand was extracted from river beds, which creates pollution in the nearby
area. Therefore, researchers and scientists are trying to use different waste materials
in sand mould applications. Slag is a waste material produces from iron and steel
plants. The mould prepared with ferrochrome slag has high moulding property than
silica sand mould [2]. Ferrochrome slag mould has high thermal conductivity, so
less casting cooling time is reduced compared to conventional sand mould [3].
Casting obtains from ferrochrome slag mould possesses high mechanical properties
than sand casting [4]. The sand mould property increases on the increase in the blast
furnace slag [5]. Agricultural waste groundnut shell ash has a similar chemical
composition to silica sand and can be used in non-ferrous casting [6]. Aluminium
industry waste material red mud can partially be used in green sand mould [7]. The
particle size of fly ash is smaller than silica sand; therefore, only 15% of fly ash can
be used in green sand mould [8]. Local river sand has similar shear strength to silica
sand mould [9]. The mechanical properties of extrusion compounded and injection
moulded short GF and CF reinforced polypropylene composites and reported that
the fibre efficiency factors reduced on increase of fibre content, and these were
lower for CFRPs as compared to GFRPs. An increase in fibre vol.% caused sub-
stantial reduction of fibre length in the FRPs. Strength and stiffness of compression
moulded short CF reinforced polypropylene composites increased with fibre
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content and fibre length. Increase in fibre content caused a rise in density, hardness
and impact strength of the CFRPs, whereas increase in fibre length caused increase
of their thermal stability. Flexural strength was also maximum (250.23 MPa) for
the CFRP samples. Increase in fibre concentration up to a certain limit enhanced
rapidly the composite strength, beyond which it slowed down. It was because of the
more air inclusions in the composites containing higher fraction of fibres.

Stone crushing plants produce stone dust as waste material. The produced stone
dust has fine as well as coarse particles. The fine particles of stone dust flow in the
air cause air pollution [9], reduce soil fertility, and cause skin problems [10]. The
construction industry uses waste stone dust in concrete [11–13] and mortar [14] but
unable to utilize it fully. In the present investigation, waste stone dust used as the
primary mould material. The samples were heated at different temperatures and
evaluate the effect of mould property.

2 Materials and Method

2.1 Material

The mould samples were prepared with stone dust, bentonite clay, and coal dust.
Bentonite clay and coal dust were procured from RSB Metaltech Pvt. Ltd, Cuttack
India, and stone dust procured from the nearest stone crushing plant in Bhopal. The
physical appearance of stone crush, bentonite clay, and coal dust is reported in
Fig. 1.

2.2 Sample Preparation

Stone dust mould was prepared with 83% stone dust, 11.3% bentonite clay, and 5%
coal dust. Mould ingredients were mixed with a laboratory size sand muller. The
moisture content in mould is maintained at 5%. Sand rammer was used to prepare
American foundry society (AFS) cylindrical sample of 50 mm height and diameter.
The sample was filled in specimen tube and applied three rammed strokes with
6.35 kg weight and 50 mm falling height. The prepared AFS sample was used to
evaluate mould hardness, compressive, and shear strength.

Fig. 1 Physical appearance of a stone dust, b bentonite clay, and c coal dust

332 J. Sadarang et al.



2.3 Drying Procedure

Stone dust AFS samples were heated in a hot air oven for one hour and allow to
cool. Moisture present in the mould gets evaporated on heating. While pouring
molten metal into the mould cavity, less gas formation occurs, which reduces the
risk of gas defects in casting. The stone dust samples were heated at different
temperatures and evaluate mould hardness, compressive, and shear strength. The
heating cycle of the stone dust mould sample was shown in Fig. 2. The stone dust
mould samples were placed in a hot air oven at room temperature. The specimen
was heated at the desired temperature T (50, 100. 150, and 200 °C) for 1 h. The
samples cooled at normal room temperature for one hour and evaluate mould
hardness, moisture %, compressive and shear strength.

2.4 Moisture Test

Moisture present in moulding sand was determined with rapid moisture teller
equipment. The moisture teller’s pressure chamber was filled with 6 g mould
sample and 12 g calcium carbide powder and mixed it properly. The moisture
present in mould sample reacts with calcium carbide powder and forms acetylene
gas. Pressure increases inside the moisture teller and sense by a calibrated dial
gauge, which shows the percentage of water/moisture present in moulding sand.

2.5 Mould Hardness

Mould hardness of stone dust mould was measured by B scale mould hardness
gauge. Mould hardness is similar to the Brinell hardness test [15]. A spring-loaded

Fig. 2 A heating cycle of stone dust mould samples
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plunger is gradually pressed on the stone dust mould sample’s flat surface and
obtained hardness value through dial gauge.

2.6 Mould Compressive and Shear Strength

A universal strength machine was used to evaluate the compressive and shear
strength of stone dust mould samples. The samples were placed between com-
pressive and shear gripers to determine compressive and shear strength, respec-
tively. The axial compressive load was gradually applied to the sample and
obtained sample strength through the attached computer. The similar procedure is
followed to determine shear strength.

3 Result and Discussion

3.1 Moisture

Moisture in moulding sand increases the risk of gas defects in casting. The effect of
heating temperature on moisture content is shown in Fig. 3. It is observed that on
the increase in temperature, moisture gets evaporated from stone dust mould. There
is no moisture present in mould sample above 100 °C. Water evaporates at 100 °C.
Therefore, there is no moisture present in mould, even in the centre of the mould
sample.

Fig. 3 Effect of temperature
on moisture %
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3.2 Mould Hardness

The effect of temperature on mould hardness is shown in Fig. 4. It is observed that
mould hardness increases on increase in temperature up to 100 °C. Further increase
in temperature cause no change in mould hardness. Moisture in moulding sand
increases the plasticity and lubricant property of mould [16]. Therefore, as the
concentration of moisture decreases on heating mould hardness increases. The
maximum mould hardness (98 MH) of stone dust mould was obtained at 100 °C.

3.3 Mould Compressive Strength

The effect of temperature on compressive strength is shown in Fig. 5. It is observed
that mould compressive strength increases on increase in temperature up to 100 °C.
Further increase in temperature decreases mould compressive strength. Bentonite
clay and moisture mixture forms a gel, which makes a thin layer around the sand
particle. The gel gets hard on the evaporation of moisture. Therefore, on the
increase in temperature, compressive strength of mould increases. The maximum
compressive strength (3.40 kg/cm2) of stone dust mould was obtained at 100 °C.

3.4 Mould Shear Strength

The effect of temperature on shear strength is shown in Fig. 6. It is observed that
mould shear strength increases on increase in temperature up to 100 °C. Further
increase in temperature decreases mould shear strength. Bentonite clay and

Fig. 4 Effect of temperature
on mould hardness
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moisture mixture form a gel, which makes a thin layer around the sand particle. The
gel gets hard on the evaporation of moisture. Therefore, on increase in temperature,
shear strength of mould increases. The maximum shear strength (0.67 kg/cm2) of
stone dust mould was obtained at 100 °C.

4 Conclusion

The mould samples were prepared with stone dust and evaluate the effect of tem-
perature on mould hardness, compressive, and shear strength. The following con-
clusion was drawn.

Fig. 5 Effect of temperature
on mould compressive
strength

Fig. 6 Effect of temperature
on mould shear strength
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• The concentration of moisture decreases on increase in the temperature of
mould. There is no moisture present in mould sample above 100 °C.

• The compressive and shear strength first increases with temperature, and after
achieving an optimum value, it decreases.

• Stone dust mould heated at 100 °C have 98 mould hardness, 3.40 kg/cm2

compressive strength, and 0.67 kg/cm2 shear strength.
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Effect of Fe-Cr Mold Temperature
on Mold Hardness, Compressive
and Shear Strength

Jatin Sadarang, Ramesh Kumar Nayak , and Isham Panigrahi

1 Introduction

Silica sand is a natural material that is readily available on earth. Silica sand has
high refractory due to which foundries are continuously used in mould making.
Consumption and cost of silica sand increase as it is used as a raw material in
various industrial applications. Therefore, foundry engineers, researchers and sci-
entists are trying to use different mould materials to increase mould strength and
replace silica sand. Sing [1] use fly ash in a sand mould and evaluate the physical
and mechanical properties. Fly ash has fine and spherical particles [2], due to which
mould permeability, tensile and compressive strength decrease on the increase in
the concentration of fly ash [3]. The combination of 2.25% molasses and 15% fly
ash in moulding sand gives desired mould green and dry compressive strength [4].
Groundnut shell ash has 79% SiO2 and can be used in sand mould for non-ferrous
casting [5]. Smith et al. [6] use red mud in sand mould and observe red mud can
partially replace silica sand. Iron filler has no significant effect on sand mould
property [7]. The river sand particles are similar to mined sand, and there is not
much difference between river sand and mined sand mould property [8]. River sand
mould has similar compactibility and shear strength to silica sand mould [9].

Slag is a waste material generated from iron and steel plants. Around 11.8
million tons of blast furnace slag are generated [10], which is dumped in a large
area. Construction industries use slag as a raw material in cement [11–13], ceramics
[14] and bricks [15] but unable to utilize it fully. Rao and Murthy [16] use blast
furnace slag in the Fe-Si casting process. The thermal conductivity of blast furnace
slag is higher than silica sand; therefore the cooling time of casting decreases[17].
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Casting has no surface defects and having good mechanical property than silica
sand mould [18]. Ferrochrome slag is also a waste material generated from the steel
plant. CO2 mould prepared with ferrochrome slag has similar mould property and
casting finish [19]. The thermal conductivity of ferrochrome slag is higher than
silica sand, due to which casting cooling time decreases [20]. The mechanical
property of moulding sand is maximum at 60-grain fineness number with 2.4%
binder having 4 h curing time. That dry compressive strength increases as moisture
percentage increases but maximum green compressive strength is obtained at 5%
moisture content in sand base mould. Molasses and fly ash in sand mould to
improve green sand dry compressive strength. They observed that green and dry
compressive strength increases with 2.25% molasses and 15% fly ash. Therefore, in
the present investigation, Fe-Cr slag is used as an alternative mould material in
place of silica sand. The moisture present in the sand mould may lead to creating
gas defects in casting. The samples were heated at different temperatures for one
hour to remove water from the mould and evaluated the effect of heating tem-
perature on Fe-Cr slag mould hardness, compressive and sharing strength.

2 Materials and method

2.1 Materials

Fe-Cr Slag, bentonite clay and coal dust were used to prepare mould samples.
Bentonite clay and coal dust were procured from RSB Metaltech, Pvt. Ltd, Cuttack,
India, and Fe-Cr slag was collected from a ferro-steel plant, Jajpur, Odisha, India.
The physical appearance of Fe-Cr slag, bentonite clay and coal dust is shown in
Fig. 1.

2.2 Sample Preparation

The mould samples were prepared with 83% Fe-Cr slag, 12% bentonite clay and
5% coal dust. A laboratory muller was used to properly mixing of slag mould
aggregates. The moisture content of 5% was maintained in mould mixture.

Fig. 1 Physical appearance of a slag, b bentonite clay and c coal dust
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American Foundry Society (AFS) standard specimen were prepared with a sand
rammer. The moulding sand was compact by three rammed strokes having 6.35 kg
weight and 50 mm falling height. The obtained sample was having 50 mm in
height and diameter.

2.3 Heating Procedure

Green sand mould contains water that evaporates while pouring molten metal into
the mould cavity. Evaporated water may cause a gas defect in casting. Therefore in
the present investigation, moulding samples were heated at different temperatures
(50, 10, 150 and 200 °C) for 1 h and evaluate moisture content, hardness, dry
compressive and shear strength of Fe-Cr slag mould. Figure 2 shows the heating
cycle of Fe-Cr slag mould samples.

2.4 Moisture Test

A portable moisture teller equipment was used to determine moisture content in
Fe-Cr slag mould samples. The slag mould sample of 6 g was mixed with 12 g
calcium carbide powder in the moisture tiller’s pressure chamber. Moisture present
in the mould sample reacts with calcium carbide and forms acetylene gas, which
increases pressure inside the pressure chamber. The calibrated dial gauge shows the
percentage of water present in the mould sample.

2.5 Mould Hardness

The mould hardness test is similar to the Brinell hardness test [21]. A mould
hardness test gauge was used to measure the hardness of Fe-Cr slag mold samples.

Fig. 2 Heating curve of Fe-Cr slag mould sample

Effect of Fe-Cr Mold Temperature on … 341



The spring-loaded plunger was gradually pressed on a flat surface of mould sample
[22]. The resistance offered by the sample was shown in a calibrated dial gauge.

2.6 Mould Compressive and Shear Strength

A universal strength machine (USM) was used to evaluate dry compressive and
shear strength. AFS standard sample was placed between the compressive gripper
of USM and applied axial compressive load. The computer attached with the
machine shows the maximum compressive strength of samples. An average of three
samples was taken. A shear gripper was used to evaluate shear strength and fol-
lowed similar procedure.

3 Result and Discussion

3.1 Moisture

Figure 3 shows the effect of temperature on moisture content in Fe-Cr slag mould.
It is observed that increasing temperature moisture % decreases. Water evaporates
at 100 °C. Therefore, the percentage of moisture decreases on heating, and there is
no moisture present in Fe-Cr slag mould sample above 100 °C. The risk of gas
defects in casting is minimized due to no moisture present in mould.

Fig. 3 Effect of temperature
on moisture content
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3.2 Mould Hardness

Figure 4 shows the effect of temperature on mould hardness. It is observed that
mould hardness increases up to 100 °C; further increasing temperature, there is no
change in mould hardness. Moisture in moulding sand increases the plasticity and
lubricant property of mould [23]. Therefore, mould hardness increases as the
concentration of moisture decreases. The maximum mould hardness (99 MH) was
obtained at 200 °C.

3.3 Mould Compressive Strength

Figure 5 shows the effect of temperature on compressive strength. It is observed
that mould compressive strength increases on the increase in temperature up to
100 °C; further, increase in temperature compressive strength decreases. The
bentonite clay creates a thin layer on sand particles in the presence of moisture and
is also responsible for plasticity and lubrication [24]. The moisture gets evaporated
on heating, due to which bentonite layer gets hard so that compressive strength of
Fe-Cr slag mould increases. The maximum compressive strength (6.0 kg/cm2) is
obtained at 100 °C temperature.

3.4 Mould Shear Strength

Figure 6 shows the effect of temperature on shear strength. It is observed that shear
strength increases on the increase in temperature up to 150 °C; further increase in

Fig. 4 Effect of temperature
on mould hardness
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temperature, there is no change in shear strength. The bentonite clay creates a thin
layer on sand particles in the presence of moisture and is also responsible for
plasticity and lubrication [24]. The moisture gets evaporated on heating, due to
which bentonite layer gets hard so that shear strength of Fe-Cr slag mould increases.
The maximum shear strength (0.92 kg/cm2) is obtained at 150 °C temperature.

4 Conclusion

In the present investigation, Fe-Cr slag is used as a primary mould material. The
effect of temperature on mould hardness, compressive and shear strength was
studied. The following conclusion is drawn from the present investigation.

Fig. 5 Effect of temperature
on compressive strength

Fig. 6 Effect of temperature
on shear strength
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• The moisture content in the moulding sand decreases with the increase in
temperature. Moisture is completely evaporated from Fe-Cr slag sampl at 100 °
C.

• The compressive strength increases up to 100 °C and then decreases. The high
compressive strength of the Fe-Cr slag mould was obtained at 100 °C of
heating temperature.

• At temperature 100 °C, values of mould hardness, compressive and shear
strength are 98, 6.0 kg/cm2 and 0.76 kg/cm2, respectively.
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A Comprehensive Study on Electrical
and Electronic Waste Management

V. Iswarya and T. Yuvaraj

Nomenclature

GDP Gross domestic product
E-Waste Electronic waste
WEEE Waste electrical and electronic equipment
EPR Extended producer responsibility
DNA Deoxyribonucleic acid

1 Introduction

E-waste can be termed as scrap from different electrical appliances, devices, or
gadgets, disposed of once its ability to serve its purpose concludes. This waste is a
mixture of many types of materials, including different metals, semiconductors,
ceramics, and thermoplastics. The initial process of electronic waste management
includes the removal of refurbishable components like printed circuit boards and
cathode ray tubes which are not damaged and can be sold to the consumers of
second-handed devices. Then, the dead equipment is organized and separated to
further treat, sell and dispose of the residues. The recovery and recycling happen
continuously to extract the metal as much as possible and to economically support
the process [1].

Electronic devices and gadgets play a major role in our lives, in education, job,
business, and many. Changing gadget immediately after every sudation of a new
version happens widely among people, and the thought about impacts after dis-
posing of the old gadgets is lessening. The growth in using electronic devices has
increased ten times in the last decade due to lifestyle changes. The production and
usage of electrical and electronic material could not be limited as it contributes
more to urbanization and economic growth. In industrialized countries, the most
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dangerous threat is the electronic waste stream. It is estimated that the global
E-waste generation would be increasing by 52.2 million tons by 2021. And it may
increase by about 38% by 2030, according to the report of 2019. Normally, E-waste
contains about 40% of metals with a small quantity of precious metals, 30% of
plastics, and 30% of refractory oxides. Only 5.7% of electronic waste is recycled in
India, and only 1.5% of the total scrap is reclaimed by formal recyclers. India, being
the world’s largest waste importing country, needs safe methods to recycle waste
and to do it in formal sectors. Hazardous material when reacts with water or
incinerated can pollute the surrounding affecting animals and other living
beings [2].

Generally, electrical and electronic waste can be categorized into three divisions,
namely white goods, brown goods, and grey goods. White goods include large
home appliances such as air-conditioners, refrigerators, and they are less toxic and
easily recyclable. Brown goods are consumer goods like television and radio, it has
a bit of toxicity due to the presence of dyeing chemicals. Technological electronics
like mobile phones and laptops come under grey goods, which have high toxicity
and are complicated to recycle [3].

2 Materials in E-Waste

Electrical and electronic wastes contain many materials, both toxic and non-toxic,
which include plastics, metals, and refractory oxides in the ratio of 30:40:30 [3].
Metals used in devices have different properties, for an instance, E-waste contains
precious metals. The approximate percentage of every metal in the complete waste
of electrical and electronic equipment is shown in Table 1 [4].

Table 1 Composition of
E-waste

Components Percentage (%)

Plastics 30

Refractory oxides 30

Copper 20

Iron 8

Lead 2

Tin 4

Gold 0.2

Silver 0.1

Aluminum 2

Zinc 1

Palladium 0.01

Nickel 2

Other toxic metals 1
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The other toxic and radioactive metals in electronic waste include arsenic,
barium, beryllium, chromium, mercury, cadmium, and other persistent organic
pollutants like polybrominated diphenyl ethers, polychlorinated biphenyls, poly-
chlorinated dibenzo-p-dioxins and dibenzofurans, and polycyclic aromatic hydro-
carbons. These chemicals while treated without required safety measures could
cause a lot of health disorders, short-term exposure to these chemicals may cause
skin lesions, skin patches, and liver diseases. Long-term exposure leads to immune
system damage, issues with the reproductive system, and even cause cancer [1].

3 Materials in E-Waste

The sources of waste electrical and electronic equipment are home, hospitals, and
offices. E-waste from home includes gadgets and other household and kitchen
appliances. Bio-medical instruments such as electrocardiography scanner, com-
puted tomography scanner, incubator, and other testing instruments are the wastes
from hospitals. Offices have a lot to do with electronics which includes computers,
air-conditioners, printers, etc.

In the last decade, the number of household appliances in a normal household
has increased tremendously. The appliance involves both personalized and common
devices. Every person has individual mobile phones, and the usage of temperature
conditioning appliances has become common in houses. The average composition
of household appliances and devices in India is in the proportion as shown in
Fig. 1.

37%

18%

14%

12%

10%

9%
Distribution of Household Appliances and Device in %

Mobile Phone Laptop Television Air conditioner Desktop Washing machine

Fig. 1 Distribution of household appliances and devices
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In a broader approach, the generation of E-waste from different sources can be
proportioned below (see Fig. 2).

4 Effects of E-Waste

4.1 Effects on Human Health

The effects on human health while the material are mistreated.

• Arsenic, a human carcinogen, affects the production of red blood cells and white
blood cells, causes allergic reactions, dermatitis, vomiting, and cardiac
malfunctioning.

• Beryllium roots lung damage, chronic beryllium diseases, and also carcinogenic.
• Chromium is a human carcinogen and a strong allergic reactant and causes

damage in kidney and liver, ulcer, bronchitis, and even DNA damage.
• Exposure to lead may result in impairment of the nervous system, circulatory

system, and endocrine system. It also disturbs brain development and kidney
functioning.

• Mercury is carcinogenic, and it increases the risk of cardiac arrest, blood
pressure, chronic disease in the brain, kidney, and lungs, fetal damage, and lack
of muscle movement coordination.

• Exposure to copper may cause eye irritation, headache, vomiting, diarrhea, and
higher exposure cause liver and kidney problems.

• Zinc exposure causes a lot of skin diseases.
• Nickel is a human carcinogen and results in allergic reactions, asthma, chronic

bronchitis, and other lung problems [3].

49%

21%

16%

7%

4%
2%1%

Categories of E-waste in %

Large household appliances Consumer equipment IT & Telecommunication Small household appliances Electrical and electronic tool Lightning equipment Others

Fig. 2 Categories of E-waste
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4.2 Effects of E-Waste on Environment

Electronic waste releases toxic heavy metals while disintegrating. This emission of
chemical diffuses into the soil and have harmful effects on the plant and tree. The
diffused chemicals in the soil get into the groundwater and water bodies during
precipitation or runoff. The polluted water in-take of humans or animals can travel
to the longer terms with the food web and even cause the extinction of certain
species of animals or plants. Burning or heating the E-waste may release toxic
gaseous and other greenhouse gases, polluting the air and its effect lasts long on the
atmosphere causing climatic changes and ozone depletion [5].

4.3 Informal Recycling

The informal sector plays a major role in waste recycling in India, as about 95% of
electronic waste is managed by informal recyclers. They used manual and primitive
methods to treat, segregate, and dismantle the waste which has evil effects on both
people and surrounding. The workers in informal sectors are usually children, and
they were not instructed any safety measures or methods to handle the electrical and
electronic equipment given to them. The first step of informal recycling is manual
dismantling with their bare hand using hammers and screwdrivers, to open the
device however they can. This entire process of dismantling is done in open areas
without appropriate conditions. The second step, heating the circuit boards and
cables with open grills to separate the metals present which emit toxic smoke,
affects the recycler as they have no safety helmet or masks, and affects the atmo-
sphere due to the lack of closed protective conditions. In the third step, the
remaining precious plated metals are extracted by acid leaching which results in
hazardous emissions due to the reaction between different metals and acid. The
fourth step is to melt and merge the obtained similar metals and plastics, making it
ready to sell as a raw material for different purposes. Then, the extracted materials
are reused and refurbished if possible. The other leftover materials are open
incinerated or disposed of in landfills or by river banks [6].

4.4 Flaws of Informal Recycling Sectors

Open incineration of E-waste directly contaminates the air by the toxic emissions
and land by the combusted residues and indirectly affects the water bodies by wet
deposition of the emissions and groundwater by penetrating the soil in different
means.

Acid leaching pollutes air, water, and soil directly through hydrochloric acid and
nitric acid fumes, and dumping of acid solution.
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Heating and melting in open space leave gaseous and particulate emissions to the
atmosphere, then the migration of these particulate pollutants pollutes soil and
water [7].

5 Process Involved in Formal Recycling

5.1 Extended Producer Responsibility (EPR)

Extended producer responsibility is a take-back system designed as that the
producer/seller takes the responsibility of the electrical and electronic equipment
which they have produced/sold to a consumer, at the end of the product life at the
postconsumer stage. This system of EPR is widely used in many European coun-
tries [8].

5.2 Product Stewardship

The product stewardship system is a shared responsibility concept, where every
stakeholder including the producer, seller, consumer, etc. takes the responsibility of
the product to be disposed of and treated safely, considering the environmental
obstacles. Product stewardship is introduced as the recycling costs make the system
uneconomical.

Disposal of remaining scrap. Remaining harmless scrap like paper, cardboard
can be sent to landfills and other treatment yards, where other metal can be
incinerated with a proper incinerator in appropriate closed conditions. A detailed
comparison of formal and informal E-waste management is given in Table 2 [9].

6 Duties of a Consumer

As a commoner, every individual has the rights to live as they wish, but that does
not mean one can be lethargic while using or disposing of a property that he/she
own. Any product which is manufactured must be used till the product is dead or
expired. And those expired products must be reused or recycled to the best, and the
rest must be disposed of properly. This applies to every waste and especially
E-waste.

Upgrading to the latest model gadgets is getting increase which makes the
reliable gadget which is already in use, become scrap. In this case, a consumer must
re-evaluate the need for a new device and must try to extend the life of the device.
And if the up-gradation is necessary, then the old gadget can be given for reuse as a
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whole gadget or this can be handed over to a formal sector for recycling or
refurbishing. Reselling the undamaged parts of a device to apply in any other device
has a huge market. These refurbishments can reduce waste products and also reduce
the extraction of new resources from nature.

When it comes to recycling, it is very important that to whom we hand over it. If
we consumers throw E-waste together with other solid waste, then this waste has a
chance to reach go to a scrap yard and the E-waste will be separated, this will be
collected by rag pickers or any other informal recyclers, the remaining unnoticed
electronic scraps are headed to the landfill. Dumping E-waste to landfill has many
risks which include incineration polluting the air with hazardous oxides from it,
runoff, and migration of pollutants to water bodies and also has long-term effects on
people who are exposed to those pollutants.

We have several formal sectors to collect our E-waste on our doorstep and the
only responsibility of a consumer is to collect the WEEE in our household, for
neighbors too if possible, later this E-waste can be handed to formal recyclers [10].

7 Discussion

Due to many inevitable ins and outs like sudden growth in information technology
and communication, reduction in price due to the usage of non-degradable mate-
rials, and condensed lifecycle of products, the waste from electrical and electronic
equipment is generated in tons. Collection and disposal of electronic waste have
many guidelines which are hardly followed ending up in the distraction of health of

Table 2 Formal and informal recycling sectors

Formal sector Informal sector

Laborers are provided with enough
knowledge to handle the dead electronics
with care, and safety suits are provided
concerning their health

Laborers are not educated about safety
measures and precautions, and they are
allowed to handle the electronics with bare
hands without safety suits

Requires high capital as an investment to
properly organize the recycling plant with
necessary machinery

Low capital investment is adequate, as they
do not need proper conditions or space for
recycling

Recovered metal is used as a raw material for
manufacturing new electrical equipment

The metals that are recovered are sold to
scrap dealers or ornament makers

It is mandatory to employ professionals to
check the quality of the materials and to
approve it

No professionals are involved in the entire
process of recycling

No middle man or scavenging is involved Involves middle man and scavenging

Hazardous wastes are vigilantly disposed of Hazardous wastes are disposed to waterways
or other places in contact with people

Does not bother environmental health much Leaves a terrible impact on environmental
health
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human and environment. Take-back systems can be an effective method to collect
the old appliances, due to the orderly maintained data on the waste generation and
neat collection of the equipment. The efficiency of recycling is dependent on the
collection method.

Indolent behavior of the user to dispose of the electronic waste together with
other wet or dry solid waste is the major reason for mismanagement in waste from
electrical and electronic equipment. Disposal of electronic waste together with wet
waste may result in rusting or corroding of the components inside the device, which
affects the quality of the metal while reuse. Hence, the door-step take-back col-
lection system by the producer, which involves dealers and collection centers would
be the best method of disposing of E-waste.

In the process of breaking down the electric component, the workers involved in
dismantling must be educated about the safety measures, since this process needs
some manual or semi-manual work such as separation of directly usable parts of the
devices or the segregation of parts that contain hazardous material. Then, the final
disposal of the residues after the extraction of resources needs much attention
because those residues may pollute the environmental health in every aspect.
Increase in illegal import of waste from other developed countries without con-
sidering the international and national legislation demands for setting up more
E-waste recycling units.

8 Conclusion

India being the major generator and importer of electrical and electronic waste in
the world, needs a lot of care in storing, handling, and managing those electronic
parts. So, it is always better to reuse the device or device components directly as
much as possible, instead of recycling them. Disposal issues can be resolved by
announcing government policies and subsidies to both producer and consumer
sides. Meanwhile, the life expectancy of electronic devices is reducing gradually
and so it is very important to develop more formal sectors for recycling. The Gross
Domestic Product (GDP) and the quantity of electronic waste are proportional as
this waste is composed of gold, silver, copper, etc. That is why the management of
E-waste is otherwise known as urban mining. Among all these positives, due to the
complexity of E-waste, it has recycling challenges. The hazardous material in
electronics is more vulnerable to react with the component at any state. Ignoring the
effects of hazardous waste, completely is not realistic, but the dosage and the
intensity of its consequence on the environment can be mitigated. It is mandatory to
concentrate more on the health concern of the workers, who are in direct contact
with the waste and the people with indirect exposure to electronic waste residues.
The adverse distraction of the environment is also connected with the health of the
animals and human beings, dependent on the environment. While the waste or its
excess is dumped in the landfill, the chemicals in it are cared to the groundwater by
infiltration, or to the waterways by runoff. People consuming, this contaminated
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water have a high chance of getting several serious diseases. On the other hand, the
gases escaping from the components in the dead appliances contaminate the air we
breathe.
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Investigating the Effect of Annealing
Temperature on Structural,
Luminescence, and Magnetic Properties
of Nickel and Zinc Aluminate

Sampurnanand, Nishant Kumar, Rakesh Kumar Singh, Atul Jyoti,
and Vikash Kumar

1 Introduction

Spinal structured aluminate is a compound containing aluminum and oxygen with
more electropositive elements that is a salt of the hypothetical aluminic acid. It is
broadly used in water purification, manufacture of zeolites, ceramics, petrochemical
industry, and photocatalysts due to its thermal resistance, electronics, and optical
properties [1–6]. Generally, the spinal structure is formulated as A2+B2

3+O4 in
which A and B are known as divalent and trivalent metal ions. Spinal structure may
be classified as A2+ occupy eight tetrahedral holes, B3+ occupy four octahedral
holes, and the anions are arranged in a cubic close packed lattice which belongs to
fd-3 m space group [7–9]. Zinc aluminates (ZnAl2O4) are well-known luminescent
materials emitting in the visible region when doped with suitable activators such as
rare earth and transition metal ions [10, 11]. Zinc aluminates have high thermal
stability, high mechanical resistance, hydrophobicity, and magnificent optical
properties; due to this ability, they may be used as a ceramic, electro-conductive
material, and catalyst [5, 12]. Nickel aluminate (NiAl2O4) has received attention as
a catalyst solid support due to its stability, strong resistance to acids and alkalis, and
high melting point [13]. Nickel aluminates are one of the most important aluminates
materials used in many applications such as magnetic materials, catalysts, pigments,
sensors, and refractory materials [14–17]. Spinal metal aluminates can be synthe-
sized by various methods such as co-precipitation, combustion, hydrothermal,
micro-emulsions, electrodeposition, solid-state reactions, and sol–gel methods
[18–22]. Generally, nanosized metal aluminates are synthesized by solid-state
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reaction, but the main disadvantage of this method is using a high temperature of
more than 1000 °C [23, 24]. Due to this high temperature, product is obtained with
low surface area, heterogeneous, and lack of morphology control [25]. The sol–gel
approach is an effective and low temperature technique that allows the stoichio-
metric control of the products chemical composition and produces homogeneous
materials [26]. Sol–gel is a facile way to synthesize nanoparticles from aqueous salt
solution by the addition of a base under inert atmosphere at room temperature or at
elevated temperature [27]. The significance of the sol–gel process as compared to
other methods is that it includes the ability to maintain a high degree of purity, high
homogeneity, and high surface area at low temperature [28].

In the present work, pure phase nickel and zinc aluminate material has been
synthesized using sol–gel method and effect of annealing on structural parameters
like (crystallite size, lattice strain etc.) luminescence and magnetic properties. To
the best of my knowledge very few research finding are available on optical
properties of aluminate and its annealing effect.

2 Experimental

2.1 Materials

All the compositions of NiAl2O4 and ZnAl2O4 nanoparticles were prepared from
Merck Germany GR grade chemicals viz Ni(NO3)2.6H2O, Zn(NO3)2.6H2O, Al
(NO3)3.9H2O, and aqueous NH3 (Merck India, 30%). The chemicals obtained were
used as received without any further purification.

2.2 Synthesis of NiAl2O4 and ZnAl2O4 Nanoparticles

2.2.1 Synthesis of NiAl2O4 Nanoparticles

In the present study, Ni aluminate nanoparticles have been synthesized using
suitable precursors by the sol–gel method. Nickel nitrate, (99% assay), aluminum
nitrate (99.9% assay), and citric acid (99% assay) as a chelating agent were used for
synthesis of NiAl2O4 nanoparticles. Schematic diagram of preparation method of
nickel aluminate is shown in Fig. 1a. Nickel nitrate (290.79 gm/mole), aluminum
nitrate (750.26 gm/mole), and citric acid (768.48 gm/mole) were taken after
weighing. Firstly, nickel nitrate is mixed in deionized water which is 20 ml, and
then, aluminum nitrate in another beaker separately mixed with deionized water. All
three chemicals are mixed in one beaker and shifting of pH with the help of
ammonia (NH3) at pH 7. Then, it was put on magnetic stirrer for 4–5 h at 80 rpm
for preparing a homogenous mixture. The solution obtained was then evaporated at
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80 °C to get a gel. Then, gel was dried in an oven and obtained nickel aluminate
powder. Finally, nickel aluminate was annealed at 650, 750, and 850 °C for 2 h in
muffle furnace (Nabertherm, Germany).

2.2.2 Synthesis of ZnAl2O4 Nanoparticles

In case of Zinc aluminate, zinc nitrate (99.9% assay) 297.47 mol/gm, aluminum
nitrate (99.9% assay) 750.26 mol/gm, and citric acid (99% assay) 768.48 gm/mole
were used for synthesis. Schematic diagram of synthesis method of zinc aluminate
is shown in Fig. 1b. Zinc nitrate is mixed in 20 ml deionized water in a beaker, and
aluminum nitrate is mixed with 20 ml deionized water in another beaker. All three
chemicals are mixed and shift the pH value with the help of ammonia (NH3) at pH
7. Afterword similar process was used as used in synthesis of nickel aluminate. The
precise measurement of the properties of the synthesized material has the upmost
importance in the field of research. In the present study, the synthesized samples
were characterized by modern sophisticated instruments namely XRD, VSM, and
PL in order to reveal the physical properties.

Fig. 1 a Schematic diagram of nickel aluminate. b Schematic diagram of zinc aluminate
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3 Results and Discussion

3.1 X-Ray Diffraction Measurement

X-ray diffraction pattern of powder ZnAl2O4 has been obtained using a Bruker D8
X-ray diffractometer as shown in Fig. 2a. The crystallite size of the prepared
ZnAl2O4 particles was calculated applying Scherer’s Eq. (1), particularly to the
peak having highest intense value at angular location 2Ө = 36.75° (Fig. 2a).
Powder X-ray diffraction graph reveals that all samples were of single phase cubic
in nature possessing spinel structure [29]. The crystalline size calculated using
Scherer’s equation given below [30].

d ¼ 0:9k
B � Cosh ð1Þ

In which d represents the average crystallite size, k is the wavelength of
X-ray, B is the peak width at half-maximum height, 0.9 is known as shape factor,
and h is for Bragg’s incident angle. The crystalline size obtained was 18 nm, 28 nm,
and 30 nm for annealing temperatures of 650 °C, 750 °C, and 850 °C, respectively.
It concludes that crystallinity size of ZnAl2O4 particles increases with annealing
temperature. All the diffraction peaks were found to be perfectly at 2h positions
(31.2°), (36.75°), (44.7°), (59.3°), and (65.3°) which signifies to (220), (311), (400),
(511), and (440) crystallographic planes, respectively, which are in agreement with
the reported values. This indicates that the complete formation of ZnAl2O4 spinel
phase with reference that zinc aluminate is a cubic crystal system spinel structure
(JCPDS file no. 98–007-5098) of Fd3m space group. Moreover, absence of any extra
peaks reveals impurities which were negligible in the synthesized sample.

For the same three different annealing temperatures of 650, 750, and 850 °C,
XRD patterns of nickel aluminate are shown in Fig. 2b. The sample consisted of
moderate crystalline NiAl2O4 particles being present as a single phase. But degree
of crystallinity is quite different from that of zinc aluminate. Although both the
materials were prepared with same thermodynamic parameters and utilizing same
chemical based citrate precursor method, result shows that nucleation and growth
mechanism of both Zn aluminate and Ni aluminate crystal is different. The thermal
analysis measurement is required for better understanding of thermal decomposi-
tion. This is our future work. Further, the XRD spectrum contains desirable five
signature peaks in coincidence with the standard data of the cubic spinel Ni alu-
minate phase (JCPDS card No. 98–007-2075). The peaks of the prepared solid
powders were referred to the crystal plane of spinel nickel aluminate, which planes
having miller indices {220}, {311}, {400}, {511}, and {440} as shown in Fig. 2b.
The nickel aluminate crystals possess spinel form and have got space group Fd3m.
Average crystallite size was calculated using Scherer’s formula and was found to be
8 nm, 12 nm, and 14 nm, respectively. The lattice parameter (a) is calculated from
the peak with highest intensity {311} using the following equation [30]
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Fig. 2 a XRD spectra of ZnAl2O4 at various annealing temperatures. b XRD spectra of NiAl2O4

at various annealing temperatures
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a ¼ d h2 þ k2 þ l2
� �� �1=2 ð2Þ

where h, k, and l denote miller indices, d is used for the distance between crys-
tallographic planes, and ‘a’ is lattice parameter. The structural parameters were
evaluated like d-spacing, lattice constant, and cell parameters which are being
shown in Table 1a–b.

3.2 Magnetic Measurement and Discussion

Magnetic properties were characterized by using vibrating sample magnetometer
(Lake Shore, USA). M-H curves were characterized in the range of magnetic
field ±20 kOe. Figure 3a shows M-H curves for the NiAl2O4 particles at room
temperature. It is observed that saturation magnetization (Ms) is not attained even in
the high magnetic field of 20 kOe. The same trend is observed for all three samples.
The M-H curve declares the magnetization behavior of NiAl2O4 particles that are
paramagnetic at room temperature. From Table 2, it is clear that coercivity and
retentivity increase regularly with increase in annealing temperature, while satu-
ration magnetization is approximately steady with slight variation in the values.
This is due to crystallite size, broken exchange bond, and the increases in annealing
temperature. As the particle size increases, the magnetization increases. Similar
behavior was also reported [31].

M-H curve of zinc aluminate for the same three annealing temperatures such as
650, 750, and 850 °C is depicted in Fig. 3b. The magnetic behavior of zinc alu-
minate samples was investigated by magnetic field between ±20 kOe. M-H curves
are showing diamagnetic behavior of zinc aluminate. Coercivity values do not
follow a regular pattern, while magnetization values increase smoothly. The coer-
civity (Hc), magnetization (Ms), and retentivity (Mr) have been enlisted in Table 3.
The maximum coercivety was found 909.86 G for nickel aluminates.

Table 1 (a-b) Lattice parameters for ZnAl2O4 and NiAl2O4

Nickel aluminate
(annealed at)

d-spacing
(Å)

Angular position
(2Ɵ) in degree

Lattice
constant (Å)

Cell volume
(cm3)

650 °C 2.4245 37.050 8.0410 519.912

750 °C 2.4259 37.026 8.0460 520.882

850 °C 2.4277 36.998 8.0520 522.049

Zinc aluminate
(annealed at)

d-spacing
(Å)

Angular position (2Ɵ)
in degree

Lattice
constant (Å)

Cell volume
(cm3)

650 °C 2.4244 36.823 8.0890 529.278

750 °C 2.4419 36.775 8.0990 531.244

850 °C 2.4567 36.443 8.1010 531.637
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Fig. 3 a M-H curve of NiAl2O4 for three different annealing temperatures. b M-H curve of
ZnAl2O4 for three different annealing temperatures. c Photoluminescence spectra of NiAl2O4.

d Photoluminescence spectra of ZnAl2O4
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3.3 Photoluminescence Measurement

In order to understand the fluorescence mechanism of the prepared ZnAl2O4 and
NiAl2O4 samples, schematic band diagram best examples the excitation phe-
nomenon as well as emission for the system. PL spectra for NiAl2O4 and ZnAl2O4

were excited by 200 nm wavelength resulted in an intense blue emission using
Perkin Elmer photoluminescence spectroscopy. In the wavelength window of
(420–580) nm, the reflected optical spectrum was obtained for aluminates as shown
in Fig. 3c, d. The PL spectrum of the both nickel aluminate and zinc aluminate
samples annealed at different temperatures are in visible range. In nickel aluminate

Table 2 Magnetic parameters of nickel aluminate

Magnetic parameters Nickel aluminate
at 650 °C

Nickel aluminate
at 750 °C

Nickel aluminate
at 850 °C

Coercively (Hc) Oe 104.41G 208G 909.86G

Magnetization (Ms) (emu/gm) 0.17338 0.1984 0.1522

Retentivity (Mr) (emu/gm) 3.3063 � 10–3 8.396 � 10–4 6.926 � 10–4

Table 3 Magnetic parameters of zinc aluminate

Magnetic parameters Zinc aluminate
at 650 °C

Zinc aluminate
at 750 °C

Zinc aluminate
at 850 °C

Coercivity (Hc) Oe 109.76G 29.759G 264.08G

Magnetization (Ms) (emu/gm) 0.0972 0.1620 0.2473

Retentivity (Mr) (emu/gm) 2.7146 � 10–3 3.9744 � 10–3 4.0578 � 10–4

Fig. 3 (continued)

364 Sampurnanand et al.



sample annealed at 750 °C, PL peaks intensity are sharp and higher compared to
sample annealed at 850 and 650 °C. On the other hand, in nickel aluminates, all the
emissions peaks are in visible range.

But the peak intensities are not prominent. This may be due to size dependent
properties. Further study needed the actual mechanism of this phenomenon. This is
our future plan. Most interesting things is that emission are in visible range, which
may be useful for various applications [32, 33]. The emission peaks near 480, 519,
and 530 nm (known as red shift) might be due to oxygen vacancies. This is called
green emission. It is obvious that PL emission is getting shifted with the change in
particle size and shape, which supports the results of XRD data suggesting average
crystallize size as 8 nm, 12 nm, and 14 nm, respectively. Such PL emission was
also reported [34].

4 Conclusion

The nanosized zinc and nickel aluminate nanoparticles were synthesized using
low-cost citrate precursor method. The XRD study confirmed that pure phase nickel
and zinc aluminate nanoparticles are formed having space group Fd3m. The PL
measure measurement shows that the material shows both blue and green emissions
this might be due to the oxygen vacancies and defects created in the nanomaterials.
These materials will show good photocatalytic and optoelectronic properties and
can be used in varied applications. Similarly, the material shows decrease in sat-
uration magnetization and corresponding increase in coercivity showing the size
dependency on magnetic properties.
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Review of Battery Technologies
Available for Promoting Electric
Mobility in Urban India

Rahul Tiwari, Umang Patel, and Atmagya Raj

1 Introduction

Urban revolution has transformed the face of Indian cities in the last couple of
decades. These cities with an unprecedented population growth and migration have
created a surge in the travel demand which have resulted in exponential increase in
personal vehicles. Today, India is one of the thriving economies in the world, but its
increasing reliance on private vehicles is one of the major concerns for the dete-
riorating air quality and increased dependency on crude oil leading to higher export
bills. While there have been advances in technology to make the country safer and
facilitate the lives of everyone, still rising environmental concerns and growing
need for sustainable mobility solutions have posed significant economic and social
challenges for the country [1]. Therefore, the challenge of technological innovation
is growing over time as society continues to build and grow better ways to live and
improve lives.

The particular aspect of saving the earth from various environmental threats has
led the automotive industry to take various initiatives to prevent environmental
degradation, particularly air pollution. Therefore, automobile manufacturers have
launched environmentally friendly vehicles to tackle this problem. Other than
protecting the environment, sustainable mobility solutions also aim for economic
development which requires sound trade-offs and thus calls for green mobility
solutions. The recent technological advancement and government policies in the
field of automotive industry and pollution control have led to reduction in fuel
emissions and thereby enhance the environmental conditions.

Electric vehicles are considered to be one of the best options, triggering the
introduction of innovations for electric mobility or e-mobility. The idea of electric
mobility is not recent. Reportedly, as early as 15 or so years ago, e-mobility
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innovations began to take root in the automotive industry. In simple terms,
e-mobility refers to the development of electric or electronic power trains, cars,
bikes or any other vehicle that moves away from the conventional fossil fuel and oil
automotive technology. This covers technological alternatives such as battery
electric vehicles, hybrid electric vehicles and hydrogen fuel cell vehicles [2].

The key purpose of e-mobility is to manufacture vehicles that are more envi-
ronmentally sustainable and efficient and thus fulfil current legislative standards
imposed by policymakers and other law-setting bodies. The widespread use of
electric vehicles (EVs) for personal mobility is likely to make improvements in
battery technology possible, as they are seen as one of the solutions for reducing
global greenhouse gas (GHG) emissions, improving air quality, reducing reliance
on crude oil and increasing energy security [3].

2 Literature Review

Over the decades, progress in production of electric vehicles and innovation in
battery technology have been revamped at a rapid pace. This era of limited natural
resources such as combustion fuels like oil and coal and also the ongoing envi-
ronmental concerns have led the society to shift focus onto sustainable mobility.
Out of all the options, electric vehicles pose a great power to ameliorate environ-
mental conditions. For production of electric vehicles, batteries play an inextricable
role as it stores electricity and provides it to the motor [4]. Further, these batteries
used in EVS are known as traction batteries for electric vehicle batteries (EVB).
These are usually rechargeable (secondary) batteries, mainly used in road loco-
motives, trucks and mechanical handling equipment. Examples of major traction
batteries are the lead-acid battery, the nickel–cadmium battery (Ni–Cd), the
nickel-metal hydride battery (NiMH) and the lithium ion [4]. According to electric
vehicle index, countries like China, the United States of America and Germany are
in the forefront of transition to electric mobility. India being a developing nation
still lags behind in the race to green mobility solutions when compared with
developed nations. However, as the battery technology is a crucial part of the
electric vehicle industry, different battery technologies for electric vehicles have
been elaborated in the further section.

3 Lead-Acid Batteries

The world’s first rechargeable traction battery was developed about 160 years ago
by Gaston Planté, which was later enhanced and the practical version of the battery
came into existence in 1886 [4]. Over the years, the battery’s strength and power
have been enhanced by better utilization of lead grid lattice for better implemen-
tation. These batteries convert chemical energy into electrical energy by employing
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lead oxide as positive electrode, spongy lead as negative electrode and sulphuric
acid as electrolyte; furthermore, it has several types like flooded, sealed and gel
type. This technology is primarily used in electric motors, submarines and power
generation for sump pumps. Lead-acid batteries provide optimal function at 25 °C
as high temperature shortens longevity. Also, due to its wide availability and low
cost, it continues to make a huge contribution to the automotive sector. Its ability to
supply high surge currents and large power to weight ratio are some of the attractive
attributes of the battery. However, the downside is that they have a short life cycle,
low power density and heavy weight.

3.1 Lithium-Ion Batteries

Rechargeable lithium-ion batteries came into existence in the 1990s with the sub-
stantial advantage over the other battery systems due to its lightweight, high energy
density and the ability to recharge. It is one of the most widely recognized inno-
vations in the modern electrochemical industry. Lithium-ion batteries are fast
growing, most promising and widely used battery technology in the field of
e-mobility. In a conventional Li-ion battery, carbon serves as anode and metal oxide
as cathode while electrolyte is a lithium salt in an organic solvent. It shows potential
for yet higher capacities and high specific energy. This increases the mileage to
three times that of lead-acid battery resulting in coverage of larger travel distance.
This technology is primarily applied in the automotive industry on account of its
added benefits such as low self-discharge, low maintenance, long-life cycle, high
energy capacity and high performance. Other than electric vehicles, Li-ion batteries
are also used in portable electronics and aerospace applications. However, the
battery exhibits a few drawbacks which include high manufacturing cost, ageing
and the requirement for protection circuit. As the output of new technology,
inventions and solutions continues to advance, lithium-ion batteries are highly
likely to contribute more to established markets and people’s lives [2]. There are
three main variants of Li-ion batteries, as detailed further.

3.1.1 NMC (Lithium Manganese Cobalt Oxide)

NMC batteries exhibit good overall performance by virtue of its attributes such as
high specific energy, high power and low self-heating rate. Graphite is employed as
an anode while LiNiMnCoO2 as cathode. Further, the battery is widely used as
power tools, e-bikes and other electric power-train because of its relatively low
costs and light weight. The downside of the battery is that it requires 6 h of
charging time for the regular use of EVs and the restriction on the ambient tem-
perature, which should not be more than 40° for the battery’s proper functioning.
However, the standard battery discharge rate is 2 h, and it holds up to 80% depth of
discharge (DoD) while lasting up to 2500 charging cycles.
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3.1.2 LTO (Lithium Titanate)

LTO batteries demonstrate greater prospective than NMC batteries as major
drawbacks have been solved by the advancement in the batteries. The reduction in
charging time and resistance to ambient temperature (45°) are the most prominent
qualities of the battery technology. Also, it can last up to 10,000 life cycles and thus
tend to be used for home energy storage, transportation, solar powered lighting, etc.
However, the major drawbacks include 3–4 times higher costs than the NMC, low
particular energy and high weight.

3.1.3 LFP (Lithium Phosphate)

LFP batteries are one of the safest batteries as it shows great potential to handle
high temperature with minimum degradation. Between the NMC and the LTO
batteries, the LFP batteries hold an intermediate position as temperature tolerance is
higher, but lower than LTO and more effective load and unload ability. Also, it
experiences a lower rate of capacity loss with great calendar life.

3.1.4 Nickel-Metal Hydride Battery

Nickel–metal hydride is one of most readily available rechargeable batteries which
bear nickel hydroxide as a positive electrode, titanium or nickel as a negative
electrode. Electrolyte solutions are alkaline solutions, usually potassium hydroxide.
These batteries are immune to a wide temperature range, mild toxins and long life
cycles also they are recyclable. However, they suffer from lower self-discharge,
lower capacity due to voltage depression and no function in case of devices
operating on primary alkaline chemistry, a comparison of the available technologies
is as detailed in Fig. 1.

Fig. 1 Battery requirements depending on vehicle class and battery technology

370 R. Tiwari et al.



3.2 Nickel–Cadmium Batteries

Nickel–Cadmium batteries consist of nickel and cadmium species which serve as
the positive and negative electrodes, as well as alkali solution being the electrolyte.
It is a well-established technology which has been in operation since 1950 due to its
low maintenance requirement and a long-life cycle of more than 3500. The Ni–Cd
battery has low internal resistance, but a high degree of discharge period at a very
short time. Its efficiency during service requires a high charging rate at a very fast
cycle. A major concern about nickel–cadmium batteries is the toxicity and thus
environmental inefficiency of cadmium [5].

3.3 Zebra Battery Technology

The ‘ZEBRA’ (zero emissions batteries research activity) battery is a
limited-volume sodium nickel–chloride battery manufactured in Switzerland for EV
applications. The technology was first developed during the 1970s and 1980s in
South Africa [6]. It is a well-tested technology available in a variety of EV formats,
manifesting maintenance-free operation. Zebra cells deliver 7–8 times higher cycle
life than lead-acid and low resistance failure of cells so that sequence of linked
strings containing failed cells will continue to function. Also, this technology
showcases some other benefits such as robust nature, potentially inexpensive,
ambient temperature, no gassing, no self-discharge and easy charge estimation.
(Charge Ah in = discharge Ah out). However, it takes 12–15 h for the battery to
thaw out after freezing and also shows 90 W energy loss while not in use, which
acts as a major disadvantage [7].

3.4 Nickel-Zinc Batteries

Ni-Zn battery technology is one of the alternatives for rechargeable batteries which
have shown great potential in high-drain applications and power tools. It is known
for its relatively low costs compared to other Ni-based chemistries and high energy
to mass ratio. The chemical properties of the battery are quite similar to nickel–
metal hydride as zinc and nickel hydroxide serve as negative and positive elec-
trodes, respectively, in the presence of an alkaline electrolyte (potassium hydroxide,
KOH). The battery shows very low levels of toxicity and hence do not possess
threat to the climate. Other positive characteristics include its non-flammable nat-
ure, quick recharge, high discharge rates while preserving thermal stability and
easily recyclable while preserving physical and chemical properties [8]. However,
commercialization remains problematic due to short-circuit issues, life-cycle issues
and gas recombination in a sealed cell.
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4 Comparison

The development and revolution of battery technology from old centuries to latest
battery technology have been observed all over the world. The parameters such as
specific capacity, energy density, particular capacity, weight and size have
improved along the evolution based on the transition from lead-acid battery to
lithium-ion battery. Therefore, to understand and compare the basic characteristics
of various battery typologies, Table 1 has been formulated.

There are various battery technologies present in the current modern world. Out
of which, six widely used battery types have been tabulated and compared in Table
1 [9] on the basis of various parameters necessary for the best output in electric
vehicles. The most promising candidate amongst the above-mentioned batteries
applicable to EVs is lithium-ion battery. It excels mostly in every parameter and
hence is considered the best option for the production of new generation EVs.
Lithium-ion batteries are superior in terms of high energy efficiency and power
density, allowing them to be built lighter and smaller in weight and scale,
respectively, when compared to other types of batteries, such as lead-acid batteries,
nickel–cadmium (Ni–Cd) batteries and nickel–metal hydride (Ni-MH) batteries.
Other advantages of lithium-ion batteries include a wide operating temperature
range, fast charging capability, no memory effects, a relatively long-life cycle and a
low self-discharge rate. Desired attributes of EV batteries include: high energy
density, power density, cycle life, safety and low cost. ZEBRA battery technology
also shows great potential, but 90 W of energy loss can be observed when not in
use. New cell chemistry is being developed to make batteries smaller, lighter and
hold enough energy so that traditional vehicles can compete with EVs. Currently,
lithium-ion batteries are the most common and most favourable battery technology
that can closely meet the United States Advanced Battery Consortium (USABC)
minimum criteria for the commercialization of EVs.

5 Indian Context

In India, the percentage of urbanized areas along with urban population is rising at a
faster rate, thereby leading to derived demand for travel for different purposes.
Increasing transportation mobility may lead to rise in problems like traffic con-
gestion, air pollution, accidents, etc. Therefore, solution to these problems results in
a major transformation of India’s transportation system through various government
initiatives and schemes at national and state levels. These government initiatives
and schemes include National Electric Mobility Mission Plan (NEMMP) 2020,
Faster Adoption and Manufacturing of Electrical vehicles (FAME), Smart city
mission, etc. These schemes and policies energize elective modular alternatives
move to electric vehicles and improvement of public transport, road infrastructure,
etc. [10]. The government operates and manages public transit and road networks,
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while last-mile connectivity is typically managed, controlled and supported by
government agencies, while private individuals play a more important role in
last-mile connectivity.

Electric vehicles (EVs) are increasingly being taken into consideration because
of the maximum logical alternative in the direction of reducing local air pollution.
In current instances, EV innovation has sufficiently developed and is being
advanced in accordance with zero tailpipe discharge. These forthcoming advances
are turning into a brilliant option for customary fuel vehicles in India. The public
government programs, plans and policies are the most grounded drive to shift into
electric modes [10]. Electric vehicles are estimated to have 35‒45% lower emis-
sions compared to traditional IC engines, as predicted by the International Energy
Agency. The adoption of electric vehicles could lead to a successful reduction of
pollution and health problems. Depending on the specifications and viability of the
city, e-rickshaws, e-autos, mini electric buses, etc. For comparison of growth of
electric vehicles in India, Fig. 2 depicts the data of automobiles sales against the
sale of electric vehicles in Fig. 3 [11].
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The FAME initiative was introduced in 2015 and has resulted in raising the share
of electric two-wheelers and four-wheelers in the automobile market in India. In the
financial year 2019–20, the EV industry delivered 152,000 electric two-wheelers
and 3400 electric four-wheelers. Electric vehicle sales in India rose by 20% in
2019–2020, largely led by rising two-wheeler sales as per the Society of Electric
Vehicle Manufactures. In January 2020, the Department of Heavy Industries, under
the second phase of the FAME India initiative, approved 2636 electric vehicle
charging stations in 62 cities across 24 states and union territories [11].

5.1 Upcoming Energy Technology and Innovation Enables
“Make in India”

Research and development on energy can be a good enabler of India’s energy
policy goals which also leads to wider national agendas such as the ‘Make in India’
manufacturing initiative. Through this programme, the government is working with
multinational companies to produce solar PV, lithium batteries, solar charging
facilities and other advanced technologies in India. Innovation and specific policy
support for India has been significant in driving the growth of energy technologies.
In a wide variety of energy technology fields, including cooling, electric mobility,
smart grids and innovative bio-fuels, the government is reinforcing its research
efforts [12].

5.2 Battery Cells, Packs and Materials

India needs a minimum of 10 GWh of cells by 2022, which will have to be
extended to 50 GWh by 2025. Therefore, in India, manufacturing these cells will be
promoted [12]. Therefore, manufacturing of these cells will be encouraged in India.
It is necessary for manufacturers to work upon the different parameters such as
energy density, efficiency, safety, etc. so that their batteries are the world’s best. In
order to protect the components used in lithium-ion batteries, including lithium,
cobalt, nickel, manganese and graphite, India will need a strategy. Our first job will
be to search for these commodities within India while at the same time allowing or
promoting strategic investments for these materials in foreign mines. Setting up the
lithium-ion battery recycling industry will perhaps be the most critical task. Strict
criteria for the recycling of any lithium-ion battery used in electric vehicles, cell
phones or laptops should be enforced in India. In order to allow zero emissions at
all recycling facilities, it would promote the import of used lithium-ion recycled
batteries with stringent environmental criteria [12].
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5.3 Last-Mile Connectivity and Rural Transport

Today, some Indian cities have metros as public transportation services while other
cities have bus services. Autos/rickshaws provide connectivity in cities which have
metro/bus facilities. The early up gradation of cars to electric vehicles by means of
lithium-ion batteries would provide a significant sustainable transportation system
for countless individuals in cities. Today, three-wheelers are the main transport in
towns, for dropping the people to bus stops on motorways or railway stations. It is
possible to quickly transform them over to electric, giving pollution-free vehicles in
villages. Specifications should ensure that these vehicles are not an annoyance for
all users of public roadways. Further, job opportunities in rural areas can be created
by operating various battery-charging and swapping outlets in larger villages.
Smaller transport vehicles are mostly responsible for the transportation of freight in
rural areas and for transport linking agriculture to towns (like tempos, rickshaws,
and autos). These vehicles are appropriate for substitution by EVs [12].

6 Conclusion

Electrical mobility is the most feasible approach to accomplish pollution-free
environment which is crucial for the sustainable development of the world. EVs
have high possibilities of embracing a healthier and eco-friendly transportation
system, thereby preventing global warming caused by fossil fuel dependent on the
traditional technologies. In EV applications, the battery plays the most important
role. This paper gives an overview of various EV battery innovations, impacts and
approaching course of progress. Based on the comparison of various batteries, the
lithium-ion battery has the best performance amongst different batteries in terms of
its efficiency and travel distance. However, there are at present a couple of
developing batteries which utilize diverse anode, cathode and electrolyte separator
that might upgrade the performance of the batteries by increasing the parameters
such as heat capacity, lifecycle sustainability. Therefore, a shift of transportation
sector from ICE motors to EVs in India will require a lot of planning, research work
and development. Government policies like FAME (faster adoption and manufac-
turing of electric vehicles) and few other policies which promote the manufacturing
of electric and hybrid vehicle technology should be revised and upgraded on a
regular basis to keep in pace with the development, while focussing on improving
the energy-efficiency of EVs.
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Application of Combined Compromise
Solution Method for Material Selection

Farheen Jahan, Manoj Soni, Aasiya Parveen ,
and Mohammad Waseem

1 Introduction

Choosing the appropriate material for making products for specific applications has
always been a challenging task for the materials engineers and production managers
as the material’s attributes significantly contribute to the successful functioning of
the product. The material selection represents an MCDM problem where the
decision maker has to select the relevant material based on simultaneous maxi-
mization of some of the criteria/attributes and minimization of the remaining ones.
An MCDM problem can be effectively and efficiently solved with the help of
MCDM methods and that is why literature reveals that for investigating material
selection problems of distinct engineering applications researchers have employed
different MCDM methods. Rathod et al. [1] analyzed the two MCDM methods:
TOPSIS and fuzzy logic approach method to select the proper phase change
material (PCM) to check the effectiveness of these methods. It is found that the
TOPSIS method is preferred where performance ratings are precise. Chauhan et al.
[2] investigate the relative ranking of the soft and hard magnetic materials by using
the VIKOR and TOPSIS technique. Girudha et al. [3] also uses fuzzy VIKOR
technique to select the optimal material for instrument panel used in an electric car.
Bahraminasab et al. [4] and Cavallini et al. [5] used the comprehensive ranking
technique to select the ideal material for the specific applications. In another study
done by Chatterjee et al. [6], two MCDM methods are used to solve the material
selection problem: VIKOR and ELECTRE (Elimination and Et Choice Translating
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Reality). In addition to these methods, preference ranking tools are other kinds of
MCDM methods.

Chatterjee et al. [7] and Peng et al. [8] investigate the material selection problem
by using the preference ranking method: PROMETHEE. Several MCDM methods
involve quite complex computational procedure, and therefore, researchers have
been striving to develop relatively simpler methods. One such simple MCDM
method has recently been developed by which is known as combined compromise
solution (CoCoSo) technique for solving MCDM [9].

The objective of this paper is to ascertain the utility and potentiality of the
CoCoSo method through its application on two illustrative examples related to the
material selection problems which have already been determined by researchers
using various methods. Other sections of this paper are arranged in the following
way: Sect. 2 defines the CoCoSo method. Section 3 shows the application of the
CoCoSo method on two illustrative examples, and Sect. 4 provides the conclusion
of the present study.

2 Combined Compromise Solution (CoCoSo) Method

This method depends on the relative distance of alternative from the ideal one
which gives compromised solution of alternatives ranking. This method comprises
the five steps as follows:

Step 1:

Select the available alternatives Qi (i = 1, 2, 3,…, m) and decision criteria Rj (j = 1,
2, 3, 4, …, n).

Step 2:

Formulate decision matrix R by arranging alternatives in the row and decision
criteria in the column as given in Eq. (1).

R ¼ Rij
� �

m�n¼

R11 R12 � � � R1j � � � R1n

R21 R22 � � � � � � � � � R2n

� � � � � � � � � � � � � � � � � �
Ri1 � � � � � � Rij � � � Rin

� � � � � � � � � � � � � � � � � �
Rm1 � � � � � � Rmj � � � Rmn

2
6666664

3
7777775

ð1Þ

where i = 1, 2, …, m; j = 1, 2, …, n

where Rij represents ith alternative performance value on jth criterion, m defines the
alternatives, and n defines the number of criteria.
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Step 3:

Normalize the performance value of alternatives for favorable and non-favorable
criteria using Eqs. (2) and (3), respectively.

Nij ¼ Rij �minRij

maxRij �minRij
for favourable criteria ð2Þ

Nij ¼ maxRij � Rij

maxRij �minRij
for non-favourable criteria ð3Þ

where Nij = Normalized performance value of alternatives based on criteria.
Determine weighted comparability sequence (WSi) and power weight of com-

parability sequence (PSi) using Eqs. (4) and (5), respectively.

WSi ¼
Xn

j

wjRij ð4Þ

PSi ¼
Xn

j

Rij
� �wj ð5Þ

Step 4:

Based on WSi and PSi values, three appraisal score strategies are employed for
ranking of alternatives which are calculated using Eqs. (6), (7), and (8), respectively.

kia ¼ PSi þWSiPm
i¼1 PSi þWSið Þ ð6Þ

kib ¼ WSi
minWSi

þ PSi
min PSi

ð7Þ

kic ¼ lWSi þ 1� lð ÞPSi
lmaxWSi þ 1� lð Þmax PSi

ð8Þ

where l = 0.5 is usually chosen by decision-maker, ranking can be done based on
the kia, kib, kic (larger k acquires good rank preference), but it is recommended that
ranking obtained through all the three appraisal score should be in highest agree-
ment with each other.

Step 5:

Determine the value of Ki using Eq. (9). Rank the alternatives based on Ki, and the
alternative which is having the highest value of Ki will acquire the first rank
followed by others with decreasing Ki:
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Ki ¼ ki1ki2ki3ð Þ1=3 þ ðki1 þ ki2 þ ki3Þ
3

ð9Þ

3 Illustrative Examples

The CoCoSo method is applied in the following two illustrative examples related to
material selection.

3.1 Cryogenic Storage Tank

The performance of the storage tank depends upon the material properties. To
enhance its performance, the material should have good weldability and process-
ability, low coefficient of thermal expansion and thermal conductivity, low density
and specific heat, and high toughness and stiffness. Manshadi et al. [10] investi-
gated the issue for the selection of appropriate material for the cryogenic storage
tanks which were used for the transportation of liquid nitrogen safely [11]. The
seven material properties were taken as selecting criteria, i.e., J1 (Toughness index),
J2 (yield strength), J3 (Young’s Modulus of Elasticity), J4 (density), J5 (thermal
expansion coefficient), J6 (thermal conductivity), and F7 (specific heat) [12], and
seven optional materials, i.e., Al2026-T6(E1), Al5052-O (E2), SS301-FH(E3),
SS310-3AH(E4), Ti-6Al-4V(E5), Inconel 718(E6), 70Cu-30Zn(E7), were taken.
Out of these materials, the best alternative was chosen for the design of the cryo-
genic storage tank. Among these seven decision criteria, J1, J2, J3 are the valuable
criteria while J4, J5, J6, J7 are the non-valuable criteria. The decision matrix is
given in Table 1.

Table 1 Comparison of different materials for cryogenic tanks based on their mechanical
properties (Manshadi et al. [10])

S. no. Materials J1 J2 in
MPa

J3 in
GPa

J4 in
gm/cm3

J5
(10–6/°C)

J6
(cal/s/cm/°C)

J7
(cal/gm/°C)

1 E1 75.5 420 74.2 2.8 21.4 0.37 0.16

2 E2 95 91 70 2.68 22.1 0.33 0.16

3 E3 770 1365 189 7.9 16.9 0.04 0.08

4 E4 187 1120 210 7.9 14.4 0.03 0.08

5 E5 179 875 112 4.43 9.4 0.016 0.09

6 E6 239 1190 217 8.51 11.5 0.31 0.07

7 E7 273 200 112 8.53 19.9 0.29 0.06
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The normalized decision matrix is formulated using Eqs. (2) and (3) which is
given in Table 2. The first row of Table 2 shows the weights of the criteria which
are taken from Manshadi et al. [10].

The ultimate ranking of the alternative materials is found following the steps of
CoCoSo method, represented in Table 3. The comparison of ranking results
achieved from different methods is illustrated in Table 4.

It is evident from Table 4 that CoCoSo produces the same rank of the materials
as that of the digital logic method used by Manshadi et al. [10]. From the analysis, it
is predicted that the stainless steel 301, followed by titanium alloy, Inconel 718,
stainless steel 310, aluminum alloy, and brass would have the best performance.
Thus, CoCoSo method is quite effective for material selection problem.

Table 2 Normalized decision matrix for storage tank material selection

Weight 0.28 0.14 0.05 0.24 0.19 0.05 0.05

Material J1 J2 J3 J4 J5 J6 J7

E1 0 0.258242 0.028571429 0.979487179 0.05511811 0 0

E2 0.028078 0 0 1 0 0.112994 0

E3 1 1 0.80952381 0.107692308 0.409448819 0.932203 0.8

E4 0.160547 0.807692 0.952380952 0.107692308 0.606299213 0.960452 0.8

E5 0.149028 0.615385 0.285714286 0.700854701 1 1 0.7

E6 0.235421 0.862637 1 0.003418803 0.834645669 0.169492 0.9

E7 0.284377 0.085557 0.285714286 0 0.173228346 0.225989 1

Table 3 Ranking of
alternative material for
cryogenic storage tank

Material Rank

E1 6

E2 7

E3 1

E4 3

E5 2

E6 4

E7 5

Table 4 Comparison of
ranking

Material Rank

CoCoSo Digital logic method
(Manshadi et al. [10])

E1 6 6

E2 7 7

E3 1 1

E4 3 3

E5 2 2

E6 4 4

E7 5 5
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3.2 Light Load Wagon Wall

In this study, CoCoCo method will be applied for the light load wagon wall
material selection. Only changes were made in the wagon wall to reduce the light.
For this, the material should have low density, high specific stiffness, good cor-
rosion, and wear resistance. Findik et al. [13] in his work produced the wagon wall
materials in plate-shape, and the design is done by using performance indices to
enhance strength and stiffness as E1/3/q and rf

1/2/q as suggested by Ashby in ASM
Metals Handbook [14]. Figures 1 and 2 show the different materials as per the
performance indices. For finding the best suitable material to design the light load
wagon walls, Findik et al. [13] recognized B1 (aluminum), B2 (aluminum alloys),
B3 (low carbon steel), B4 (titanium alloys), B5 (nickel alloys), B6 (zinc alloys), and
B7(copper alloys) as the comparable materials and five decision criteria, i.e., C1
(material density), C2 (specific stiffness), C3 (corrosion resistance), C4 (wear
resistance), and C5 (cost of the material) [12, 15]. C1 and C5 are non-valuable
criteria, while the other three are valuable criteria. Table 5 illustrates the initial
decision matrix.

The normalized decision matrix is formulated with the help of Eqs. (2) and (3).
Table 6 illustrates the matrix. The first row of Table 6 shows the weight of the
criteria which has been taken from Findik et al. [13].

Fig. 1 Young’s modulus E plotted against density q (Taken from [14])
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Fig. 2 Strength rf plotted against density q (Taken from [14])

Table 5 Comparison of
different materials for light
load wagon wall material
based on their mechanical
properties (Findik and Turan
[13])

Sl. no. Material C1 C2 C3 C4 C5

1 B1 2700 0.03 4 3 2.32

2 B2 2700 0.03 4 3 2.3

3 B3 7900 0.03 3 5 0.85

4 B4 4500 0.02 5 3 13

5 B5 8900 0.02 5 4 6

6 B6 6000 0.02 3 1 2.2

7 B7 8930 0.02 5 5 2.3

Table 6 Normalized
decision matrix for wagon
wall material selection

Weight 0.4 0.1 0.1 0.1 0.3

Material C1 C2 C3 C4 C5

B1 1 0 0.5 0.5 0.879012

B2 1 0 0.5 0.5 0.880658

B3 0.165329 0 1 0 1

B4 0.711075 1 0 0.5 0

B5 0.004815 1 0 0.25 0.576132

B6 0.470305 1 1 1 0.888889

B7 0 1 0 0 0.880658

Application of Combined Compromise Solution … 385



The ultimate ranking of the alternative materials is found following the steps of
CoCoSo method which is represented in Table 7.

Table 8 shows the comparison of ranking results for the wagon wall materials
obtained from different methods.

It is quite a clear Table 8 that CoCoSo produces approximately the same rank of
the materials as that of the Weighted Property Index Method [13]. Thus, CoCoSo
method is quite effective in solving material selection problem.

4 Conclusion

Selection of proper material is significantly important because the mechanical
behavior of the product in the given application depends on the material’s
properties/attributes. Material selection is a challenging task and to accomplish
these decision makers use MCDM methods. However, many researchers have used
MCDM techniques for choosing the most appropriate material.

This paper demonstrated the application of a newly developed MCDM method
called combined compromise solution (CoCoSo) method for cracking the material
selection problem through two illustrative examples. In the case of cryogenic
storage tank, results are matched with the existing methods. In another case for
selecting material for light wagon wall, Al alloys are considered. It has been found

Table 7 Ranking of
alternative material for light
load wagon wall

Material Rank

B1 3

B2 2

B3 6

B4 4

B5 5

B6 1

B7 7

Table 8 Comparison of
ranking results for wagon wall
materials

Material Rank

CoCoSo Weighted property index method

B1 2 2

B2 1 1

B3 3 3

B4 5 4

B5 6 7

B6 7 6

B7 4 5
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that the final ranking of the alternative materials derived by the CoCoSo method is
almost equivalent to that of other methods, and thus, it produces results at per with
other MCDM methods.
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Analysis of Performance and Emission
Parameters in Direct Injection Diesel
Engine by Using Biodiesel Blended
with Additives

Mamuni Arya, Akshaya Kumar Rout, and Samiran Samanta

1 Introduction

Energy is very essential and important resource for a country’s economic and social
growth. The increasing demand of transportation sectors, industrials sectors, and
research sectors are possible due to the growth of population in the world, which is
a major factor of energy crisis [1]. Maximum energy is available from petroleum
fuels, but due to the redundancy of petroleum fuel and the adverse effect of the
engine emission to the environment, there are so many researches going on for
alternative fuels. The most possible alternative fuels for internal combustion
engines are biodiesel which is a clean burning fuel. According to the International
Energy Agency, biodiesels are the best option to fulfill the world’s energy demand
up to 32% by 2050 [2]. Biodiesels are formed from plants product, so it has low
toxicity and contains almost very less quantity sulfur. According to technical and
environmental benefit, biodiesel have higher combustion efficiency, lower per-
centage sulfur content, higher cetane number, higher biodegradability, higher flash
point, and lubricity property as compared with the petroleum fuel, so biodiesel is a
best alternative in the transportation sectors [3]. Generally, combining vegetable oil
with methanol in presence of sodium hydroxide produces biodiesel which can be
used as an engine fuel [4]. Biodiesels are produced from plant products like sug-
arcane, corn, jatropha, canola, neemseeds, karanja, etc. [5]. From the survey, it was
found that the descending order of oxidation stability index of vegetable oils are as
follows—castor > mahua > neem > karanja [6]. In compression ignition (C.I.)
engine, biodiesels are used neat or blended with diesel in different percentage in
volume based without any engine modifications because biodiesel mixes with diesel
properly without any chemical imbalance. Using biodiesel in C.I. engines produces
less smoke, particulate matter (PM), carbon monoxide (CO), and unburned
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hydrocarbon (HC) emissions that are produced as compared with the combustion of
diesel [7]. Addition of 10% of eucalyptus biodiesel with diesel was found to be
superior quality to control the air pollution, but the engine performance was lesser
than the diesel fuel [8]. But the biodiesels are having less calorific value, more
viscosity, higher density, higher pour point, less cold flow property, and less
volatility, and hence, brake specific fuel consumption (BSFC) gets higher, brake
thermal efficiency (BTE) becomes lower, and NOx, CO2 emissions generate more,
and exhaust gas temperature (EGT) also gets more compared with diesel. From the
investigation, it shows that the addition of alcohols and little additives with bio-
diesel may produce less exhaust emissions and also overcome some of the
above-mentioned features [9]. According to the survey of Dwivedi and Sharma, the
cold flow properties such as pour point and cloud point of biodiesel are the major
cause of solidification of fuel which occurs blockages in fuel filter lines [10]. To
overcome those demerits of using only biodiesel with diesel, different types of
additives have been added and the research work are also carried out.

There are very less research articles related to the Argemone biodiesel blended
with diesel. There has been a lot research on biodiesel blended with diesel and
DMC additives to operate the compression ignition engine. However, there are no
literatures available by using A. mexicana biodiesel blended with diesel and DMC
additives to operate the C.I. engine, and analysis of engine performances and
emission characteristics of these blends is also not available.

In this work, the A. mexicana biodiesel was prepared by transesterification process
from A. mexicana crude oil. The work was carried out in a direct injection dual fuel
compression ignition engine by using non-edible biodiesel that is A. mexicana
blended with diesel and very little amount of di-methyl carbonate. Di-methyl car-
bonate is colorless and easily available additives in market. So, DMC is used as an
additive with the biodiesel blended with diesel. Initially, the engine is run by using
biodiesel blended with diesel like B25 (25% biodiesel and 75% diesel), B45 (45%
biodiesel and 65% diesel), and B65 (65% biodiesel and 35% diesel) and by taking
20% load to 100% load. The engine parameters like brake thermal efficiency, brake
specific fuel consumption, and exhaust gas temperature are obtained. In the mean-
time, the emission parameters like CO2, unburned HC, and NOx are also measured by
using exhaust gas analyzer. The fuel blends are B25 + 2.5%DMC, B45 + 5%DMC,
and B65 + 7.5% DMC. Both the engine performance parameters and engine emis-
sion parameters were obtained and compared with the fuel without additives.

2 Materials Used

2.1 Argemone Mexicana Biodiesel Preparations

The A. mexicana seeds are round and small exactly look like mustard seed, but
Argemone oils are not edible oil which is available in rural area. So A. mexicana
crude oil was purchased from rural local supplier in Bhubaneswar, Odisha, India.
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Biodiesel was prepared from Argemone seed oil by transesterification followed by
esterification process. The A. mexicana crude oil’s free fatty acid (FFA) value was
found to be 19.5 which were very high and to reduce the FFA value, esterification
process was carried out. Initially, the crude oil was degummed by mixing 250 ml of
phosphoric acid in 1lit. of preheat crude oil and heated at a temp of 60 °C for one
hour on a magnetic stirrer and after that 0.1% aqueous sodium hydroxide (NaOH)
solution was added and kept one day in a beaker to settle [11]. After that the oil was
ready for esterification process where the oil heated at a temperature of 65 °C for
3 h by adding 200 ml methanol and 20 ml sulfuric acid. The FFA value was found
less than 2 after separation of oil, and then, the oil was ready for esterification
process to find out the final biodiesel. For removing the alcohol, transesterification
process was adopted where 200 ml of methanol and 8gm of potassium hydroxide
(KOH) mixed in the preheated oil. By doing water washing, the final A. mexicana
biodiesel was ready to use in compression ignition engine [12]. Figure 1 shows the
schematic layout of the biodiesel preparation.

2.2 Di-methyl Carbonate (DMC) as an Additive

Many studies found that ethanol, n-butanol, diethyl ether, and oxygenated fuels are
used as additives because the mix of diesel, biodiesel, and additives are considered
as best alternative petroleum fuels [13]. The effects of additives such as di-methyl
ether (oxygenated fuel) using with A. mexicana biodiesel at different engine
operating condition were found dramatically improved in engine performances and
emission performances. From maximum studies, it clears that the fuel properties
consist of diesel–biodiesel additive blends having almost the same properties of
diesel [14]. In this experiment, di-methyl carbonate (DMC) is used as an additive in
A. mexicana biodiesel blend with diesel, and the engine performance parameters

Fig. 1 Schematic layout of biodiesel preparation method
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and emission parameters are evaluated. DMC is a good fuel additive because of its
excellent physical and chemical properties. It is a colorless, flammable organic
liquid composing formula C3H6O3 having less toxic. By using DMC, the properties
of fuel such as cetane number, density, viscosity, volatility, flash point, and calorific
value changed which affect the performances and emissions in a better way [15].
Very less percentage of DMC are used in the fuel which does not affect the fuel
economy. DMC was purchased from chemical store in Bhubaneswar.

2.3 Preparation of Fuel Blends

Fuel was prepared by blending the diesel with biodiesel in different percentages like
B25 (25% biodiesel), B45 (45% biodiesel), and B65 (65% biodiesel) and run the
engine after checking the properties of the blended fuel. Again, another set of fuel
was prepared such as B25 + 2.5%DMC, B45 + 5%DMC, and B65 + 7.5%DMC
and determined the engine performance and emission parameters by using in direct
injection diesel engine after checking the properties of the fuel [16]. The properties
of diesel fuel, A. mexicana biodiesel, DMC, and B25, B45, B65 are given in
Table 1.

All the prepared fuel samples have been kept for one hour before doing
experiment for checking of phase separation. It was found that all the blended fuels
were stable under atmospheric conditions without any phase separation issues.
Some physical and chemical blended oil samples were tested according to standard
testing procedure. The physical and chemical properties have been shown nearly
equal to the properties of diesel that was possible by adding DMC as an additive.
The calorific values and the kinematic viscosity values have been found lower than
the biodiesel and diesel blends fuel [17]. The value of cetane number of all the
DMC blended fuels was nearly equal to the diesel fuel, and these makes ready to
use for an engine application.

Table 1 Fuel properties

Fuel properties Units Diesel Biodiesel DMC B25 B45 B65

Flash point °C 53 169 65 88 114 131

Kinematic viscosity
at (40 °C)

Cst 2.30 5.06 0.62 4.1 4.33 4.61

Density Kg/m3 823 869 1065 845 851 860

Calorific value KJ/kg 42,600 41,450 1578 42,503 42,240 41,910

Cetane number – 46 50 36 52 56 58

Oxygen content Wt.% 0 11 53.27 5 7 8
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Fuel samples are:

1. Sample-1: Diesel.
2. Sample-2: A. mexicana Biodiesel.
3. Sample-3: B25 (Diesel 75% + Biodiesel 25%).
4. Sample-4: B45 (Diesel 55% + Biodiesel 45%).
5. Sample-5: B65 (Diesel 35% + Biodiesel 65%).
6. Sample-6: B25 + 2.5%DMC (Diesel 72.5% + Biodiesel 25% + 2.5%DMC).
7. Sample-7: B45 + 5%DMC (Diesel 50% + Biodiesel 45% + 5%DMC).
8. Sample-8: B65 + 7.5%DMC (Diesel 27.5% + Biodiesel 65% + 7.5%DMC).

3 Experimental Setup

The effects of DMC on direct injection diesel engine performance by using diesel–
biodiesel additive blends mode were experimented in a four strokes, single cylinder,
and water cooled engine. The engine specifications are listed in Table 2. Engine was
coupled with eddy current dynamometer along with load controller for varying the
engine loads at constant speed condition. Intake air flow rate was measured by the
help of a standard air tank attached with a manometer device. Estimation of engine
fuel consumption was determined by noting the time taken for 100 cc of fuel
consumption through standard burette assembly. The exhaust emissions like carbon
monoxide (CO), hydrocarbon (HC), carbon dioxide (CO2), and nitrogen oxides
(NOx) were measured by using AVL 444 N gas analyzer in ppm and also in
percentage. A K-type thermocouple was utilized for deciphering the exhaust gas
temperature. A computer along with Engine Soft LV was connected to measure the
engine performance and combustion performance value according to the varying

Table 2 Engine
specifications of experimental
setup

Model name Kirloskar/TV1

No. of cylinder 1

No. of stroke 4

Rated power (Kw) 3.5 Kw

Cylinder diameter (mm) 87.5

Stroke length (mm) 110

Speed (rpm) 1500

Connecting rod length 234

Orifice diameter (mm) 20

Dynamometer arm length (mm) 185

Cooling type Water

Swept volume (cc) 66,105

Injection pressure (bar) 240

Compression ratio 17.5:1
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load conditions. The data of cylinder pressure, temperature, engine speed, and
manometer reading were checked in computer display and tally with the engine
panel for all the fuel samples. Fuel samples were tested for four times, and the
average values were taken for analytical purpose.

These experiments data had some little errors due to accuracy of the equipment,
engine adjustment, natural conditions, and so on. The uncertainty percentages and
accuracy of various quantities were evaluated based on square root method which is
given in Table 3.

The experimental setup of direct injection C.I. engine is shown in Fig. 2 with
labeling. In this schematic layout, all the connections of engines with fuel pipes and
exhaust gas analyzer are shown clearly.

Table 3 Uncertainties of
engine of various quantities

Instruments Accuracy Uncertainty (%)

U-tube manometer ±2 mm ±2.0

Engine speed ±15 rpm ±0.12

Exhaust gas temperature ±3 °C ±0.2

Dynamometer load cell ±60gm ±0.022

Standard burette system ±0.2 cc ±1.5

CO emission ±0.002% ±0.1

HC emission ±11 ppm ±0.3

NOx emission ±12 ppm ±0.1

Fig. 2 Schematic layout of direct injection C.I. engine
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4 Results and Discussion

In this work, the fuel blends were prepared by diesel, A. mexicana biodiesel, and
additives. The experiments were performed by using the above fuel blends in direct
injection diesel engine test rig at 20, 40, 60, 80, and 100% load conditions. The
engine performances such as brake thermal efficiency, brake specific fuel con-
sumption, and exhaust gas temperature were determined and analyzed by plotting
the graphs. The emission characteristics like HC, CO, NOx were also determined by
using those fuel blends and compared by plotting graphs. As per the outcomes, it
has been analyzed that by using DMC in fuel blend performed better engine per-
formances and less exhaust emissions as compared with using only diesel or using
biodiesel, diesel blends.

4.1 Engine Performance Characteristics

4.1.1 Brake Thermal Efficiency (BTE)

Brake thermal efficiency stated as a break power of a heat engine as a work of
thermal energy input from the fuel. BTE is used to evaluate how well chemical
energy from a fuel converts mechanical energy by an engine. BTE depends on fuel
utilization. The all-blended fuels followed the same procedure to determine BTE
during the experiments at 20, 40, 60, 80, and 100% load, which are represented in
Fig. 3. For diesel at constant engine speed, the value of BTE for 80% load was the
lowest as compared with the other fuels. It was shown from the results that by using
DMC as an additive the values of BTE was maximum at 60% load in B25 + 2.5%
fuel blend. Addition of 65% biodiesel in diesel in B65 blend, the value of BTE was
the lowest value at 20% engine load condition. After addition of additives in A.
mexicana biodiesel and diesel fuel blends, the value of BTE was increased in all
load conditions. At 80% load, the value of BTE was maximum in case in
B45 + 5.0% blended fuel. But at the same time, if the percentage of DMC and
biodiesel increased, the value of BTE were decreased almost all load conditions in
B65 + 7.5% fuel blend.

4.1.2 Brake Specific Fuel Consumption (BSFC)

Brake specific fuel consumption is a parameter which shows the efficiency of a C.I.
engine that burns fuel and produce rotational power to shaft. So BSFC can be stated
as the ratio of rate of fuel consumption and shaft power produced from the engine.
Figure 4 shows the values of BSFC for all fuel blends at various load conditions.
The value of BSFC at 100% load conditions for fuel B65 + 7.5%DMC was
maximum from the experiment, whereas for diesel fuel and B25 fuel, the BSFC
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values were lower than the other fuel. The range of BSFC values for full load
conditions was 0.33 to 0.37 kg/KWh for all fuel blends. From Fig. 4, it was clearly
shown that by adding of DMC as an additive, the BSFC value was improved, and in
the addition of 7.5% DMC in B65 blend, the BSFC values were maximum for all
load conditions. But only the addition of biodiesel with diesel found less BSFC
value for B65 fuel at 20% load conditions.

4.1.3 Exhaust Gas Temperature

Exhaust gas temperatures in C.I. engine vary with engine load and speed. In this
paper, speed was taken as constant, so high loads results the highest temperature
which was shown in Fig. 5.

Fig. 3 Variations of BTE
with loads for fuel samples

Fig. 4 Variations of BSFC
with loads in all fuel samples
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At full load case, the EGT was maximum for diesel fuel and B65 fuel. From the
experiments, it was shown that by the addition of DMC the values of EGT were
reduced in all load conditions. The values of EGT rage were 158 °C to 167 °C at
20% load conditions. At low load condition, the EGT values were very nearly equal
in all blends of fuels. In this experiment, the EGT value was minimum in B45 + 5%
DMC fuel blend at full load conditions.

4.2 Emission Analysis

In this experiment, emission characteristics of engine were analyzed by AVL gas
analyzer at the time of running in all fuel blend at all load conditions. The emissions
like HC, CO, NOx were analyzed, and details were listed below [18].

4.2.1 Hydrocarbon (HC) Emissions

The HC emissions are mostly affected by air–fuel ratios, fuel properties, and fuel
injection system. Due to incomplete combustion inside the combustion chamber,
unburned HC emissions are produced. In this experiment, the variations of HC
emissions for all fuel blends at different load conditions are shown in Fig. 6. The
highest HC emission for diesel was 21 ppm for B25, 14 ppm for B45, 14 ppm
for B65, 17 ppm for B25 + 2.5%, 20 ppm for B45 + 5%, and 12 ppm for
B65 + 7.5%. Addition of DMC as an additive in biodiesel found less HC emis-
sions, and it means higher cetane number gave complete combustion. So, the HC
emissions of B65 + 7.5%DMC was lower as compared to other fuel blends at all
load conditions. From this experiment, it was shown that by the addition of bio-
diesel with diesel, HC emissions were produced less at all load conditions.

Fig. 5 Variations of EGT
with loads in all fuel blends
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4.2.2 Carbon Monoxide (CO) Emissions

At the time of combustion if the air supply is not sufficient at low temperature,
carbon monoxide gas is produced. So, CO emissions are produced in the exhaust
due to incomplete combustion of fuel. Variations of CO emissions with respect to
loads are shown in Fig. 7. When the engine running by diesel, CO emissions
generated were maximum except low load conditions. The CO emissions were less
than diesel fuel at all engine loads for the concentrations of 2.5, 5, and 7.5% of
DMC with biodiesel and diesel fuel. By the addition of 25% biodiesel with the
diesel there were very less variation in CO emissions all load conditions. CO
emissions were lowered in the addition of biodiesel and DMC in the blended fuel.

Fig. 6 Variations of HC with
loads for the fuel samples

Fig. 7 Variations of CO
emissions with loads for fuel
samples

398 M. Arya et al.



This was possible by the effects of higher oxygen content and cetane number in the
blend. Due to the presence of DMC and biodiesel, the combustion process was
speed up and reduces the CO emission.

4.2.3 Nitrogen Oxides (NOx) Emissions

The nitrogen oxides emissions in exhaust gases are generated due to the presence
of oxygen in the fuel and the maximum temperature inside the cylinder. The
generation of NOx was increased as the amount of oxygen increased. Cylinder
geometry, compression ratio, inlet air temperature and pressure, and chemical
properties of fuel are also factoring of formation of NOx emissions. Variations of
NOx emissions with respect to load for all fuel blends are shown in Fig. 8. By
running B25 fuel in engine, the NOx emissions generated were the highest
emission as compared form the other fuel blends at all load conditions. The range
of NOx emission from 20 to 100% load for diesel were 109 ppm to 309 ppm, for
B25 emissions vary from 116 to 334 ppm, for B45 NOx vary from 94 to 313 ppm,
for B65 it vary from 88 ppm to 308, for B25 + 2.5%DMC emissions vary from
67 to 269, for B45 + 5%DMC NOx vary from 107 to 282 ppm, and for
B65 + 7.5%DMC emission vary from 73 to 279 ppm, respectively. By addition
of DMC in biodiesel and diesel fuel blends, it was found that the NOx generations
were less compared with the other fuel blends. When the engine was running by
using the fuel blend B25 + 7.5%DMC, the lowest amount of exhaust NOx gas
was generated at all load conditions. At the same time, if only 25% biodiesel was
used in the diesel fuel, the NOx gas produced the highest amount as compared
with the other fuel blends at all load conditions. It means by the addition of DMC
with the biodiesel, and the fuel blends become more stable.

Fig. 8 Variations of NOx

with respect to load for all
fuel blends
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5 Conclusions

A direct injection CI engine was running using fuel of diesel, biodiesel, and blended
diesel–biodiesel DMC (oxygenated additive) in this experiment. Engine perfor-
mances and emission characteristics of all fuel samples had been studied, and
results were analyzed by comparing with the diesel fuel sample. The conclusions of
this experimental study are summarized as follows.

A. mexicana biodiesel was prepared by transesterification process by following
esterification process from crude Argemone oil in laboratory by doing different
methods which was discussed in this paper. These fuel blends had lower brake
thermal efficiency compared to diesel. The brake thermal efficiency increased by
using the fuel B25 + 2.5%DMC at 6 kg load compare with the other blended fuel.
The BTE had decreased by using the fuel B65 + 7.5%DMC at all load conditions
compare with other fuel blends. BSFC values were increased by using biodiesel
blended with diesel as compared with only diesel. However, the fuel B25 + 2.5%
DMC results lower brake specific fuel consumptions at 6 kg load even than ordi-
nary diesel fuel. The value of EGT decreased with all blends of fuel at 6 kg and
8 kg load when comparison with only diesel fuel. By using B25 + 2.5%DMC fuel,
the CO and NOx emission produced lesser as compared with other fuel blend.
Significant reduction in HC emissions were observed for all fuel blends compared
with only diesel fuel.

In this experimental work, it can be concluded that the fuel blends of diesel-A.
mexicana biodiesel DMC are the most promising alternative fuels for a compres-
sion ignition engine for appreciable reduction in exhaust emissions and increment
in engine performance compared to only diesel fuel without major modifications of
engine.
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Femur Bone Implant Plate Design
Analysis Under Varying Fracture
Conditions

Nilesh Tipan, Ajay Pandey, and Girish Chandra

1 Introduction

The femur bone is the most proximal bone in human beings that plays a prominent
role in daily activities like walking, running and jumping [1, 2]. In human anatomy,
femur is the longest and largest bone, but it is strong enough only for compressive
loads [3]. The femur is responsible for supporting the highest percentage of body
weight during normal exercise. The femur body is long, thin and almost cylindrical
in structure. Bone fracture of femur is one of the most common traumas. Femoral
fractures are quite problematic and responsible for significant orthopedic trauma
because they are the strongest, longest and heaviest bones in the human body [4, 5].
Femoral shaft fractures in human beings occur frequently due to high-power col-
lisions that are typical of road accidents, fall from a height, gunshot wounds, etc.
A relatively low-intensity accident, such as fall from standing position, can also
create a femoral fracture in an old person with weak bones [6].

There are three fracture regions in a femur bone fracture: the top/neck of the
bone (near the pelvis), the primary shaft of the bone or the lower end near the knee.
Injury happens when a high-force blow hits the thigh bone [7]. This can be due to
the frame weight of the person or a collision with an object [8].

Femur fractures vary greatly, depending on the force that causes the break. The
items of bone could line up properly (stable fracture) or be out of alignment
(displaced fracture). The skin around the fracture could be intact (closed fracture),
or the bone could puncture the skin (open fracture) [9]. Femur fractures are cate-
gorized depending on the specific fracture location (distal, center or proximal) and/
or the fracture pattern (crosswise, lengthwise or concentrated toward the middle).
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Bone tissue, unlike most body tissues, has the remarkable capacity to regenerate
itself [10–12]. If a fractured bone can be held correctly, it may regenerate the tissue
and regain most of its authentic strength [13, 14]. For intense fractures, bone plates
are surgically implanted to preserve the bone at its vicinity. The design of implant
plates is largely influenced by the choice of the material and its biocompatibility
[15–17]. The bone plate needs to be sufficiently strong to support the weight
generally transferred onto the bone, even as the bone heals. The plate ought to have
additional stiffness to support the bone to which it is attached. The implant must be
non-toxic and non-inflammatory [18–20].

The stiffness of the bone plate is important from the viewpoint of protection from
stress generated due to stiffness differential. Strain defense is the phenomenon,
wherein the implant bears maximum burden typically placed on the bone [21]. This
is favorable while the bone is vulnerable. This is essentially because when the bone
heals and regains power, there might be a loss in bone mass and strength is regained
if the bone plate does, now, not allow the bone to carry growing load [22].

2 Materials and Methodology

2.1 Material Selection

Orthopedic applications have conventionally employed metallic alloys, like stain-
less steel (SS316L), titanium alloy (Ti6Al4V) and cobalt–chromium (Co–Cr) to
make different elements of implants, namely the screws, plates, nails, etc. The
common mechanical properties of these biomaterials and cortical bone are listed in
Table 1. These are considered throughout this work. These biomaterials are
observed biocompatible under physiological environments and possess adequate
mechanical strength and properties.

Table 1 Mechanical properties of cortical bone and conventionally used metallic alloys

Element Density
(Kg/m3)

Young’s
modulus
(Gpa)

Poisson’s
ratio

Ultimate
tensile strength
(Mpa)

Ultimate
compressive
strength (Mpa)

Cortical
bone

1750 16.7 0.3 43.44 ± 3.62 115.29 ± 12.94

SS316L 7750 193 0.31 485 570

CoCr
alloy

8500 210 0.34 960 560

Ti6A14V 4512 119 0.37 1200 1080
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2.2 Design of Plate and Assembly

In osteosynthesis, most fracture cases may be cured using different types of plates,
namely the straight plate, cobra head plate, tabular plate, reconstruction plate, etc.,
and corresponding screws with buttress threads. These implants are generally made
up of metallic alloys listed above. In this analysis, three different designs of plates
and respective screws have been prepared with these three different biomaterials
having been taken for each design, and analysis has been carried out with com-
monly occurring loading and boundary conditions for the fracture of femur bone as
shown in Fig. 1. These designs have been successfully configured in assembly with
the femoral fractured bone structure and screws with the help of computational
design approaches.

Fig. 1 Plates and screws for different design, a and b shows implant plate and screw, respectively,
for Design-1 which will be used for all material combinations (i.e., stainless steel alloy, titanium
alloy and chromium–cobalt alloy), c and d shows implant plate and screw, respectively, for
Design-2 which will be used for all material combinations, e and f shows implant plate and screw,
respectively, for Design-3 which will be used for all material combinations
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2.3 Meshing

The finite element analysis reduces the degrees of freedom from infinite to finite with
the help of meshing or discretization. The analysis accuracy and duration depend on
the mesh size and orientation. For an optimum analysis using FEM, the implant
assembly has been divided into many elements and nodes and calculations carried
out at a limited number of points. The results have been extrapolated to arrive at
results for the entire domain. All three designs of implant plate are shown in Fig. 2,
with meshed geometry, which contains adaptive size and tetrahedral-structured
elements. The mesh details for these designs are listed in Table 2.

2.4 Assumptions and Boundary Conditions

The designs of plate with assembled fractured femur have been assumed to be
homogeneous in materials properties. Meshes are tetrahedral structured and adap-
tive in sizing for all three designs. Any structure can be tested only with specified
boundary and loading conditions. In this case, a fixed support is provided at the
lower part of the femur bone in such a manner that it can deform or move in all
possible directions or exhibit multi-degree of freedom behavior, except the vertical
downward translation. The load acting on the femur is applied on the upper part of
vertically oriented femur bone with a value of *750 N based on maximum average
weight of human beings. For dynamic and fatigue analysis, transient structural
loading is selected for the second analysis, and auto-step time of 0.1 s for each step
is set. Nonlinear controls are set as default or program controlled, and the output
results are noted as stresses, deformation, etc.

3 Results

According to input loading and boundary conditions, deformation, generated stress
and fatigue performance of the three implant plate designs for the three materials
under consideration have been observed and analyzed. The output results are listed
below.

3.1 Total Deformation

The comparative analysis for all three designs is shown in Fig. 3, in terms of total
deformation. It can be observed that the total deformation in case of Design-1 for
SS316L varies from the minimum to moderate under the permissible range. This is
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Fig. 2 Meshing of a plate Design-1, b plate Design-2 and c plate Design-3 with femur bone
fracture

Table 2 Meshing details of three different plates assembled with respective fractured positions of
femur bone

Design of plate with femur Numbers of nodes Number of elements

Design-1 938,820 569,821

Design-2 1,060,797 628,480

Design-3 1,393,335 866,696
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shown by dark blue and light blue colors. From Design-1 with titanium alloy, it can
be observed that total deformation for the implant plate lies between the minimum
to moderate but is inclined toward the moderate while being still under the per-
missible range. This is again shown by dark blue and light blue colors. From
Design-1 with CoCr alloy, it can be observed that total deformation for the implant
plate is inclined even more toward the moderate value in the permissible range and
is shown by light blue colors.

From Design-2 with SS316L, it can be observed that total deformation is
between the minimum to a moderate value but more inclined toward the minimum
value which is under permissible range and is shown by dark blue and light blue
colors. From Design-2 with titanium alloy, it can be observed that total deformation
for the implant plate is between the minimum to a moderate value but more toward
the minimum value which is under permissible range and is shown by dark blue and
light blue colors. From Design-2 with CoCr alloy, it can be observed that the total
deformation for the implant plate is toward the minimum value which is under
permissible range and is shown by dark blue color.

From Design-3 with SS316L, it can be observed that total deformation for the
implant plate varies from minimum to moderate value but is more toward the
moderate value which is under permissible range and is shown by dark blue and
light blue colors. From Design-3 with titanium alloy, it can be observed that total
deformation for the implant plate is between the minimum to moderate value but
more toward a moderate value which is under permissible range and is shown by
dark blue and light blue colors. From Design-3 with CoCr alloy, it can be observed
that total deformation for the implant plate is more toward a moderate value which
is under permissible range and is shown by light blue color.

After performing analysis on femur bone plate using different materials and
different designs, the final results obtained are shown in Table 3.

In Design-1, total deformation using different materials follows similar patterns.
In Design-2, total deformation values for chromium–cobalt alloy follow a different
pattern but follows a similar kind of pattern for titanium alloy and stainless steel
alloy. In Design-3, values for chromium–cobalt alloy follow a different pattern, but
for titanium alloy and stainless steel alloy, a similar kind of pattern is observed.

3.2 Maximum Equivalent Stress

The comparative analysis for all three designs is shown in Fig. 4, in terms of
maximum equivalent stress.

It can be seen that from Design-1 with SS316L alloy, it can be observed that
maximum equivalent stress for the implant plate is toward the minimum value
which is under permissible range and is shown by dark blue color. From Design-1
with titanium alloy, it can be observed that maximum equivalent stress for the
implant plate is toward the minimum value which is under permissible range and is
shown by dark blue color. From Design-1 with CoCr alloy, it can be observed that
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maximum equivalent stress on implant plate is toward the minimum value which is
under permissible range and is shown by dark blue color.

From Design-2 with SS316L alloy, it can be observed that maximum equivalent
stress is toward the minimum value which is under permissible range and is shown
by dark blue color. From Design-2 with titanium alloy, it can be observed that the
maximum equivalent stress for the implant plate is toward the minimum value
which is under permissible range and is shown by dark blue color. From Design-2
with CoCr alloy, it can be observed that the maximum equivalent stress for the
implant plate is inclined toward the minimum value which is under permissible
range and is shown by dark blue color.

From Design-3 with SS316L alloy, it can be observed that maximum equivalent
stress for the implant plate is toward the minimum value which is under permissible
range and is shown by dark blue color. From Design-3 with titanium alloy, it can be
observed that the maximum equivalent stress for the implant plate is toward the
minimum value which is under permissible range and is shown by dark blue color.
From Design-3 with CoCr alloy, it can be observed that maximum equivalent stress
for the implant plate is toward the minimum value which is under permissible range
and is shown by dark blue color.

After performing analysis on femur bone plate using different materials and
different designs, the final results obtained are shown in Table 4.

In Design-1, the maximum equivalent stress using different materials follows
similar patterns. In Design-2, maximum equivalent stress values for chromium–

cobalt alloy follow different patterns but for titanium alloy and stainless steel alloy
follow similar kind of pattern. In Design-3, values of maximum equivalent stress
for chromium cobalt follow a different pattern, but for titanium alloy and stainless
steel alloy, a similar kind of pattern is observed.

3.3 Maximum Principal Stress

The comparative analysis for all three designs is shown in Fig. 5, in terms of
maximum principal stress. It can be seen that from Design-1with SS316L alloy, it
can be observed that maximum principal stress for the implant plate is between the
minimum to moderate value which is under permissible range and is shown by light
blue color. From Design-1 with titanium alloy, it can be observed that the maximum
principal stress for the implant plate is between the minimum and moderate which
is under permissible range and is shown by light blue color. From Design-1 with
CoCr alloy, it can be observed that the maximum principal stress for the implant
plate is between the minimum to moderate which is under permissible range and is
shown by light blue color.

From Design-2 with SS316L alloy, it can be observed that the maximum
principal stress for the implant plate is between the moderate and the maximum
value but inclined more toward the maximum value which is shown by dark yellow
color. From Design-2 with titanium alloy, it can be observed that the maximum
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principal stress for the implant plate is between the moderate and the maximum
value but inclined more toward the maximum value which is shown by dark yellow
color. From Design-2 with CoCr alloy, it can be observed that the maximum
principal stress for the implant plate is between a moderate and the maximum value
but inclined more toward the maximum value which is shown by dark yellow color.

From Design-3 with SS316L alloy, it can be observed that the maximum
principal stress for the implant plate is inclined more toward the minimum value
which is under permissible range and is shown by dark blue color. From Design-3
with titanium alloy, it can be observed that the maximum principal stress for the
implant plate is inclined more toward the minimum value which is under permis-
sible range and is shown by dark blue color. From Design-3 with CoCr alloy, it can
be observed that the maximum principal stress for the implant plate is more toward
the minimum value which is under permissible range and is shown by dark blue
color.

After performing analysis on femur bone plate using different materials and
different designs, the final results obtained are shown in Table 5.

In Design-1, the maximum principal stress using different material follows a
similar kind of pattern. In Design-2, the maximum principal stress values for
chromium–cobalt alloys follow a different pattern but for titanium alloy and
stainless steel alloy follow similar kind of pattern. In Design-3, the maximum
principal stress values for chromium–cobalt alloy follow a different pattern, but for
titanium alloy and stainless steel alloy, a similar kind of pattern is observed.

3.4 Fatigue Performance

From Design-1 with SS316L alloy, it can be observed that fatigue performance for
an implant plate is more inclined toward the maximum which is shown by dark blue
and light blue colors. From Design-1 with titanium alloy, it can be observed that
fatigue performance for an implant plate is more toward the maximum which is
shown by dark blue and light blue colors. From Design-1 with CoCr alloy, it can be
observed that the fatigue performance for the implant plate is variable and at
different points on the plate different colors can be observed.

From Design-2 with SS316L alloy, it can be observed that fatigue performance
is inclined more toward the maximum which is shown by dark blue and light blue
colors. From Design-2 with titanium alloy, it can be observed that fatigue perfor-
mance for an implant plate is more toward the maximum which is shown by dark
blue and light blue colors. From Design-2 with CoCr alloy, it can be observed that
fatigue performance for the implant plate is more toward the maximum which is
shown by dark blue and light blue colors.

From Design-3 with SS316L alloy, it can be observed that fatigue performance
for the implant plate is more toward the maximum which is shown by dark blue and
light blue colors. From Design-3 with titanium alloy, it can be observed that fatigue
performance for the implant plate is more toward the maximum which is shown by
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dark blue color. From Design-3 with CoCr alloy, it can be observed that fatigue
performance for the implant plate is more toward the maximum which is shown in
Fig. 6 by dark blue color.

4 Discussion

The current work involves transient structural analysis on femur bone implant made
up of different plates, screws and biomaterials. Conventionally used biomaterials
such as stainless steel (SS316L) alloy, Ti alloy (grade-II Ti6A14V) and CoCr alloy
are used for all the three assemblies (Design-1, Design-2 and Design-3). All the
assemblies are analyzed by finite element method employing transient structural
analysis (a tool on ANSYS).

After performing analyses for Design-1 with different biomaterials, total defor-
mation is observed as 4.2439 mm for SS316L and 4.3219 mm for both the alloys
(Ti6A14V and CoCr alloy). Similarly, equivalent stress for Design-1 is observed as
895.16 MPa for SS316L and 835.2 MPa for both the alloys (Ti6A14V and CoCr
alloy). Also, maximum principal stress for Design-1 is observed as 1032.8 MPa for
SS316L and 800.69 MPa for both the alloys (Ti6A14V and CoCr alloy).

After performing analyses for Design-2 with different biomaterials, total defor-
mation is observed as 2.7192 mm for SS316L and 2.8983 mm for both the alloys
(Ti6A14V and CoCr alloy). Similarly, equivalent stress for Design-2 is observed as
1093.6 MPa for SS316L and 865.47 MPa for both the alloys (Ti6A14V and CoCr
alloy). Also, maximum principal stress for Design-2 is observed as 261.61 MPa for
SS316L and 460.09 MPa for both the alloys (Ti6A14V and CoCr alloy).

After performing analyses forDesign-3 with different biomaterials, total defor-
mation is observed as 3.2721 mm for SS316L and 3.3999 mm for both the alloys
(Ti6A14V and CoCr alloy). Similarly, equivalent stress for Design-2 is observed as
1657.5 MPa for SS316L and 1028.4 MPa for both the alloys (Ti6A14V and CoCr
alloy). Also, maximum principal stress for Design-2 is observed as 1598.2 MPa for
SS316L and 1071.5 MPa for both the alloys (Ti6A14V and CoCr alloy).

Based on these observations, a comparison of analyzed data is shown in Fig. 7
which describes the output parametric values vis-a-vis applied input parametric
values employing FEM.

5 Conclusion

An implant is one of the most frequently employed medical devices for critical
fracture fixation of bones. It consists of the implant plate, screws, etc., and each one
of these elements has a specific role to play. It is a fair assumption that an implant
plate designed to bear axial compressive load and required to support the longest
bone (Femur) will be strong enough to support all other bones in the human body.
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This computational analysis has focused on different designs and different materials
for the implant plate subjected to dynamic loading. Structural and fatigue behaviors
have been analyzed for the minor single crack in the middle of the femur bone shaft.
It is basically observed that out of all materials considered, titanium alloy grade-II
has the lowest value of equivalent stress, deformation and maximum principal stress
for similar loading conditions. It is precisely because of this that this alloy becomes
the preferable choice as it offers good strength, load sustainability and corrosion
resistance. Implant plates are immensely useful for orthopedic patients that require
appropriate healing of bone over a period of time. However, they may require
removal after fulfilling their intended purpose, and this necessitates a secondary
surgery. There is tremendous future research potential scope in this area, with
adequate focus on the material used, use of biodegradable materials, exhaustive
design by incorporating a number of design parameters, some of which may not be
getting used at this point, as also analysis relying on implant dissolution rate, rate of
corrosion, effect of operating environment, etc.
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Fig. 7 Comparatively analyzed data for three design assemblies with each biomaterial
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Study of Electrical and Mechanical
Parameters of Electromagnetic Railgun

Shreyas Maitreya, Ritwik Mishra, Ayush Vatsa, and Amit Ojha

1 Introduction

As shown in Fig. 1, an electromagnetic railgun consists of two extremely long
parallel rails with a small sliding armature in between them connected to a pulsed
power supply (Fig. 2) [1, 2]. The armature acts as the projectile, and the rails act as
the barrel of the gun. From now on, the terms armature and projectile and the terms
rails and barrel will be used interchangeably in the entire paper until and unless
specified. The aim of this paper is to present a detailed analysis of the electrical and
mechanical parameters of a railgun, and further, this paper makes an attempt to
propose suitable modifications to the conventional designs of railguns to improve
their deployability and reliability in military and civilian applications.

The block diagram highlighting the working of a typical railgun is given below
in Fig. 3.

2 Comparison of Electromagnetic Railgun
with Conventional Weaponry

Conventional weapons and warheads use chemical propellants and explosives to
reach and destroy their targets whereas an electromagnetic railgun destroys its
targets purely by the means of the kinetic energy possessed by the projectile which
is several orders of magnitude greater than that possessed by the conventional
weapons and warheads. Table 1 shows a comparison of the destructive energy that
is available on target between conventional weaponry and electromagnetic railguns.
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From Table 1, it can be concluded that a railgun has the advantage of superior
range and destructive energy available on target. Further, operational cost of an
electromagnetic railgun is roughly just less than 10% of the operational cost of
conventional weaponry, i.e. the cost of an 18″ railgun projectile is just US$25,000
whereas the cost of a missile of equivalent range and destructive power ranges
between US$500,000 to US$1.5million. The projectiles of a railgun can be stored

Fig. 1 Overview of
electromagnetic railgun

Fig. 2 Setup of
electromagnetic railgun

Fig. 3 Block diagram of electromagnetic railgun

424 S. Maitreya et al.



T
ab

le
1

C
om

pa
ri
so
n
of

ra
ilg

un
w
ith

co
nv

en
tio

na
l
w
ea
po

nr
y

S. N
o

W
ea
po

n
E
ne
rg
y
av
ai
la
bl
e
on

ta
rg
et

(M
J)

Si
ze

(i
nc
he
s)

T
ot
al

fl
ig
ht

tim
e

(m
in
ut
es
)

R
an
ge

(k
m
)

W
ei
gh

t
(p
ro
pe
lla
nt

+
w
ar
he
ad
)

W
ar
he
ad

1
E
xt
en
de
d
ra
ng

e
gu

id
ed

m
un

iti
on

(E
R
G
M
)

7
60

6
11

6.
67

50
kg

+
18

.1
4
kg

E
xp

lo
si
ve

2
L
on

g
ra
ng

e
la
nd

at
ta
ck

pr
oj
ec
til
e

14
88

6
18

5.
2

11
7.
93

kg
+
40

.8
2
kg

E
xp

lo
si
ve

3
E
M

ra
ilg

un
17

30
6

40
7.
44

20
kg

+
1.
36

kg
N
on

-e
xp

lo
si
ve

Study of Electrical and Mechanical Parameters … 425



and transported anywhere with minimum risk of premature explosion or misfiring
as the warhead which is normally carried by a railgun is non-explosive in nature,
and there are little or no combustible propellants involved.

3 Derivation of Force, Acceleration and Speed
of Projectile

The mathematical expressions pertaining to the electrical and mechanical parame-
ters of a railgun are based on the following assumptions;

1. The size of the projectile is negligible in comparison to that of the rails.
2. The resistance and inductance per unit length of the rails are uniform.
3. The voltage applied across the entire railgun assembly is constant.
4. The formation and effect of plasma arc is ignored.

The force acting on the projectile of the railgun is given by,

F ¼ kði tð ÞÞ2
2

ð1Þ

Here, k is the inductance per unit length of the rails, i(t) is the current through the
entire railgun assembly as a function of time. If the mass of the projectile is ‘m’,
then its acceleration ‘a’ is given by,

a ¼ dv
dt

¼ k i tð Þð Þ2
2m

ð2Þ

On integrating (2), the expression for the speed of the projectile can be derived;

V tð Þ ¼ V0 þ ZT

0

kði tð ÞÞ2
2m

dt ð3Þ

where V0 is the speed of the projectile at time t = 0, and T is the total time for which
the projectile is within the railgun assembly. Assuming that the projectile starts
from rest, V0 = 0, therefore

V tð Þ ¼ ZT

0

k i tð Þð Þ2
2m

dt ð4Þ

Upon integrating (3), the position of the projectile in the barrel of the railgun as a
function of time can be determined
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XðtÞ ¼ X0 þ
ZZT

0

kðiðtÞÞ2
2m

dt ð5Þ

Now, using (5), the expressions for inductance (L(x)) and resistance (R(x)) can
be derived as a function of time

R xð Þ ¼ R0 þ qX tð Þ ð6Þ

L xð Þ ¼ L0 þ kX tð Þ ð7Þ

Upon substituting the value of X(t) from (5) in (6) and (7), the expressions for
inductance and resistance as functions of time.

) RðtÞ ¼ R0 þ q
ZZT

0

kðiðtÞÞ2
2m

dt ð8Þ

) LðtÞ ¼ L0 þ k
ZZT

0

kðiðtÞÞ2
2m

dt ð9Þ

4 Equivalent Circuit and Electrical Behaviour
of Electromagnetic Railgun

As shown in Fig. 4, the equivalent circuit of an electromagnetic railgun can [3] be
represented as a time varying resistance and inductance in series which are connected
to a pulsed power supply capable of withstanding extremely high temperatures.

Fig. 4 Practical equivalent circuit of electromagnetic railgun

Study of Electrical and Mechanical Parameters … 427



The 1:1 transformer is present to protect the railgun assembly from voltage/
current impulses. The transient and steady steady-state equations can be derived
from the following steps [4],

• The inductor L1 is charged by the voltage source E1 once the source S1.

E1 ¼ i1Rs1 þ L1
di1
dt

ð10Þ

i1 ¼ E1 � i1RS1

L1
ð11Þ

• S1 is switched off and thyristor TH1 is turned on and L1 is discharged and the
capacitor C1 is charged.

L1
di1
dt

þM
di2
dt

þ uc ¼ 0 ð12Þ

i1 ¼ C1
dUc

dt
ð13Þ

On secondary side,

L2 þ Lr½ � di2
dt

þM
di1
dt

þ dLr
dt

þRr xð ÞþRa

� �
i2 ð14Þ

dLr xð Þ
dt

¼ dLr
dx

dx
dt

¼ kv ð15Þ

L2 þ kx½ � di2
dt

þM
di1
dt

þ kvþ qxþRað Þi2 ð16Þ

di1
dt

¼ � L2 þ kxð Þ
L2 þ kxð ÞL2 �M2 Uc þ Mðkvþ qxþRa

L2 þ kxð ÞL2 �M2 ð17Þ

di2
dt

¼ �M
L2 þ kxð ÞL2 �M2 Uc � L1 kvþ qxþRað Þ

L2 þ kxð ÞL2 �M2 ð18Þ

dUc

dt
¼ i1

C1
ð19Þ

) L
di1
dt

þM
di2
dt

¼ 0 ð20Þ

L2 þ kxð Þ di2
dt

þM
di1
dt

þ kxþ qxþRað Þi2 ¼ 0 ð21Þ
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di1
dt

¼ M kvþ qxþRað Þ
L2 þ kxð ÞL1 �M2 i2 ð22Þ

di2
dt

¼ � L2 kvþ qxþRað Þ
L2 þ kxð ÞL2 �M2 i2 ð23Þ

5 Derivation of Mechanical Parameters
of Electromagnetic Railgun

From the above equations for position, speed and acceleration can be used to derive
the following parameters,

Friction and friction losses.
Air resistance and work done against air resistance.

lkN ¼ Force due to friction

N apparent normal reaction between rails and armature.
N mg-force of repulsion between rails.

F ¼ lk mg� lði tð Þ2 1
4pd

� �

lk Coefficient of kinetic friction between rails and armature

)Work done against friction ¼ fl l ¼ length of railsð Þ
Ef ¼ lk mg� lði tð Þ2 1

4pd

� �
� tð Þ

Air resistance ¼ gA
dv
dx

where η = coefficient of viscosity of air, A = area of cross section of projectile.

Acceleration a ¼ dv
dt

¼ V tð Þ dv
dx

¼ kði tð ÞÞ2
2m

ð24Þ

dv
dx

¼ k
i2 tð Þð Þ2
2mV tð Þ ð25Þ

)force due to air resistance ¼ Fa ¼ gAk
i2 tð Þð Þ2
2mV tð Þ ð26Þ
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Energy lost in overcoming air resistance is given by the following expression,

Ea ¼ Fal ¼ gAk
i2 tð Þð Þ2
2mV tð Þ l ð27Þ

From the above expressions, the efficiency [5] of a railgun can be derived.
Theoretically, a railgun can be viewed as a series R-L circuit which typically has a
theoretical efficiency of 50% which is much higher than that of conventional
weaponry.

5.1 Simulation of Electromagnetic Railgun

The entire setup was developed as per the block diagram shown in Figs. 3 and 4
and the parameters chosen are shown in Table 2. The simulation was run for a total
period of 2s, and the results are discussed in the next section.

6 Results and Discussion

From Fig. 5, it can be seen that the acceleration of the projectile is of several orders
of magnitude higher than that of a conventional weapon. This gives the railgun a
superior destructive power over a simple chemical driven artillery gun.

Figure 6 further highlights the sheer destructive power of the gun which is
due to the extremely high muzzle velocity of the projectile, i.e. 50,000 m/s.
Equations (1)–(23) give a clear picture of the variation of current and voltage with
respect to time. In case of multiple pulsed power supply units connected in parallel,
the currents can be added as per Kirchhoff’s current law.

From Figs. 5, 6 and from Table 2, the following can be concluded [6].

• The projectile continues to accelerate until the electromagnetic force acting on it
is balanced by the force of friction acting on it and the force due to air resistance
acting on it.

Table 2 Parameters used in
simulation of railgun

S. No Parameter Value

1 Transformer ratio 1:1

2 Capacitance 15.6F

3 Supply voltage 450 V (DC)

3 Mass of projectile 0.6318 gm

4 Energy at firing 0.789750 MJ

5 Energy supplied 1.5765 MJ
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• Initially, the force acting on the projectile is extremely high which is obvious
due to the extremely large starting current flowing through the entire railgun
assembly that thereby produces an extremely strong magnetic field in between
the rails.

• The extremely large starting current in the railgun which results in extremely
powerful magnetic fields which can result in extremely strong repulsive forces
on the rails which can cause them to bend and flex repeatedly due to the huge
bending moments developed because of the huge repulsive forces. This will
eventually lead to elastic fatigue of the rails which will lead to catastrophic

Fig. 5 Speed-time graph for
electromagnetic railgun

Fig. 6 Acceleration-time
graph of electromagnetic
railgun
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failure of the entire railgun assemble at some point of time. This also limits the
number of shots per minute that can be fired by the railgun.

7 Proposed Improvements to Design of Railgun

The above limitations of a railgun are extremely difficult to overcome and require
an extremely high degree of advancement in the field of metallurgy and material
science. A certain degree of mitigation can be achieved for this problem by using
the following means,

• As shown in Fig. 7, division of the entire rail into smaller sub rails in order to
reduce the overall bending moment acting on the entire railgun assembly as
shown in the figure given below.

• Lubrication of the projectile, rail assembly with graphite in order to minimise
frictional losses and heating due to friction [7, 8].

• Use of a rapid cooling system which uses free expansion of gas in order to
rapidly cool the interior of the railgun assembly as shown in the block diagram
below (Fig. 8).

• Use of hybrid propulsion systems, i.e. a mix of electromagnetic and chemical
propulsion in order to propel the projectile towards the target that is intended to
be destroyed [9].

• Use of multiple smaller railgun modules attached in parallel and alternatingly
firing them in order to achieve a higher number of shots per minute.

Fig. 7 Modified design of railgun barrel (proposed not verified)
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8 Conclusions

From the above study, it can be concluded that there is still a requirement of
significant advancements in the field of material science in order to achieve a firing
rate of a several hundred shots per minute for a railgun. Materials such as tungsten
and tungsten carbide have been used, but these materials are also only capable of
sustaining a few dozen shots per minute. Further, the improvements mentioned
above are yet to be tested for their practicality and deployability for military
applications.

Railguns, though considerably superior to conventional weapons both in terms
of cost and destructive power, but still they are quite far away from reaching either
military or civilian deployment in the current era.

The improvements mentioned in Sect. 7 can only overcome the limitations of a
railgun to a certain extent the real improvement will come only from advancements
in material science and technology which is still quite far-fetched in the current day
and age.
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Performance Analysis of Optimal
Designed Photovoltaic/Diesel
Generator-Based Hybrid Energy System
Coupled to Utility Grid

Anurag Chauhan, Ashish Srivastava, Mohd Tauseef Khan,
Altaf Alam, and Subho Upadhyay

1 Introduction

Sustainable development has gained more importance in recent times due to
adverse impacts of utilization of conventional resources (coal, oil, gas, etc.). Solar
photovoltaic power, biomass power and wind turbine power integrated with diesel
generator has been recognized as a viable option in place of conventional sources to
meet the rapidly increasing demand. Also, use of renewable sources does not emit
carbon emission in the environment. Renewable energy sources can be developed
in both grid environment and/or stand-alone mode. Therefore, such hybrid system is
very efficient to fulfil the energy demand of isolated areas [1–5].

Suresh et al. [6] minimized the net present cost of hybrid system consisted of
solar PV array, wind turbines, biomass, biogas, battery and fuel cell. They used
genetic algorithm to estimate the value of cost of energy, carbon emission and
unmet load. Four combinations were considered and compared based on cost. They
have also performed the sensitivity analysis for the varying values of fuel prices and
wind speed. Mokhtara et al. [7] suggested a demand side management for a solar/
diesel/batter based system to meet the demand of a building. Further, they reduced
the cost of system using PSO algorithm. They compared the results of cost of
energy and carbon emission with and without demand side management.
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Zhang et al. [8] optimized a PV and wind turbine-based hybrid system with
battery and hydrogen storage using global mixed integer linear programming. They
found that fuel cell-based hydrogen storage for hybrid system offered promising
results for high load conditions compared to battery storage. Alshammari and
Asumadu [9] used harmony search algorithm and Jaya and PSO algorithm to
determine the sizes of hybrid system comprised of PV array, biomass, wind turbines
and battery bank. They considered four decision variables in size optimization such
as number of PV modules, size of biomass generator, size of battery bank and
number of wind turbines. They observed that harmony search algorithm converges
at faster rate compared to Jaya and PSO algorithm.

Murugaperumal et al. [10] performed the forecasting of the load demand of a
district which consisted of domestic, commercial, agricultural and institutional
sector. They investigated load following, cycle charging and combined strategies in
order to optimize PV–wind–biomass–battery-based system using HOMER soft-
ware. Taheri and Zahedi [11] designed a novel hybrid system consisted of solar still
distiller, parabolic trough collector, trans-esterified conversion reactor along with
ground source heat pump and microalgal culture pond. They also used cooling
water layer along with vacuum method in passive solar still distiller.

Many studies have been conducted on the size optimization of isolated hybrid
system. However, few researchers investigated the hybrid system with utility grid.
Also most of the authors have not investigated the performance indicators of the
hybrid system components. This paper presents an optimal design of grid connected
PV/Diesel generator-based hybrid system. Mathematical modelling is discussed in
the Sect. 3. Further, formulation of objective function and operational constraints is
given in Sect. 4. Finally, developed hybrid system model has been simulated to get
the best optimal size of each system component.

2 Hybrid System Configuration

A PV/Diesel generator-based hybrid system coupled to utility grid has been con-
sidered in the paper as displayed in Fig. 1. This hybrid system is planned to meet
the electrical energy demand of three hostels of the institute Rajkiya Engineering
College Banda of India. Output of PV array is linked to DC bus, while output of
diesel generator is connected to AC bus. Available utility grid is also integrated in
the considered system to make energy balance at each time interval. When excess
generation is available, surplus power is sold to utility grid. At any instant, when
demand exceeds combined generation of PV array and diesel generator, shortage
power is taken from the utility grid. Bidirectional converter has also been used in
the system in order to convert AC to DC and vice-versa.
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3 Mathematical Modelling

Modelling is an important step before optimization as it gives the static and
dynamic characteristics of the component. It relates the output of the system
component in the terms of many variables. Mathematical model of the each com-
ponent of hybrid system is explained as below:

3.1 Model of PV Array

The electrical power output of solar photovoltaic array is a function of solar radi-
ation and PV cell temperature. Hourly output can be estimated as [2]:

PPV tð Þ ¼ PPV;RatedfPV
b tð Þ
bSTC

� �
1þ /P Tcell tð Þ � Tcell;STC

� �� � ð1Þ

where PPV is the PV array output, PPV,Rated is panel rated capacity (kW), fPV is
derating factor of panel, b is solar radiation (kW/m2), bSTC is solar radiation at
standard test conditions, /P is the temperature coefficient of power (%/°C), Tcell is
PV cell temperature and Tcell,STC is the panel cell temperature at STC (25 °C).

DC Bus

Solar Photovoltaic 
SystemAC Load

Bidirectional
Converter

AC Bus

Diesel Generator

Utility Grid

Fig. 1 Schematic of PV/diesel generator-based hybrid system coupled to utility grid

Performance Analysis of Optimal Designed … 437



3.2 Model of Diesel Generator

Diesel generator (DG) is operated to serve the demand of area during the peak
hours. Power output of DG is the function of rated power output (PDG,gen) and time
step (Dt). Model of hourly output can be modelled by Eq. (2) as [3]:

PDG tð Þ ¼ PDG;gen tð Þ � Dt ð2Þ

3.3 Model of Utility Grid

Grid is incorporated in the considered hybrid configuration which is typically works
in two different modes. In the first mode, grid supplies deficit power to the load
demand when demand surpasses generation of solar panels and generator.
Mathematical model can be explained as:

PGP tð Þ ¼ PDemand tð Þ � PPV tð Þ � gCon þPDG tð Þ½ � ð3Þ

where PGP is electricity purchased from the utility grid, PDemand is hourly electrical
energy demand and gCon is efficiency of converter.

Under the situation when electricity generation from the sources is greater than
the electrical demand, the additional generation is transferred to the grid.
Mathematically, selling of electricity to grid (PGS) is modelled by Eq. (4) as:

PGS tð Þ ¼ PPV tð Þ � gConv þPDG tð Þ½ � � PDemand tð Þ ð4Þ

4 Objective Function

Minimization of cost of energy generation from the hybrid system is the taken as
the objective function. It is the function of total annualized cost and energy served.
Objective function is modelled by using Eq. (5) as:

COE ¼ Annualized Cost of System
Energy Served

ð5Þ

Annualized cost is the addition of capital costs, maintenance costs and
replacement costs. It is dependent upon the different costs of system components
and capital recovery factor (CRF). It is calculated as:

Annualized Cost ¼ CRF� CPV þCDG þCGrid;Purchase � CGrid;Sell þCCon
� � ð6Þ
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where CPV is cost of solar PV array, CDG is cost of diesel generator, CGrid,Purchase is
the cost of electricity purchase from the grid, CGrid,Sale is the revenue generated by
selling electricity to the grid and CConv is the converter cost.

Value of CRF is determined as follows [12]:

CRF ¼ d 1þ dð Þnlife
1þ dð Þnlife�1

ð7Þ

where d is discount rate and nlife is lifetime of the project.

5 Operational Algorithm

HOMER provides a time-based simulation of a hybrid system. It takes many inputs
such as solar radiation, wind speed, hourly electrical energy demand and thermal
demand. Also, economic data such as capital cost, replacement cost and mainte-
nance cost are also required before simulation. Further, HOMER makes several
combinations of components based on the data inserted by the designer. Further, it
simulates each combination in order to optimize the system cost while fulfilling
constraints imposed by the modeller. Finally, it gives the most optimal combination
which meets the demand at lowest cost [12]. Step-wise working procedure of
HOMER software is given as follows [13]:

Step 1: Enter the technical data such as load demand, solar radiation, battery and
converter.

Step 2: Enter the economic data of diesel generator, solar PV array, converter
and battery.

Step 3: Enter user constraint
Step 4: Start simulation to optimize the cost under user-defined constraint
Step 5: Obtain the optimization results.

6 Results and Discussions

Data inputs are required for the performance analysis of PV/DG-based hybrid
energy system coupled to grid. Further, these data inputs are used for the analysis of
the considered system using HOMER software. Various results related to size
optimization, break-up of net present cost, monthly generation of different sources,
etc. are discussed in the chapter.
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6.1 Data Inputs Used

Various data inputs such as data of solar radiation, solar PV array cost, DG cost,
fuel price, grid purchase price, grid sale price, efficiency curve of DG and cost of
converter.

6.1.1 Data of Solar Radiation

The daily solar radiation of each month for the area has been taken as depicted in
Fig. 2. Highest daily solar radiation has been measured in month of May as
7.047 kWh/m2, while lowest daily solar radiation is recorded during December as
4.079 kWh/m2. The daily annual average solar radiation is estimated to be as
5.26 kWh/m2.

6.1.2 Cost of PV Array

The capital cost of 1 kW of solar panels is taken as 857 $. Replacement cost and O
& M cost of solar PV panels are taken as 857 $/kW and 25 $/kW, respectively, as
given in Table 1. Lifetime of 25 years, derating factor of 80% and slope angle of
25.28° were considered during the analysis.

6.1.3 Cost of DG

The capital cost of 1 kW DG is considered as 570 $. Replacement cost and O & M
cost of DG are taken as 540 $/kW and 0.015 $/h, respectively, as given in Table 1.
Efficiency curve of DG is shown in Fig. 3. The intercept coefficient and slope of the

Fig. 2 Month wise daily solar radiation
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curve are 0.08 L/h/kW rated and 0.25 L/h/kW output. Price of 1 L diesel fuel for
DG is taken as 1 $. Carbon content and sulphur content in the fuel are as 88% and
0.33%, respectively.

6.1.4 Hourly Load Demand of the Area

Three boy’s hostels of the institute Rajkiya Engineering College Banda are consid-
ered as the study area for the project. Appliances such as LED lamp, ceiling fan,
LED TV, refrigerator, insect killer machines, water cooler and geyser loads were
accounted during demand estimation. Based on the hourly consumption of appli-
ances, hourly electrical demand of the considered area is calculated which is depicted
in Fig. 4. Load demand of each hour of the area is estimated as 872 kWh. The lowest
and highest hourly load of the area is found as 8.160 kW and 73.116 kW, respec-
tively. In the study, uniform load profile has been considered throughout the year.

6.1.5 Interest Rate and Project Lifetime

Project life time of 25 years has been considered in the paper during simulation.
Interest rate to estimate CRF is taken as 6%. Capacity shortage of 0% is considered
as power reliability constraint.

Table 1 Economic data of sources and system components

S. No Source/system
component

Capital cost
($/kW)

Replacement
cost ($/kW)

Operation and
maintenance cost

1 Solar photovoltaic panel 857 857 25 $/year

2 DG 570 540 0.015 $/h

3 Converter 40 40 1 $/year

Fig. 3 Efficiency curve of
diesel generator
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6.1.6 Grid Purchase Price and Grid Sale Price

The tariff of electricity purchase from the grid and tariff for selling the electricity to
grid are taken as 0.121 $/kWh.

6.1.7 Converter Cost

The capital cost of 1 kW converter is considered as 40$. Replacement cost and O &
M cost of converter are taken as 40 $/kW and 1 $/year, respectively as given in
Table 1. Converter lifetime of 15 years, and efficiency of 90% haven been taken
during the analysis.

6.2 Results and Discussions

Best optimal configuration and cost of energy of the hybrid system has been
obtained by using HOMER. Results such as optimum configuration, monthly
average electricity generation, break-up of total NPC and technical details of PV
array, utility gird and DG have been discussed in detail as follows:

6.2.1 Optimum Configuration of Hybrid System

The hybrid system with input data base is simulated and optimized to attain the
reliability of power supply as 100%. Based on simulation of 365 days considering
each hour as unit step, various system configurations are attained and the details are
described in Table 2. It has been analysed that the best configuration offers the
lowest COE as 0.127 $/kWh. Sizes of this configuration are found as DG: 31 kW,
solar PV panels: 180 kWp and converter: 148 kW. Further, this system needs
electricity purchase of 230,429 kWh/year grid to supply the system demand.
Moreover, annual spare electricity of 222,837 kWh is also generated by the system
that is sold to the grid. The NPC is calculated as 518,756 $.

Fig. 4 Hourly demand of the
area taken
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6.2.2 Component Wise Electricity Generation

Component wise electricity generation and percentage share in total system gen-
eration are presented in Figs. 5 and 6, respectively. Share of solar photovoltaic
panels in total system generation is maximum as 53% (3,02,647 kWh per year).
Part of grid purchase and DG are estimated to be as 40% (2,30,429 kWh per year)
and diesel generator 7% (38,451 kWh per year), respectively.

Table 2 Optimum configuration of hybrid system

S.
No

Solar PV
panels (kWp)

DG
(kW)

Converter
(kW)

Grid purchase
(kWh per year)

Total
NPC ($)

COE ($/
kWh)

1 180 31 148 230,429 518,756 0.127

2 180 32 145 229,778 518,780 0.128

3 170 32 140 230,234 533,225 0.131

4 160 32 140 230,719 548,173 0.135

5 150 32 140 231,288 563,405 0.138

6 150 34 140 230,155 563,534 0.139

7 144 33 140 231,343 578,590 0.142

Fig. 5 Component wise monthly average electricity generation

Fig. 6 Component wise
percentage share in total
generation
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6.2.3 Component Wise Part in Total Net Present Cost

Component wise part in total NPC of the system is shown in Fig. 7. It has been
observed that PV array has the highest contribution in total NPC which accounts
2,11,785 $ followed by DG with 1,96,466 $ and grid with 1,00,683 $. Converter
has the minimum share of 9822 $ in the total NPC. Percentage wise share of each
component in the total NPC is as follows: PV array with 41%, DG with 38%, grid
with 19% and converter with 2%.

6.2.4 Break-up of Total NPC

The NPC of the optimum configuration is $5,18,756. Major break-up of the total
NPC of the system is given in Table 3. It has been observed that in the total NPC,
the part of the capital cost of different components is maximum as 1,77,850 $. The
contribution of maintenance cost, replacement cost and fuel cost of different
components in the total NPC are 1,67,015 $, 1,67,015 $ and 8349 $, respectively.

Fig. 7 Component wise share in total NPC

Table 3 Break-up of total NPC

S. No Component Capital
($)

Replacement
($)

O&M
($)

Fuel
($)

Salvage
($)

Total
($)

1 PV 1,54,260 0 57,525 0 0 2,11,785

2 DG 17,670 5879 8,274 1,67,015 −2,371 1,96,466

3 Grid 0 0 1,00,683 0 0 1,00,683

4 Converter 5,920 2470 1,892 0 −460 9822

System 1,77,850 8349 1,68,374 1,67,015 −2,831 5,18,756
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6.2.5 Performance Indicators of DG

Various performance indicators of diesel generator is given in Table 4. The value of
important performance indicators are as follows: rated power output as 31 kW,
hours of operation as 1392 h/year, number of starts as 727 starts/year, capacity
factor as 14%, specific fuel consumption as 0.34 L/kWh and electricity production
as 38,451 kWh/year.

6.2.6 Performance Indicators of PV Array

Various performance indicators of solar PV array are given in Table 5. The value of
important performance indicators are as follows: rated capacity as 180 kWp,
capacity factor as 19% and total production as 3,02,647 kWh/year.

6.2.7 Performance Indicators of Grid

Various performance indicators of grid are given in Table 6. It has been found that
the total energy purchased and total energy sold in a year are 2,30,429 and
2,22,837 kWh, respectively. The highest energy of 20,621 kWh has been pur-
chased during the month of August, and the lowest energy of 17,149 is purchased in
the month of February. Whereas, the highest energy of 21,688 kWh has been sold
to grid in the month of March, and the lowest energy of 12,625 kWh is sold to grid
in the month of July.

Table 4 Performance indicators of DG

S. No Indicator Quantity

1 Total operating hours in a year 1392

2 Total start operation in a year 727

3 Lifetime of operation in year 18

4 Capacity factor in % 14

5 Fixed generation cost in $/h 3.61

6 Marginal generation cost 0.25

7 Annual generation of electricity in kWh/year 38,451

8 Average power output in kW 27.6

9 Minimum power output in kW 14

10 Peak power output in kW 31

11 Annual consumption of diesel in litre per year 13,065

12 Specific consumption of diesel in litre per kWh 0.34

13 Fuel energy input in kWh per year 1,28,560

14 Average efficiency in % 29.9
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7 Conclusions

In the paper, performance analysis of optimal configuration of hybrid system
coupled to grid has been carried out. Grid connected hybrid energy system com-
prised of solar PV array and DG which meets the electrical demand of an area. After
hourly-based iterative simulation for a year, the most optimum configuration has
been selected that meets the demand at minimum COE. The COE of the hybrid
energy system is calculated as $ 0.127 per kWh. Optimal configuration of hybrid
system contains 180 kWp sized solar PV array, 31 kW rated diesel generator and
148 kW rated converter. Annual energy purchased from the utility grid has been
estimated as 2,30,429 kWh, whereas annual selling of electricity to utility grid is
calculated as 2,22,837 kWh. In future, study on incentives on the utilization of
renewable energy from the government can be carried out.

Table 5 Performance indicators of solar PV array

S. No Quantity Quantity

1 Rated power output in kWp 180

2 Average power output in kW 35

3 Daily average power output in kWh 829

4 Capacity factor in % 19

5 Annual energy generation in kWh 3,02,647

6 Lowest power delivered in kW 0

7 Peak power delivered in kW 177

8 Penetration of PV array in % 95.1

9 Annual operating hours 4375

Table 6 Performance indicators of grid

S. No Month of a year Energy Purchased
from grid (kWh)

Energy transferred
to grid (kWh)

Total net
purchases (kWh)

1 January 20,009 19,919 90

2 February 17,149 19,246 −2097

3 March 20,046 21,688 −1643

4 April 18,850 20,935 −2085

5 May 18,386 21,026 −2640

6 June 18,972 16,953 2019

7 July 19,423 12,625 6798

8 August 20,621 13,503 7118

9 September 19,172 16,674 2498

10 October 19,269 21,447 −2178

11 November 18,359 19,422 −1063

12 December 20,173 19,398 776

Annual 2,30,429 2,22,837 7592
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Effective Control of Response
of a Reinforced Concrete Building
Under Seismic Loads Using Tuned
Liquid Damper

Mukul Srivastava, Shailja Bawa, and Ujjwal Sharma

1 Introduction

Seismic tremor is a natural phenomenon related to the vicious oscillation of the
ground. They are vibrations of the earth’s surface brought about by unexpected
developments of the earth’s crust generally because of tectonic movements. Since
seismic forces are arbitrary, the building devices must be sharpened to examine the
building or structures below the action of these forces. Skyscraper structures are
delicate against lateral loads produced because of wind and earthquake forces. To
control the death toll and property, different techniques such as the shear wall,
bracings, base isolation, and dampers can be adopted. This research aims to
determine the best earthquake-resistant construction strategy by utilizing a water
tank as a damping device in a high-rise structure. TLD is a modern technique. The
study focusses to unravel the best earthquake-resistant design technique by
installing the reinforced concrete tank on the terrace of the building, and by varying
the water level, the optimum depth ratio is estimated and finding out the best tuning
of the tank which can resist the dynamic vibrations.

The first installation took place at Nagasaki Airport Tower Nagasaki Japan,
which is 42 m high. Reference [1] in 1987, a temporary implementation was done
to check the efficacy of TLDs in minimizing structural vibration. He found with the
use of 25 vessels of TLD, there was a reduction in the amplitude of vibration by
44% while the reduction in RMS displacement was approximately 35%. Fluid tanks
are utilized to decrease the aerodynamic forces, specifically the torque component
which causes unsteadiness during the development of long-range span bridges
[2, 3]. Reference [1] Installed 1400 TLD filled with water and floating polyethylene
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particles on Tokyo Airport Tower of height 77.6 m to improvise the energy loss and
to verify the TLD behaviour under various wind phenomenon. The cylindrical-
shaped containers with radii of 0.3 m and 0.0625 m, respectively, were placed in
six layers above steel consoles. The overall mass of the TLD was about 3.5% of the
present modal mass, and its frequency increased to 0.74 Hz. This analysis revealed
a decline in the root mean square (RMS) acceleration by almost 60% at a top speed
by 25 m/s. Reference [4] mounted the tuned sloshing damper (TSD) on two actual
high steel towers which were subjected to wind, i.e. on Nagasaki airport (42 m
high) and Marine tower (101 m high) of Yokohama to enhance the serviceability of
the towers and found the displacement became nearly half upon the installation of
TSD. Reference [5] performed experiments to find the properties of TLDs with
rectangular, circular, and annular tanks. The tanks were filled with liquids differing
in viscosities along with varying amplitude and frequency which were exposed to
harmonic base excitation. Using the TMD equivalence, the parameters for TLD
were calibrated by using experimental results [6]. Numerical experiments have been
performed to explore the impact of simultaneous usage of liquid dampers adjusted
to various frequencies in a multi-degree-freedom system. The findings suggest that
the usage of dampers calibrated to multiple vibration modes of the system is
advantageous. In [7] prolonged the idea for dissipating the tsunami wave energy by
providing a slopped-bottom tank. Results showed that the sloshing related with a
slopped-bottom base TLD and contrasted it with a box-shaped TLD. 300 sloped
bottom base TLD was considered and identified to act as a softening spring against
a box-shaped TLD that acts as a hardening spring. The sloped-bottom base TLD
was found to be particularly effective when tuned slightly above the system’s
natural frequency. However, they had an issue relating to the sloping bottom base
of the TLD because moment with high magnitude developed at the TLD base.
Reference [8] studied a 2-D finite element analysis. This study was done to
understand the dynamic analysis of a rectangular tank filled with liquid with baffles.
The work is based on the concepts of linear water wave theory and the velocity
potential formulation. The liquid slosh frequencies in the rectangular tank were
determined with and without baffles. It was assumed the tank baffle framework was
rigid. The slosh frequencies were calculated at different positions and dimensions of
the baffle. The response of sloshes was studied when subjected to steady-state
sinusoidal base excitation. Reference [9] performed a shake table test to determine
the characteristics of TLD (rectangular and circular) and TLCD water sloshing.
Analysis of different dynamic parameters like energy dissipation, base shear, and
height of the wave, etc. were performed and reported that the TLCD was more
effective over to TLD for controlling the oscillation. Reference [10] work includes
finite element modelling, analysis, and experimental verification of two-storied
buildings to inspect the natural frequencies followed by the mode shapes on
ANSYS workbench. Damping of the structure reduces the water level inside the
tank which gives a boost in the liquid sloshing, wave development, and breaking
reduces since the entire mass of water is not contributing in the sloshing motion. By
incorporating TLD on structure, dampness increases with mass ratio and found
TLD as an effective damper for controlling the vibration. Reference [11] performed
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experimental and analytical analysis. In experimental work, a prototype reduced to
one-sixth scale having three bays and four storeys with a water tank kept on the top
floor and constructed monolithically, and a 4-storey RC frame structure was
analysed and designed on ETABS. They used various mass ratios 0, 1, 2, 2.5, and
3% and suggested it as an effective damping device to mitigate the seismic
response, and also, there is no time lag. It was shown that the corresponding
response acceleration decreased twice when the mass ratio ranged between 2 and
2.5%, while the response deflection decreased by 1.8 times. The researcher also
proved that the concrete demand is increasing day by day as a best suitable material
[12, 13]. Reference [14] conducted an experimental comparison on a scaled
three-storey steel structure by three different passive dampers which consist of a
tuned liquid column damper (TLCD), TMD, and TLD. Reference [15] the efficacy
of a liquid column vibration absorber (LCVA) and TLCD under optimal design is
studied in this paper in the suppression of structural rotational motions during
excitation of white noise. The implications of diverging from the ideal configuration
under white noise and the influence of the excitation strength are also discussed. For
a structure with a damper, the analytical model is first developed. The non-linear
regulation of the liquid column’s relative motion equation is linearized, and the
issue is assessed in the frequency zone. The way for finding the optimum estimate
for the tuning ratio f and the coefficient of head loss coefficient n are studied and
implemented taking into account the complications caused by the previous
non-linear type of the governing equations. Through an extensive parametric study,
controlled LCVA and TLCD output with optimum values of f and n is investigated
numerically. At last, the consequences of f, n, and the severity of the excitation are
addressed. The position of the damper in relation to the rotational axis plays an
important role in determining the reduction of the rotational vibration, and that
LCVA is more flexible in relation to its location in relation to the structure by
choosing the vertical to horizontal tube segment area correctly. Reference [16] the
value of optimum frequency can be estimated on the basis of results of static and
harmonic analysis. Reference [17] examined the effectiveness of installation of a
water tank and a rooftop frame as a passive TMD and discussed the behaviour of
structure by incorporating a water tank as a TMD using a non-linear time history
model to minimize the structural responses in full and half-tank form in ETABS.
The base shear value decreased by almost 15%, and the displacement value
decreased by an average of 14% when using a TLD. Reference [18] performed
numerous tests to investigate the system’s dynamic actions when exposed to free
vibration by linking accelerometers with the TLD-TMD device located. The
research was performed both experimentally and using the SAP 2000 system. An
accelerometer connection is used to vibrate a building model with and without a
damper unit and a time-acceleration plot was achieved using the LabVIEW. In the
experimental study, the natural frequency and mode form of the system matched the
findings obtained from the program and claimed that damper is able to adjust the
frequency. In the analytical approach (SAP 2000), a 30-storied structure with and
without damper was modelled and the time history research was performed on
specific stiffness ranging from 500 to 4500 KNm, and after conducting a normal
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mode analysis of the system with TMD-TLD tanks, upon performing the normal
mode study of the system by means of TMD-TLD tanks, the structural frequency
improved with the rise in stiffness values, rendering it less susceptible to seismic
forces, and the optimal natural frequency of 3500 KNm was determined. Reference
[19] in this analysis, a 25-storey and 78 m tall irregular RC building have been
considered. Analysis and modelling of the frames were done on FEAST. They
performed a comparative analysis of TLDs relating to the various mass ratios
varying from 0.5 to 3.5% and found at a mass ratio of 1.5% to be the most ideal
situation for systemic damping and economics.

1.1 TLD

The TLD comprises of a tank which is filled with liquid. Like a TMD, it indirectly
damps the structure thus raising the response. Energy losses take place by a number
of mechanisms: the viscous motion of the fluid, the breaking of the flow, the mixing
of the free surface with beads, as well as the structure and roughness of the wall of
the container. However, unlike a TMD, a TSD uses a transfer function which is
amplitude dependent based that is incorporated through non-linear sloshing and
breaking of liquid.

Applying TLDs to diminish the structural vibration in the structural building
started in the mid-1980s by [20] who gave the idea for the utilization of a
rectangular-shaped container filled with two immiscible fluids to narrow down the
dynamic responses. [4, 21, 22] were likewise among the first to propose the uti-
lization of dampers using fluid movement for building. The fundamental idea on
which this damper works depends on the sloshing of fluids for which these are now
and then termed as tuned sloshing damper (TSDs).

TSDs are a commonly rectangular or circular type shaped tank and are placed on
the top floor as per building type and the purpose of vibration control.

For externally excited low-magnitude vibration, shallow water shows an enor-
mous damping effect. However, it is a real challenge to analyse the system for under
an external excited vibration of high magnitude. The sloshing of water inside the
tank shows non-linear behaviour due to the deepwater [21, 22]. At the point when
frequency of the tank movement is near one of the normal frequencies of tank
liquid, a huge sloshing amplitude can be observed. If the two frequencies get
equalled, resonance will happen. Tuning the TLD’s fundamental sloshing fre-
quency to the structure’s natural frequency usually induces a considerable amount
of sloshing and wave breakage at the resonant frequencies of the integrated
TLD-structure device which dissipates substantial amount of energy [23].
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2 Proposed Algorithm

2.1 TLD Behaviour

TLD normally comprises a tank filled partially with fluid (generally water), often
rectangular or circular. The fluid carried in a TLD behaves as the secondary mass
and gravity imparts the spring force. Tuning of TLD is made in such a manner so
that the fundamental frequency of TLD is nearly equivalent to the natural frequency
of the structure on which TLD is installed so that it can lessen the dynamic
response.

Most of the energy loss in TSDs is due to wave activity, and it may be expanded
with the application of lattice screens and unevenness of the wall. TSDs can be
introduced as huge tanks (usually from 1 to 4) or in a few little units that can be
introduced as a progression of stacks. Designing a TLD for the non-linear response
is still a big challenge. TLD may be categorized as either shallow, intermediate, or
deep water according to the depth ratio. In shallow water, a large proportion of fluid
takes part in the sloshing motion (dTL = LTL less than 0.1) (dTL = liquid depth and
LTL = length of the tank), and it uses breaking of wave as the essential component
for energy loss. Commonly, numerous tanks are required to meet the required mass
and the behaviour of a shallow-water TLD.

2.2 Methodology

A TLD is represented as a spring dashpot model system (Fig. 1).

where

hc* = Convective mass height above the tank wall bottom (without taking into
account the base pressure).

Fig. 1 Spring-mass analogy
for TLD
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hi* = Impulsive mass height above the tank wall bottom (without taking into
account the base pressure).

mc = Convective mass of liquid.

mi = Impulsive mass of liquid.

Kc = spring stiffness for the convective mode.

Depth ratio (dr): Ratio of tank depth to tank length in the direction of sloshing.
The proportion of convective mass to the impulsive mass of water is contrarily
identified with the depth ratio.

2.3 TLD Modelling

The TLD is modelled by the water requirement of the people in the building. Here,
the TLD is displayed as a spring-mass framework as indicated in IS1893 section 2.
The design curves present in the IS code is utilized for design purposes. As the
lateral forces strike the liquid-containing tank with a free top, the wall of tank and
fluid are exposed to horizontal acceleration. The fluid in the bottom of the tank
serves as a rigid mass that is rigidly bounded to the wall of the tank, and this mass
is referred to as an impulsive fluid mass that accelerates along the tank wall and
creates hydrodynamic pressure on the wall along with the tank base. The top
portion of the fluid mass experiences a sloshing movement; this mass is termed as
convective fluid mass, and it applies convective hydrodynamic pressure on the tank
wall and base. In this manner, fluid mass gets distributed into two parts, i.e.
impulsive and convective mass. In the spring-mass model of a tank-fluid frame-
work, these two fluid masses are illustrated in Fig. 1 [24]. Figure 2 illustrates the
qualitative distribution of impulsive and convective hydrodynamic pressure on the
wall and base of the tank respectively [25]. The tank capacity is maintained same
with all depth ratios, and the necessary water levels are carried out according to its
tank size. The study is carried out on four depth ratios of 0.2%, 0.3%, 0.4%, and
0.5%, respectively. As TLD is designed in a square-shaped tank so, only unidi-
rectional analysis is necessary, and hence only the sloshing action will counteract
the lateral forces (Tables 1, 2 and 3).

Fig. 2 Qualitative explanation of the application of hydrodynamic pressure on the tank wall and
base
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Assuming the initial depth ratio (h/L) as 0.2%

mc

m
¼ 0:738445

mi

m
¼ 0:230867

h�i
h
¼ 2:040751

h�c
h
¼ 2:883839

kch
mg

¼ 0:260695:

The above values can be calculated from Fig. 3 of IS 1893:2002 part 2, or it can
be calculated by using the formula suggested by [25].

As the convective height (hc
*) of water is higher than the height of the water tank

(H), the new height of the tank should be higher than the convective height.
So, the final height of the tank

H0ð Þ ¼ h�c þ dmax ¼ 4:961527 ð1Þ

The sloshing height is added so that the water does not spill out of the tank, and
sloshing height also acts as a freeboard for the tank.

Similarly, the parameters for other depth ratios are given in Table 3.
By using the above parameters, the tank is modelled. Tank wall comprises of

concrete with M25 grade, and two different linear link elements should be defined:
one for the impulsive mass and the second one for convective mass.

Table 1 Modelling structure description and detailing

Description Detailing

Number of floors G + 15 + 1 basement

Number of flats on each floor 6

Number of members in a family 6 (assumed)

Water demand per capita 150 L per capita per day (assumed)

Capacity of the tank 86.4 m3

Thickness of tank wall 150 mm (assumed)

Table 2 TLD parameters for
0.2% of depth ratio

Parameters Values

Total weight of liquid (KN) 847.584

Mass of water (kg) 86,400

Height of the water tank (H) (m) 2.1133412

Maximum sloshing wave height (dmax) (m) 0.601436

mc (KN) 625,893.9

hi
* (m) 3.085422

mi (KN) 195,679

hc
* (m) 4.360091

kc (N-m) 146,147.5
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Joint mass is allocated with values mc and mi in the X and Y direction, and the
joint force is allocated with values mc and mi in Z direction as shown in Fig. 3. Plan
of building is shown in Fig. 4a, and its 3D view is shown in Fig. 4b (Table 4).

3 Experiment Results

ESA and THA have been performed in ETABS software. El Centro 1940-05-19
earthquake of PGA (peak ground acceleration) 0.348 g in the Imperial Valley in
Southern California is used for THA.

Table 3 Parameters for TLD at different depth ratios

Parameters Depth ratios

0.20% 0.30% 0.40% 0.50%

Water level (h) (m) 1.511905 1.981156 2.4 2.784953

Length of tank c/c (Lʹ) (m) 7.709526 6.753854 6.15 5.719907

Height of tank (Hʹ) (m) 4.961527 3.508997 2.87736 3.228095

mi (KN) 195,679 291,800 381,317.7 459,658.6

mc (KN) 625,893.9 551,108.5 476,704.7 411,096.7

hi
* (m) 3.085422 2.629662 2.367332 2.219528

hc
* (m) 4.360091 2.983595 2.515384 2.390292

kc (N-m) 146,147.5 194,559.5 213,629.9 213,926.5

Fig. 3 Representation of joint forces and joint mass in TLD with 0.2% of depth ratio
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3.1 Base Shear

Figure 5 shows that the setting up of the TLD at the top floor diminishes the base
shear in a significant amount around 44% in the X direction and 49% in the Y
direction for all depth ratios.

3.2 Maximum Storey Displacements

Figure 6 analysis by ESA shows that the coupling of TLD at the terrace shows a
significant reduction with all depth, and TLD with depth ratios of 0.3 and 0.5%
showing the maximum reduction in ranging from 44 to 100%; however, by THA
analysis, TLD with 0.2% of depth ratio raises the storey displacement abruptly by
more than 380% as compared to the structure without TLD as shown in Fig. 7,
while TLD with depth ratios of 0.3%, 0.4%, and 0.5% shows almost same reduction
ranging from 59 to 69%, respectively.

3.3 Storey Drift

As from Fig. 8, analysis by the ESA approach structure without TLD crosses the
permissible limit for some floor as per IS 1893 part 1, but with the introduction of

Fig. 4 a Plan of the building under consideration, b 3-D View of the Structure with TLD
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TLD on terrace, storey drift narrows down and are within the permissible limit;
however, by THA analysis, TLD with a depth ratio of 0.2% abruptly raises the
storey drift as compared to the normal structure though the storey drift is in the
permissible limit still it raises the storey drift in a very huge amount as compared to
the normal structure ranging from 280 to 5476% (see Fig. 9) which is an unde-
sirable effect.

Table 4 Description of building under consideration

Serial
number

Building description

1 Number of storeys G + 15 and 1 Basement

2 Height of the building 55.43 m

3 Plan area of the building 26.66 m � 23.42 m

4 Type of soil Medium soil

5 Seismic Zone IV

6 Response reduction factor 5

7 Importance factor 1

8 Thickness of slab 150 mm

9 Shear wall thickness for lift core 300 mm

10 Grade of concrete for shear wall M25

11 Size of beam Storey 1 to terrace 230 mm � 450 mm

Basement to ground
storey

230 mm � 850 mm
(outer beams)

Basement to ground
storey

230 mm � 550 mm
(for interior beam with
span < 3 m)

Basement to ground
storey

300 mm � 550 mm
(for interior beam with
span > 3 m)

12 Grade of concrete for beam M25

13 Size of
Column

Basement to storey 1 400 mm � 750 mm
750 mm � 400 mm

Storey 2 to terrace 300 mm � 750 mm
750 mm � 300 mm

14 Grade of concrete for column M35

15 Grade of steel Fe500

16 Damping ratio 5%

17 Thickness of slab 150 mm

18 Shear wall thickness for lift core 300 mm

19 Grade of concrete for shear wall M25
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3.4 Spectral Displacement

To compare the spectral displacement of all the arrangements, displacements of
each arrangement at 5% of critical damping are taken into account. From Fig. 10, it
is observed that spectral displacement of TLD with a depth ratio of 0.2% is dras-
tically greater than the normal structure which is an unappealing result. TLD with
other depth ratios is less than the normal structure. Hence, TLD with 0.3%, 0.4%,
and 0.5% of depth ratios decreases the spectral displacement in notable amount.
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3.5 Spectral Acceleration

To compare the spectral acceleration of all the arrangements, accelerations of each
arrangement at 5% of critical damping are taken into account. From Fig. 11, it is
observed that spectral acceleration of TLD with a depth ratio of 0.2% is too high
than the normal structure which is an unappealing result. Hence, 0.2% depth ratio is
not an optimum depth ratio while TLD with other depth ratios have a very small
difference between them and are also less than the normal structure, so they can be
used as a damper.
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4 Result Analysis

On comparing the analytical results with the predicted results, the variation between
the results is minimal.

5 Conclusion

Installing the TLD on the terrace, the seismic efficiency of the structure has been
significantly improved. ESA method shows that installation of TLD narrows down
the base shear, maximum storey displacement, and storey drift in a significant
amount with all the depth ratios. But by THA analysis, TLD with 0.2% of depth ratio
abruptly increases the above parameters. The spectral displacement and spectral
acceleration with 0.3, 0.4, and 0.5% of depth ratios at critical damping of 5% found
to be reduced in a significant amount as compared to the normal structure. While
with a 0.2% of depth ratio, these parameters increases significantly as compared to
the normal structure. TLD performed very well in almost every aspect. So TLD with
0.3–0.5% of depth ratio can be opted as the optimum depth ratio for the normal
structure. TLD with a 0.2% depth ratio should never be recommended for the normal
structure; otherwise, it will cause an adverse effect on structural integrity. The static
approach received higher displacement values than the dynamic method, so dynamic
analysis for high-rise structures should be executed to achieve reliable results.

6 Future Scope

This research can be extended to study the behaviour of TLD of different shapes
interconnected with each other. TLD combinations with different passive dampers
can also be used for the study, and this study can also be performed on an irregular
structure.
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A Review on Tribo-Mechanical
Behaviour and Corrosion Performance
of AA8000 Based Composites

Rajesh Sharma , Mohan K. Pradhan , and Pankaj Jain

1 Introduction

At present in worldwide, there is a rise of demand for the advanced materials so as
to get desired properties. Composite materials are those materials which are made
from two or more chemically different constituents combined macroscopically to
yield a useful material. According to the matrix material, there are primarily three
types of composites: polymer matrix composites, metal matrix composites and
ceramic matrix composites [1]. Aluminium metal matrix composites (AMMCs) are
the materials in which aluminium metal is used as matrix material reinforced with
other materials [2]. Reinforcement may be in continuous and discontinuous form,
i.e., whiskers, particulates, fibres.

Without affecting ductility, nanosized reinforcements will greatly boost
mechanical strength, creep resistance at high temperatures, improved machinability
and greater fatigue life. Improvement in the properties of composites is attributed to
the hardening mechanism, particle size, uniform distribution, inter particle spacing
and thermal stability at high temperature [3, 4]. Fabrication method adopted in
manufacturing any composite plays an important role in determining the ultimate
properties of the composite. Stir casting and powder metallurgy, which are used
also in commercial applications, are the most common process used in the pro-
duction of AMCS.

Because of their strong physical and chemical properties, such as formability,
corrosion, lightweight, and also because it is possible to control the microstructural
composition of the alloy by means of specific thermal and mechanical treatments, the
aluminium alloy 8xxx series has found wider application in the construction and

R. Sharma (&) � P. Jain
University Institute of Technology, RGPV, Bhopal, India
e-mail: pankaj@rgtu.net

M. K. Pradhan
Maulana Azad National Institute of Technology, Bhopal 462003, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
P. Verma et al. (eds.), Advancement in Materials, Manufacturing and Energy
Engineering, Vol. I, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-5371-1_40

465

http://orcid.org/0000-0002-6299-0762
http://orcid.org/0000-0002-2718-7181
http://orcid.org/0000-0001-9913-7856
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5371-1_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5371-1_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5371-1_40&amp;domain=pdf
mailto:pankaj@rgtu.net
https://doi.org/10.1007/978-981-16-5371-1_40


automotive industries [5]. From the literature review, it has been found that most work
has been devoted towards 6xxx series and 7xxx series aluminium matrix composites.
Besides this, aluminium alloys of the 8xxx series were not commonly used by
researchers for the production of composites. Present work aims to find potential
applications for 8006, 8009, 8011, 8030, 8081, 8090, 8091, 8176 aluminium alloy.
The chemical composition of 8xxx series aluminium alloys is given in Table 1.

2 Review Literature

The objective of this paper is to review the reinforcement particles on
tribo-mechanical behaviour and corrosion response and the effect of the manufac-
turing method on aluminium matrix composites, as experienced by various
researchers.

2.1 Mechanical Properties

There have been comprehensive studies by researchers related to the mechanical
properties of aluminium hybrid metal matrix composites. From the literature, it has
been exhibited that the mechanical properties of the composites are enhanced with a
higher percentage of reinforcement content and also that the mechanical properties
of composites depend on the type, weight %, size of reinforcement and also the
method of fabrication. Mechanical properties’ viz. tensile strength, compressive
strength, hardness, toughness, fatigue life, resistance to corrosion, wear resistance
and machinability are greatly improved by reinforcement. Additionally, it has been
reported that the aforementioned properties further enhance, if there is a
hybridization of the reinforcement. The mechanical properties of AA8011 based
metal matrix composites are summarized in Table 2, and for AA8xxx other than
AA8011, composites reported in the literature are depicted in Table 3.

Table 1 Chemical composition of series 8xxx aluminium alloys

Author Alloy Fe Si Mn Zn Cu Ti Cr Mg Other Li Al

Shankar et al.
[6]

8011 1.0 0.9 0.2 0.1 0.1 0.08 0.05 0.05 – – Bal

Moldovan
et al. [7]

8006 1.2
2.0

Max
0.4

0.3
1.0

Max.
0.1

Max.
0.3

– – Max.
0.1

Max.
0.05

Bal

Guo et al. [8] 8030 0.67 0.047 – 0.001 0.25 – – 0.001 0.001 – Bal

Patil et al. [9] 8081 0.70 0.70 – 0.1 0.005 0.7–
1.3

– – – – Bal

Markovina
et al. [10]

8090 0.05 0.02 0.001 – 1.32 – – 0.65 – 2.37 Bal

Smyraka
et al. [11]

8176 0.25–
0.45

0.1 – 0.05 0.04 – – 0.04–
0.12

0.03 – Bal
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Table 2 Mechanical properties of AA8011 based metal matrix composites

Authors
Alloy/composite
Vol./wt%, particle
size

Methods Result with maximum percentage
reinforcement

Fayomi et al. [12]
AA8011/
nano-ZrB2 + Si3N4
Up to 20% in a step
of 5

Mechanical test
(UTS, YS, hardness)

With 20% composite has better
strengthening mechanism & excellent
yield propagation

Fayomi et al. [13]
AA8011/
nano-Si3N4
up to 20% in a step
of 5

Mechanical Test
(UTS, YS, Hardness)

AA8011-20%
UTS:185.8, YS:144.95 MPa
Hardness: 55.86

Fayomi et al. [14]
AA8011 nano-ZrB2
0–20 wt%

Mechanical test
(UTS, YS, hardness)

UTS: 221.6(Max. at 20%)
YS: 172.87 MPa
Hardness: 66.62

Fayomi et al. [15]
AA8011 ZrB2–
Si3N4
0–20 wt%, 40–
50 nm

Mechanical test
(UTS, YS, hardness)

Mechanical strength of AA8011
−20 wt% composite is superior to those
of the 5, 10 and 15 wt%

Vembu et al. [16]
AA8011 SiC-15%/
23µ

Effect of ageing
behaviour on mechanical
properties

Peak-aged condition 5 h at 170 C
TS:257, YS:226, 65 HN

Chandrasekar et al.
[17]
AA8011 TiC,WC,
B4C,ZrC 8
wt% each, 44µ

Mechanical test
(Vickers hardness,
UTM)

Max.8wt%(B4C)
HV 131, UTS 430Mpa

Cui et al. [18] Cryogenic rolled for six
passes & then annealed

TS, YS, Hardness are all improved
TS: 202 MPa, 65HV

Harshavardhan
et al. [19]
AA8011 RMp
4-16wt%
Particle size average
90µ

Mechanical test
(fracture toughness)
Maximum load and K1c
for 16%RMp SENB
CT/SENB specimen

12%RMp CT specimen
Pmax-2.745 kN, K1c-18.492
Pmax-3.539 kN, K1c-15.721

Rao et al. [20]
AA8011 RMp 4–20
wt%
90,120,180µ

Mechanical test
(TS, CS & hardness)

TS increased by 24.45%
at Al. 14 wt% RMp90
HN Al 20 wt%RMp180 CS-14 wt%
RMp90

Anil et al. [21]
AA8011 GRp 2–8%

Mechanical test
(TS, CS, hardness)

Max. with 8 wt%
TS: 160.09Mpa,CS:78.50 Mpa
34.87 BHN

Kandan et al. [22]
AA8011 B4C/
Al2O3

Mechanical test
(TS, CS &
microhardness)

Achieved maximum strength at 5% B4C/
5% Al2O3

(continued)
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2.2 Tribological Properties

Wear is a process of extracting material from one or both of two solid surfaces
when during sliding or rolling under the action of the load, their surfaces have solid
contact. The wear behaviour of synthetic ceramic materials and industrial waste
reinforced into AA8000 series-based metal matrix composites has been examined
by numerous analysts. In this paper, an attempt has been made to provide a succinct
overview of how the wear characteristics of different Al MMCs and the reasons
behind the wear patterns found on the composite surfaces are influenced by factors
such as applied load, reinforcement particles and sliding speed. Tribological
properties include wear resistance, specific wear rate and friction coefficient pro-
duced during wear testing. Table 4 exhibits the tribological properties of the
AA8000 composite. The strengthening of hard particles in the matrix has increased
the wear resistance of composites.

Table 2 (continued)

Authors
Alloy/composite
Vol./wt%, particle
size

Methods Result with maximum percentage
reinforcement

Karthikkumar et al.
[23]
AA8011
B4C < 10µ 3 wt%
RMp 150µ 3 wt%

Mechanical test
(TS, CS &
microhardness)

TS 77.024 MPa, CS 76.877 MPa
YS 59.973 Mpa, 45.4 HV

Shankar et al. [6]
AA8011 GRp 2–
8%, 50µ

Mechanical Test
(%Elongation, HN)

Max(8%wt) TS: 190.54 MPa
% 2.6, 86 HN

Yakubu et al. [5]
AA8011, Fe

Mechanical Test
(TS & Charpy impact)

Improvement in the mechanical
properties

Vembu et al. [24]
AA8011, 15%SiC

Heat treatment
optimization for tensile
properties

Max. TS of 265 MPa & microhardness
of 67.17

Shivanand and
Santhosh [25]
AA8011, E-glass/
fly-ash

Mechanical test
(tensile & compression
test)

Increases with the weight percentages

Rahimi et al. [26]
AA8011

Water wettability,
surface roughness &
frost formation

High contact angle 78°

Reddy et al. [27]
AA8011

Tensile exp. at 150 &
450° with different
condition

Higher temp. showed lower
YS and lower TS, more strain ductile
when increasing temp
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Table 3 Mechanical properties reported for AA8006, 8009, 8030, 8081, 8090, 8091, 8176
composites in the literature

Author/materials/
reinforcement size
& wt%

Testing method Mechanical properties changing
with maximum % reinforcement

Pazman et al. [28]
AA8006

Influence of heat treatments &
mechanical strengthening
technologies

Achieved better strength and
toughness

Shuai et al. [29]
AA8176

ECAP (at room temp. and
elevated temp.)

YS: 178 MPa

Guo et al. [8]
AA8030-GNP
Graphene-0.5 wt
%, 20µ

Ultimate tensile strength
Yield strength

With 0.5 wt% GNPs achieved an
enhancement in YS (37.5%) & UTS
(62.9%)

Abass et al. [30]
AA8090

Influence of annealing on TS
and fatigue strength

Lower

Natrayan et al. [31]
AA8030 GNP 5–
20 wt%, 32µ

Hardness, tensile strength
flexural strength

10wt% graphene

Khodabakhshi
et al. [32]
AA8006 B4C-10%
vol, 34 nm

Hardness tester 205.4 HV

Patil et al. [9]
AA8081 B4C 0–
6%, 80–90µ

Vickers microhardness
UTS

MAX-B4C(6wt%)-108.3 VHN
TS: 220Mpa

Moldovan et al. [7]
AA8006

Metallographic analysis
electron microscopy

Sheet contains fine particles and foil
has uniform distribution

Markovina et al.
[10]
AA8090T3, Li

Shot peening Improved fatigue strength

Missori and Sili
[33]
AA8090, Li, 5%
Mg, GTAW

Tensile strength
Ductility

Reduced

Orrhede et al. [34]
AA8091, 0–15%
SiC,1–10µ

Elastic constant
Thermal expansion

Model developed to predict elastic
constant and thermal expansion

Zhu et al. [35]
AA8009 SiC 14.5
vol%
30–50 nm

Creep strain rate
Activation energy
Stress exponents

lower by two order magnitude
200 kJ/mol
similar

Salazar et al. [36]
AA8176

Influence of heat treatment
annealing time

Ductility more and grain size
increases
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2.3 Corrosion Properties

Corrosion is a significant problem in the failure of aluminium alloy systems.
Usually, the corrosion of metals depends on the composition and microstructure. If
the material responds to the environment, corrosion weakens the material.
Corrosion results in the weakening of the material’s mechanical properties and
eventually the material’s failure. Designers take many safety measures to protect the
materials from corrosion, but corrosion failures remain a major problem. The
corrosion properties of the AA8011 composite are given in Table 5.

Table 4 Tribological properties

Authors Name
Alloy/Composite
Reinforcement size &
wt%

Fabrication/
apparatus/
DOE

Control factors
(load, speed, time,
wt%)

Result (for max. load/wt%):
wear rate/coefficient of
friction

Magibalan et al. [37]
AA8011

Stir casting,
Pin-On-Disc
RSM,
ANOVA

5, 10, 15 N
1.5, 3, 4.5 m/s
5,10, 15 min

For load 15 N, t = 15 min,
v = 4.5 m/s
Wear loss = 17.96 � 10−3 g
For load 15 N, t = 5 min,
v = 1.5 m/s
Wear
loss = 2.54000 � 10−3 g

Fayomi et al. [13]
AA8011-nano Si3N4

40–50 nm, up to 20%
step of 5

Stir casting 20, 30, 40 N
60 s

For load 40 N, 20%Si3N4,
Wear rate = 0.056 g/min
Coefficient of friction
(µ) = 0.126

Fayomi et al. [38]
AA8011-nano-ZrB2

40–50 nm, range 5–
20% step of 5

Stir casting 20, 30, 40 N For load 40, 20% nano-ZrB2

Wear
rate = 3.32 � 10−3mm3/m
Coefficient of
friction = 0.117

Fayomi et al. [39]
AA8011-Si3N4

Range 0–20%

Stir casting
Universal
Tribometer

20, 30, 40 N With 20 wt%, to have lowest
wear rate and lowest COF

Kalaiyarasan and
Sundaram [40]
8090/Al2O3 + B4C

Stir casting
Pin-On-Disc

10, 20, 30, 40 N Reinforcement media help to
attain better wear resistance

Fayomi et al. [41]
AA8011-ZrB2 + Si3N4

40–50 nm, range 0–
20 wt% step of 5

Stir casting
Pin-On-Disc

20, 30, 40 N For load 40 N, 20%
ZrB2 + Si3N4

Wear
rate = 3.74 � 10−3mm3/m
Coefficient of friction = 0.12

Shankar et al. [42]
AA8011-Gr
Grp 0–8%, 45 lm

Stir casting, 3-
body abrasive
Taguchi,
ANOVA

10, 20, 30 kgs
10, 20, 30 min
0, 4, 8 wt%

For load 20 kg, 8% Grp,
30 min
Minimum wear
rat = 0.102 � 10−3 mm3/m
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3 Industrial Application of Aluminium Matrix
Composites

Aluminium metal matrix composites have numerous applications in automobile,
aerospace, rockets, missiles, sports, transportation, infrastructure, biomedical,
agricultural equipment, computer, healthcare and other industries due to their
lightweight, high strength-to-weight ratio, corrosion resistance and workability.
Various applications of metal matrix composites based on AA8000 are listed in
Table 6.

Table 5 Corrosion properties

Authors
Alloy/
composite

Reinforcement
(Max.%)

Medium Corrosion rate/corrosion resistance

Mishra et al.
[43]
AA8011

– 3.5, 4.0, 4.5,
5.0% NaCl

Maximum amount of surface
degradation at 5%NaCl

Fayomi et al.
[44]
AA8011/
nano-ZrB2

20%wt 3.65% NaCl Lowest corrosion rate 0.5017 mm/year
High resistance 7831.7Ω

Fayomi et al.
[45]
AA8011/
nano-Si3N4

20%wt 3.65% NaCl Lowest corrosion rate 0.7585 mm/year

Fayomi and
Popoola [38]
AA8011/
nano-ZrB2

20%wt 0.5 M H2SO4 Lowest corrosion rate 0.9974 mm/year

Karthikeyan
and Jinu [46]
AA8011/TiC/
Grp

20%TiC + 2%
Grp

Lowest corrosion rate and increase in
83.9% corrosion resistance

Table 6 Application of various AA8000 based metal matrix composites

Authors Alloy,
composites

Application

Mishra [43] 8011 Heat exchanger fins for use in air conditioners,
refrigerators, automobiles

Moldovan et al.
[7]

8006, 8011
8018

Thin sheets and foils, packing
Microelectronics industry

Fayomi et al. [41] 8011 Transportation, construction and the building

Magibalan et al.
[47]

8011 Disc brake plate

Kalaiyarasan
et al. [40]

8090 Automotive parts
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4 Conclusion

This paper presents a review of the literature associated with the advance and trends
in the fabrication process and application of alloys of 8000 series for usage in the
automobile industry, packing, microelectronics industry, etc. AA8000 properties
are improved by the addition of nanosized reinforcement through a fabrication
process to enhance the tribo-mechanical performance and corrosion resistance. The
following conclusions can be taken from the analysis presented:

– The reported work shows that the strength of the composite is improved by a
decrease in particle size and an improvement in the percentage addition of
reinforcement.

– The wear rate increases with an increase in applied load, but decreases with
ceramic particles being added.

– The corrosion rate decreases with an increase in the reinforcement percentage,
but the corrosion rate increases with an increase in the concentration of
mediums.

– Stir casting method is the most used and economical fabrication method for
metal matrix composites.
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Plasma Processing of Carbon Dioxide

Kali Charan Sabat , Archana Singh, and Satyabrata Das

1 Introduction

With the advent of modern society’s development, the uses of metals and alloys are
increasing day by day. The extraction of metals and alloys from ores involves
carbon in one form or other, producing carbon dioxide, which is detrimental to the
environment. For example, steel being the largest consumed alloy by modern
society, each ton of steel produced emits approximately 1.8 tons of CO2 to the
atmosphere [1]. The current steel production is 1869 million tons (MT), with an
estimated emission of 3364 MT of CO2 per year. The steel industry’s emission
alone constitutes only 6.7 pct of the total CO2 emission [1]. Recently, there have
been significant successful efforts for reducing CO2 by replacing carbon by
hydrogen plasma (HP) [1]. The total estimated global emission of CO2 is 50209
MT. This high amount of CO2 is pushing the world to several environmental
climate changes. Due to the ecological changes, the world is facing several disasters
such as: (i) the ecosystem is moving toward destruction, (ii) the glaciers are
shrinking, (iii) biodiversity is being lost, (iv) the levels of the sea are rising,
(v) heatwaves are being generated, and (vi) there is a massive loss in economy.
Overall, the global CO2 emission is a massive threat to the current society and
future. Despite efforts to decrease CO2 emission, there is little chance of eliminating
the emission of CO2 to the atmosphere, but there is tremendous scope for con-
verting CO2 to liquid fuels and other chemicals. This approach of converting waste
to wealth is helpful for sustainable development. If the global emission of CO2

which is 50209 MT per year can be utilized, it will generate huge wealth for
development. Also, it supports the green economy concept. The utilization of CO2
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helps in maintaining a zero discharge principle, which is becoming mandatory day
by day by the environmental regulations imposed on industries. Therefore, there has
been growing interest from industries to convert CO2 to valuable products. Several
traditional methods, such as electrochemical, solar, thermochemical, biochemical,
and photochemical, have been investigated.

However, in recent years, the approach of conversion based on non-thermal
plasma is gaining importance. Microwave non-thermal hydrogen (H2) plasmas have
been successfully used for the production of iron from the iron oxide/ore [1, 2],
production of copper from copper oxide, production of cobalt from cobalt oxide,
and production of alloys [3–5] from oxide mixtures. Several approaches have been
investigated concerning plasma utilization for converting CO2 to valuable products
and liquid fuels, for example, splitting CO2 to carbon monoxide (CO) and oxygen
(O2), reforming methane (CH4), reaction with H2 or water (H2O) to produce
valuable chemical products like formic acid, methanol, formaldehyde, etc., [6].
Although there is enormous potential for the plasma processing of carbon dioxide,
it has not yet reached the significant limelight. Therefore, the fundamentals of
plasma have been discussed first, followed by their applications to the processing of
CO2.

2 Plasma Fundamentals

Although plasmas are the fourth state of matter, they are nothing but excited gases.
Gas molecules are always associated with nucleus–nucleus, nucleus–electron,
electron–electron interactions. There exists various attraction and repulsions
between these species. In other words, gas molecules are always associated with
some electromagnetic interactions. Therefore, when energy is given to gas mole-
cules by electrons or electromagnetic waves, the gas molecules’ polarity interacts
with the electromagnetic waves associated with electrons or electromagnetic waves.
Due to this energy, the gas molecules get rovibrationally excited, followed by
dissociation and then ionization. In these states, the gases are called plasmas.
Plasmas are divided into two types, (i) high-pressure plasma or thermal plasma and
(ii) low-pressure plasma or non-thermal plasma. The difference between these two
plasmas is reported in Fig. 1.

2.1 Thermal Plasmas

Thermal plasmas refer to the plasmas where heavy species’ temperature (i.e.,
molecules, atoms, ions, etc.) and electrons’ temperature are equal, i.e., they are in
thermal equilibrium. Physically, at first, the electrons get heated up by absorbing
energy from direct current (DC), alternative current (AC), radiofrequency (RF),
microwave (MW), or any other electromagnetic wave (EM). These excited/heated
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electrons transfer the energy to heavy particles due to the high collision rates arising
from high pressure. This gives rise to a property called local thermodynamic
equilibrium (LTE), where all the temperatures (i.e., translational temperatures of
heavy particles and electrons, vibrational and rotational temperatures of heavy
species and electrons, equilibrium temperature of the chemical reaction) are equal at
the given position. Figure 1 shows the thermal plasmas at pressures above 0.1 atm.
Further, the thermal plasmas are two types: (i) transferred arc plasma and
(ii) non-transferred arc plasma. These two types of plasmas are primarily used for
many metallurgical processing routes, plasma spraying, cutting, arc furnaces, waste
treatment, reduction of metal oxides, etc.

2.2 Non-Thermal Plasmas

Non-thermal plasmas are plasmas where the heavy species and electrons are not in
thermal equilibrium. They are also called non-equilibrium plasma or cold plasma.
They are called cold plasma because they can be touched in a finger. They occur at
low pressure, as shown in Fig. 1. In non-thermal or cold plasmas, although the
electrons absorb energy from DC, AC, RF, MW, EM, etc., in the same manner as
thermal plasma, the electrons are unable to transfer power to heavy species due to
less number of collisions because of low pressure. Hence, the electron temperature
remains higher than the temperature of heavy species. This temperature difference is
observed in all non-thermal plasmas. Non-thermal plasmas can also be produced at

Fig. 1 Difference between thermal and non-thermal plasma
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atmospheric pressure by ensuring the lifetime of plasma very short. The short time
does not permit the heavy particles to absorb energy from the electrons. Therefore,
thermal equilibrium does not occur. Thus, in non-thermal plasmas, the electron
temperature remains higher than the temperature of heavy species, as shown in
Fig. 1. As shown in Fig. 1, non-thermal plasmas are characterized by several
temperatures, i.e., electron temperature (Te), vibrational temperature (Tv), rotational
temperature (Tr), ion temperature (Ti), and gas temperature (Tg); typically,
Te > Tv > Tr � Ti � Tg [1]. In many non-thermal plasmas, Te can attain 11,600 K
while keeping the Tg at room temperature, hence can be touched in the finger.
Non-thermal plasma has already been used for several purposes such as thin-film
deposition, etching of semi-conductor, ozone production, gas cleaning, modifica-
tion of surface properties of plastics, plasma displays, etc. The current investigation
reports the CO2 treatment by non-thermal plasma.

Although the non-thermal plasma indicates high electron temperature, some-
times to take advantage of both electron temperature and heavy species’ tempera-
ture (i.e., molecules, atoms, ions, etc.), moderate pressures are used. Moderate
pressure incorporates high electron temperature, which gives rise to rovibrationally
excited molecules. These rovibrationally excited molecules possess higher energy
due to the energy stored in rotation and vibration of molecules, which increase the
stored energy of the reactants, thereby decreasing the activation energy of the
reaction. Moderate pressure also leads to increased collisions between the electrons
and heavy species, giving rise to high gas temperature, directly related to chemical
kinetics. However, rather than gas temperature, high electron temperature due to
vibrational excitation of CO2 is essential for dissociation of CO2 and producing
excited CO2 molecules, which make the production of chemicals/fuels from CO2

easier and faster [7]. Therefore, in comparison with thermal plasma, cold plasma
has more potential for CO2 conversion and energy efficiency. Thus, the advantages
of low-pressure non-thermal plasma have been discussed in this review.

The advantages of cold plasma have already been used by Sabat et al. [1–5] to
reduce metal oxides and their mixtures for production of metals and alloys,
respectively. Sabat et al. produced cold microwave hydrogen plasma (HP) using a
simple microwave setup (similar to the domestic microwave) shown in Fig. 2. The
microwave plasma reactor incorporates a power supply up to 6000 W at
2.45 � 109 Hz microwave generator to produce HP of high power densities. The
high-frequency microwaves interact with the polarity provided by H2 molecules
inside the microwave oven to produce HP. The lump/pellet sample was placed on a
sample holder made of molybdenum, placed at the reaction chamber’s center.
Plasma was generated at the center, covering the sample. The controlling factors of
the plasma were the microwave power and H2 flow rate. These controlling factors
were kept constant and monitored throughout the experiments. Also, temperature
and pressure were monitored throughout the reduction studies. The reduction
studies were carried out for different time periods till the reduction goes to com-
pletion. The percentage reductions for each period were estimated from the weight
loss measurements by digital weighing balance with accuracy 0.1 � 10–6 kg. Using
this microwave setup, Sabat et al. reported the production of iron from hematite
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(Fe2O3) [1], copper from copper oxide (CuO), cobalt from cobalt oxide (Co3O4),
and alloys like iron–cobalt alloy [5], copper–nickel (CuNi) alloy [3], magnetic
copper–cobalt (CuCo) alloy [4], etc., from the reduction of metal oxide mixtures. In
these experiments, Sabat et al. could reduce lumps/pellets of size up to 15 mm,
using microwave power in the range of 600–1500 W and H2 flow rate in the range
of 70–500 sccm. The power ranges used in their investigations were below the
power range required in domestic microwave ovens, generally used for cooking
foods. Also, the sizes of the pellets were up to 15 mm. This size opened up the
possibility of mass-scale industrial production of metals and alloys from their
oxides/ores by industrial processes (e.g., reduction roasting) using HP.

Apart from microwave, this concept of HP reduction of metal oxides can be
utilized industrially by generating HP by other means such as DC, AC, RF, or any
other EM. These different studies of obtaining metals by cold HP reduction of
Fe2O3 and other metal oxides have been reviewed extensively in earlier publica-
tions [1, 2].

The importance of discussing here the reduction of metal oxides by HP is the
following: (i) Sabat et al. [1–5] carried out the reduction studies in solid state. The
atoms are so closely arranged in solid state that there is minimal space available for
the HP to penetrate and reach the HP-metal oxide reduction interface. Still, the
diffusion of plasma species through these voids in the solid state is faster, and the
plasma species of HP can diffuse to 15 mm inside the solid. For the reduction to
proceed, the plasma species has to diffuse through the formed product layer (i.e.,
metal) to the HP-metal oxide interface for the reduction to take place. The HP-metal
oxide reduction reactions are heterogeneous and chemically controlled. Therefore,
the reduction rate is dependent on the interfacial area. The product layer’s presence
limits the reduction interfacial area between HP-metal oxide, limiting the reaction
rate. However, when CO2 is used as plasma, the reactions mostly occur between
CO2 plasma and another gas (e.g., CH4, H2, etc.) or liquid (e.g., H2O). The reaction
between CO2 plasma and other gas is homogeneous. There is no obstruction for the
movement of CO2 plasma to the reaction interface, like the obstruction caused to
HP by product during the reduction of metal oxides by HP. This easier interaction
in the homogeneous state increases the reaction kinetics. Thereby, the reaction
between CO2 and the other reactant becomes more comfortable and faster.

Fig. 2 Microwave HP setup
used by Sabat et al. [1–5]

Plasma Processing of Carbon Dioxide 479



Similarly, the reaction between CO2 plasma and liquid (H2O) is easier.
Therefore, the use of MW plasmas for CO2 splitting, dry reforming of CH4, pho-
tosynthesis of H2O and reaction with H2, etc., is cited in Table 1. Also, (ii) CO2

possesses more polarity than H2. An electromagnetic wave produces the plasma.
This is because all electromagnetic waves have an electric field and magnetic field
associated with them. The interaction of the electric field and magnetic field pro-
duces some polarity in the electromagnetic wave. This polarity gives energy to the
electrons, which easily interact with high polarity molecules than low polarity
molecules. CO2 being higher polarity than H2, the interaction of plasma producing
electromagnetic wave and CO2 is easier and faster than H2. Therefore, there is a
vast research scope in creating CO2 plasma to examine the possibility of producing
chemicals or fuels from CO2.

Advantages of Non-thermal plasma processing of CO2

The non-thermal plasma treatment of CO2 has several advantages in comparison
with thermal plasmas. They are:

1. It can be simply produced by passing CO2 gas between the electrodes (positive
and negative) or by inserting electrodes in a gas chamber. The potential dif-
ference between the two electrodes gives rise to electron flow, which collides
with CO2 molecules, to produce CO2 plasma.

2. The collision of electrons while moving to positive electrodes transfer their
energy to CO2 gas molecules. This produces rovibrational excited CO2 mole-
cules followed by dissociation and ionization. This process creates radicals,
which quickly form new compounds.

3. The stored energy in CO2 due to the excited species increases the energy of the
reactants. It decreases the activation energy of the chemical reactions associated
with CO2, thereby causing the reactions easier and faster.

4. The non-thermal plasmas of CO2 can be produced quickly by various means,
for example, DC, AC, RF, MW, EM, etc.

Table 1 Different applications of non-thermal plasma for processing of CO2

Types of plasma Applications Latest references

Microwave plasma CO2 splitting [9–17]

Dry reforming of CH4 [18]

Photosynthesis of H2O [10, 19–22]

Reaction with H2 [10, 23]

Dielectric barrier discharge CO2 splitting [24]

Dry reforming of CH4 [25]

Photosynthesis of H2O [26, 27]

Reaction with H2 [28, 29]

Gliding arc discharge CO2 splitting [30, 31]

Dry reforming of CH4 [32, 33]

Photosynthesis of H2O [34, 35]
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5. More than 95% of total non-thermal discharge energy at Te � 1–2 eV can be
transferred from plasma electrons to induce molecular vibration and rotation,
thereby stored in rovibrationally excited molecules.

6. Once rovibrationally excited CO2 molecules store the non-thermal energy, the
endothermic reactions for chemical conversion to other chemicals and liquid
fuels are enhanced [1, 2].

7. The extra internal energy stored by rovibrationally excited CO2 molecules
transfers into translational energy of products [2, 7, 8].

8. CO2 can maintain vibrational energy without relaxation for a long duration,
which helps store a high amount of energy, which can be utilized for chemical
reactions of CO2 to produce chemicals or liquid fuels [2].

9. Non-thermal CO2 plasma can be activated even at low temperatures.
10. CO2 plasma production does not require any external heater to heat the entire

CO2 inside the reactor for the chemical reaction to take place. Instead, the
chemical reactions are initiated by localized heating by EM waves.

11. CO2 plasma does not require any volumetric heating. This eliminates heat loss
from the reaction chamber and costs.

12. The setups are very movable, flexible, or a turn-key process. It can be switched
on or off at any moment instantly.

13. It can be used as a storage of energy from wind or sunlight by converting the
renewable energies to chemical form, also being able to withstand an irregular
supply of power.

14. Non-thermal plasma-based conversion of CO2 can store electrical energy in a
desirable chemical form, which can be utilized as per the market needs.

15. Low investments and can be easily scaled from W to MW.
16. Possess extreme scalability starting from small devices to large devices.
17. The application’s scalability and flexibility make it useful for different appli-

cations, including the carbon capture and storage application.

3 Developments So Far

There are several options for the plasma treatment of CO2 in several types of plasma
reactors. The options include but not limited to:

(a) Splitting of CO2 to CO and O2

(b) Producing value-added chemicals along with fuels by reaction with hydrogen
carrying gases. Examples are dry reforming of CH4, artificial photosynthesis of
H2O, hydrogenation (reaction with H2), production of CH3OH, syngas,
formaldehyde, and formic acid, etc.,

As mentioned earlier, the plasma treatment of CO2 has been carried out by many
types of plasmas. Still, depending on their efficiency in plasma treatment for CO2

splitting and production of chemicals/fuels, they are mainly divided into
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(i) microwave, (ii) dielectric barrier discharge, and (iii) gliding arc discharge.
Applications of these plasmas for different plasma treatment of CO2 are given in
Table 1.

4 Conclusions

Keeping in view the environmental problems faced by the emission of CO2, plasma
processing of CO2 has vast potential for the future. To make it understandable, we
have given a brief introduction to the basic concepts of plasma, including thermal
and non-thermal plasma. Out of these two plasmas, non-thermal plasma possesses
the immense potential to convert CO2 to value-added products and fuels. Therefore,
the advantages of non-thermal plasmas have been discussed. The most important
areas for non-thermal CO2 plasma in the context of industrial applications and
up-scalability are microwave, dielectric barrier discharge, and gliding arc. These
processes’ detailed applications have been cited to bring attention to the researchers
and readers. More emphasis has been given to the microwave CO2 plasma. Overall,
non-thermal plasmas have vast potential for effective utilization of CO2 to covert to
value-added products and fuels by various processes like CO2 dissociation, dry
reforming of CH4, hydrogenation of CO2, artificial photosynthesis of water, etc.
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Metal-Inorganic Nickel
Complexes-Derived Nanostructured
Nickel Oxide as an Efficient Water
Oxidation Catalyst

Kamlesh, Deepika Tawar, Kali Charan Sabat, and Archana Singh

1 Introduction

The oxygen evolution reaction (OER) is a critical reaction that plays a significant role
in several energy technologies, like hydrogen evolution reaction (HER), fuel cell,
metal-air batteries, etc.Water oxidation reaction (i.e. 2H2O ➞ O2 + 4H+ + 4e−) is a
four-electron transfer process; the overall reaction is kinetically hindered and always
operates at energy input higher than the thermodynamically calculated potentials
[1–7]. Among different applications, Water oxidation reaction for hydrogen pro-
duction by electrolysis of water is a promising method for a green future. Water
splitting combines two steps, process one is oxygen evolution reaction (OER):
2H2O ➞ O2 + 4H+ + 4e−, and the other is hydrogen evolution reaction (HER):
2H+ + 2e− ➞ H2 [5, 8–11]. The OER occurs at the anode side, where O–H bond
dissociation and O–O bond formation takes place. It is multiple protons and electron
transfer process, and therefore not a kinetically favourable process [5, 8, 12]. OER is
facilitated by using a catalyst modified anode. Among different available oxides, Ru
and Ir oxides can be the most effective and commonly used OER electrocatalysts.
However, Ru and Ir are expensive and available in a limited amount, thus not useful
for large-scale production [4, 5, 12, 13]. A variety of OER catalysts depends on
natural available 3d transition metals, including Mn, Fe, Co, Ni, and their complexes
have been studied [5, 8, 12–18].
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Among first-row transition series metals, Ni is one of the most effective,
low-cost, and ninth highest available element on the earth’s crust. It has shown
excellent properties for the oxidation of water, and therefore, has received attention
as oxygen evolution catalysts. Ni redox chemistry can be well understood using
Bode’s diagram (Fig. 1) that shows that under different experimental conditions,
four phases of nickel hydroxides, namely a-Ni(OH)2, b-Ni(OH)2, b-NiOOH, and
c-NiOOH exist [1, 5, 7, 19–21]. Various researchers have proposed an OER
mechanism for Ni-based electrocatalysts, but which is the active phase of nickel
oxide/hydroxide is still not very well understood. Among different phases, either
b-Ni(OOH) or c-NiOOH is reported to be the active oxygen evolution reaction
catalyst [3, 22, 23]. Therefore, the origin of the OER activity in Ni-based catalysts
is still debatable for the scientific community.

In addition, the attempt has been made to improve the catalytic efficiency of
Ni-based catalysts by the production of nanostructured oxides as well as by doping.
By designing nanostructures, the intrinsic activity will be significantly increased via
enhancing the surface area of the catalyst, which increases their active sites for the
water oxidation reaction. Nanostructured nickel hydroxide has been synthesized
using different methods. Among them, hydrothermal is one of the most explored
processes, whereby changing experimental parameters, different nanostructures can
be synthesized. In the present work, metal-inorganic complexes have been used as
nickel precursors to synthesize nanostructured nickel hydroxide, which has been
shown as an efficient water oxidation catalyst. For metal-inorganic complex [Ni
(NH3)6]

2+ has been used. It has been demonstrated under similar experimental
conditions using presynthesized complex Ni(NO3)2, result in metal hydroxide with
the same lattice structure but with different morphology. It was also reported that
former metal precursor in the form of the complex also outperforms as oxygen
evolution catalyst. The studies will be necessary to synthesize nanostructured metal
hydroxide for various applications further; therefore, the current research has been
carried.

Fig. 1 Bode’s diagram
representing the relation
between nickel hydroxide and
oxyhydroxide
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2 Experimental

2.1 Materials

All chemical reagents, nickel nitrate hexahydrate; Ni(NO3)2�6H2O, ammonia; NH3,
sodium hydroxide; NaOH, ethanol; C2H5OH, Nafion solution 5% were purchased
from SRL Pvt. Ltd. India and used without further purification. The distilled water
was obtained using an ECO-STILL Mark—2000, single-phase system, used for
synthesis and chemical apparatus washing.

2.2 Synthesis b-Ni(OH)2 Nanoparticles

Nanoparticles of b-Ni(OH)2 were synthesized via various Ni(II) complexes, in
which [Ni(NH3)6]

2+ is first prepared by coprecipitation methods described below:
Synthesis of [Ni(NH3)6]

2+: Nickel nitrate hexahydrate (6 gm) was dissolved in
water not be greater than 10 ml and then added 20 ml of ammonia and 15 ml of
ethanol while keeping the reaction in an ice bath. The precipitate was filtered and
dried at room temperature.

Hydrothermal synthesis: The synthesis was carried out in a 100 ml
hydrothermal cell at 170 °C for 24 h. After the reaction, the residue so obtained was
washed thoroughly and then dried at room temperature and used for characteriza-
tion and to study the water oxidation reaction. The hydrothermal synthesis reaction
conditions were similar for all the samples except the precursor, mentioned below.
On the basis of precursor used, two types of nickel hydroxides are abbreviated as
b-Ni(OH)2-NO3, and b-Ni(OH)2-NH3.

Synthesis of b-Ni(OH)2-NO3: 0.2 M nickel nitrate is taken in which 46 ml of
50% concentrated ammonia solution added. The pH of this solution was adjusted to
13 by the addition of NaOH pallets. The solution was then transferred to the
autoclave for the synthesis reaction.

Synthesis of b-Ni(OH)2-NH3: 0.2 M nickel precursor ([Ni(NH3)6]
2+ complex is

taken in 46 ml of solution. pH was adjusted to 13 by the addition of sodium
hydroxide pallets.

2.3 Material Characterization

The morphological investigation and imaging of nanoparticles were taken on a
high-resolution scanning electron microscope (HRSEM) using Carl Zeiss Ultra Plus
instrument. Brunauer–Emmett–Teller (BET) model Smart SORB 92/93 is utilized
to measure the surface area of the samples. X-ray diffraction (PXRD) patterns were
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recorded using a Bruker AXS with Cu Ka radiation wavelength of 1.54 Å with a 2h
range of 20 to 80°.

Electrochemical Studies: Linear sweep voltammograms (LSV) and Nyquist
plot using electrochemical impedance spectroscopy (ESI) were performed using CH
Instruments (Model No. CHI 604C) at pH 14 into a standard electrochemical cell,
where 3 mm glassy carbon (surface area 0.071 cm2) was taken as a working
electrode, and Pt wire and Ag/AgCl (saturated with KCl) were taken as an auxiliary
electrode and a reference electrode, respectively. All the experiments were carried
out at atmospheric oxygen and room temperature. The reported applied potential is
converted into reversible hydrogen electrode (RHE) via following equation; E
(RHE) = E(Ag/AgCl) + E0(Ag/AgCl) + 0.059*pH, where E(Ag/AgCl) is indicat-
ing the working electrode potential, E0(Ag/AgCl) is the theoretical potential for
saturated Ag/AgCl with respect to standard hydrogen electrode. EIS was done at
the applied potential of 1.72 V versus RHE and the frequency range between 1
and 105 Hz.

Water Oxidation Studies: LSVs were performed using a modified glassy car-
bon working electrode. First, 5 mg of nanoparticles of the catalyst was dispersed in
a solution of 1 mL of 3:1 v/v water/ethanol (or isopropyl alcohol) and 20 mL of
Nafion solution (5 wt. %). Then, the mixture was ultrasonicated for 20 min. 4 lL
of ink was drop cast onto the glassy carbon working electrode and dried it at room
temperature and then at 120 °C for 10 min.

3 Results and Discussion

X-ray diffraction (XRD) patterns of b-Ni(OH)2 nanoparticles synthesized by two
different Ni(II) complexes are shown in Fig. 2. XRD pattern confirmed the for-
mation of pure hexagonal phase b-Ni(OH)2 and was well indexed with JCPDS card
number (140,117), and the structures are defined in space group P-3m1 (164). The
typical diffraction patterns for 2h values are 33.0, 38.5, 59.0, and 62.7 that

Fig. 2 X-ray diffraction
pattern of synthesized
nanoparticles, b-Ni(OH)2-
NO3 (red) and b-Ni(OH)2-
NH3 (blue)
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correspond to the planes of (100), (101), (110), and (111), respectively. The cal-
culated lattice parameters values for samples are 0.3125 Å for a, and b and
0.4648 Å for c which is in well accordance to standard b-Ni(OH)2. As shown in the
XRD pattern, the diffraction peak of (101) is the strongest in all the diffraction
peaks. Also, no other characteristic peaks were observed; confirming the formation
of pure phase of the sample. The results show that different precursors led to the
formation of the same phase of nickel hydroxide.

The morphology of the sample as determined by scanning electron morphology
is shown in Fig. 3a, b. As can be observed in Fig. 3, the metal precursors taken for
the synthesis of nickel hydroxide has a significant impact on the morphology of the
samples obtained. On using –NH3 separately along with nickel nitrate and on using
[Ni(NH3)6]

2+ forms nanoparticles; however, for sample, lots of agglomerated
structure can be observed. The particle sizes for both of the samples were found to
be between 20 and 50 nm. These results show that by using predefined metal
complexes, well-defined nanostructures are produced. Brunauer–Emmett–Teller
(BET) was utilized to measure the surface area of the samples. The obtained results
are shown in Table 1, and it can be seen that among all samples, b-Ni(OH)2-NH3

possess the highest specific surface area of 59.916 m−2 g.
The electrocatalytic behaviour of the nanomaterials for the oxygen evolution rate

was tested in 1 M NaOH. The LSV plot of differently synthesized nanomaterials are
shown in Fig. 4a. As per Fig. 4b, b-Ni(OH)2-NH3 shows the lowest overpotential of
370 mV at a current density of 10 mA/cm2 compared to b-Ni(OH)2-NO3, which
offers an overpotential of 570 mV to achieve a similar current density.
Electrochemical impedance spectroscopy (EIS) was performed to determine the
charge transfer resistance for the developed electrode material. The Nyquist plot for

Fig. 3 FESEM of a b-Ni(OH)2-NO3-200 nm, b b-Ni(OH)2-NH3-200 nm nanoparticles

Table 1 Different parameters obtained for various samples

Parameters Overpotential (mV) at current
density 10 mAcm−2

Rct (KΩ) BET Specific surface
area (m−2 g)

b-Ni(OH)2-NO3 570 4.02 37.186

b-Ni(OH)2-NH3 370 0.68 59.916
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the samples is drawn between −Z″ imaginary vs. Z′ real axis in the frequency
region of 105–1 Hz at potential 1.72 V and is shown in Fig. 5a. Figure 5b shows the
best fitted equivalent circuit of the Nyquist graph using Autolab software. Derived
charge transfer resistance Rct from the equivalent circuit indicates that b-Ni(OH)2-
NH3 gives a minimum value of 0.68 KΩ compared to other samples and facilitates
the best charge transfer.

In all samples, using metal-inorganic complexes as a precursor for the synthesis
of nickel hydroxide resulted in the formation of metal hydroxide with higher
activity compared to the hydroxides obtained from using metal salt, under exactly
similar experimental conditions. This may be attributed to the higher solubility of
the metal complexes in the reaction medium. Also, it may be possible that during
the formation of metal hydroxide, presynthesized metal complexes might have
resulted in slow and controlled release of metal ions that leads to the formation of

Fig. 4 a LSV curve for OER for a glassy carbon electrode (black) and modified glassy carbon
with b-Ni(OH)2 nanoparticles (red and blue) in 1 M NaOH electrolyte with scan rate 100 mVs−1,
b representing the overpotentials of b-Ni(OH)2 nanoparticles at current density 10 mAcm−2

Fig. 5 a Nyquist plot of catalyst modified glassy carbon working electrode at applied potential
1.72 V versus RHE in 1 M NaOH (raw data represented by unfilled symbols whereas the fitted
data are the solid lines with filled symbols) and the scan frequency range between 105 and 1 Hz,
b representing the insert equivalent circuit model
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well-defined structures with good morphology, higher surface area, and minimum
charge transfer resistance. These factors resulted in higher activity for the b-Ni
(OH)2-NH3 compared to b-Ni(OH)2-NO3.

4 Conclusions

In the current investigation, nickel hydroxide has been synthesized using nickel
inorganic complexes Ni(NO3)2. 6H2O and [Ni(NH3)6]

2+ as efficient precursors
under hydrothermal conditions. b-Ni(OH)2-NH3 metal hydroxides obtained from
[Ni(NH3)6]

2+ precursors achieved the lowest overpotential of 370 mV at a current
density of 10 mAcm−2 as compared to b-Ni(OH)2-NO3. Results were also con-
firmed with other characterization methods. The Nyquist graph of b-Ni(OH)2-NH3

gives a minimum value of 0.68 KX compared to other samples and facilitates the
best charge transfer. Scanning electron microscopy confirms the morphology that
the b-Ni(OH)2-NH3 has the lowest average particle size of about 20–50 nm and
maximum specific surface area of 59.916 m−2 g. Considering all these parameters,
it is further concluded that b-Ni(OH)2-NH3 shows better electrocatalytic activity.
These findings will be necessary for the design of future catalysts for the water
oxidation reaction.
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Synthesis and Morphological Study
of Ethylene Diamine-Based Nickel Oxide
Flower-Like Nanostructure

Deepika Tawar, Kamlesh Goyre, Diksha Choudhary,
Kali Charan Sabat, and Archana Singh

1 Introduction

Nanoparticles are atomic clusters of size between 1 and 100 nm. Typically,
nanoparticle’s physiochemical properties such as texture, shape, size, and compo-
sition, solid or hollow interiors, are different than their bulk materials [1, 2]. The
surface properties of materials depend on their large surface-to-volume ratio [3].
Various approaches have been reported to synthesize nanoparticles so far, like
radiolytic reduction, polyol process, microemulsion, and alcohol reduction.
Recently, nanoparticles’ production of various metals and alloys by the hydrogen
plasma reduction metal oxides was reported [4–12]. Among the different synthe-
sized metal nanoparticles, synthesized Ni, Fe, Co [4, 12], and Cu [8, 10]
nanoparticles attracted attention because they have useful application as conductive
and magnetic materials, and can act as a catalyst. But the formation of such
nanostructures is comparatively challenging because they get oxidized easily [13].
For the synthesis of nanostructures, two types of approaches are used. The
top-down approach includes mechanical devices, ball-mills, etc., and other is the
bottom-up approach, which includes growth from the atomic-scale or the reduction
of precursors described for nanoparticles of metals and alloys [4–12]. Bottom-up
approaches are more favorable as it is suitable for desirable size nanoparticles
synthesis. The hydrothermal approach is a better choice among the different syn-
thesis methods, although reaction in the hydrothermal method may take longer
times from a few hours up to days. Due to this, in hydrothermal processing,
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microwave technology controls the different experimental parameters like time and
temperature which conversely reduces the time up to a few minutes.

Preparation of nanostructures through ultrasonication provides the advantage of
better uniform distribution of the developed nanoparticles and provides a thermally
stable and pure phase. Nanoparticles synthesis by sonochemistry was previously
reported in the literature and structures obtained like nanorods, nanosheets, etc.,
have the advantages of both the building blocks particles and assemblies. The other
fact is that the building blocks particles with high specific surface area provide more
effective contact of the electrolyte with the active material, enhancing the structure’s
utilization rate. The mechanical properties of these assemblies create better stability
and practical synthesis. The properties of nanomaterials depend on the size of the
structure; therefore, substantial efforts are in progress to synthesize nanostructures
in a controlled condition. Similarly, controlled crystallization is also a better method
for nanomaterial development because it can produce well-structured particles at the
nanoscale.

Nickel hydroxide is generally used for positive electrodes as active material in
Ni-based alkaline rechargeable batteries. To understand the reaction time’s effect,
morphology is systematically studied to further rationalize the structural configu-
ration. How the morphology is an effective parameter and can change the elec-
trochemical performance were also studied. The literature presented that the 3D
flower-like b-Ni(OH)2 electrode revealed a higher specific capacitance. The
excellent capacitance of the b-Ni(OH)2 was developed as a 3D flower-like structure.
Due to this, the surface area of the structure was increased, and a shorter conduction
length was developed for electrolytic ions. Two polymorphs of nickel hydroxide
were demonstrated as a-Ni(OH)2 and b-Ni(OH)2. The alpha phase represents a
theoretically higher electrochemical capacity [14, 15] because it is a metastable
phase that during synthesis changed to a beta phase in alkali media [10]. As
previously reported, ethylene diamine is a good complexing agent [3, 13].
NiCl2⋅2H2O combines with deionized water and forms an intermediate product
hydrated nickel cation [Ni(H2O)6]

2+ in solution. The replacement rate of the bound
water in developed nickel complexes depends well on the ligands coordinated to the
nickel. Also, the water exchange rate through amine increased with the number of
nitrogen which is coordinated to the nickel.

Bodes diagram shows four phases of nickel hydroxides as a-Ni(OH)2,
b-NiOOH, b-Ni(OH)2, and c-NiOOH. Literatures proposed a-Ni(OH)2 and repre-
sented as Ni(OH)1.5 (NO3)0.5, 0.5H2O. A perfect Ni(OH)2 structure appears through
b-Ni(OH)2, without any intercalated species. Different nanostructures were
observed like marigold, flower-like structure, spherical, and honeycomb with dif-
ferent combinations of precursors. Some of the well-proven structures are discussed
here. The structure of nickel hydroxide depends on the adopted method of syn-
thesis. Basically, nickel hydroxide is insoluble in water. In earlier experiments,
researchers had added nickel precursor and the ethylene diamine separately or used
the nickel precursor, and then, the ammonia is added separately. Hydrothermal can
be applied to the synthesis of material, which is not stable at high temperatures. The
composition and the morphological parameter of nanomaterials can be organized
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with the hydrothermal method [14]. Bernard et al. treated a-Ni(OH)2 by aging and
formed b-Ni(OH)2 as a final product where they observed texture and structural
properties. They also demonstrated that the formed structure is stable and do not act
as a mixture of both. With XRD diffraction, it was seen that the structure of
a-Ni(OH)2 is disordered, and on the other hand, b-Ni(OH)2 is well crystallized, and
with the aging time, the peaks for (101 and 102) diffraction plane become narrower.
Size of the b-Ni(OH)2 increases with the aging time observed by TEM, which
shows that the small needle-shaped a-phase becomes transformed into b-phase,
which is an overall crystalline structure [16]. Sac-Epee et al. reported the phase
transformation of c-NiOOH to form b-Ni(OH)2 phase due to direct reduction of
c(III) to b(II). The transformation occurred at 0.8 V at the overvoltage of 400 mV.
In this transformation process, the particle size during the oxidation retained and
c(III) particles with pseudohexagonal platelets set on the 001 planes. They showed
the texture difference with TEM and SEM that the b and a phases have a parallel
and well-arranged NiO2 layer whose inter-sheet distance is 4.6 Å, but c-layers is
showing defects in the inter-sheet distance which varies between 6.75 and 7.3 Å
[17]. In 2006, Xiaomin et al. synthesized b-Ni(OH)2 flower-like structure through a
reaction of nickel dimethylglyoximate and NaOH in a solution. The structure
consisted of integrated flake-like petals and formed by precursor Ni(dmg)2. It is
observed that the complexing agent of dimethylglyoxime, with alkaline forms a
flower-like structure, and it also depends on the temperature. They also tested
electrochemical properties of flower-like structure in alkali battery, which showed a
discharge capacity of 259 mAh g−1 which was very good compared to the par-
ticulate powder sample. XRD observations showed hexagonal structure without any
impurity. Field emission scanning electron microscope (FESEM) showed a uniform
sphere of diameter 2–3 µm where the flake-like structures of length 0.5–1.5 µm as
a subunit are interconnected and formed a flower-like structure [18]. Yuanyuan
et al. developed a flower-like Ni(OH)2 nanostructure with ethylene diamine in
NiCl2 aqueous solution through hydrothermal reaction, which consisted of ultrathin
nanosheets in the range of nanometers. These nanosheets were grown in
(001) planes. It showed that the specific surface area is a favorable factor as a
material of positive electrode for alkaline batteries utilized in the catalysts, sensors,
and electrochromic devices. Specific surface area is well understood as the acces-
sible area of the solid surface per unit mass of the material. It can be calculated as
S0 = 2S/m, where m is mass and S is the structure’s surface area [19]. It is observed
from the flower-like structure that ethylene diamine is worked as a good com-
plexing agent. Patil et al. prepared a honeycomb-shaped b-Ni(OH)2 thin films with
the chemical bath deposition process. It is centered on thermal decomposition of the
ammonia-complexed nickel ions at a temperature of 333 K. SEM images confirmed
a less crystalline macroporous and well-interconnected covered honeycomb-shaped
morphology. The nanoparticles and nanorod morphologies provide a high specific
surface area and porous structure, and provide a better structural foundation results
in the form of enhanced specific capacitance. It shows a specific capacitance of
398 � 103 Fkg−1 and shows its applicability as better electrode material in elec-
trochemical capacitors [20]. Xiao et al. developed a solvothermal method based on
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oleylamine and synthesize nickel hydroxide nanostructure. They obtained
flower-like spheres of a-Ni(OH)2 and hexagonal sheets of b-Ni(OH)2 during the
synthesis by tuning the water volume. The morphology of the a-Ni(OH)2 and b-Ni
(OH)2 were examined to confirm their sphere and nanosheet structure, respectively.
Spheres and sheets of NiO were also achieved by direct thermal decomposition of
nickel hydroxides [21]. Seth et al. synthesized a nanomarigold-like b-Ni(OH)2
coating on commercial cotton fabric with the one-pot hydrothermal process. It can
separate both lights and heavy oils from the mixture of oil–water with separation
efficiency up to 99%. b-Ni(OH)2 coated fabric presented a significant bacterial
reduction in the polluted water. It is fabricated by an economical process and is
useful for hassle-free separation of oil–water mixtures. Also, this coated fabric
shows a noteworthy electrical conductivity [22].

In, our experiment [Ni(en)3]
2+ complex is used as a precursor that resulted in

improved morphology compared to the material obtained using nickel salt and
ethylene diamine precursor. We synthesized b-Ni(OH)2 flower-like nanostructure
using Ni(II) complexes through one-pot hydrothermal method. The morphology
and composition of nanomaterials can be controlled with the hydrothermal method.

2 Experimental

2.1 Materials

All chemical reagents, in which nickel nitrate hexahydrate; Ni(NO3)2⋅6H2O,
ammonia, ethylene diamine (en); H2NCH2CH2NH2, sodium hydroxide; NaOH,
ethanol; C2H5OH, were purchased from SRL Pvt. Ltd. India and used as it is. The
distilled water was obtained using an ECO-STILL Mark—2000, a single-phase
system, used for synthesis and chemical apparatus washing.

2.2 Synthesis of b-Ni(OH)2

Nickel hydroxide nanoparticles were synthesized with Ni(NO3)⋅6H2O and
[Ni(en)3]

2+ complexes precursor. We use [Ni(en)3]
2+ precursor and nickel salt along

with ethylene diamine precursor in the separate synthesis process. [Ni(en)2]
2+ was

first prepared by coprecipitation methods as described below:
Synthesis of [Ni(en)2]

2+ complex Nickel nitrate hexahydrate (6 gm) was first
dissolved in water (3 ml) in a beaker with stirring at room temperature. After that,
the solution was cooled in ice, and ethylene diamine (5.6 ml) was added, and then,
cool ethanol (15 ml) was added to the solution, so that the precipitates were formed.
After cooling the precipitates settle down, which is then filtered and dried at room
temperature.
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Hydrothermal synthesis: This is carried out in a 100 ml hydrothermal cell at a
temperature of 170 °C for 24 h. Obtained precipitate after reaction was washed
thoroughly and then dried at room temperature. Based on the used precursor,
two different metal hydroxide nanostructures are abbreviated as b-Ni(OH)2-A and
b-Ni(OH)2-B.

Synthesis of b-Ni(OH)2-A: 0.2 M nickel nitrate is taken and added 43.5 ml
H2O. In this solution, 2.5 ml ethylene diamine is added, and the pH was adjusted to
13. Afterward, the solution was put in an autoclave at a temperature of 170 °C for
24 h and then rinse with water and dried at room temperature.

Synthesis of b-Ni(OH)2-B: 0.2 M [Ni(en)3]
2+ complex is taken and added 46 ml

1 M NaOH solution. In this process, pH was adjusted to 13. Put this solution in an
autoclave at the temperature of 170 °C for 24 h. Then, cool the autoclave, rinse
with water, and dry it at room temperature.

2.3 Characterization

The X-ray diffraction (XRD) pattern was recorded via a Bruker AXS with Cu Ka
radiation wavelength of 1.54 Å with a 2h range of 20°–80°. The morphological
investigation and imaging of nanoparticles were taken on a high-resolution scan-
ning electron microscope (HRSEM) using the Carl Zeiss Ultra Plus instrument. The
hydrodynamic size of different b-Ni(OH)2 nanoparticles was determined via
Beckman coulter S/N 133,210 particle size analyzer.

3 Results and Discussion

3.1 X-ray Diffraction

XRD patterns of b-Ni(OH)2 nanoparticles synthesized with two different precursors
are shown in Fig. 1. XRD pattern confirms the formation of pure hexagonal phase
b-Ni(OH)2. The peaks were well indexed with standard value (JCPDS 14-0117),
and the structures are defined in space group P-3m1 (164) [23]. The characteristic
diffraction patterns were observed at 2h = 33.0, 38.5, 59.0, and 62.7 corresponding
to the planes of (100), (101), (110), and (111), respectively. The calculated lattice
constants for prepared samples are to be a = b = 0.3125 nm and c = 0.4648 nm. It
is observed that they are close to the standard values of b-Ni(OH)2. The XRD
pattern shows that the diffraction peak of (101) is the strongest in all the diffraction
peaks. Also, it is observed that no other peaks were observed confirming the pure
phase formation for the sample.

Synthesis and Morphological Study … 497



3.2 Morphological Study

The morphology of the prepared sample as determined by a scanning electron
microscope is shown in Fig. 2. Figure 2a, b shows FESEM image of b-Ni(OH)2-A
at 1 µm and 200 nm, respectively. Figure 2c, d represents b-Ni(OH)2-B at 1 µm
and 200 nm, respectively. As can be seen that, the metal precursors taken for the
formation of nickel hydroxide have a significant impact on the morphology of the
developed samples. On using ethylene diamine separately and along with nickel
nitrate, [Ni(en)3]

2+ complex formed. It is seen that for b-Ni(OH)2, the agglomerated
structure is observed. SEM image of b-Ni(OH)2-A shows a sheet-like structure of
size 5.2 µm and for b-Ni(OH)2-B shows a flower-like structure of size 3.7 µm
because in these structures the particles are assembled as a group and form a
congregated structure of size in the range of micrometer. Using –en ligand both
with the metal salt or complexed with the nickel results in the agglomerated
structure; however, in the latter case, the formed flower-like structure is very well
defined with uniform size [24]. These flowers are made of nanoplates-like struc-
tures. Results show that by using predefined metal complexes, well-defined
nanostructures are produced.

3.3 Dynamic Light Scattering (DLS)

To determine the hydrodynamic sizes or particle size distribution of different
b-Ni(OH)2 nanoparticles, each of the synthesized material was dispersed in an
aqueous medium and sonicated. The formed colloidal solution was left for one
minute under equilibrium. DLS experiment of aqueous colloidal solution was
performed for estimation of the particle size in the liquid phase. Figure 3a, b
represents dynamic light scattering for particle size distribution for b-Ni(OH)2-A
and b-Ni(OH)2-B, respectively. Figure 3 shows that particle size distribution of
b-Ni(OH)2-A is higher than the particles of b-Ni(OH)2-B.

Fig. 1 X-ray diffraction
pattern of synthesized
b-Ni(OH)2 nanoparticles
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4 Conclusions

In this work, nickel hydroxide is synthesized using nickel inorganic complex
[Ni(en)3]

2+ and metal salt along with ethylene diamine precursor as two different
precursors under hydrothermal conditions. With this approach, the materials’
morphology is improved with nickel ethylene diamine complex compared to the

Fig. 2 FESEM image of a b-Ni(OH)2-A at 1 µm and b 200 nm, c b-Ni(OH)2-B at 1 µm and
d 200 nm

Fig. 3 Dynamic light scattering for particle size distribution for a b-Ni(OH)2-A and b b-Ni(OH)2-B
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material obtained using nickel salt along with ethylene diamine precursor. SEM
image of b-Ni(OH)2-A showed a sheet-like structure of size 5.2 µm, and
b-Ni(OH)2-B showed a flower-like structure of size 3.7 µm. Using a mixture of –en
ligand and the metal salt precursor for the synthesis of nickel hydroxide, lots of
agglomerated structure were found. In contrast, on using predefined [Ni(en)3]

2+

complex, a very well-defined flower-like structure was found. These findings will
be important for the design of nanomaterials with well-defined morphology.
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Automated Real-Time Transformer
Health Monitoring System Using
the Internet of Things (IoT)

P. Venkat Subramanian, Venkatesh Boddapati, and S. Arul Daniel

1 Introduction

The distribution transformer is a vital element in any power transmission system.
Hence, if the transformer’s health is not monitored with due importance, it can lead
to many quandaries that may cause a huge loss in time, power, infrastructure, and
money. The transformers health is affected by several factors involving the wind-
ings, insulation, core, and transformer oil. However, the most influential parameters
that affect the health of a transformer are the voltage, current, and winding tem-
perature of the transformer [1]. Thus, measuring these parameters could give a good
analysis of the transformer’s health [2]. The operating conditions are generally
determined by the loading of the transformer and the losses involved in the
transmission line. This affects the transformer temperature, eventually disturbing
the transformer’s health [3]. Since we cannot predict the transients and sudden
disturbances (sag, swell, etc.) in a power system, we need to monitor the trans-
former continuously to obtain real-time data and warn the engineer if there is a need
for intervention [4, 5]. Presently, monitoring is done by an engineer on-site. This is
highly unreliable as the engineer may not always be available and hence there is a
possibility that major faults and surges go undetected [1]. Hence, it is necessary to
build a monitoring system that is reliable, detects faults quicker than the existing
model and to analyze real-time data concerning the transformer and provide
adequate reports to the data center in time, so that appropriate precautions are taken
to prevent adversities. The life of a transformer is dependent on its health. The
healthier the transformer, the longer the transformer can be put into use [6].

This article aims at using Internet of things to solve this problem. The analyzed
data is used to alert the engineer in case the data is abnormal, and an automated
feedback system will sense if the temperature of the transformer is high and
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accordingly increase the capacity of the cooling mechanism. Overall, the IoT-based
monitoring system helps identify problems before they occur hence allowing us to
arrange for methods to reduce the effects of the fault, thus manuscript clicks here to
view linked references improving the health and performance. The article compares
the proposed model with the existing model and compares the results to provide a
reasonable conclusion. Various sources and papers were thoroughly studied and
analyzed, and the inspirations and observations drawn are listed below. This article
identifies and attempts to overcome the drawbacks of each model proposed.
Mariprasath et al. [7] suggested a thermal imaging-based technique to monitor the
temperature of a transformer. From the thermal images, the major hotspots are
found out and are cooled accordingly using the cooling mechanism. However, this
method can be expensive and sophisticated. The authors in [8] and [9] suggested a
GSM-based technique. GSM is independent of the distance between the data center
and the transformer; thus, it is more reliable during network interruptions and is also
faster than conventional communication methods. Thus, it is fair to employ it in an
IoT-based system. In the papers [2, 3], sensors that track each parameter—voltage,
current, and temperature and send the data to the microcontroller, which sends the
data to the data center via the Internet, were used. This system is highly reliable and
effective. In [5] and [10], a localized mobile embedded prototype was proposed.
This tracks the load current, transformer potential, transformer oil temperature, and
levels and displays the parameters’ values. The system also employs a GSM
module and a microcontroller to carry out the data transfer and alert the engineer
using an SMS. Srivastava et al. [2] had simulated a laboratory model of the
proposed IoT-based display system. Another laboratory model was proposed in
[11], where an integrated GSM module was also used for data transfer, and the
results were claimed to be promising. Hasan et al. [9] had simulated the working of
an IoT-based transformer and recorded the transformer life, comparing it against the
present transformer model’s lifetime, plotting the obtained results.

1.1 GPRS Technology Used

GPRS stands for general packet radio service. The technology uses cellular net-
works to transfer data via a packetswitching technology. The speed of GPRS ranges
from 150 to 300 kbps. The GPRS technology is used here to send and receive voice
and data simultaneously. The GPRS is synonymous to the Internet, offering
mobility, reliability, and localization [13].

1.2 Transformer Health Parameters

Transformer voltage. The voltage of a transformer is prone to variations in a
power system. Harmonics in the power system can cause disturbances to the
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transformer due to continuously varying voltage. The health of a transformer
reduces with frequent swells, sags, and overvoltages. Thus, monitoring the voltage
of the transformer using a voltage sensor is crucial.

Transformer current. The current of a transformer is instrumental in deter-
mining the losses present. High current can lead to increased losses in the trans-
former and reduction in the transformer life and power quality of the power system.
The current of the transformer is measured using a current transformer or current
sensor.

Winding temperature. The temperature of the windings plays a major role in
determining the lifetime of a transformer. Increase in winding temperature for a
significantly long time can damage the windings and its insulation, causing the
transformer to even fail. A temperature-dependent resistor is used to measure the
temperature and accordingly give an analog output.

Transformer oil level. The oil of the transformer is used as an insulating
material used in the safe functioning of a transformer. It is tested in regular intervals
using various chemical tests to ensure that it is fit for use in the transformer. The
temperature of the oil also gives a measure about the general health of the trans-
former and its performance.

2 Proposed IoT-Based Model

2.1 Block Diagram

A block diagram depicting the model that is to be used for invigilating the trans-
former is represented by Fig. 1. We need to note that the design comprises of two
major parts (i) the hardware and (ii) the software sections. The two are integrated to
perform seamlessly, complementing each other.

2.2 Hardware

Voltage sensor. A potential transformer is employed to serve as a voltage sensor.
An analog voltage proportional and corresponding to the transformer voltage is
recorded and sent to the ADC and then to the microcontroller.

Current sensor. A current transformer is used as a current sensor where it
measures the current flowing through the transformer and steps it down to an analog
value that can be processed by a microcontroller. The values stored in the database
of the current sensors can be later used for different analysis. If the current exceeds
a particular value, the circuit trips to prevent permanent damage.

Temperature sensors (LM-35). The temperature sensors measure the temper-
ature of the windings, the insulations, and the transformer oil and pass it to the
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analog-to-digital converter (ADC) where they are converted to digital data. The LM
series temperature sensors are the most reliable and accurate integrated circuit
sensors in the market due to the fact that the output voltage is directly proportional
to the Celsius scale. The LM-35 sensors do not require external regulation as they
deliver a precision of ± 1⁄4°C at room temperature.

Oil-level sensor. The oil levels of a transformer determine the longevity of the
transformer. The oil samples are to be regularly taken and analyzed chemically to
determine the health of the transformer. The level of oil present in the transformer is
critical as it determines the insulating properties of the transformer during its
function. So a floating device is used to measure the level of oil in the transformer
during its day-to-day functioning [10].

NodeMCU. It is an open-source Internet of things platform consisting of a Wi-Fi
development board of 24 GHz. The NodeMCU is a combined unit and all the
resources are present in the development board. The main advantage of using
NodeMCU is its compatibility with modern tools such as node.js, which helps
achieve the best results in the fastest time.

GPRS module. The GSM module has the capability to send an SMS or a
message to the engineer who is off-site using mobile data as the means of com-
munication. The module has the capability to receive, delete, store, and write
messages simultaneous.

Microcontroller. A capable and powerful microcontroller such as the PIC
18F4550 is used as a control mechanism. The microcontroller analyzes the digital
signals that arrive from the analog-to-digital converters (ADCs) and accordingly
warn the engineer via the GSM/GPRS module.

Fig. 1 Block diagram of proposed real-time health monitoring system

506 P. V. Subramanian et al.



2.3 Software

NodeMCU software. The NodeMCU software plays a critical role in coding the
control unit of the microcontroller. The IDE is preferred due to its speed, reliability,
and universal presence.

Database management system. A database that records the transformer data is
required for the engineer to refer to the previous data to get an idea about the
condition of the transformer. The engineer cannot monitor the transformer con-
stantly. Thus, the previous data is stored in the database to be updated on the Web
page regularly.

Application development. Communication between the transformer and the
engineer is implemented through the Web page. A basic language like HTML is
enough to design a simple Web page that will track all the parameters consistently
and display the information in a neat user interface.

3 Impact on Transformer Life—Case Study

The transformer failure can impact the power system drastically. Such failures
reduce the lifetime of a transformer as the windings and other components are
permanently damaged. However, most of these damages can be prevented if the
engineer predicts the failure before it happens. With the intervention of IoT, this can
be made possible. Figure 2 shows the primary causes of failure in a distribution
transformer. We can see that the leading causes of failure are insulation failure and
winding failure. Insulation failure mainly occurs due to the overheating of the
windings. Winding failure is primarily due to persistent overvoltages and faults in
the transformer and due to heating of the windings.

Using the present real-time monitoring system using IoT, the engineer can
foresee these errors and failures before the failure occurs, thus preventing the
failures from happening. Majority of the failures are due to overheating, oil con-
tamination, and overloading. Since oil levels are also monitored in the proposed
mechanism, a significant number of failures are reduced. The health of a trans-
former is influenced by the number of failures it faces throughout its lifetime. If a
transformer is prone to many failures, it reduces the lifetime of the transformer by a
large amount. Bringing in automation into the picture reduces the scope for these
failures and thus increases the life and health of the transformer.

The proposed model was tested in a laboratory, and the results obtained were
recorded. Over the long run, the smart model was successfully able to prevent a
large number of unprecedented failures as the engineer was able to identify the root
cause of the problem and resolve it in due time.

Bringing in automation into the picture has proven to be very useful as the
cooling mechanism does not require to operate in maximum capacity when there is
significantly low load. This saves energy and cost of operation. The elimination of
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the human factor in the equation has resulted in a more reliable system, as the
feedback system operates itself to nullify the disturbances caused. The proposed
model’s results are shown from MPLAB in Fig. 3 where the existing cumulative
lifetime of a transformer is compared to that of the proposed model, with results
obtained from [9, 12, 14–20].

Fig. 2 Pie chart depicting the causes of transformer failure [12]

Fig. 3 Graph comparing lifetime of existing transformer [9] with proposed model
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The average lifespan of a transformer is increased considerably by 5–6 years as
observed from the graph plotted above. Moreover, significant amount of energy,
effort, and cost are saved by employing automated mechanisms to control the
transformer parameters.

4 Conclusions

The real-time health monitoring system using Internet of things as proposed by this
article is being designated as the energy efficient and cost-effective alternative to the
existing model, where the monitoring is done manually. The model eliminates the
scope for human error and automates the process thereby making the system more
reliable and freer from faults and errors. By tracking critical transformer health
parameters such as the voltage, current, temperature, and oil level continuously with
time, we can prevent the transformer form encountering frequent failures, thus
improving the overall health of the transformer, subsequently its lifetime. The
parameters are tracked using appropriate sensors which transmit real-time data to
the microcontroller which sends an alert to the engineer who is not on-site via GSM
as an SMS or through the Internet. Although the proposed system poses certain
risks such as cyberattacks, establishing a secure cybersecurity system to implement
the model will prove very useful on the long run, saving significant costs and
energy. The system uses a cloud-based database management system and displays
the real-time health parameters through a Web-based application; thus, the data is
accessible remotely to the engineer.

5 Future Scope

The system is a breakthrough in integrating the transformer with the new advents of
the Internet and seamless microcontroller systems. In future models of the same, the
system can also incorporate GPS and other technologies to automate tasks based on
the weather, temperature, and condition of the location. The security in such cases
must be of a very high standard and must be tested in frequent intervals of time. It is
impractical to replace all the existing transformer systems with the new IoT-based
transformers as it will incur huge costs and may cause significant interruptions in
the respective power systems. Hence, the proposed model can be implemented in
the transformers that are constructed in the future. With the implementation of smart
grids and microgrids gaining popularity in the energy sector, smart transformers are
the next breakthrough in the field of power systems research.
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A Comprehensive Study on Adaptive
MPPT Control Techniques for Efficient
Power Generation

Pushpendra Dangi, Amit Ojha, Shiv Pratap Singh, Suresh Kr. Gawre,
Sangharsh Meshram, and Arvind Mittal

1 Introduction

The renewable energy sources are playing a critical role in supplying and meeting
the present energy requirements of the world. Among these energy sources, solar
photovoltaic (PV)-based energy is playing the biggest role as it is omnipresent,
available all the day. The application of PV-based generation is low cost and
pollution-free source of energy and hence can be taken into account to fulfil the
energy needs of residential, horticulture, health sectors, etc. Due to various con-
straints of technicalities, we are unable to utilize the total energy of the sun. The
photovoltaic cells of type crystalline-silicon modules have efficiency of 14–16%
and the high quality design accounts for attaining an efficiency of 17–21%. We also
have to consider that solar energy harnessed array/module in real time is compar-
atively low due to the dynamic nature of solar insolation. The energy generation is
tracked to get maximum power and directed towards maximum power point. This
converter techniques make use of PV-energy as an input and output is the storage or
external load connected to it. These MPPT converters also make photovoltaic
uncontrolled DC power to a regulated power supply. A lot of MPPT techniques
used to run PV-modules on maximum possible power with their respective pros and
cons. The efficiency of the particular technique depends on the ability of its tracking
in instantaneously changing weather conditions like shading, wind velocity and
angle of solar insolation. So, depending on their nature of tracking these techniques
are classified classical MPPT, intelligence MPPT and optimization MPPT.

For classical MPPT [1, 2], the techniques include incremental conductance
(InC), perturb and observe (P&O), variable step size (P&O), etc. The above named

P. Dangi � A. Ojha (&) � S. P. Singh � S. Kr. Gawre � S. Meshram
Depertment of Electrical Engineering MANIT, Bhopal, India

A. Mittal
Energy Centre MANIT, Bhopal, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
P. Verma et al. (eds.), Advancement in Materials, Manufacturing and Energy
Engineering, Vol. I, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-5371-1_45

513

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5371-1_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5371-1_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5371-1_45&amp;domain=pdf
https://doi.org/10.1007/978-981-16-5371-1_45


techniques are easy to implement and very effective for unvarying irradiation cir-
cumstances as the PV will produce only one GMPP in these conditions. But these
algorithms suffer from MPP oscillations and hence results in loss of power.
Artificial neural network (ANN), fuzzy logic control (FLC), Fibonacci series-based
MPPT, sliding mode control (SMC) and Gauss–Newton approach-based MPPT are
included in intelligence-based techniques [1, 3]. These techniques are suitable for
dynamic conditions. But these techniques suffer from big data processing and huge
control-circuit complexity for the purpose of training of the system. These tech-
niques are emerging rapidly because of their intelligence in tracking maximum
power point because of straightaway and rapid updating the searching range.
Optimization-based techniques [1, 4] include grey wolf optimization (GWO),
particle swarm optimization (PSO), cuckoo search CS-based, artificial bee colony
(ABC) and ant colony optimization (ACO). These techniques can search true
maximum power point in dynamic weather conditions and with lesser steady-state
oscillations. The implementation of these is also easier with the help of low-cost
microcontrollers. GWO can search for optimum point of working at a faster as if
like wolf continuously searching for its prey and require fewer temperature and
voltage sensors than classical ones. In this comprehensive study, pros, cons and
performance of MPPT techniques are compared based on their control strategy,
stability, tracking rate, efficiency and complexity. The ultimate objective is to
present the ongoing advanced made in MPPT techniques. Thus, the rest of this
paper is organized as follows. In Sect. 2, it talks about the different method used for
optimization with their experimental data. Section 3 consists of a table which
compares all the method used and gives an easy way to compare them. Moreover,
some important conclusions can be found in Sect. 4.

2 PV MPPT Techniques

2.1 Perturb and Observe MPPT Technique

Perturbation and observation MPPT method of optimization [5–12] is one of the
MPPT techniques mostly used as it is considered among easiest one too. Basic
principle depends upon trial and error method in reaching MPP. It calculates and
compares power at two points in P–V curve and thereafter equate voltage value at
two points and update it thereafter on power voltage curve in order to search for
maximum power point (MPP). Power comparison equation is stated as:

DP ¼ P Kð Þ � P K � 1ð Þ

Using flowchart of P&O method and above equation incremental of duty ratio
changes as,

If DP is positive, then D remains the same but if DP is negative then direction of
D reverses (Fig. 1).
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It is found that tracking time (MPP reaching time) is 2.5 s, with tracking effi-
ciency of 97.6%.

2.2 Artificial Neural Network MPPT Technique (ANN)

ANN-based MPPT [13–19] is one of the most widely used machine techniques for
multiple applications [20–22], due to its innate nature of learning by training and
biological nature of neurons.

It is shown by nodes and edges which are equivalent to neurons and synapses
resp [23] (Figs. 2 and 3).

Initialize P&O
Algorithm

Take  Current,
Voltage and 
Temperature

of PV

P(k)=V(k)*I(k)
ΔP=P(k)-P(k-1)

ΔP>0 YESNO

V(k)-V(k-1)>0
V(k)-V(k-

1)>0

Increase V(k) Decrease V(k) Decrease V(k) Decrease V(k)

NO

Update
V(k-1)=V(k)
P(k-1)=P(k)

YES YESNO

Fig. 1 P&O algorithm flowchart
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Fig. 2 ANN-based MPPT structure

Start ANN based 
MPPT

Algorithm

Take initial Current ,
Voltage and 
Temperature

of PV

dI=I(k)*I(k-1)
dV=V(k)-V(k-1)

dV=0

dI/dV = -I/V dI = 0

Increase V(k) Decrease V (k) Increase V(k) Decrease V (k)

YES

Update
V(k-1)=V(k)
P(k-1)=P(k)

NO NOYES

dI/dV = -I/V dI = 0

NO NO

Fig. 3 ANN algorithm flowchart

516 P. Dangi et al.



Steps to create ANN

To create an ANN, first step is data collection followed by ANN structure selection
followed by ANN training with final step as ANN testing.

ANN training

It adjusts the parameters in order to optimize the output from ANN tool. In training,
it may use solar irradiance and temperature as raw data and then adjust parameters
accordingly to get optimum output.

Corresponding to irradiation and temperature level [23–26], the response time
for the sudden change of irradiance is 0.04 s which provides us good tracking
speed.

2.3 Particle Swarm Optimization (PSO)-Based MPPT
Technique

This technique [20–23] uses swarm intelligence in order to reach maximum power
point. Intelligence shown by mutual behaviour of self-disciplined insects represents
swarm intelligence. It is inspired from collective behaviour in societies in nature,
like movement of fish birds and bees. In a swarm every member movement is
inspired by its surrounding space. The unexplored region is searched based on
swarm member’s velocity stochastic factor. Here, each particle matches its position
and trajectory with neighbouring particle position and trajectory, therefore the
position of particle Pbest is affected by best arrangement found by every particle in
whole population Gbest and is inspired by every particle location and the superior
particle in a region inspires the individual particle path and location.

Updation of position of a particle

Lkþ 1
i ¼ Lki þ Wkþ 1

i

Li is particle position and Wi is the velocity part.
Velocity is find out as

Wkþ 1
i ¼ Mwk

i þ z1O1 Pbest � Lki
� �þ z2O2 Gbest � Lki

� �

Inertia weight is shown by M, z1 and z2 are the accelerating, best position of
individual molecule is represented by O1, O2, and Gbest is the best position of
molecule in whole population (Fig. 4).

Intelligent swarm satisfies the following rules:

• Space and time consumption problem should be easily overcome by it.
• Pros and Cons of a solution should be easily visible to it.
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• In case of change in surrounding condition swarm way of reaching optimal
solution must not change.

• In case of sudden change of environmental condition it should alter its way
when it is worth.

Fundamental strategy is shown in flowchart, and here, GMPP can be reached
without any problem.

Abdulkadir et al. [25] show that time taken to reach MPP is 2 s and with
PSO INC cascaded methodology it only took 1 s to reach MPP.

Badis et al. [23], by cascading PSO and GA complexity can be decreased.

Initialize PSO-based 
MPPT

Algorithm

Starting positions
dk=d1d2

Provide a value to dk

Get Vk & Ik
Pk =Vk*Ik

Ismax Generation

Evaluate Gbest
Reset Position & Velocity

Boost the Generation, x=x+1

Is ΔP > thresh ?

NO

YES

Make V = 0
Make generation k=1

Find Position dk

A

NO

NO

YES

Fig. 4 Flowchart of PSO algorithm
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2.4 Ant Colony Optimization (ACO)-Based MPPT
Technique

Algorithm used in ACO [20–23] is of probabilistic nature inspired by food searching
of ants [22]. Steps involved for the solution construction in ACO consist of:

1. Initialization

Initial values of parameters are set. These parameter are no. of ants, speed con-
vergence constant, etc. More ants correspond to easier solution with lower con-
vergence speed. Fewer ants correspond to better convergence speed, with more
probability of getting trapped in local MPP. Size of solution archive should be
greater or equal to dimension of the problem.

2. New solution

Probability density function of Gaussian kernel is used for finding new solution.

3. Ranking and archive updating k.

Newly generated solution is added to original solution in archive. K superior
solution is kept out of the NP + K ranked solutions.

4. Searching is stopped when termination condition is satisfied, i.e. (Fig. 5),

Mod Vref kð Þ�Vref k � 1ð Þ½ �\n

3 Result and Discussion

See Table 1.

4 Conclusion

In this comprehensive study, four techniques for tracking maximum power point are
reviewed in such a way, so that it can boost the efficiency and instantaneous power
output of solar PV system. This review contains thorough explanation of working
processes along with the process flowchart representation for each MPPT method.
With the help of above four MPPT techniques, all the classifications are covered, i.e.
P&O belongs to classical MPPT techniques, ANN-based method belongs to
intelligence-based techniques, and PSO & ACO are from optimization-based tech-
niques depending upon the tracking algorithm utilized to track maximum power point.
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Start with setting up initial
Parameters .

Take V (k), I(k) & Do power 
computation 

antFLAG =antFLAG +1;
Reserve power for each ant;

Initiate another solution

antFLAG > M

Rank M +K solutions and Rererve 
optimum solutions ;

FIter FLAG =FIter FLAG +1;
FIter FLAG =1;

FIter FLAG >IterMax or Power 
remains the same

Keep runnig the system at 
the Maximum Power Point

Intantaneous Variation in Solar Irradiance 
or an interrupt by timer -circuit

YES

Restart with the 
stored

solutions

NO

NO

Fig. 5 ACO algorithm flowchart
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Some basic parameters knowledge is helpful in order to use a particular MPPT
technique. So, design aspects like complexity of algorithm, microcontrollers used,
tracking speed, stability and control parameter are also taken into consideration. In
the table, advantages and disadvantages of these techniques are also discussed. At
last we can say that all classical algorithms, i.e. P&O, have high reliability for
unvarying irradiation with less algorithmic complexity and low tracking. Intelligent
techniques, i.e. ANN-based MPPT, are superior method for getting best result in
diverse irradiation conditions with high speed of tracking, detecting and storing
enormous information and data. Moreover, optimization-based MPPT methods are
suitable with any system without any prior information about the solar (PV) panel
parameters. To conclude, this study will help to pick the valuable MPPT control
that is best suitable for a specific application in industries, residential, health sectors,
etc.
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Preliminary Design and Flow Analysis
of Domestic Chimney for Water Boiling
Using Finite Volume Analysis

Faraz Ahmad, Shubham Pal, Viveksheel Yadav, and Vimlesh Bijalwan

1 Introduction

We are aware of this fact that with passage of every second demand for the energy
increases and it is also very necessary to fulfill this demand. This demand is
generally met through nonrenewable sources of energy. There are some serious
threats related to these sources of energy like they are depleting with time and have
bad effects on environment and health. In order to avoid this problem, it is required
to make an alternate way out of these nonrenewable sources of energy. Domestic
chimney is one of the methods which can be used as alternate sources of nonre-
newable energy. In domestic chimney, large amount of heat is lost as waste heat to
the surrounding when combustion of fuel and air takes place inside the chimney.
Here, our main purpose is to extract this waste heat from the chimney as useful heat.
The best method to recover this waste heat from chimney is to make it as double
pipe heat exchanger as shown in Fig. 1. Heat exchanger is simply a device which
allows two fluids to exchange heat between them without allowing them to mix.

In the present study, chimney body acts an inner cylinder, and the other cylinder
is placed outside the chimney which acts as outer cylinder or pipe of double pipe
heat exchanger as shown in Fig. 1. When the combustion of flue and air takes place,
inner cylinder gets heated up, and at the same time, water is allowed to flow through
the space between the cylinders. As a result of which hot gases will exchange its
heat with water and this water will get heated up.

Furthermore, this heated water can be used for various useful purposes. Figure 1
shows that the flow arrangement of hot gases and water is counter flow, so that
maximum heat transfer can be obtained.

There has been lot of work done on this topic of recovering or exchanging heat
between the two fluids with the help of heat exchanger. Sharma et al. [1] studied
maximizing heat transfer through fins using CFD. They analyzed heat transfer and
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air flow for automobile engine. They have considered three different types of pin
fins for their analysis. In their results, it was found that at higher pressure drop
values circular fins and drop-shaped fins offer highest performance. Hatami et al. [2]
analyzed the heat exchanger at the place gasoline engine exhaust. Furthermore,
different fin dimensions have been analyzed, and the result concludes that heat
recovery can be improved by using fins at specified distance and of specified
dimensions. Didwania et al. [3] carried out CFD analysis on two types of fins
circular and rectangular. Based on the study, it was found that circular fins give the
maximum heat transfer as compared to rectangular fin. Erek et al. [4] studied the
effect of different fin geometry, on pressure drop and heat transfer. Furthermore, it
was found that high heat transfer and pressure drop is achieved with high fin height
as increasing the surface area. Ambreen et al. [5] studied effect on thermal per-
formance by varying fin shape. They carried their investigation on three fin con-
figurations: hexagonal, circular, and square. Their results show that circular fins
give highest thermal performance followed by hexagonal and square fins. His study
concludes that for circular fin 44% enhancement in Nusselt number can be
achieved. Fan et al. [6] carried out investigation on critical temperature and max-
imum heat transfer rate in boiling for circular-finned tubes. It was found that
varying the parameters like height, width, and pitch can increase the heat transfer
rate. In their results, they found that heat transfer rate and critical temperature
increase by adding a circular fin. Cheng et al. [7] carried experimental study on
shell and tube heat exchanger, and they carried out their experiment with and
without circular fins. Their results conclude that circular fins improve heat transfer.
Reddy et al. [8] carried out CFD analysis for helically coiled tube in tube heat
exchanger. In their results, it was found that by adding semicircular plates in
annulus region turbulence increases, as heat transfer enhances between two fluids.

Fig. 1 Double pipe heat exchanger-type domestic chimney
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2 Material Properties and CAD Model

Material used for chimney body fins and outer cylinder is austenitic stainless steel.
Flue gases pass through the inner chimney which was taken as first fluid and water
was taken as secondary fluid. Austenitic stainless steel is one of the most common
types of steel used for thermal application with less corrosion resistance. It contains
about 16% chromium, 6% nickel, and low level of carbon. It provides high resis-
tance temperature, so it is widely used for applications like furnaces, jet engines,
etc. Here, austenitic stainless steel 330 is being used. Tables 1, 2, and 3 show the
properties of austenitic stainless steel 330, flue gas, and water, respectively.

CAD model for domestic chimney (Fig. 2) was designed in Catia V5 and
analyzed by Ansys 16.0. In order to increase the heat transfer, circular fins have
been installed on the outer side of inner cylinder and on the inner side of outer
cylinder. Fins increase the surface area as a result of which maximum heat transfer

Table 1 Mechanical property of austenitic stainless steel

Properties Value

Density 8 g/cm3

Thermal conductivity 13 W/mk

Melting point 1149–1177 °C

Yield tensile strength 260 MPa

Ultimate tensile strength 550 MPa

Hardness 139 Brinell, 80 Rockwell

Elastic modulus at room temperature 197 GPa

Table 2 Properties of flue gas at 600 °C

Properties Value

Specific heat 1.214 kJ/kg.k

Density 0.405 kg/m3

Viscosity 37.9 Ns/m3

Table 3 Properties of water

Properties Value

Specific heat at oC 4.1796 kj/kg.k

Boiling point 100 °C

Thermal conductivity 0.608 W/m.k

Viscosity at 25 °C 0.889 Ns/m3

Enthalpy of vaporization, 100 °C 2257.7 kJ/kg

Enthalpy of fusion, 0 °C 333.84 kJ/kg

Enthalpy of fusion, 0 °C 72 N/m
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can be achieved. To increase the heat transfer rate, fins are installed in such a
manner that they create turbulence flow as shown in Fig. 3.

The height of the chimney is 3048 mm. The outer and inner diameters for the
base of chimney are 2772 mm and 3372 mm, respectively. The outer and inner
diameters of upper side of chimney are as 2859 mm and 1659 mm, respectively.
Figure 3 shows the sectional view of the chimney, where water will flow in counter
manner. Furthermore, fins are arranged in such a way that they will create turbu-
lence for water flow as a result of which heat transfer will take place more effec-
tively. Figure 4 shows the mesh mode of considered chimney. The meshing was
done in fine mode with 100 relevance settings, and it contains 7,743,165 numbers
of node and 9,862,594 numbers of element.

3 Flow Simulation and Results

CAD model was imported to Ansys workbench, and two types of analysis were
performed using CFX analysis. CFX is a flow simulation module of Ansys which
provides the result of multiphysics domain [9]. In first analysis, air at a temperature
of 600 °C was supplied in the chimney from bottom to top which gives its tem-
perature to inner surrounding cylinder. The outlet boundary condition, inlet
boundary condition, and temperature distribution in this case are shown in Figs. 5,
6, and 7, respectively. It was concluded that maximum temperature will be at the
bottom of chimney and will start decreasing as we move in upward direction.
Second analysis was done on chimney with fins installed on both cylinders.
Temperature applied to chimney was 600 °C as shown in Fig. 8 and water

Fig. 2 CAD model
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(Temperature 25 oC) flowed from top to bottom in counter flow manner at a flow
rate of 0.1 kg/s.

Figures 9 and 10 show the outlet and inlet boundary condition of water. The
simulation result gives the temperature variation from inlet to outlet due to the
cylinder wall temperature, which can be seen in Fig. 11. It was found that tem-
perature of water starts increasing as it moves from top to bottom of chimney. From
the above results, we found that the temperature of water at outlet was 594 °C after

Fig. 3 Front view of fins

Fig. 4 Mesh model
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Fig. 5 Outlet boundary condition for flue gases

Fig. 6 Inlet boundary condition for flue gases
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Fig. 7 Temperature distribution for chimney wall

Fig. 8 Applied temperature of 600 °C at inner cylinder
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Fig. 9 Outlet boundary condition for water

Fig. 10 Inlet boundary condition for water
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10 min. The present study is limited to minimum flow rate, and if water flow rate
from top to bottom is high, there will be a drop in temperature.

4 Conclusions

In present study, CAD model of domestic chimney was designed and analyzed by
flow simulation. Two types of analysis were performed in Ansys 16.0. In first case,
air at a temperature of 600 °C is supplied to the chimney body and the temperature
distribution for wall was obtained and it was found that maximum temperature is on
the bottom of chimney wall. In second analysis, water at a temperature of 25 °C
was allowed to flow between the two cylinders and a temperature of 600 °C was
supplied from the base of chimney. The temperature of water at the outlet was
measured after 10 min, and it was found that after 10 min the temperature of water
at outlet was 594 °C. The present study helps the researchers in analyzing the flow
behavior in heat exchanger-type domestic chimney. Furthermore, in future heat
exchanger-type domestic chimney can be used as alternate sources of nonrenewable
energy.

Fig. 11 Temperature distribution for water
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Revivification of Spent Lubricating
Oil by Ecofriendly Extraction
Flocculation Method

Sayantan Sarkar , Deepshikha Datta, K. S. Deepak , and Bimal Das

1 Introduction

Lubricating oil are viscous petroleum products used prevalently in automobiles and
machineries [1]. The ultimate purpose of an engine lubricant is to reduce the friction
between the engine’s metal component, corrosion, and heat transfer. The hydro-
carbons used in mineral lubricants are a complex arrangement of paraffins and
aromatic compounds. A homogeneous hydrocarbon molecule consists of
non-conventional synthetic base fluids, such as phosphate esters, polyalkylene
glycols, polyisobutenes, and silicone oils [2]. Lubricating oil plays an imperative
role in preventing excess temperature buildup on an engine’s surface [3]. When
performing these tasks to a long extent, lube oil losses its properties [3] due to the
formation of oxidative products like organic acids, unsaturates, mercaptans,
asphaltenes, and condensed aromatics. Alkyl hydro peroxide (ROOH), alcohols
(ROH), aldehydes [RCHO], ketones (R – RC = O), and formation of diketones
[RCO (CH2)X COR’] at low temperature [4]. When the temperature is high primary
and secondary oxidation phases occurred.

Further increase in temperature produces a secondary oxidation phase resulting
from polycondensation, and polymerization reaction of high molecular weight leads
to form sludge (comprises degraded additives, contaminations, and carbonaceous
particles) [4]. These products make the used oil very ineffective for further use [5].
Used lubricating oil contains a complex mixture of recovered base oil, polymeric
additives, water, extraneous contaminants, light hydrocarbons, metals, and car-
bonaceous particles [6]. Metal particles often contaminate the lubricant due to the
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wear of the metallic engine surface [7]. The compounds that are formed by NOX

and SOX due to dissociation and subsequent oxidation of the N2 present in the inlet
air and the sulfur content in the gasoline, as well as other products, affecting the
efficiency of lubricants. Both oxides are subsequently combined with the water
present in the lubricant, creating acids that drastically modify the oil’s properties by
increasing its pH and making it corrosive [8]. Waste lubricating oil is a harmful
environmental contaminant released into the atmosphere when a car engine lubri-
cant is converted and disposed of in water drains, open vacant plots, and farmlands
[9]. Misallocation of waste lubricating oil harms the environment and human health
[10]. Numerous techniques have been proposed for recycling of used lubricating
oil, which are reprocessing, reclamation, and re-refining [6, 11, 12]. The most
promising method for recycling used lubricating oil is re-refining [11]. Re-refined
oil is used with a range of methods such as chemical treatment (acid and clay) [6,
13], physical treatment by distillation and evaporation of thin-film and solvent
extraction [14]. These methods have distinct yield, qualities of the product are less,
and construction and operating costs are higher. After the treatment with chemicals,
it creates environmental issues. Therefore, solvent extraction was suggested as an
option [15]. Treatment with solvent extraction followed by adsorption has received
considerable attention in recent years because it overcomes the problems associated
with chemical treatment-related acid sludge [14], and this is the most attractive
technology. By distillation, the solvent could be retrieved [16]. Various scientific
studies have been carried out in the recent past by researchers in re-refining waste
lubricating oil using extraction flocculation technology and adsorption [17–20]. The
current study aimed to achieve the maximum percentage of recovered oil yield to
achieve the best quality recovered oil conforming to quality parameters of fresh oil
utilizing suitable solvent and flocculant. Various effects of operating parameters of
experimentation, such as refining time, refining temperature, solvent-to-waste oil
ratio on the percentage of recovered oil, and the physicochemical properties of
recovered lubricating base oil, are studied to figure out the best possible result in
regeneration of base oil suitable for further use. Regeneratable base oil has been
obtained with two different solvents, such as methyl ethyl ketone and 2-propanol
and monoethanolamine as a flocculant and tested for different physicochemical
properties, and results were compared with virgin lubricating oil.

2 Experimental Work

2.1 Material and Methods

Two extracting solvents, such as methyl ethyl ketone and 2-propanol and floccu-
lating agents (monoethanolamine), are used for the extraction flocculation process.

Used lubricating engine oil was collected first from the vehicle service station of
NIT, Durgapur. The collected oil was allowed to settle under gravity for five days to

536 S. Sarkar et al.



remove metal scrapings, dust, dirt, etc. Subsequently, by dehydration, the oil was
heated to 120 °C to remove light hydrocarbons and water. After completion of the
dehydration process, the mixture of pre-treated used lubricating oil and solvent
(methyl ethyl ketone and 2-propanol) (mass ratio ranging from 1:1 to 5:1) along
with flocculant concentration of 2 g/kg of solvent was agitated properly to ensure
uniformity in the solution in a magnetic stirrer with the rpm of 340 for 60 min. The
mixtures were then poured into an oak ridge centrifuge tube and centrifuge for
10 min with the rpm of 7500 to settle down the sludge. After this solvent extraction
process, the solvent was separated from the mixture of a solution by atmospheric
distillation setup and weighed the recovered oil. Finally, to remove the dark brown
color of the recovered oil (which might result as the oil is overheated in direct
contact with the heated glass plate), adsorption is carried out activated bentonite
clay. The lubricating oil retrieved was then blended into a beaker with a fixed
quantity of 20% of the activated bentonite clay. The mixture is then agitated vig-
orously for 4 h. After that, the oil extracted was separated by centrifugation from
the adsorbent mixture. A schematic diagram of the extraction flocculation process,
along with adsorption, is shown in Fig. 1, whereas the pictorial representation of
used oil, recovered oil with 2-Propanol, and recovered oil with MEK is in Fig. 2a–
c, respectively.

Fig. 1 Process flow diagram of extraction flocculation technique
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2.2 Preparation of Activated Bentonite Clay as Adsorbent

Bentonite clay is purchased from Loba Chemie Pvt Ltd, rinsed with distilled water
to remove debris, and oven-dried at 100 °C until all moisture content is removed.
30 g of bentonite clay is added to 100 ml of 2 M H2SO4 solution. The mixture was
agitated vigorously for 24 h at room temperature. After that solution is put into a
Whatman filter paper and washed until excess acids are removed (filtrate
pH = neutral) and placed in a glass plate and oven-dried at 80 °C for 24 h.
A schematic diagram of activation of bentonite clay is shown in Fig. 3.

3 Result and Discussion

3.1 Effect of Factors Responsible for Maximizing
the Percentage of Yield of Recovered Oil

Based on the statement given, several factors such as refining time, refining tem-
perature, and solvent-to-waste oil ratio are investigated to maximize base oil per-
centage recovery.

Effect of refining time on percentage of yield. A group of experiments has
been conducted to determine the mixing time for the system to get balance.
Figure 4 shows that as the refining time upsurges, extraction yield increases until a
constant value is reached. When compare the yield of recovered oil with
2-propanol, it can be seen that methyl ethyl ketone gave the highest yield to the tune
of 97%, whereas 2-propanol solvent gave only 94% yield. It can be inferred from
the above statement that the solvent takes long enough to dissolve the base oil

Fig. 2 a Used oil, b recovered oil with 2-propanol and c recovered oil with methyl ethyl ketone
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contained in waste oil [21]. Alongside the other factor may be attributed that it
should allow to neutralize the charge and form a hydrogen bond to break the
stabilization. Evaluation of the extraction yield with refining time greatly depends
on the consideration of the solvent. Due to the longer chain present in methyl ethyl
ketone, percentage yields are more compared to 2-propanol.

Effect of refining temperature on the percentage of yield. Experimentation
was carried out at various refining temperature performed with methyl ethyl ketone

Fig. 3 Process flow diagram of activation of bentonite clay

Fig. 4 Effect of refining time on the yield of recovered oil
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and from 30 to 80 °C, refining time of 60 min, solvent-to-spent oil ratio 3:1 g/g,
and flocculant concentration of 2 g/kg of solvent. As shown in Fig. 5, when there is
an increment of refining temperature, the amount of reclaimed oil increases.
Comparing with MEK and 2-propanol, base oil dissolved in methyl ethyl ketone
from 85 to 97%. The reason behind this is due to two factors involved:

• The viscosity of organic solvent is decreased as the refining temperature rises,
resulting in further oil dissolution in the solvent.

• On the other hand, an increase in temperature increases the solubility of base oil
in the extraction solvent. At optimum temperature, there is maximum removal of
sludge and minimum oil loss for maximization of yield.

Effect of solvent-to-waste oil ratio on a percentage of yield. The effect of
solvent-to-waste oil ratio on the percentage yield for a system comprises two
individual extracting solvents, such as 2-propanol and methyl ethyl ketone, as
shown in Fig. 6. Figure 6 shows that as the solvent-to-waste oil ratio increases,
extraction yield increases up to a point where it attains equilibrium. When the
solvent-to-oil ratio is small, the solvent is saturated and does not dissolve all the
base oil present in waste oil. If the solvent-to-waste oil ratio increases up to a point,
it ensures that more oil gets dissolve into the solvent and less oil is left in the sludge
[22]. Another aspect can be due to the fact that the overall mutual solubility of the
oil in the solvent increases as the solvent oil proportion increases [23]. Figure 6
shows that methyl ethyl ketone contributes better results in yield to the tune of 97%
compared to 2-propanol, which gives 94% yield. This can be endorsed by the fact

Fig. 5 Effect of refining temperature on yield of recovered oil
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that as the chain length of carbon atoms in the solvent and polarity decreases, its
ability to eliminate the sludge increases [18]. Thus, percentage yield is more with
methyl ethyl ketone. Here in current investigations, solubility parameters play an
important role in maximizing the recovered oil yield percentage. According to
Hildebrand solubility theory, when the difference between the solubility parameter
of solvent (d1) and polyisobutylene (polyolefin that is used for additives) (d2) are
low, miscibility of solvent to oil is high [24]. Extraction efficiency can also be
adequately justified in terms of the relation between solubility and the carbon chain
size. The higher the chain length of the carbon atom, the solubility is higher and
more yield can be obtained [24].

3.2 FTIR Analysis of Fresh, Used, and Recovered
Lubricating Oil Using Two Different Solvent
and Flocculant

FTIR analysis has been performed to investigate the functional group, bond, and
structure of fresh, waste, and regenerated lubricating oil. Details of peaks, bond,
functional group, and structure of bond present in the fresh, waste, and recovered
lubricating oil (treated two different solvents and flocculants) are shown in Table 1.
From FTIR analysis (Spectrum Two PerkinElmer, USA), the peaks are classified
into two categories, viz. (i) main peaks and (ii) undesirable peaks. The main peaks

Fig. 6 Effect of solvent-to-waste oil ratio on yield of recovered oil
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are 2951 cm−1, 2920 cm−1, 2850 cm−1, 1463 cm−1, 1373 cm−1, which is due to
the paraffinic compound in the fresh oil (Fig. 7). Undesirable peaks are depicted by
2730 cm−1, 1700 cm−1, 1175 cm−1, 820 cm−1, and 730 cm−1, which indicates
oxidation products such as alcohols (R’CH2OH), ketones (R’COCH3), the

Table 1 FTIR analysis of virgin, used and recovered lubricating oil using two different solvents

Type of oil Peaks
(Cm−1)

Bond Functional group Structure
of bond

Fresh lubricating oil 2951 (C–H) Alkanes Stretch

2920 (C–H) Alkanes Stretch

2850 (C–H) Alkanes Stretch

1463 (C–H) Alkanes Bend

1373 (C–H) Alkanes Stretch

2730 H–
C = O:
C–H

Aldehydes Stretch

Waste lubricating oil 1700 C = O Beta-unsaturated aldehydes,
ketones, carbonyl compound

Stretch

1175 C–O Alcohol, Carboxylic acids,
ethers, esters

Stretch

C–N Aliphatic amine Stretch

730 C–H Aromatics Out of
plane

820 C–H Aromatics Out of
plane

Regenerated oil
treated by (MEK)

2973.24 C-H Alkane Stretch

2780.34 H–
C = O:
C–H

Aldehyde Stretch

1375.90 C–H CH3 (Methane) Out of
plane
bending

1155.82 C–O Alcohols, carboxylic acid,
esters

Stretch

965.64 C–H Aromatics Bending

813.673 = C–
H

Alkanes Bending

Regenerated oil
treated by
(2-Propanol)

2953 C–H Alkanes Stretch

1463 C–H Alkanes Stretch

1373 C–H Alkanes Rock

814 = C–
H

Alkanes Bending

1608 N–H Amine (Primary) Bending

971 = C–
H

Alkanes Bending
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carboxylic acid (R’COOH), aldehydes (R’CHO), carbonyl compound, aromatics,
ether, and esters in the waste oil (Fig. 7). During the treatment by 2-propanol and
MEA, it is observed that the solvent and flocculating agent do not remove all
contaminants, such as oxidative products, aromatics, characterized by peaks of
2953, 1608, 1463, 1373, 971,814 cm−1 (Fig. 7). It is also observed that aldehydes,
alcohol, and carboxylic acid, and a small amount of aromatics are still present in the
recovered oil, affecting the percentage of yield (94%) and the quality of regenerated
oil. However, all contaminants and oxidative products have been removed during
the treatment of waste oil with methyl ethyl ketone and MEA, leaving the base oil
components like saturated alkanes, primary amine characterized by the peaks

Fig. 7 FTIR analysis of fresh lubricating oil, used lubricating oil, and recovered lubricating oil
while treating with methyl ethyl ketone, recovered lubricating oil while treating with 2-propanol
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2973.24 cm−1, 2780.34 cm−1, 1375.90 cm−1, 1155.82 cm−1, 965.64 cm−1,
813.67 cm−1 (Fig. 7). The flashpoint improvement in the regenerated oil is mainly
attributed to eliminating aromatics represented by peaks of 820 cm−1, 730 cm−1,
and oxidative products represented by 1175 cm−1, 1700 cm−1 from waste oil after
treatment (Fig. 7).

3.3 Comparison of Properties of Recovered Lubricating Oil

The oil recovered in this process using the optimum conditions of different vari-
ables such as refining time—60 min, refining temperature—48 °C, solvent-to-
waste oil ratio—3:1, and flocculant MEA dosage—2 g/kg of solvent for 2-propanol
and refining time—60 min, refining temperature—50 °C, solvent-to-waste oil ratio
—7:1, and flocculant MEA concentration—2 g/kg of solvent for methyl ethyl
ketone. Table 2 displays the physicochemical properties of fresh lubricating oil used
and recovered lubricating oil. The flash point is 240 °C for fresh lubricating oil and
180 °C for used lubricating oil. The reduction in flash point value may result from
the presence of light ends in the oil. In essence, oil breaks down into parts,
including some light ends, after combustion and oxidation at high temperatures in
the combustion engine [3]. The flashpoint of recovered lube oil using methyl ethyl
ketone solvent is 203 °C, and that of using 2-propanol is 189 °C. Improvement of

Table 2 Physicochemical properties of fresh, used, and recovered oil with two different solvents

Sl No Properties Designation Units Fresh
oil

Used
oil

Recovered oil
(MEK)

Recovered oil
(2-Propanol)

1 Kinematic viscosity
@ 40°C

ASTM
D-445

cSt 164.67 115.38 163.25 158.58

2 Kinematic viscosity
@ 100°C

ASTM
D-445

cSt 18.75 14.30 16.56 15.59

3 Viscosity index ASTM
D-2270

– 183.60 118.10 180.36 179.12

4 Specific gravity ASTM
D-1298

– 0.85 0.887 0.859 0.849

5 Flash point ASTM
D-93

°C 240 180 203 189

6 Pour point ASTM
D-97

°C −27 −35 −12 −11

7 TAN ASTM
D-664

mg
KOH/g
oil

– 2 0.89 0.58

8 Ash content ASTM
D-482

wt.% 0.35 0.95 0.3 0.28
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the flashpoint indicates that extracted oil is free of solvent, carbonaceous particles,
and fuels [17]. Table 2 shows that the specific gravity of used oil is higher than that
of fresh and refined oil. The specific gravity of fresh oil is 0.85, and that of used oil
is 0.887, whereas the specific gravity of recovered oil, when treated with methyl
ethyl ketone, is 0.859 and 0.849 when treated with and 2-propanol. The specific
gravity of contaminated oil could be lower or higher than that of virgin/fresh
lubricating oil, depending on the type of contaminant present in the used oil. If the
used oil were contaminated due to fuel dilution, then its specific gravity would be
lower. If the used oil were contaminated due to water originating from fuel com-
bustion in the engine and accidental contamination rain, the specific gravity would
be higher than that of fresh lubricating oil or refined oil [3]. From the result
obtained, the pour point of used oil is high compared to fresh oil. This is because of
the degradation of additives in the lube oil. Pour point will vary widely depending
on the base oil, the source of lube oil, and the refining method, especially if
dewaxing has been done [25]. The pour point of recovered oil is −12 °C while
treated with methyl ethyl ketone. The viscosity shows that used lube oil has lost
most of the viscosity due to oxidation and contamination. The kinematic viscosity
of used oil @40 °C and @100 °C are 115.38cSt and 14.30cSt, respectively. The
kinematic viscosity of recovered oil @40 °C and @100 °C are 163.38 cSt and
16.56 cSt, respectively, when treated with MEK and 158.58 cSt, 15.59 cSt,
respectively, while the used oil is treated with 2-propanol. It is evident that kine-
matic viscosity @40 °C and @100 °C increases with the increase in the
solvent-to-waste oil ratio compared to use oil. This indicates that solvent precipi-
tates out non-metallic polymeric material, which improves kinematic viscosity.
Methyl ethyl ketone has the best performance to remove those additives. Ash
content in the recovered oil shows a reduction of metallic impurities. The ash
content of recovered oil is 0.3 while treated with methyl ethyl ketone and 0.28
while treated with 2-propanol. The total acid number of recovered oil also gets
reduced, indicating that organic and inorganic acids, esters, phenolic compounds,
lactones, and resins have separated satisfactorily due to the treatment of extraction
flocculation. The acid number of recovered oil is reduced from 2.0 to 0.89 while
treated with and from 2.0 to 0.58 while treated with 2-propanol.

4 Conclusion

In this modern era, it is evident that massive pollution occurs in the environment
due to industrial and automobile growth over the years. It necessitates ensuring the
stability and sustainability of the environment and preserving natural resources. The
extraction flocculation technique to refine waste oil seems to be more relevant and
appropriate among other methods for protecting environmental hazards and con-
verting the waste to a valuable energy product. Following conclusions can be
derived a posteriori.
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• The addition of MEA in the solvent oil mixture of waste oil improves the
capability to remove the sludge from the waste oils effectively.

• Considering the technical and economic aspects, the best set of operating
parameters for extraction flocculation technique is

– Refining time: 60 min,
– Refining temperature: 48 °C,
– Solvent-to-waste oil ratio: 3:1, and
– Flocculant concentration: 2 g/kg solvent.

• On a comparison between methyl ethyl ketone and 2-propanol in terms of yield
obtained of recovered lube oil, MEK exhibits more yield (97%) than 2-propanol.
From the result obtained, it can be seen that methyl ethyl ketone is the most
promising solvent in removing the sludge and reducing oil loss and thereby
improving the percentage recovery of lubricating oil than 2-propanol.

• Further, through the experimentation of the recovered oil's physicochemical
properties and the result obtained, it is observed that with MEK as a solvent, the
properties of recovered base oil are in close proximity with the virgin lubricating
oil, which can be reused with the addition of proper additives.

5 Limitation and Future Scope of the Study

The biopolymer flocculant is a potent choice in the field of re-refining, which has
been left unexplored. Moreover, a comprehensive exploration of the sludge gen-
erated in various cases needs to be carried out to narrow out the potential
applications.

The capabilities associated with natural bio-coagulants are untapped and would
be incorporated in the extended work. Further, entwined effects of functional groups
like hydroxyl and amine in compounds like chitosan facilitate improvised sludge
removal due to the high efficiency of flocculation. The comparative assessment of
parameters like percentage oil loss and percentage sludge removal using single and
composite solvents could have a catalytic effect in this field.
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Effect of Sintering Temperature
on the Microstructure and Properties
of the Copper Synthesized by Powder
Metallurgy Route

Manish Dixit and Rajeev Srivastava

1 Introduction

The Cu is extensively used in electrical power transmission and heat sink appli-
cations because of its good corrosion resistance, superior electrical, and thermal
conductivity [1–3]. The synthesis of the Cu was accomplished by the powder
metallurgy route. It comprises the three key processes: milling; compaction; and
sintering [2, 3]. Milling is a process of mechanical alloying of the different powder
constituents. It reduces the particle size and improves the dispersion homogeneity.
Then, milled powder was consolidated in a dedicated compaction die. In com-
paction process, the Cu powder was compacted in a die and punch assembly to
prepare a green compact. The green compact was associated with poor mechanical
bonds which cause poor mechanical strength. Therefore, the compaction process
was subsequently followed by the sintering which converts these poor mechanical
bonds into the strong metallic bonds. The preferable sintering should be between
the 0.75 to 0.85 of the melting point temperature [1, 3].

Alexander et al. [4] performed a detailed investigation of the sintering behavior
of the Cu. The sintering of the Cu takes place by the diffusion of the Cu atoms,
which governs by the different diffusion mechanism for different sintering tem-
perature range. For low temperatures, the diffusion of the Cu atoms mainly governs
by the viscous flow diffusion because of the quasi-viscous behavior of the Cu.
However, plastic flow and evaporation–condensation diffusion mechanism also
significantly influence the diffusion at low-temperature diffusion. The intimately
bonded Cu particles initiate the neck formation by increasing the temperature and
develop metallic bonds. The sintering of the Cu depicts the shrinkage behavior at a
higher temperature, which attribute to the volume diffusion. In this, material flow
from the grain boundary to the near pores and voids and grain boundary act as a
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material source. The shrinkage depends on the rate of volume diffusion and stops as
grain boundaries disappeared. However, viscous flow and plastic flow diffusion also
influence the shrinkage behavior of the Cu.

Kuczynski [5] develops the mathematical model of the different diffusion
mechanisms and investigates the phenomenon of the interface adhesion of the two
particles. It also illustrates the influence of the different parameters involve in the
interaction of the metallic particle for different diffusion mechanism and also
determine the surface diffusion coefficient for the Cu. Sintering below the melting
point does not follow the thermodynamic equilibrium and dominated by the volume
diffusion at a higher temperature. Rockland [6] also investigated the influence of the
particle size on the sintering mechanism and performed the comparative study of
the “exponential method” with theoretical rate exponent (Kuczynski) method. In
general, volume diffusion is the dominant diffusion mechanism for the Cu above
900 °C at the sintering temperature. For the particle size 50–300 lm range, surface
diffusion mechanism leads the interface adhesion, whereas volume diffusion leads
to the densification of Cu. However, surface diffusion and grain boundary diffusion
are dominated over the volume diffusion for particle size below 400 lm and 1 lm,
respectively.

Ngai et al. [7] reported the effect of sintering temperature (750–1070 °C) on
density and hardness of the Cu–Ti3SiC2 composites. They observe the improve-
ment in the interface adhesion and mechanical properties with increasing the sin-
tering temperature. Rajkumar et al. [8] performed the comparative study of
microwave sintering and conventional sintering on the mechanical and tribological
properties of the Cu-graphite composite. They reported the superior interface
adhesion and densification for microwave sintering over conventional sintering. It
significantly improves the mechanical and tribological properties of the
Cu-graphite. Padmavathi et al. [9] and Sethi [10] reported the negative densification
parameter for the Cu-Sn composite, which causes expansion in the specification
size by conventional sintering, whereas microwave sintering causes shrinkage
because of uniform diffusion of the Cu atom. Naveen Kumar et al. [11] review the
effect of compacting pressure and sintering temperature on the microstructure and
properties of the Cu. They also suggest the high sintering temperature for better
mechanical properties.

Therefore, literature survey indicates that the sintering temperature and sintering
technique have a great impact on the microstructure and properties of the Cu. In the
present work, the microstructure and properties of the Cu were determined at
different temperatures of the different sintering temperatures of 700, 800, 900, and
1000 °C. The present studies provide a preliminary analysis to select the extrusion
ratio for the Cu-based metal matrix composite.
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2 Material and Methods

The present study employed the electrolytic Cu of 40 microns and 99.9% purity
from Sarda Industrial Enterprises Jaipur. Initially, Cu powder was preheated at
120 °C for 1h to eliminate the moisture content. The preheated Cu powder was
mechanically milled for the 1h in a planetary ball mill. The milling process was
performed with hardened steel balls of 10 mm diameter rotating at 300 rpm. Then,
milled Cu powder was compacted in dedicated compaction die at a compaction
pressure of 700 MPa to prepare the green compact. The synthesis details are given
in our previous article [3]. The sintering of the compacted Cu was performed at the
different sintering temperatures of 700, 800, 900, and 1000 °C. Field emission
scanning electron microscopy (FESEM) and X-ray diffraction (XRD) were
employed to observe the surface morphology and phase formation, respectively. At
least, five specimens were tested to determine the mechanical properties, including
density and micro-hardness. The specimen’s preparation details are given in our
previous article [2].

3 Results and Discussion

3.1 Microstructure Analysis

Figure 1 shows the morphology of the sintered surface of the Cu for different
sintering temperatures including 700, 800, 900, and 1000 °C. Figure 1a shows the
morphology of the as-obtained dendritic Cu powder. Figure 1b shows the micro-
graph of the Cu sintered at 700 °C. It shows the pores on the Cu surface, which
confirms the viscous flow and plastic flow diffusion mechanism during sintering
[4, 5]. It also depicts the rugged surface with poor surface integrity. It may refer to
the absence of the volume diffusion at low sintering temperatures. Figure 1c dis-
plays the micrograph of Cu sintered at 800 °C. It depicts that the pores and voids
are almost disappeared with an increase in the sintering temperature. It shows the
presence of volume diffusion during sintering. However, micrographs depict the
very few micro-pores which indicate the low rate of volume diffusion. It depicts the
relative better surface integrity, which refers to the proper diffusion of the Cu atoms
[5, 6].

Figure 1d shows the micrograph of the Cu sintered at 900 °C. The micrograph
depicts the absence of micro-pores indicate the proper volume diffusion at an
elevated temperature of 900 °C. The proper volume diffusion improves the surface
adhesion and results in excellent surface integrity with the presence of grain
boundary. It also confirms proper diffusion with adequate volume diffusion rate. At
higher temperature, grain boundaries act as a material source, the metal Cu flow
from the grain boundary and diffuse to pores and voids present near to the grains. It
significantly eliminates the pore and voids from the Cu surface. Therefore, the
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specimen also confirms the shrinkage in the size of the Cu, which indicates the true
sintering at 900 °C [1, 6].

Figure 1e shows the microstructure image of the Cu sintered at 1000 °C. It
presents superior surface integrity with no visual micro-pores on the sintered sur-
face. It confirms the domination of surface diffusion and volume diffusion at an
elevated temperature of 1000 °C.

The surface diffusion strengthens the densification of the Cu, whereas volume
diffusion enhances the interface adhesion [5, 6]. The microstructure depicts that the
grains are disappeared which confirms the no shrinkage of the Cu [1, 4]. The
micrograph confirms the superior microstructure of Cu sintered at 1000 °C.

Fig. 1 FESEM micrograph of a as-obtained dendritic Cu powder, b Cu sintered at 700 °C, c Cu
sintered at 800 °C, d Cu sintered at 900 °C, e Cu sintered at 1000 °C
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3.2 X-Ray Diffraction (XRD) Study

Figure 2 shows the XRD pattern of the Cu sintered at 700, 800, 900, and 1000 °C.
The interlayer spacing of the sintered Cu was calculated by Bragg’s equation
(d = nk/2sinh), where h is the angle of incident rays, k is the wavelength of the
incident electrons, d is the lattice spacing. XRD pattern depicts the high-intensity
peaks of Cu at the 2h angle of 43.21 ± 0.04°, 50.30 ± 0.06°, and 73.98 ± 0.4°,
which corresponds to the lattice spacing 2.092, 1.812, and 1.28Å, respectively.
These lattices spacing refer to the (111), (200), and (220) planes of the
face-centered cubic (fcc) structure of the Cu atom. The XRD survey depicts sharp
peaks of Cu, which confirms the polycrystalline structure [1, 2].

XRD pattern confirms very low-intensity peaks of the Cu2O which indicate the
involvement of atmospheric air with Cu at elevated temperature. Figure 2 illustrates
that the intensity of the Cu peaks slightly decreases with increasing the sintering
temperature. It also indicates the more interaction of Cu with atmospheric oxygen,
which leads to the formation of copper oxide [2, 3].

Fig. 2 XRD pattern of Cu sintered at 700, 800, 900, and 1000 °C
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3.3 Density

Figure 3 shows the density of the Cu for different sintering temperatures. The
density of the sintered Cu specimens was determined by the Archimedes principle,
and at least, five measurements were taken for each sintering temperature.

The density depends on the interface adhesion, surface integrity, and presence of
pores and voids. It shows that density increases with increasing temperature and
exhibits the maximum value of sintered density 8.73 g/cm3 for the 1000 °C, which
is 5.61% higher than that of sintering at 700 °C [1, 3]. It may refer to the high rate
of volume and surface diffusion, which significantly improve the surface adhesion
and densification of Cu at high temperature. The volume diffusion considerably
eliminates micro-pores from the Cu surface [4]. Whereas, viscous flow of the Cu
atoms is the governing diffusion mechanism at low temperature, which leads to
poor surface integrity and interface adhesion at low sintering temperature. It causes
low density at low sintering temperature. Table 1 gives the density data of the Cu
for different sintering temperatures.

3.4 Hardness

Figure 4 shows micro-hardness of the Cu for different sintering temperature
including 700, 800, 900, and 1000 °C. The hardness of the specimen depends on
the interface adhesion, presence of porosity content, surface integrity, and point of
indication. In the hardness test, indentation was performed by the diamond ball on
the desired surface, which plastically deforms the surface.

Fig. 3 The density of Cu
sintered at 700, 800, 900, and
1000 °C
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The strong interface adhesion and surface integrity cause high resistance against
the plastic deformation of the material surface which increases the hardness.
General trend in Fig. 4 depicts the increase in the hardness of the Cu with increasing
the sintering temperature. Hardness depicts its lowest value (58.08 ± 2 HV) for the
Cu, sintered at 700°C which refers to poor surface integrity and pores [1, 7].
However, the hardness increases with increasing the sintering temperature and
obtained its maximum value of 73.50 ± 2.3 HV for 1000 °C sintering temperature,
20.98% higher than that of 700 °C sintering temperature [1, 2].

It refers to the proper volume and surface diffusion of the Cu atom at an elevated
temperature of 1000° C which eliminates the micro-pores and develops strong
interfacial adhesion and surface integrity. Table 1 shows the hardness of the Cu for
different sintering temperature.

4 Conclusion

The specimens of the Cu were successfully prepared by the conventional powder
metallurgy route for different sintering temperature of 700, 800, 900, and 1000 °C.
The study employed the Field emission scanning electron microscopy (FESEM)

Table 1 Properties of the Cu
at different sintering
temperature

Sintering
temperature

Density
(g/cm3)

Micro-hardness
(HV)

Cu–700 ºC 8.24 ± 0.052 58.08 ± 2

Cu–800 ºC 8.45 ± 0.054 63.20 ± 2.1

Cu–900 ºC 8.61 ± 0.050 71.21 ± 2.4

Cu–1000 ºC 8.73 ± 0.049 73.50 ± 2.3

Fig. 4 Hardness of Cu
sintered at 700, 800, 900, and
1000 °C
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and X-ray diffraction (XRD) technique to characterize the surface morphology and
phase formation. It also investigates the influence of sintering temperature on the
mechanical properties, including density and micro-hardness of the sintered Cu.

The metallographic observations indicate the poor surface adhesion, surface
integrity, and the presence of pores on the Cu surface at a low sintering temperature
of 700 °C. It may refer to low diffusion rate and domination of viscous flow and
plastic flow diffusion mechanism at low sintering temperature. The micrograph
depicts the improvement in the microstructure of the Cu with increasing the sin-
tering temperature which shows the superior interface adhesion and surface
integrity for the Cu sintered at 1000 °C. It corresponds to the high diffusion rate
caused by the volume and surface diffusion at high sintering temperatures. It sig-
nificantly eliminates the pores and improves surface adhesion and densification.
The general trend depicts the increase in the density and hardness with an increase
in the sintering temperature. The maximum value of sintered density and
micro-hardness is obtained as 8.73 g/cm3 and 73.50 HV, respectively, for 1000 °C,
5.61% and 20.98% higher than that of Cu at 700 °C sintering temperature.

The improvement in the microstructure and properties of the Cu refers to the
superior surface integrity and interface adhesion of the Cu cause by the proper
diffusion of the Cu atom.
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Assessment of the Chambal River
Quality at Kota Metropolis Through
the Drinking Water Quality Index
and Irrigation Water Quality Index

Kuldeep, Sohil Sisodiya, and Anil K. Mathur

1 Introduction

Potable water is essentially required to survive human beings, and hence, it is listed
in sustainable development goals [1]. Approximately, 165 billion liters of water are
consumed daily in India. The presence of contaminants in water for such quantity
and such characteristics possess potential risks to human health known as water
pollution. As per the recent WHO report, 70% of diseases can be introduced in the
human body through water [2]. Even 20% of cancers are connected to water pol-
lution [3]. Water quality is generally influenced by geology, hydrogeology,
rock-water interactions, evaporation, mineral dissolution, precipitation, weathering,
industrial effluents, cultivation/irrigation, chemical fertilizers, and mostly
human-made activities [4]. Various impurities from human activities such as
industry and agriculture degrade water quality, making it useless for a stated pur-
pose [5].

Kota Metropolis is a district of Rajasthan state (India). It is globally reckoned as
an industrial and educational city with more than 2 million population [6]. The city
is primarily dependent on the Chambal River to fulfill all water demands for all
purposes. It also holds great spiritual and cultural significance. This research paper
reveals Chambal River water’s hydro-chemical properties and its nature for
drinking and irrigation purposes in the Kota district, Rajasthan (India). The measure
of water quality used for irrigation and drinking is essential to estimate its long-term
usage to increase productivity. WQI and IWQI are the most widely used rating tools
to indicate water quality for drinking and agricultural use.
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2 Study Area and Research Methodology

Kota metropolis is located in the southeast of Rajasthan state (India), globally
famous for its educational institutes and industrial units. The urban population was
11,76,604 as per India’s census, 2011 [7, 8]. The river water completes almost all
the city’s water demand for drinking, irrigation, commercial, and industrial

Table 1 GPS coordinates for the selected sampling locations

Location
code

Latitude Longitude Sampling
points

Sampling
position

Flow direction

S-1 25.15122 75.80984 Akelgarh Upstream Southeast of
RajasthanS-2 25.26765 75.95587 Rangpur Downstream

Fig. 1 Sampling locations demonstration in the Kota metropolis
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activities. Two sampling points are selected to assess river water quality: first at
Akelgarh in the upstream of the Chambal River, and second at Rangpur in the
downstream of the Chambal River. Monitoring sites are mentioned in Table 1 and
presented in Fig. 1. The methodology adopted in this study is shown in Fig. 2.

3 Observation

The study period selected for study was one year from January 01, 2019 to
December 31, 2019. The seasonal mean, the highest and the lowest value, and
standard deviation for summer, rainy, and winter seasons from the laboratory
testing of samples for Akelgarh (S-1) are shown in Tables 2, 3, and 4, respectively.
On the same basis (Table 5), seasonal observations for Rangpur (S-2) are presented
in Tables 6, 7, and 8, respectively. The annual mean, highest and lowest values, and
standard deviation for S-1 and S-2 are listed in Tables 5 and 9. The monitored data
is obtained from RSPCB, and MS Excel software is used to prepare the required
dataset for further calculation to calculate WQI and IWQI.

Fig. 2 Study work methodology

Table 2 The mean, highest, lowest, and standard deviation for summer season at S-1

Parameter Seasonal mean Highest Lowest Standard
deviation

Ammonia (mg/l) 0.46 0.48 0.44 0.03

BOD (mg/l) 1.40 1.65 1.14 0.36

Boron (mg/l) 0.23 0.25 0.21 0.03

COD (mg/l) 14.79 20.85 8.73 8.57

Calcium (mg/l) 26.40 27.20 25.60 1.13

Chloride (mg/l) 58.00 64.00 52.00 8.49

Conductivity (lmho/cm) 360.00 420.00 300.00 84.85

Dissolved oxygen (mg/l) 5.44 5.51 5.36 0.11

Fecal coliform (MPN/100 ml) 7.00 7.00 7.00 0.00

Fluoride (mg/l) 0.87 0.90 0.84 0.04
(continued)

Assessment of the Chambal River Quality at Kota Metropolis … 561



Table 3 The mean, highest, lowest, and standard deviation for rainy season at S-1

Parameter Mean Highest Lowest S.D.

Ammonia (mg/l) 0.46 0.48 0.44 0.03

BOD (mg/l) 0.88 0.90 0.85 0.04

Boron (mg/l) 0.23 0.24 0.21 0.02

COD (mg/l) 6.03 7.92 4.13 2.68

Calcium (mg/l) 18.40 19.20 17.60 1.13

Chloride (mg/l) 40.00 48.00 32.00 11.31

Conductivity (lmho/cm) 260.00 290.00 230.00 42.43

Dissolved oxygen (mg/l) 5.71 5.80 5.62 0.13

Fecal coliform (MPN/100 ml) 15.50 20.00 11.00 6.36

Fluoride (mg/l) 0.82 0.84 0.80 0.03

Magnesium as Mg (mg/l) 5.37 6.83 3.90 2.07

Nitrate (mg/l) 1.71 1.76 1.66 0.07

pH 7.96 8.08 7.84 0.17

Phosphate (mg/l) 0.10 0.10 0.10 0.00

Potassium (mg/l) 1.40 1.50 1.30 0.14

Sodium (mg/l) 30.50 33.00 28.00 3.54

Sulfate (mg/l) 33.00 35.50 30.50 3.54

Temperature (°C) 25.00 26.00 24.00 1.41

Bi-carbonate alkalinity (mg/l) 42.00 44.00 40.00 2.83

Total coliform (MPN/100 ml) 28.00 28.00 28.00 0.00

Total dissolved solids (mg/l) 195.00 212.00 178.00 24.04

Total hardness (mg/l) 68.00 72.00 64.00 5.66

Turbidity (JTU/NTU) 11.70 22.60 0.80 15.41

Table 2 (continued)

Parameter Seasonal mean Highest Lowest Standard
deviation

Magnesium as Mg (mg/l) 7.81 11.71 3.90 5.52

Nitrate (mg/l) 1.80 1.84 1.76 0.06

pH 7.93 8.00 7.85 0.11

Phosphate (mg/l) 0.15 0.20 0.10 0.07

Potassium (mg/l) 2.30 2.70 1.90 0.57

Sodium (mg/l) 40.50 43.00 38.00 3.54

Sulfate (mg/l) 38.00 41.00 35.00 4.24

Temperature (°C) 28.50 32.00 25.00 4.95

Bi-carbonate alkalinity (mg/l) 102.00 104.00 100.00 2.83

Total coliform (MPN/100 ml) 20.00 20.00 20.00 0.00

Total dissolved solids (mg/l) 313.00 318.00 308.00 7.07

Total hardness (mg/l) 98.00 112.00 84.00 19.80

Turbidity (JTU/NTU) 1.10 1.30 0.90 0.28
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Table 4 The mean, highest, lowest, and standard deviation for winter season at S-1

Parameter Mean Highest Lowest S.D.

Ammonia (mg/l) 0.49 0.54 0.44 0.05

BOD (mg/l) 1.02 1.79 0.56 0.67

Boron (mg/l) 0.25 0.31 0.19 0.06

COD (mg/l) 8.42 12.15 5.60 3.37

Calcium (mg/l) 20.80 24.00 16.00 4.23

Chloride (mg/l) 54.67 68.00 32.00 19.73

Conductivity (lmho/cm) 330.00 350.00 300.00 26.46

Dissolved oxygen (mg/l) 5.97 6.11 5.70 0.24

Fecal coliform (MPN/100 ml) 10.33 20.00 4.00 8.50

Fluoride (mg/l) 0.85 0.90 0.80 0.05

Magnesium as Mg (mg/l) 10.09 10.74 8.78 1.13

Nitrate (mg/l) 1.83 2.00 1.66 0.17

pH 7.80 7.98 7.60 0.19

Phosphate (mg/l) 0.10 0.10 0.10 0.00

Potassium (mg/l) 1.03 1.20 0.90 0.15

Sodium (mg/l) 40.67 50.00 26.00 12.86

Sulfate (mg/l) 40.17 42.00 38.50 1.76

Temperature (°C) 20.00 20.00 20.00 0.00

Bi-carbonate alkalinity (mg/l) 77.33 96.00 44.00 28.94

Total coliform (MPN/100 ml) 19.67 28.00 11.00 8.50

Total dissolved solids (mg/l) 215.33 236.00 198.00 19.22

Total hardness (mg/l) 93.33 104.00 76.00 15.14

Turbidity (JTU/NTU) 1.00 1.10 0.90 0.10

Table 5 The mean, highest, lowest, and standard deviation for whole year at S-1

Parameter Mean Highest Lowest S.D.

Ammonia (mg/l) 0.47 0.54 0.44 0.04

BOD (mg/l) 1.08 1.79 0.19 0.47

Boron (mg/l) 0.24 0.31 0.19 0.04

COD (mg/l) 9.56 20.85 4.13 5.58

Calcium (mg/l) 21.71 27.20 16.00 4.22

Chloride (mg/l) 51.43 68.00 32.00 15.04

Conductivity (lmho/cm) 318.57 420.00 5.36 59.28

Dissolved oxygen (mg/l) 5.74 6.11 4.00 0.29

Fecal coliform (MPN/100 ml) 10.86 20.00 0.80 6.57

Fluoride (mg/l) 0.85 0.90 0.80 0.04

Magnesium as Mg (mg/l) 8.09 11.71 1.66 3.27

Nitrate (mg/l) 1.79 2.00 1.66 0.12

pH 7.88 8.08 0.10 0.16
(continued)
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Table 6 The mean, highest, lowest, and standard deviation for summer season at S-2

Parameter Mean Highest Lowest S.D.

Ammonia (mg/l) 0.73 0.84 0.54 0.13

BOD (mg/l) 2.79 3.33 2.35 0.46

Boron (mg/l) 0.27 0.31 0.23 0.03

COD (mg/l) 26.18 31.78 19.83 6.03

Calcium (mg/l) 36.80 40.00 35.20 2.26

Chloride (mg/l) 113.00 164.00 84.00 35.38

Conductivity (lmho/cm) 710.00 780.00 660.00 55.98

Dissolved oxygen (mg/l) 4.07 4.75 3.76 0.46

Fecal coliform (MPN/100 ml) 43.25 75.00 20.00 22.98

Fluoride (mg/l) 0.91 0.96 0.84 0.05

Magnesium as Mg (mg/l) 17.81 21.47 9.76 5.43

Nitrate (mg/l) 2.71 3.04 2.36 0.28

pH 8.40 8.48 8.32 0.07

Phosphate (mg/l) 0.18 0.20 0.10 0.05

Potassium (mg/l) 4.05 5.10 1.70 1.59

Sodium (mg/l) 67.00 71.00 63.00 3.27

Sulfate (mg/l) 65.75 106.50 35.50 32.20

Temperature (°C) 29.00 32.00 26.00 2.94

Bi-carbonate alkalinity (mg/l) 158.00 168.00 148.00 8.33

Total coliform (MPN/100 ml) 150.00 210.00 120.00 42.43

Total dissolved solids (mg/l) 520.50 576.00 468.00 48.62

Total hardness (mg/l) 165.00 180.00 140.00 17.40

Turbidity (JTU/NTU) 4.13 4.50 3.90 0.26

Table 5 (continued)

Parameter Mean Highest Lowest S.D.

Phosphate (mg/l) 0.11 0.20 0.10 0.04

Potassium (mg/l) 1.50 2.70 0.90 0.62

Sodium (mg/l) 37.71 50.00 26.00 9.14

Sulfate (mg/l) 37.50 42.00 20.00 4.06

Temperature (°C) 23.86 32.00 20.00 4.41

Bi-carbonate alkalinity (mg/l) 74.29 104.00 11.00 29.83

Total coliform (MPN/100 ml) 22.14 28.00 11.00 6.34

Total dissolved solids (mg/l) 237.43 318.00 64.00 54.55

Total hardness (mg/l) 87.43 112.00 0.80 18.10

Turbidity (JTU/NTU) 4.09 22.60 0.80 8.17
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Table 7 The mean, highest, lowest, and standard deviation for rainy season at S-2

Parameter Mean Highest Lowest S.D.

Ammonia (mg/l) 0.82 0.94 0.72 0.09

BOD (mg/l) 1.66 2.86 1.10 0.81

Boron (mg/l) 0.25 0.27 0.24 0.01

COD (mg/l) 7.65 11.98 5.78 2.92

Calcium (mg/l) 24.00 36.80 19.20 8.57

Chloride (mg/l) 63.00 88.00 48.00 18.00

Conductivity (lmho/cm) 415.00 630.00 310.00 147.31

Dissolved oxygen (mg/l) 5.82 6.80 4.45 1.01

Fecal coliform (MPN/100 ml) 84.75 150.00 39.00 46.69

Fluoride (mg/l) 0.84 0.90 0.80 0.04

Magnesium as Mg (mg/l) 8.54 13.66 4.88 3.77

Nitrate (mg/l) 2.00 2.10 1.84 0.11

pH 8.18 8.53 7.93 0.25

Phosphate (mg/l) 0.20 0.30 0.10 0.08

Potassium (mg/l) 3.05 4.40 2.10 0.99

Sodium (mg/l) 39.25 57.00 29.00 12.39

Sulfate (mg/l) 60.25 82.00 49.00 15.56

Temperature (°C) 26.50 32.00 24.00 3.79

Bi-carbonate alkalinity (mg/l) 68.00 124.00 48.00 37.38

Total coliform (MPN/100 ml) 297.50 460.00 120.00 188.04

Total dissolved solids (mg/l) 305.50 464.00 234.00 108.28

Total hardness (mg/l) 95.00 148.00 72.00 35.68

Turbidity (JTU/NTU) 15.63 28.30 1.60 14.41

Table 8 The mean, highest, lowest, and standard deviation for winter season at S-2

Parameter Mean Highest Lowest S.D.

Ammonia (mg/l) 0.72 0.94 0.58 0.17

BOD (mg/l) 1.76 2.44 0.90 0.64

Boron (mg/l) 0.27 0.31 0.23 0.03

COD (mg/l) 14.97 20.80 6.80 5.88

Calcium (mg/l) 27.60 35.20 20.80 7.88

Chloride (mg/l) 102.00 156.00 60.00 43.02

Conductivity (lmho/cm) 530.00 640.00 370.00 114.02

Dissolved oxygen (mg/l) 6.35 6.50 6.30 0.10

Fecal coliform (MPN/100 ml) 132.25 240.00 64.00 81.36

Fluoride (mg/l) 0.84 0.90 0.80 0.04

Magnesium as Mg (mg/l) 13.18 16.59 9.76 3.43

Nitrate (mg/l) 2.08 2.20 1.82 0.18

pH 8.20 8.36 7.99 0.15
(continued)
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Table 9 The mean, highest, lowest, and standard deviation for the whole year at S-2

Ammonia (mg/l) Mean Highest Lowest S.D.

BOD (mg/l) 0.75 0.94 0.54 0.13

Boron (mg/l) 2.07 3.33 0.90 0.79

COD (mg/l) 0.26 0.31 0.23 0.03

Calcium (mg/l) 16.27 31.78 5.78 9.22

Chloride (mg/l) 29.47 40.00 19.20 8.37

Conductivity (lmho/cm) 92.67 164.00 48.00 37.90

Dissolved oxygen (mg/l) 551.67 780.00 310.00 162.47

Fecal coliform (MPN/100 ml) 5.41 6.80 3.76 1.17

Fluoride (mg/l) 86.75 240.00 20.00 63.14

Magnesium as Mg (mg/l) 0.86 0.96 0.80 0.05

Nitrate (mg/l) 13.18 21.47 4.88 5.54

pH 2.26 3.04 1.82 0.38

Phosphate (mg/l) 8.26 8.53 7.93 0.19

Potassium (mg/l) 0.20 0.50 0.10 0.11

Sodium (mg/l) 3.08 5.10 1.20 1.37

Sulfate (mg/l) 51.58 71.00 29.00 15.29

Temperature (°C) 68.17 106.50 35.50 21.93

Bi-carbonate alkalinity (mg/l) 25.50 32.00 18.00 4.60

Total coliform (MPN/100 ml) 109.33 168.00 48.00 51.74

Total dissolved solids (mg/l) 260.83 460.00 120.00 150.90

Total hardness (mg/l) 391.67 576.00 234.00 120.39

Turbidity (JTU/NTU) 127.67 180.00 72.00 40.52

Ammonia (mg/l) 7.61 28.30 1.60 9.60

Table 8 (continued)

Parameter Mean Highest Lowest S.D.

Phosphate (mg/l) 0.23 0.50 0.10 0.19

Potassium (mg/l) 2.15 3.30 1.20 0.97

Sodium (mg/l) 48.50 63.00 33.00 12.69

Sulfate (mg/l) 78.50 95.00 57.00 15.80

Temperature (°C) 21.00 25.00 18.00 3.16

Bi-carbonate alkalinity (mg/l) 102.00 152.00 52.00 53.32

Total coliform (MPN/100 ml) 335.00 460.00 210.00 144.34

Total dissolved solids (mg/l) 349.00 432.00 266.00 67.81

Total hardness (mg/l) 123.00 156.00 92.00 33.68

Turbidity (JTU/NTU) 3.08 4.10 1.90 1.14
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4 Result and Discussion

4.1 Correlation Matrix

The correlation matrix was developed with MATLAB software for all parameters of
Station 1 and Station 2. It is created to understand the interrelationship between
monitored parameters. It is found that the correlation matrix for S-1 (Fig. 3) shows
less correlation between all parameters than the correlation matrix for S-2 (Fig. 4),
i.e., as the concentration of pollutants increases, the correlation between them also
improved.

4.2 Water Quality Index

The WQI for S-1 and S-2 is estimated with the help of observed data. The
step-by-step procedure to calculate WQI is as follows [9]:

1. Assign weight (Wi) to all parameters based upon their importance. The topmost
weight assigned is 5, and the lowermost being 1. Relative Weights (RWi) is
calculated with the help of RWi ¼ WiPn

i
Wii
.

2. Quality Rating Scale (qi) is computed as: qi ¼ ei�vi
bi�vi

� 100.
Where the base value is vi for each parameter under monitoring (0 for all
variables except for DO (14) and pH (7)), ei are the values observed experi-
mentally, and bi is the standard value recommended in IS 10500.

3. Sub Index (SIi) is computed for each variable as: Sli ¼ RWi � qi.
4. Finally, the water quality index for potable water is computed as: WQI ¼ Pn

i
Sli.

The Indian water standards for drinking water, assigned weights (Wi), calculated
relative weights (RWi), and ideal value are presented in Table 10. The WQI for
potable water for both Akelgarh and Rangpur is shown in Table 11.

The seasonal and annual WQI for Akelgarh fall (Fig. 5) under the category of
“Good,” i.e., water is safe and can be consumed for drinking and cooking activities
without any treatment. The WQI for Rangpur comes under the category of “Poor,”
i.e., water is unsafe and cannot be used for drinking, cooking, and similar other
activities without primary and secondary treatment depending upon the concen-
tration of pollutants in river water. More than one dozen wastewater streams are
directly linked with the river without any treatment before it reached Rangpur.
Apart from this, solid and liquid waste generated from houses and industries sit-
uated nearby the bank of Chambal River, leachate from unauthorized solid waste
dumping sites, soil erosion, reduction in the river’s self-purification capacity, and
agricultural runoff are other reasons behind the poor category of river water at
Rangpur sampling location.
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Fig. 3 Correlation matrix among all parameters at S-1

Fig. 4 Correlation matrix among all parameters at S-2
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Table 10 Indian standards, ideal value, weight, and relative weight for all parameters

Parameter Indian standards Ideal value Weight Relative
weights

Ammonia (mg/l) 0.20 0.00 2.00 0.03

BOD (mg/l) 2.00 0.00 4.00 0.06

Boron (mg/l) 0.50 0.00 2.00 0.03

COD (mg/l) 2.50 0.00 4.00 0.06

Calcium (mg/l) 75.00 0.00 2.00 0.03

Chloride (mg/l) 250.00 0.00 3.00 0.04

Conductivity (lmho/cm) 400.00 0.00 3.00 0.04

Dissolved oxygen (mg/l) 6.00 14.00 4.00 0.06

Fecal coliform (MPN/100 ml) 50.00 0.00 4.00 0.06

Fluoride (mg/l) 1.00 0.00 4.00 0.06

Magnesium as Mg (mg/l) 30.00 0.00 3.00 0.04

Nitrate (mg/l) 45.00 0.00 4.00 0.06

pH 8.50 7.00 4.00 0.06

Phosphate (mg/l) 0.10 0.00 2.00 0.03

Potassium (mg/l) 8.00 0.00 1.00 0.01

Sodium (mg/l) 20.00 0.00 2.00 0.03

Sulfate (mg/l) 200.00 0.00 2.00 0.03

Temperature (°C) 25.00 0.00 2.00 0.03

Bi-carbonate alkalinity (mg/l) 200.00 0.00 2.00 0.03

Total coliform (MPN/100 ml) 50.00 0.00 4.00 0.06

Total dissolved solids (mg/l) 500.00 0.00 4.00 0.06

Total hardness (mg/l) 200.00 0.00 4.00 0.06

Turbidity (JTU/NTU) 1.00 0.00 2.00 0.03

Table 11 The water quality index for Akelgarh and Rangpur

Akelgarh (S-1) Rangpur (S-2)

Study time WQI Water quality Study time WQI Water quality

Summer 98.66 Good Summer 182.66 Poor

Rainy 100.08 Good Rainy 147.58 Poor

Winter 77.54 Good Winter 169.70 Poor

Annual 90.10 Good Annual 175.65 Poor
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Fig. 5 Seasonal and annual variations in WQI for Akelgarh and Rangpur sampling points

Table 12 Various irrigation water quality indices [10]

IRRIGATION WATER QUALITY INDICES

Index Equation

Sodium Absorption Ratio (SAR) SAR ¼ Naþffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ca2þ þMg2þ

2

p
Kelly Ratio (KR) KR ¼ Naþ

Ca2þ þMg2þ

Soluble Sodium Percentage (SSP) SSP ¼ Naþ
Ca2þ þMg2þ þNaþ � 100

Magnesium Hazard (MH) MH ¼ Mg2þ

Ca2þ þMg2þ � 100
Sodium Percentage (Na%) Na% ¼ Naþ þK þ

Ca2þ þMg2þ þNaþ þK þ � 100
Permeability Index (PI)

PI ¼ Naþ þK þ þ
ffiffiffiffiffiffiffiffiffiffi
HCO�

3

p
Ca2þ þMg2þ þNaþ þK þ � 100

Table 13 Standard limits for
irrigation water parameters

Index Range Quality Index Range Quality

SSP <50 Good KR <1 Suitable

>50 Unsuitable >1 Unsuitable

MH <50 Suitable PI <80 Good

>50 Unsuitable 80–100 Moderate

Na% < 20 Excellent 100–120 Poor

20–40 Good SAR 0–10 Excellent

40–60 Permissible 10–18 Good

60–80 Doubtful 18–26 Doubtful

>80 Unsuitable >26 Unsuitable
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4.3 Irrigation Water Quality Index

There are various parameters through which IWQI can be determined. Six
parameters, namely, SSR, KR, SSA, NA%, MH, and PI, are selected from the
literature, and their governing equations are mentioned in Table 12. Standard limits
of irrigation parameters are given in Table 13. IWQI for Akelgarh and Rangpur is
shown in Table 14.

The irrigation water quality index denotes its fitness for agricultural purposes
and is determined by dissolved substances’ concentration. The analysis of IWQI
parameters shown in Table 14 suggests that Chambal River water flowing through
Akelgarh to Rangpur is good and suitable for irrigation use, i.e., nutrients per-
missible limits to enhance crop yield.

5 Conclusion

The unavailability of clean and safe water in major cities is the most critical
environmental concern worldwide. Polluted water used for drinking, cooking, and
agricultural activities is a significant threat for human beings. After assessing water
quality at two sampling points in Kota city, the study findings show that river
quality at Akelgarh is clean and safe during the study period and making it fit for
human consumption.

Table 14 Various irrigation water quality indices

Sampling
points

Study
period

SAR SSP KR Na % MH PI Irrigation
quality

S-1 Summer 09.79
(E)

54.21
(U)

1.18
(U)

55.58
(P)

22.83
(S)

68.69
(G)

Good and
suitable

Rainy 08.85
(E)

56.20
(U)

1.28
(U)

57.30
(P)

22.58
(S)

68.95
(G)

Good and
suitable

Winter 10.35
(G)

56.87
(U)

1.32
(U)

57.45
(P)

22.14
(S)

69.31
(G)

Good and
suitable

Annual 09.77
(E)

55.86
(U)

1.27
(U)

56.86
(P)

22.14
(S)

69.31
(G)

Good and
suitable

S-2 Summer 12.82
(G)

55.09
(U)

1.23
(U)

56.54
(P)

32.62
(S)

66.54
(G)

Good and
suitable

Rainy 9.73
(G)

54.67
(U)

1.21
(U)

56.52
(P)

26.24
(S)

67.54
(G)

Good and
suitable

Winter 10.74
(E)

54.33
(U)

1.19
(U)

55.40
(P)

32.31
(S)

66.45
(G)

Good and
suitable

Annual 11.17
(G)

54.74
(U)

1.22
(U)

56.18
(P)

30.90
(S)

66.92
(G)

Good and
suitable

E: Excellent, G: Good, S: Suitable, U: unsuitable, P: Permissible
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The seasonal and annual potable water quality at Rangpur was unsafe for human
consumption. It is highly suggested not to use river water for human consumptions
in the surrounding area without primary or secondary treatment depending upon the
contaminates’ concentration levels. Several wastewater streams, solid, and liquid
waste generated from houses and industries situated nearby the bank of Chambal
River, leachate from unauthorized solid waste dumping sites, soil erosion, reduction
in the river’s self-purification capacity, and agricultural runoff are the main reasons
behind the poor quality of river water at Rangpur. Public awareness should be
created, and wastewater streams should be treated before discharge into the river
water to decrease the river water contamination load.

The overall IWQI accessed through SAR, SSP, KR, Na %, MH, and PI was
good and suitable for irrigation, i.e., nutrients required for plant growth are in the
range of acceptable limits. The present study may be used as baseline information
both in concentration and trends by the regulating authorities. Heavy metals and
radioactive materials can be included in monitoring parameters for future studies on
the Chambal River and other rivers.
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Virtual Plan of the Domestic Enlistment
Warming Framework to Reproduce
Electromagnetic Boundaries

V. Geetha, M. Pushpavalli, P. Abirami, P. Sivagami,
and R. Harikrishnan

1 Introduction

In the heating process, the electromagnetic field and the thermal field are strongly
coupled. Induction heating process of the working material leads to rapid rise up in
temperature due to the changes in the magnetic parameters like magnetic flux
density (B), magnetic field intensity (H), permeability (µ), and electrical conduc-
tivity which leads to the changes in the electrical properties, which is harmful for
the heating system and also affects the efficiency of the heating system. The
measurement of these varied electrical and magnetic parameters with respect to
temperature changes needs a computing resource. There are only few resources
available for the computation of the electromagnetic parameters of the IH system.
They are JMAG, COMSOL, CENOS, MULTIPHYSICS, EMS, etc., and survey on
the simulation platform availability for the transient analysis of the heating system
was made and the review states the usage of the EMS to compute the magnetic and
thermal properties of the IH system developed for the domestic application. The
state of the art of the review proves that the MULTIPHYSICS simulation of the
induction heating system have the limitations over the finite element modeling. The
requirement of the simulation software for the measurement of the electromagnetic
parameters with high frequency is mandatory to have several iterations in the study.
Researcher has integrated a virtual design to analyze the performance of the
domestic induction heating system. CAD model for the designed system for thermal
analysis is studied and compared with the simulated result, and also, real-time test
and the results are depicted in [1]. The designers have identified the eco-design
action of the developed hob. The most of the influenced parameters are approached
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in the article. The most food industry aims at satisfying the customer expectations in
the product they buy. It aims on the taste, nutrition, and safety. The conventional
method of heating the food directly gets reacted and reduces the taste, safety, and
nutrition, so the direct induction heating method is innovated for a sample of a
grape juice which is heated with a minimum temperature of 20 °C and a maximum
of 100 °C for different frequency of the applied voltage. Here the study depicts that
the induced current density in the medium is not detected and has to be demon-
strated in the future research. The improvement in the intensity of the current can be
attributed with the study of the transformer theory in [2, 3] have enhanced the
induction heating technology to study the magnetic composites for the medical
application. To test and measure the magnetic properties of the ferromagnetic
material, a thermal transfer-based COMSOL simulation along with the experi-
mental validation is performed resulting in the encouragement of usage of induction
heating application in the field of medicine. The researcher has conducted the
research to treat the varicose veins which is found to be a challenging task [4] and
also demonstrated the all in one induction heating system for accommodating the all
shapes of the vessel. The comparison of the flat bottomed vessel and the curved
bottom vessel is been designed, simulated, and experimentally proves to have a
good agreement. A 1500 W prototype model was built to evaluate the magnetic and
thermal fields of the proposed topology. The FEM analysis of the simulated system
was carried out to elaborate the heating performance of the designed system using
JMAG software package [5] and has implemented an induction heating system with
full bridge series resonant converter for different utensils made of materials like
ferromagnetic conductive, non-ferromagnetic conductive, and non-ferromagnetic
non-conductive with 500 W prototype. The system produced an average temper-
ature of 83.8 °C, and efficiency of 96.9% at the maximum for the ferromagnetic
material and various comparisons for magnetic properties regulating the output
power flexibly and efficiently. The author has also focused on the magnetic cou-
pling properties and temperature distribution of the proposed induction heating
system [6]. A suitable optimization technique for the designed geometry was
adopted for the uniform distribution of the heat. The author has approached with the
numerical method to reach the desired temperature for the specimen to be heated [7]
and has practically designed an induction heating cooker to determine the evolution
of the temperature distributed over the surface, and a FEA was carried out con-
sidering the nonlinearity property of the pan used. Required governing equation
was identified for the analysis which was made for a 220 V. Modeling of a single
loop induction heating system to have optimal control of amplitude, frequency, and
current, the key point of the study made was to have a desired temperature profile
for the work piece made of non-ferromagnetic material. The optimization of the
modeled system is carried out with genetic algorithm and compared with educated
guess and optimum solution. The experimental validation of the proposed topology
with the specific designed geometry proved that genetic algorithm holds good for
the designed system. The genetic algorithm formulated in the proposed system
reduced the heating time by 19% and energy by 11% in [8, 9] has modeled and
optimized the induction cooking system for improving the temperature distribution.
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The dimensions and the parameters are replaced by the iterative step carried out to
minimize the error and calculated the temperature at each node of the designed and
simulated study. Here the numerical mathematical representation was done to
understand the design of the developed system. Researcher has presented a math-
ematical, numerical model for coupling the various physical phenomena like
electromagnetic and thermomechanical computations. The research proved that the
strategy developed has enabled the efficient parallel computation techniques and
best suited for the global optimization procedures. The excellent output comparison
was made between the numerical and experimental results in [10].

2 Geometric Model of the Induction Heating System

2.1 Coil Specification

The cross-sectional view of the designed study depicts the dimensions of the coil
geometry. The dimension depends on the length of the coil, thickness of the coil,
and the material the coils made of. The coil is made of the material of copper. The
air gap between the coils is concentrated during the coil design.

The coil with an outer and inner diameter of about 70 mm and 15 mm was
designed using the solid works, and its cross sectional and isometric view are
depicted in the following Figs. 1 and 2. The coil arrangement was made inside an
air box to prevent the wastage of the magnetic flux in the space.

2.2 Mesh Model of the Developed System

Here the mesh model of the system with a pot arrangement is made, and the total
geometry is kept in the air box arrangement, and the rms current of 5 A with a
switching or the operating frequency of 29 kHz is applied at the terminals of the
coil to measure the temperature in the coil and also along with the pot arrangement
as in Fig. 3. The arrangement shown is the 3D view of the meshed system which is
kept in the air chamber for the analysis. The system is kept in the air space such that
the magnetic flux or the temperature developed on the application of the current in
to the induction coil will not have scattering. The losses can be reduced such a way,
and also, the system development in the EMS can be carried out only with the air
spaces and with the mesh model. The geometry is based on the quantity of the
medium to be warmed or heated here the water as the medium requires 100 °C to be
developed in the work piece base such that the boiling point in water is achieved
without any losses in the induction cooking system.
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Fig. 1 Isometric view of the IH coil

Fig. 2 Cross-sectional view of the IH coil
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2.3 Temperature Variation of the Developed Induction Coil

The coil with 12 turns was developed to produce the required heat for the heating
up of the medium water. The temperatures of the water is 100 °C, the transfer of
heat from the coil to the work piece then to the medium are calculated and a
temperature of 123.89 °C is produced in the coil. The coil carries a minimum
temperature of 115.95 °C and a maximum of approximately 123.89 °C. Figure 4
represents the variation in the temperature in the coil.

Fig. 3 Mesh model of the IH geometry design

Fig. 4 Temperature profile of the induction coil
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2.4 Magnetic Flux Density of the Induction Cooking Coil

The density of the flux around the coil represents the amount of heat developed in
the base of the cooking vessel. The developed flux in the coil is represented in the
vector form. The coil is placed inside the air space that can be witnessed in Fig. 5.
Here the current applied as the input to the induction coil is about 5 A.

We can observe the variation in the magnetic flux density in the vessel as a
cross-sectional view and also the front view which clearly explains the variation in
the distribution of flux over the vessel. In addition to all the magnetic parameters the
thickness of the pan base is also a key factor for the amount of heat to be distributed
uniformly. Figures 6 and 7 represent the vector representation of the movement of
the magnetic flux density of the 3D model developed for the study. The thickness of
the pan plays a major role in the heat distribution over the surface. The various
thickness of the pan the temperature reaching the work piece is analyzed.

3 Heat Distribution of the Induction Heating System

The system designs using the solid works platform virtually implemented with
various thickness of the base of the cooking system, and the parameters like the
temperature gradient, magnetic flux density, and temperature are recorded after the
number of iteration study carried out in the EMS platform. Figure 8 represents the
variation in the temperature with the variation in the base thickness. The variation in

Fig. 5 Vector representation of the magnetic flux density of the induction coil
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the magnetic flux density with respect to thickness can be viewed in Figs. 9 and 10
which represents the temperature gradient that was measured for various thickness
of the vessel base.

3D plot of the temperature distribution with a pan thickness of 3 mm is dis-
played after the study carried out with the virtual model of the induction cooking
system, and the same is shown in Fig. 11. The various view of the cooking system,
as shown in Fig. 11a–c, is viewed to demonstrate the distribution before imple-
menting the actual induction cooking system. The FEA is carried out to the geo-
metric model developed. The same study was carried out for the different thickness
from 0.5 mm to 3 mm, as an illustration distribution of heat for the 3 mm thickness
base is demonstrated.

Fig. 6 Cross-sectional view
of the geometry model of the
induction cooking system

Fig. 7 3D model of the
movement of the magnetic
flux density (wb/m2) of the
induction cooking system
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Fig. 8 Temperature versus base thickness of the induction cooking system

Fig. 9 Magnetic flux density versus base thickness of the induction cooking system
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4 Conclusion

An induction cooking system with the 5 A current and a switching frequency of
29 kHz was virtually implemented with the induction coil with 12 turns wound coil.
The cooking vessel has the mentioned geometry for the input provided for the
study. The thermal and magnetic parameters are analyzed for the system with
various base thickness, and the results are depicted in the research. The system
virtually implemented to provide and verify the effectiveness of the cooking system
to be implemented and produced as a product. In future, any induction cooking

Fig. 10 Temperature gradient versus base thickness of the induction cooking system

Fig. 11 a Top view of the heated pan with distribution of heat uniformly in the base, b isometric
view of the heated pan with uniform distribution of heat, c cross-sectional view of the pan
representing the coil with the pan
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system can be designed and verified for any specific quantity before developing the
actual product. It can also be used for the heating system design for the sterilization
process in the medical field.
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Assessment of Urban Air Quality
for Jodhpur City by the Air Quality
Index (AQI) and Exceedance
Factor (EF)

Kuldeep, Sohil Sisodiya, Anil K. Mathur, and Puneet Verma

1 Introduction

Air pollution is one of the major global threats to human health, with 4.2 million
deaths in 2016 due to outdoor air pollution [1]. As per World Air Quality Report
2019, 39 cities of India were in the world’s top 100 most polluted cities. Jodhpur’s
rank is 20th in the top 39 most polluted cities of India [2]. In Rajasthan (India),
more than 90 thousand deaths in 2017 were related to air pollution. The state of
Rajasthan has the highest death rate per one lakh population, which is 112.5 due to
air pollution TOI, 2018.

Although seven nitrogen oxides are found in the atmosphere, NO, NO2, NO3,
N2O, N2O3, N2O4, and N2O5, only two of these are harmful air pollutants: nitric
oxide (NO) and nitrogen dioxide (NO2). Nitric oxide (NO) is a colorless gas whose
concentration does not have any adverse health effects as it is found in the atmo-
sphere. However, NO is oxidized to NO2, which can cause bronchitis, pneumonia,
and fewer respiratory infections in the lungs. NO2 also reacts with volatile com-
pounds in sunlight to form photochemical oxidants that adversely affect health.

NO2 has other environmental consequences besides being directly related to
human health. It reacts with hydroxyl radicals (OH) present in the atmosphere to
form nitric acid (HNO3), which rusts on the metal surface and contributes to the
acid precipitation problem. It also damages terrestrial plants and is an essential
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cause of eutrophication. The reddish-brown color of smoke is due to nitrogen
dioxide (e.g., Los Angeles Smoke) [3].

Sulfur dioxide (SO2) is a colorless, nonflammable, and non-explosive gas that
causes suffocation at high concentrations. Sulfur dioxide is converted to sulfur
trioxide; it can produce H2SO4 by photochemical and catalytic reactions with other
components in the atmosphere.

Sulfuric acid, sulfur dioxide, and sulfur salts irritate the respiratory tract’s
mucous membranes and promote chronic respiratory diseases, particularly bron-
chitis and pulmonary emphysema. Sulfur dioxide can damage trees, especially
when trees are exposed to acid fog or clouds because they have high pH levels.
Acidity damages plants by affecting their ability to extract nutrients from the soil.
Under acidic conditions, nutrients are picked up from the soil more rapidly, and
lower pH levels impede nutrient uptake. Sulfurous pollutants can discolor plants,
corrode metals, and coach organic fibers to weaken.

Airborne sulfate significantly reduces visibility and discolors the atmosphere.
Prolonged exposure to sulfate causes serious damage in the manufacture of marble,
limestone, and mortar. The carbonates in these materials are replaced by the sulfates
resulting product calcium sulfate, which arises from this reaction, is soluble in water
and easily washes away, leaving a pitted, eroded surface. Many of the world’s
historical buildings and sculptures are rapidly deteriorating due to their high
exposure [4].

The impact of PM10 on health occurs at the level of experience of most urban
and rural populations in both developed and developing countries. There is a risk of
heart and respiratory diseases due to continuous exposure to particles and can also
cause lung cancer. Particulate matter causes leaf damage when it accumulates on
the leaf surface in the presence of moisture.

Dust coating on leaves reduces photosynthesis, and increased plugging of
stomata reduces plant growth; animals, which eat fluoride, arsenic-containing
lead-coated plants, and lead, may suffer some ill effects. Particulate matter can
damage materials by settling clothing and textile, corroding metals, eroding
building surfaces, destroying discoloration, and destroying painted surfaces [3–5].

2 Study Area

Jodhpur, one of the large districts of Rajasthan, is located in the western region of
the state, with a geographical area of 22,850 km2. According to the 2011 census, it
has a population of 36.85 lakh. The district stretches between 26º00′ and 27º37′ at
north latitude and between 72º55′ and 73º52′ at east longitude. The district comes
under the arid zone and is situated at an altitude of 250–300 m above sea level. The
average rainfall is reported to be 360 mm (36 cm) [6, 7].

The number of registered vehicles in Jodhpur is 1190627 as per the Transport
Department, Government of Rajasthan. The total number of industrial units is
23,319 distributed in 22 industrial areas. For administration and development, the
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district is divided into seven tehsils: Jodhpur, Osian, Phalodi, Bilara, Bhopalgarh,
Luni, and Shergarh. Jodhpur city (tehsil) is selected for air quality study. There are
ten air quality monitoring stations situated in the city’s crucial locations installed by
RSPCB and CPCB, mentioned in Table 1 with GPS coordinates. The study area
map is developed with the help of ArcGIS software and shown in Fig. 1.

Table 1 Air quality monitoring stations along with GPS coordinates and monitoring agency

S. no. Station name Latitude Longitude Monitoring agency

1 Soorsagar Police Station 26.31 73.01 RSPCB

2 Sojati Gate 26.29 73.02 RSPCB

3 Shastri Nagar Police Station 26.27 72.99 RSPCB

4 RIICO Office, Basni 26.23 73.01 RSPCB

5 Maha Mandir 26.31 73.04 RSPCB

6 District Industries Centre Office 26.26 73.01 RSPCB

7 Kudi Mahila Police Station 26.21 73.02 RSPCB

8 Housing Board 26.26 72.97 RSPCB

9 Sangariya Sub-police Station 26.20 73.00 RSPCB

10 Collectorate Office 26.29 73.04 CPCB

Fig. 1 Study area demonstration along with digital elevation model
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3 Observation and Calculation

The period of observation is one year, from January 1, 2019, to December 31, 2019.
The study period is equally divided into three seasons to obtain seasonal variations
in air pollutant concentrations. The monthly concentration levels of NO2, SO2, and
PM10 are presented in Tables 2, 3, and 4, respectively. Minimum, maximum, and
average concentrations of these pollutants at each monitoring station are also
computed annually. AQI is thus calculated from the concentration levels of these
three criteria pollutants using CPCB step-by-step procedure and shown in Table 5.

Table 2 Average, maximum, and minimum concentration of NO2 at each monitoring station

Average, maximum, and minimum concentration of NO2

Season Conc. MS-1 MS-2 MS-3 MS-4 MS-5 MS-6 MS-7 MS-8 MS-9 MS-10

Winter
season

Avg 32.8 32.8 32.6 33.7 32.7 32.9 33.1 35.5 33.3 28.8

Max 41.4 40.0 39.5 40.1 38.9 38.6 39.2 44.6 40.8 36.9

Min 23.9 23.8 24.6 24.2 24.8 24.5 24.9 30.0 23.3 19.3

Summer
season

Avg 21.6 21.1 21.2 21.4 21.3 22.3 21.2 21.5 21.0 34.7

Max 24.2 24.0 24.0 24.8 23.3 25.3 24.0 24.1 23.2 40.5

Min 19.8 19.7 19.8 19.9 20.2 20.9 19.8 20.1 19.9 29.5

Rainy
season

Avg 17.5 16.9 18.1 17.4 18.1 19.2 18.3 18.2 17.9 27.6

Max 19.2 19.4 19.5 19.9 19.5 20.2 19.4 19.8 19.6 30.1

Min 14.7 11.8 16.0 12.1 16.3 17.8 17.0 17.0 16.0 24.3

Annual Avg 24.0 23.6 24.0 24.2 24.0 24.8 24.2 25.1 24.1 30.4

Max 41.4 40.0 39.5 40.1 38.9 38.6 39.2 44.6 40.8 40.5

Min 14.7 11.8 16.0 12.1 16.3 17.8 17.0 17.0 16.0 19.3

Table 3 Average, maximum, and minimum concentration of SO2 at each monitoring station

Average, maximum, and minimum concentration of SO2

Season Conc. MS-1 MS-2 MS-3 MS-4 MS-5 MS-6 MS-7 MS-8 MS-9 MS-10

Winter
season

Avg 8.6 8.2 8.1 8.3 8.2 8.2 8.7 8.5 8.5 9.6

Max 10.9 9.7 9.6 9.4 10.2 9.6 11.3 9.8 10.6 11.6

Min 6.6 6.6 6.2 6.8 6.0 6.3 6.3 6.8 6.3 7.4

Summer
season

Avg 5.7 5.6 5.5 5.6 5.6 5.8 5.6 5.7 5.6 9.3

Max 6.2 6.0 5.9 6.0 5.9 5.9 5.8 6.0 5.9 12.5

Min 5.4 5.4 5.3 5.3 5.4 5.6 5.4 5.5 5.4 7.0

Rainy
season

Avg 5.6 5.1 5.5 5.1 5.8 6.0 5.8 5.6 5.6 7.6

Max 6.9 5.7 6.4 5.5 7.6 7.9 7.8 7.1 6.9 10.0

Min 5.0 4.6 5.0 4.8 5.1 5.1 5.1 4.9 5.0 6.5

Annual Avg 6.6 6.3 6.3 6.3 6.5 6.7 6.7 6.6 6.6 8.9

Max 10.9 9.7 9.6 9.4 10.2 9.6 11.3 9.8 10.6 12.5

Min 5.0 4.6 5.0 4.8 5.1 5.1 5.1 4.9 5.0 6.5
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4 Observation and Calculation

The arithmetic average concentration of NO2 for winter, summer, and rainy seasons
from all monitoring stations’ observation data was 32.82 µg/m3, 22.71 µg/m3, and
18.93 µg/m3, respectively, as shown in Fig. 2. The topmost and lowermost values
of NO2 concentration were 44.58 µg/m3 and 19.29 µg/m3, 40.55 µg/m3 and
19.66 µg/m3, and 30.07 µg/m3 and 11.79 µg/m3, for winter, summer, and rainy
seasons, respectively. The range of NO2 was 19.29–44.58 µg/m3 in the winter
season, 19.66–40.55 µg/m3 in the summer season, and 11.79–30.07 µg/m3 in the
rainy season.

The annual range and average concentration of NO2 were 11.79–44.58 µg/m3

and 24.82 µg/m3. The maximum concentration of NO2 was 44.58 µg/m3 observed
in January at Sojati Gate, Jodhpur, among all stations. The minimum concentration
of NO2 was 11.79 observed in October at Housing Board, Jodhpur, among all
stations. The seasonal and annual concentration of NO2 is within the acceptable
limits prescribed by CPCB. The standard limit of NO2 for 24 h is 80 µg/m3 and for
annual is 40 µg/m3.

Table 4 Average, maximum, and minimum concentration of PM10 at each monitoring station

Average, maximum, and minimum concentration of PM10

Season Conc. MS-1 MS-2 MS-3 MS-4 MS-5 MS-6 MS-7 MS-8 MS-9 MS-10

Winter
season

Avg 224 245 238 247 186 308 259 246 244 165

Max 293 291 348 301 258 396 391 301 300 197

Min 182 191 175 195 136 226 179 193 187 148

Summer
season

Avg 224 338 259 250 254 350 341 280 310 199

Max 272 389 318 300 366 412 460 345 434 241

Min 154 304 214 202 183 272 276 256 244 151

Rainy
season

Avg 116 154 126 125 108 188 178 146 138 147

Max 175 239 178 188 139 259 257 209 183 192

Min 76 115 71 98 75 126 130 100 95 106

Annual Avg 188 246 208 207 182 282 259 224 231 170

Max 293 389 348 301 366 412 460 345 434 241

Min 76 115 71 98 75 126 130 100 95 106

Table 5 Air quality index
with categories

AQI value Color AQI category

0 to 50 Light green Good

51 to 100 Green Satisfactory

101 to 200 Yellow Moderate

201 to 300 Orange Poor

301 to 400 Red Very poor

401 to 500 Maroon Severe
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The arithmetic average concentration of SO2 for winter, summer, and rainy
seasons from all monitoring stations’ observation data was 8.50 µg/m3, 6.00 µg/
m3, and 5.78 µg/m3, respectively, as shown in Fig. 3. The topmost and lowermost
values of SO2 concentration were 11.59 µg/m3 and 6.03 µg/m3, 12.48 µg/m3 and
5.32 µg/m3, and 9.99 µg/m3 and 4.58 µg/m3, for winter, summer, and rainy sea-
sons, respectively. The range of SO2 was 6.03–11.59 µg/m3 in the winter season,
5.32–12.48 µg/m3 in the summer season, and 4.58–9.99 µg/m3 in the rainy season.

The annual range and average concentration of SO2 were 4.58–12.48 µg/m3 and
6.76 µg/m3, respectively. The maximum concentration of SO2 was 12.48 µg/m3

observed in March at the DIC Office, Jodhpur, among all stations. The minimum
concentration of SO2 was 4.58 µg/m3 observed in October at Housing Board,
Jodhpur, among all stations. The seasonal and annual concentration of SO2 is
within the acceptable limits prescribed by CPCB. The standard limit of SO2 for
24 h is 80 µg/m3 and for annual is 50 µg/m3.

The arithmetic average concentration of PM10 for winter, summer, and rainy
seasons from all monitoring stations’ observation data was 236.08 µg/m3,
280.56 µg/m3, and 142.36 µg/m3, respectively, as shown in Fig. 4. The topmost
and lowermost values of PM10 concentration were 396.00 µg/m3 and 136.00 µg/
m3, 460.00 µg/m3 and 150.63 µg/m3, and 259.00 µg/m3 and 71.00 µg/m3, for
winter, summer, and rainy seasons, respectively. The range of PM10 was 136.00–

Fig. 2 Seasonal and annual variation in NO2 concentration
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396.00 µg/m3 in the winter season, 150.63–460.00 µg/m3 in the summer season,
and 71.00–259.00 µg/m3 in the rainy season.

The annual range and average concentration of PM10 were 71.00–460.00 µg/m3

and 219.67 µg/m3, respectively. The maximum concentration of PM10 was
460.00 µg/m3 observed in April at Shastri Nagar Thana, Jodhpur, among all sta-
tions. The minimum concentration of PM10 was 71.00 µg/m3 observed in
September at Kudi Mahila Thana, Jodhpur, among all stations. The seasonal and
annual concentration of PM10 is violating the NAAQS prescribed by CPCB. The
standard limit of PM10 for 24 h is 100 µg/m3 and for annual is 60 µg/m3.

5 Air Quality Index

The air quality index (AQI) is used to express the magnitude of air pollution of an
area. AQI is defined as a composite scheme that transforms the weighted values of
individual air pollutants (NO2 SO2, CO, PM10 visibility, etc.) into a single number
or group of numbers. AQI is calculated from step-by-step procedure taken from the
literature [8, 9]. Table 6 represents the monthly average values for AQI at each
monitoring station.

Fig. 3 Seasonal and annual variation in SO2 concentration
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The highest value of AQI was found at 430.00 in April at Shastri Nagar Thana
(Fig. 5), Jodhpur, which shows the ambient air quality at that station is severe due
to heavily populated commercial area, high vehicular movement, and massive
population density. The lowest value of AQI was calculated 71.00 in September at

Fig. 4 Seasonal and annual variation in PM10 concentration

Table 6 Average values for AQI at each monitoring station monthly

Month MS-1 MS-2 MS-3 MS-4 MS-5 MS-6 MS-7 MS-8 MS-9 MS-10

January 243.0 241.0 298.0 251.0 149.3 272.0 212.0 251.0 225.0 165.0

February 174.6 240.0 166.0 230.0 208.0 346.0 341.0 229.0 250.0 132.0

March 187.3 254.0 176.0 168.0 166.6 287.0 242.0 206.0 196.0 133.0

April 193.3 339.0 268.0 250.0 316.0 328.0 430.0 213.0 259.0 175.0

May 222.0 296.0 213.0 205.0 217.0 362.0 285.0 295.0 404.0 193.0

June 136.0 264.0 194.6 195.3 155.3 222 226.0 207.0 204.0 160.0

July 150.0 192.6 152.0 158.6 126.0 209.0 207.0 172.6 155.3 161.0

August 90.0 110.0 79.0 104.0 90.0 123.3 142.0 100.0 118.6 103.0

September 76.0 122.0 71.0 98.0 75.0 117.3 120.0 100.0 95.0 115.0

October 114.0 119.3 150.6 104.0 118.0 187.3 140.6 148.6 129.3 145.0

November 154.6 160.6 150.0 163.3 124.0 238.0 152.6 162.0 158.0 132.0

December 173.3 172.6 187.3 173.3 149.3 184.0 169.3 172.6 176.0 142.0

Avg 159.5 209.2 175.4 175.0 157.8 239.6 222.3 188.0 197.5 146.3

Max 243.0 339.0 298.0 251.0 316.0 362.0 430.0 295.0 404.0 193.0

Min 76.0 110.0 71.0 98.0 75.0 117.3 120.0 100.0 95.0 103.0
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Kudi Mahila Thana, Jodhpur, which shows that the ambient air quality at that
station is satisfactory due to rainfall this month.

6 Exceedance Factor

The exceedance factor is the annual average concentration of critical pollutants and
their corresponding national air quality standard. Exceedance factor is used to
identify pollution (critical, high, moderate, and low). The following is the equation
to find the exceedance factor [10]:

Exceedance Factor =
The annual average concentration of critical pollutant

The annual standard for a particular pollutant

According to their critical pollution level, exceedance factor is divided into
various categories as mentioned in Tables 7 and 8.

The PM10 pollution level was critical at all monitoring stations in Jodhpur city
because the exceedance factor for PM10 is more than 1.5. The highest value of
PM10 exceedance factor was 4.70 at the RIICO Office as shown in Fig. 6, Basni
Industrial Area, Jodhpur, indicating the critical pollution level of PM10 at that
location. The pollution level of NO2 at all monitoring stations was moderate as the

Fig. 5 Air quality index for Jodhpur city, 2019
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exceedance factor is between 0.59 and 0.76. The value of the exceedance factor for
SO2 was below 0.5, implying that the SO2 pollution level was low at all monitoring
locations.

Table 7 Exceedance factor with their respective range

Level of pollution Exceedance factor

Low pollution (L) <0.5

Moderate pollution (M) 0.5–0.9

High pollution (H) 1.0–1.4

Critical pollution (C) >1.5

Table 8 Exceedance factors for various pollutants in the study area

Exceedance factor

Pollutant MS-1 MS-2 MS-3 MS-4 MS-5 MS-6 MS-7 MS-8 MS-9 MS-10

NO2 0.60 0.59 0.60 0.60 0.60 0.62 0.60 0.63 0.60 0.76

SO2 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.18

PM10 3.13 4.10 3.46 3.45 3.04 4.70 4.32 3.73 3.84 2.84

Fig. 6 Exceedance factor in the study area
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7 Conclusions

The results from the assessment of air quality reveal that the seasonal and annual
concentration of NO2 and SO2 is well below the safe limits indicating insignificant
contribution in the bad air quality of Jodhpur. The absence of significant SO2 and
NO2 production sources such as burning fossil fuels, the least emission through
industrial and commercial activities, and government initiatives to reduce their
ambient concentration like banning old vehicles promotes BS-VI motor vehicles’
sulfur content in fuel, etc. The concentration of PM10 is exceeding the prescribed
standards, both seasonally and annually. The main reasons behind the high con-
centration of PM10 are natural sandstorm, mining industries of Jasper, limestone,
sandstone, masonry stone, rhyolite, granite, Bajri, marble, brick earth, cement and
chemical industries, high vehicle density, etc. Hence, AQI for Jodhpur city is
greatly influenced by PM10 concentration, making it responsible for worsening air
quality of the city during all monitoring periods.

The range of AQI is between 71 and 430 from all monitoring stations’ obser-
vation during the study period; i.e., the city’s air quality varies from satisfactory to
severe. EF for PM10 was greater than 2.5 at all monitoring stations verifying it as a
more significant contributor for critical pollution with the negligible contribution of
SO2 and NO2. It is suggested that adequate managemental practice should be used
to reduce the generation and dispersion of PM10. Dense vegetation can be a very
effective tool in the reduction of PM10 concentration in the city. The movement of
old vehicles should be prohibited in the city, along with the promotion of electric
vehicles.

This study can be performed for other cities in India and the rest of the world.
Additionally, other pollutants such as PM2.5, O3, CO, NH3, and Pb can also be
selected for air quality monitoring.
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