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Preface

The Springer International Conference on Trends in Modern Physics (TiMP) 2021,
the third annual conference of the Physics Department of Assam Don Bosco Univer-
sity (ADBU), was organised from 26 to 27 February, 2021, by the department, in
collaboration with Indian Association of Physics Teachers, after successfully organ-
isingTiMP2019andTiMP2020.A large number of participants, fromvarious univer-
sities, colleges and institutes of India and abroad, presented around hundred research
papers in the event. Due to the restrictions imposed by the COVID-19 pandemic,
the conference was held in hybrid mode, with half of the participants making their
presentations online and the remaining half presenting offline, in person. The organ-
isers of the conference made all possible efforts to ensure that every delegate is able
to seamlessly access all the presentations, irrespective of whether the presenter or the
presentation is online or offline. To this end, all the offline presentations were also
streamed live via web-conferencing and all the posters were made available online.
Selected papers of TiMP 2021 have found their place in the proceedings after going
through the due processes of peer reviews.

It was a felt need by the department to hold yearly national conferences on
TiMP, as in this region there were no such yearly conferences of physics, where
young researchers can share their ideas and get suggestions and help from renowned
academicians of the country and other parts of the world. It may be noted, in this
context, that the Physics Department, ADBU, ever since its inception in 2018, has
beenworking at different levels to popularise elementary as well as advanced physics
though various other approaches, like symposiums, workshops, refresher course, etc.
The TiMP conference series has not been confined to any specific branch of physics,
but, practically, to all the major disciplines of physics with the following underlying
philosophy. While it is true that each discipline of physics has become so highly
specialised that it is not easily legible to a person of another discipline, we must
remember that over the history of the development of modern science, physicists’
contributions were not only across different branches of physics but also to various
other fields of science. For example, Marie Curie, a physicist, won a Nobel Prize in
chemistry, apart from a Nobel Prize in physics. James Watson who got the Nobel
Prize for proposing the double helix structure of the DNA molecule was actually
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vi Preface

inspired by physics Nobel Laureate Erwin Schrödinger’s book, “What Is Life?”.
World Wide Web (WWW) was invented in a physics research institute, CERN. The
first computer simulation was developed in nuclear physics. Physicists’ contribution
to mathematics can be exemplified by the development of calculus by Isaac Newton.
Venki Ramakrishnan, a Ph.D. in physics, got the Nobel Prize for his studies of the
structure and function of the ribosome which is important in the production of antibi-
otics. The list of physicists contributing to other fields of science is actually too long.
Thus, it is evident that if people from physics can make so many contributions to
additional domains of science outside the realm of physics, it is both productive and
likely for them, even if they are from specific branches of physics, to contribute to
and collaborate with other disciplines within physics. With that philosophy in mind,
this multidisciplinary physics conference series was conceptualised and has been
being implemented successfully.

We thank the convener of the international conference, Mr. Parag Bhattacharya,
together with the co-conveners, Dr. Debajyoti Dutta and Dr. Ngangom Aomoa. We
also express our gratitude to all the reviewers, Dr. Lalthakimi Zadeng, Dr. Yubaraj
Sharma, Dr. Simanta Chutia, Prof. Sunandan Baruah, Dr. Sumita Kumari Sharma,
Dr. Kaustubh Bhattacharyya, Dr. Shantu Saikia, Dr. Debajyoti Dutta, Dr. Ngangom
Aomoa, Prof. Atri Deshamukhya, Dr. Subhankar Roy, Dr. Debasish Borah, Dr.
Wandahun Longtrai Reenbohn, Dr. Rashi Borgohain, Prof. Pritam Deb, Dr. Pralay
Kumar Karmakar, Dr. Ashok Kumar Jha, Dr. Umananda Dev Goswami, Dr. Hemen
Kumar Kalita and Dr. Subhaditya Bhattacharya. Finally, we thank all the authors for
their contributions in the proceedings.
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Chapter 1
A Comparative Study of Experimental
and Theoretical Z (Compressibility
Factor) of Argon as a Typical
Representative of Simple Fluids

Yatendra S. Jain and Simanta Chutia

Abstract Based on a theoretical analysis of compressibility factor, Z = Zcρc

ρ
Pr
Tr

obtained from the basic definition of the compressibility factor of a fluid (Jain in J.
Mol. Liq. 249:688–701, 2018; Jain in selected progress in modern physics, springer
proceedings in physics 265, chapter 20, 2021) and its analysis for understanding the
Pr dependence of Z at constant Tr, we calculate the Z values for Ar fluid (a typical
representative of simple fluids) and compare with the corresponding experimental
values.We note that Z(Pr) of a low-density gas phase decreases/(increases) with Pr, if
Tr ≤ 2.73 (>2.73), corresponding to Boyle temperature TB = 2.73Tc, while the same
of the liquid or high-density gas phase (representing the incompressible state of the
system) at a fixed Tr increases linearly with Pr. This not only demonstrates that the
physical state of a low-density gas with particles moving, to a good approximation,
like a free particle differs significantly from the state of a particle in liquid and high-
density gas phase but also provides reasons forwhich a theory basedon single-particle
basis does not explain several experimental properties of the fluid including liquid
to gas transition (L2GT) or gas to liquid transition (G2LT) and related properties
and the microscopic basis of several empirical rules and principles of corresponding
states.
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1.1 Introduction

Fluids are interesting many body physical systems, which have a long and rich
history of theoretical and experimental investigations. Most of the theories of fluid
are based on single-particle basis (SPB), which treats single particle as the basic
unit for the theoretical framework. Despite its long history, theories based on SPB
failed to explain several observations of great importance such as Guldberg rule [1],
Trouton rule [2], principles of corresponding states [3], etc. A recently published
microscopic theory of simple fluids [4] deviating from the SPB considered a pair
of particle as the basic unit of the system (pair of particle basis (PPB)) and could
explain many of the unexplained observations. This theory also provides a better
understanding of the compressibility factor, Z, of a simple fluid and relates it to
inter-particle potential

(
V

(
ri j

))
. In this work, we propose to use the compressibility

relation available in ref. [4, 5] to unravel some of the aspects of gas to liquid phase
transition. In the next section, we shall briefly discuss the theoretical basis of our
works on the compressibility factor. We shall discuss our finding related to Argon,
which is an example of simple fluid in Sect. 1.3 and conclude our study in Sect. 1.4.

1.2 Compressibility Factor, Z

Widely use the equation of state (EOS) of a real gas is the virial series expansion

PV

RT
= Z = 1 + B2

V
+ B3

V 2
+ . . . (1.1)

where B2, B3,… are the second, third, … coefficients, respectively. To a good
approximation for moderate P and T, a truncated relation

PV

RT
= Z = 1 + B2

V
(1.2)

is expected to give Z with reasonable accuracy. Higher order terms in the expansion
provide higher accuracy in the value of Z. In this equation, Z is the term that depends
on the interaction of the constituents, V

(
ri j

)
, for which a real gas differs from an

ideal gas. Evidently, Z is related directly or indirectly with the different principle of
corresponding state (PCS), and a successful theory is expected to reveal its value.

The PPB theory [4] reveals that every fluid is a homogeneous mixture of two
fluids: one composed of non-interacting quasi-particles and the other is composed
of interacting quasi-particles. While the non-interacting quasi-particles are related to
the centre of mass motion (K ) of the PPB, the interacting quasi-particles are related
to relative motion (q) of PPB. This theory also reveals that the behaviour of a fluid
is controlled by equation of state (EOS)
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Pin(q) + Pin(K ) = Pex + Pcoh (1.3)

where Pin(q) and Pin(K ) are two components of internal pressure whereas Pex and
Pcoh are, respectively, external and cohesive pressure. While Pcoh is attractive in
nature, Pin(q) is in repulsive in nature. Due to non-interacting nature of K motion
Pin(K ) is equivalent to Pex of ideal gas (IG). One can re-write the equation of state
as,

Pex = P IG
ex + PR − PA (1.4)

The PPB theory also finds that

B2 = BVc

(
1 − sTc

T

)
(1.5)

with Vc and Tc are critical volume and temperature, respectively, and B = 0.407 and
s = 2.73 are two parameters.

Use of B2 in Eq. (1.2) gives

PexV

RT
= Z = 1 + BVc

V

[
1 − sTc

T

]
= 1 + B

[
1 − sTc

T

]
ρ

ρc
(1.6)

where ρ is the number density.
This relation gives us

Pex = kBTρ + B

[
1 − sTc

T

]
ρ

ρc
kBTρ (1.7)

Comparing it with Eq. (1.4), we get,

P IG
ex = kBTρ, PR = B

ρ

ρc
kBTρ, andPA = B

sTc
T

ρ

ρc
kBTρ = Bsρ

ρc
kBTcρ (1.8)

The first relation of Eq. (1.8) represents ideal gas equation. The quantities PR

and PA are expected to depend on repulsive and attractive components of potential
V R

(
ri j

)
and V A

(
ri j

)
, respectively, through B and s.Wemay use the effective kinetic

energy expression of a real gas ERG
N = 3

2 PexV in Eq. (1.7) to find

ERG
N = 3

2
kBT N + (V R − V A) = N

[
3

2
kBT + (vR − vA)

]
(1.9)

with
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V R = 3

2
V B

ρ

ρc
kBTρ =

(
3

2
RT

)
B

ρc
ρ

and V A = 3

2
V
Bsρ

ρc
kBTcρ =

(
3

2
RTc

)
Bs

ρc
ρ (1.10)

Equation (1.9) also gives

Z = 1 + 2

3

vR − vA

kBT
(1.11)

This equation relates Z with V (ri j ) through vR and vA. It is well understood from
Eq. (1.10) that repulsive component of the potential depends on kBT and ρ whereas
attractive components of the potential depend on kBTc and ρ. Evidently,

vR ∝kBTρ or vR = (3C/2)kBTρ

and vA ∝kBTcρ or vA = (3Ch/2)kBTcρ (1.12)

where 3C/2 and 3Ch/2 are proportionality constants having dimension of density
inverse and to be determined by experimental results. Using Eq. (1.12) in (1.11) we
find,

Z = 1 + Cρc

(
1 − hTc

T

)
ρ

ρc
(1.13)

The PPB theory [4] further reveals that compressibility factor,

Z = V RG

V IG
= Zcρc

ρ

Pr
Tr

(1.14)

with V RG and V IG are the volume of real gas and ideal gas obtained under identical
physical conditions, Pr = P/Pc and Tr = T

Tc
. Equation (1.14) can be used to find

experimental Z of any real gas at a given pressure and temperature by using the
experimental values of its ρ, ρc, Zc, Pc and Tc.

1.3 Result and Discussion

One can use Eqs. (1.6), (1.11) or (1.13) to estimate the theoretical values Z at a
given temperature and pressure. Pressure dependence of Z appears through density
of the fluid, and an accurate pressure dependence relation for density would give
direct pressure dependence of Z. While Z values obtained using Eq. (1.6) agree qual-
itatively with experimental values (Eq. (1.14)) at low-density gas phase, Z values
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obtained using Eq. (1.11) are expected to agree more closely with the experimental
values provided one includes all the contribution to the repulsive as well as attrac-
tive components of the potential. Interaction among the induced atomic dipoles is
the major contributor to the attractive potential whereas overlapping of electronic
charge distributions of atoms contributes to the repulsive potential. These contribu-
tions are usually expressed by Lennard–Jones potential. The quadrupole interaction,
permanent dipole interaction or other kind of interactions may also contribute to the
potential of the system. More accurate estimation of the potential is required to get
accurate values of Z and any unknown nature of the interactions makes Eq. (1.11)
less useful. In our present study, we prefer to use Eq. (1.13) to estimate the values
of Z because the parameters C and h can be easily estimated from the experimental
values. The foundation of Eq. (1.13) rests on Eq. (1.12), which is corroborated by
experiments [3, 6]. Equation (1.12) also emphasizes that for better understanding
of the system and accurate value of Z, one should separate different kind of inter
particle interaction. Separation of repulsive and attractive potentials is also the need
of Eq. (1.11).

In this study at different Tr values of C and h are chosen in such a way that
Ztheo(Pr ) values agree with Zexp(Pr ).We have used Eq. (1.14) to calculate Zexp(Pr )
of Argon at different Tr with experimental values of ρ [7] and other entities, viz,
Zc(= 0.292), Tc(= 150.7K), PC (= 48atm), andρc

(= 0.5308 g
cc

)
, as reported in ref.

[3].Wehave depicted our findings in Fig. 1.1.Wehave found that Ztheo(Pr ) (see black
solid lines in Fig. 1.1) agree with Zexp(Pr ) (black dashed lines with � marks) only
for low-density gas phase. We have also found that Zexp(Pr ) values for high-density
gas phase and nearly incompressible liquid phase have linear dependence on Pr . The
linear dependence of Zexp(Pr ) for both high-density gas phase and incompressible
liquid phase can be expressed as

Ztheo(Pr ) = mPr + a (1.15)

where m and a are two constants. This similarity suggests that more likely high-
density gas phase becomes nearly incompressible like a liquid phase and impact of
V (ri j ) in these states get saturated at the lowest Pr at which Z becomes linear in Pr .
Values of C and h that make Ztheo(Pr ) agree with Zexp(Pr ) are tabulated in Table
1.1 along with m and a of each line, which fits with linear dependence of Zexp(Pr )
for different Tr . Linear dependence of Ztheo(Pr ) as represented by Eq. (1.15) is also
depicted in Fig. 1.1 for each Tr (black dotted curves).

The parameters C in Eq. (1.13) and m and a in Eq. (1.15) depend upon tempera-
ture. Temperature dependence of these parameters is shown in Fig. 1.2. We observe
that value ofC decreases initially with temperature and then remains almost constant
beyond the critical temperature. As density of the fluid/gas decreases with increasing
temperature analysing Eq. (1.12), we find that temperature dependence of the repul-
sive as well as attractive components of the potential decrease beyond a certain
temperature and at T = TB it becomes ideal gas.
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Fig. 1.1 Zexp(Pr ) (dashed curves with �) and ZTh(Pr ) (black solid and dotted curves) for Ar
fluid for 88, 106, 120, 136, 140, 146, 150, 152, 180, 200, 300, 400, and 500 K. While the black
solid curves obtained by using Eq. (1.13) represent low-density gas phase, the black dotted curves
obtained by using Eq. (1.15) represent liquid phase or high-density gas phase. While for the clarity
in depiction, we have used logarithmic scale for reduced pressure (log (Pr)) for coexisting gas and
liquid phase at Tr < 1 as well as at Tr ≈ 1(T = 152K), linear scale for Pr is used for Tr > 1
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Fig. 1.2 Temperature dependence of C (used in Eq. (1.13)) and m and a (used in (15))

1.4 Conclusion

Compressibility factor, Z, is one of the most important parameters of a gas or fluid
and a well-developed theory should account its microscopic origin. The PPB theory
not only gives an account of the microscopic origin of Z but also provides a different
way to estimate the values Z at different temperature and pressure. In this context,
we may particularly mention that the basic equation of state represented by Eq. (1.4)
provides a direct expression for Z based on the first principle. One can find value of Z
by estimating repulsive and attractive potential experienced by different particles of
the system. We have observed that the estimated value of Z based on the PPB theory
matches closely with experimental value particularly at low-density gas or liquid
phase. Though our current work is on Argon, same approach is valid for diverge
many body systems with a suitable value of the different parameters. This work
establishes that the PPB theory has the ability to explain the compressibility factor
of different gases or fluids with desired clarity and simplicity.
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Chapter 2
A Theoretical Review to Analyze
the Response Between the Radiographic
Film and the Living Tissue in Terms
of Energy Absorption

Dipankar Bhagabati, Rangaraj Bhattacharjee, Biswajit Nath,
Kalyanjit Dutta Baruah, and B. K. Duara

Abstract The concept of this theoretical work has been boosted by the fact that
different medium responds to ionizing radiation in different ways. In diagnostic
radiology, patients are being exposed toX-rays. The emittingX-ray photons, from the
patient’s body, contains useful information regarding their internal organs. These X-
ray photons are converted to light photons and decoded as optical density in the
X-ray film. Similarly in radiotherapy, the concept of relative biological effectiveness
(RBE) is the ratio of doses required by different types of radiation to produce the
same level of effect in the living tissue as a function of linear energy transfer (LET).
The optical density provides the information of how many light photons have been
stopped by the X-ray film. This helps to differentiate between the soft tissue, air
and bones based on the level of energy absorption in the patient’s body. The linear
energy transfer provides the information of the pattern generated by the deposition
of radiant energy in biologic medium, which differentiates between the various types
of radiation involved.

2.1 Introduction

Human beings are always curious to see the unseen. In the process of satisfying this
fit of curiosity towards vision, many branches of physics were born and also led to
many inventions such as telescope to see the distant objects, microscope to see the
tiniest ones and accelerators, colliders to see the inside of an atom [1]. The act of
seeing is basically viewing things as they are [1]. But the act of seeing the unseen
can be categorized mainly in two forms. First, with the help of artificial aids, e.g.
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telescope, microscope, magnifying glass, spectacles, etc., and second, by visualizing
the effects of certain things like radiation [1]. The branch of radiology deals with the
viewing of the internal body parts whereas radiotherapy is the branch of medicine
especially dedicated to the treatment of cancer in which Relative Biological Effec-
tiveness (RBE) and Linear Energy Transfer (LET) describe the effectiveness of the
treatment. Many research work has been done on RBE and LET such as the iden-
tification of the ultimate RBE’s relative position in terms of LET [2], the effect of
high LET radiations on the reproductive system and foetal development [3], RBE
variations in patients in case of cranio-spinal irradiation with proton beams [4], many
physical and biological parameters show complex dependencies on RBE revealed
from experimental investigations [5], the RBE–LET relationships are correlated with
local energy deposition in small regions of the cells [6], the LET–RBE relationship of
radiation-induced chromosome aberration and cell death [7], the dependence of the
RBE for cell death on LET as per microdosimetric-kinetic theory [8] are the few to
mention. Also, lots of research work has been done on the performance and charac-
teristics of a radiographic film such as—the effect of film-screen combination on the
speed of the film [9], the impact of image intensifying screens on the sharpness and
sensitivity of X-ray films [10], the optical density versus dose sensitometric curves
depicting the outcome of the various films sensitivity [11], the potential improvement
in image quality by controlling the crossover without sacrificing process sensitivity
[12], the film reciprocity effect on the patient exposure [13], the effect of numerous
technical variables on image quality in screen-film radiography [14], to mention a
few. This theoretical study in its own way is mainly dedicated towards the act of
visualization in radiotherapy in terms of energy absorption. It is inspired mainly by
two concepts, the “effects of interaction of various types of radiation with matter”
and the “theory of everything”, which assumes that, in this universe all things are
connected to one another. This study also tries to correlate the effect of radiation in
living as well as non-living objects, considering the various patterns of the effects of
energy deposition based on well established phenomena.

2.2 Assumptions

1. Conventional film radiography is considered. Energy absorption in the X-ray
film is given preference instead of human body. Exactly same type of film is
considered and with constant exposure.

2. Dependence of RBE on radiation quality (LET) is considered. Other parameters
like radiation dose, dose rate, biological system and endpoint on which RBE
depends are kept constant. Here, living tissue is preferred over non-living things.
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2.3 Methodology

The assumptions are made to show the analogous nature of the X-ray film and
the living tissue in terms of energy deposition. X-ray film works on the concept
of differential attenuation, which means that different tissues attenuate (absorb or
scatter) X-ray differently and the radiographic film accentuates that difference and
produces a visual pattern [15–18]. Conventional X-ray films contain silver bromide
(AgBr) crystals as basic radiation sensor. These crystals are layered over a transparent
plastic base [15–18]. The film is kept inside intensifying screens, which converts X-
ray into visible light [15–18]. Thus, a film is not directly exposed by X-rays rather
by visible light [15–18]. When the exposed film is developed it produces a grayscale
pattern of the tissues [15–18]. Those tissues that absorb a high amount of X-rays
appear as whitish while the less absorbing tissues take blackish colour [15–18]. A
parameter called optical density (OD) controls the blackening of the film.

OD = log
IO
It

where, I t is the intensity of light transmitted through the film, IO is the incident
light and log is the common logarithm (base 10) [15–18] (Figs. 2.1).

The speed of a film is the exposure required by a film to obtain a certain optical
density. A film requiring less exposure to get a certain OD is called a fast film and

Fig. 2.1 A pictorial
representation of X-ray
imaging
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Fig. 2.2 A pictorial representation of various effects of different types of LET on living tissue, the
circles represents the same hypothetical tissues and the stars depicts the effects of ionization caused
by various types of radiation (Low and High LET radiations) on them.

the film requiring higher exposure for same OD is called a slow film. A film can
enhance or destroy inherent information contained in an X-ray beam [15–18].

Relative biological effectiveness (RBE) is the ratio of the amount of radiation
exposure of 250 kV X-ray required to cause a certain level of biological effect to the
radiation dose required from another radiation to cause the same level of biological
effect [19, 20] and gives the variation of RBEwith the type of radiation [21]. The type
of radiation can be classified in terms of linear energy transfer (LET) [20]. Linear
energy transfer (LET) is defined as the amount of radiation energy transferred to the
target tissue per unit path length travelled by the radiation beam [20]. The radiation
that transfers more energy per unit length is termed as high LET radiation and the
radiation that transfers less energy per unit path length is called low LET radiation
[20]. Relative biological effectiveness (RBE), a parameter to show the radiation
energy absorbed by tissue, depends on LET [20, 22, 23]. Thus, by looking at the
radiation effect, the LET (type of radiation) can be predicted as shown in Fig. 2.2.
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Also, the definition of RBE explains that it is a ratio of two LET’s to get a certain
radiation effect.

LET is directly proportional to the biological damage whereas optical density
is directly proportional to the film blackening. Hence a resemblance can be drawn
between the film and living tissue. The extent of black and white pattern (contrast)
varies from film to film, so as; the variation of radiation damage varies from LET to
LET. As, speed of a film is the comparison of two equal exposures to obtain a specific
density, similarly, RBE is the ratio of two different LET’s to obtain a certain level
of biological effect. Thus, the film speed in radiology can be compared with RBE in
radiotherapy. Though the phenomena are different but are having the same pattern.
In radiology, the differential energy absorption by the body produces unique image
for different organs, which helps to identify them. In radiotherapy, the identification
of different organs can be done by observing organ sensitivity, that is, the extent of
damage caused to the organs by energy absorption [24, 25].

2.4 Result and Discussion

The way optical density depends directly on film is similar to the way biological
effect depends on LET. The variation of optical density in film can be considered as
analogous to the radiation effect on living tissue. RBE is the ratio of two LETs to
obtain a certain effect and closely resembleswith speed of a film,where a comparison
of two exposures was done to get an optical density of 1.

By looking at the optical density, internal structure of the human body through
which the beam is passing can be predicted. Similarly, by looking at the effects of
LET, which radiation has caused it, can be easily predicted. This satisfies the quest
for vision in radiotherapy.

2.5 Conclusion

In radiology,X-ray comes out of the patient’s bodywith useful information to produce
a latent image on the X-ray film. This image is not visible until processed. Similarly,
there are many latent concepts that can be brought to light by proper research. People
mostly see what they have learned to see. In this study, an opportunity is taken to
visualize an already existing phenomenon in a new way.
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Chapter 3
Biosynthesis, Characterization
and Antibacterial Performance
of Trimanganese Tetraoxide
Nanoparticles Using Azadirachta Indica
Leaf Extract

S. Jessie Jancy Rani, A. S. I. Joy Sinthiya, and G. Jeeva Rani Thangam

Abstract Nanoscale materials often present properties different from their bulk
counterparts as their high surface to volume ratio results in the exponential increase
of reactivity at the molecular level. Transition metal oxides are an intriguing class
of materials due to their diverse structural choices and interesting physicochemical
properties. In this respect, manganese oxides have a great potential because of their
ability to adapt various oxidation states and particularly nanostructured hausmannite
(Mn3O4) has efficacious application in the fields of pharmaceutical industries, catal-
ysis, biosensors, high-density magnetic storage media, varistors etc. The present
study reports the preparation of biosynthesized trimanganese tetraoxide nanopar-
ticles by the reduction of potassium permanganate (KMnO4) using Azadirachta
Indica leaf extract at room temperature. The biosynthesized nanoparticles were char-
acterized by X-ray diffraction, Fourier transform infrared spectroscopy, scanning
electron microscopy, photoluminescence spectroscopy, ultraviolet radiation spec-
troscopy and vibrating sample magnetometry. Crystal phase identification of the
nanoparticles was characterized by XRD analysis, and the formation of crystalline
Mn3O4 has been confirmed. FTIR spectrum discloses the major functional groups
and the chemical information present in the nanostructure. UV-Vis studies were
performed to investigate the optical properties of the prepared samples. Morpholog-
ical studieswere carried out using SEMat variousmagnification levels. Themagnetic
properties of nanoparticles as a function of magnetic field were investigated using
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VSM. The Gel-Diffusion technique was used to test antibacterial activity against
microorganisms.

3.1 Introduction

Nanotechnology is an escalating field of modern research involving structures,
devices and systems in synthesis design, characterization, manufacturing and appli-
cation by controlling shape and size at the nanometer scale [1]. For the past few years,
the study of nanoparticles has gained tremendous interest because of their variation
in physico-chemical, electronic and morphological properties. The quantum effects
coupled with surface area effects make a beneficial impact on size-dependent prop-
erties of nanomaterials, and the physical and chemical properties of nanomaterials
depend not only on their composition but also on the size and shape of particles.
Nanoparticle synthesis can be performed by variousmethods such as physical, chem-
ical and biological approaches [2]. Physical and chemical processes are commonly
considered the best way to produce uniform particles with long-term stability, but
they are costly and release hazardous materials to the atmosphere. Nanoparticle
synthesis using the biosynthetic route is regarded as an eco-friendly process because
the reducing and stabilizing agents used are either fungi, bacteria, yeast and plants
themselves or their active component [3]. In order to successfully fulfil excessive
needs and current market demand, plant-mediated biosynthesis is considered to be a
suitable technology for the rapid production of metallic nanoparticles, resulting in a
reduction in public health employment or hazardous material generation and easier
to execute without requiring any special operating condition [4]. The plant-based
synthesis of metal/metal oxide nanoparticles includes biologically active compounds
such as alkaloids, phenols, flavonoids, ascorbic acid, citric acid, polyphenols and
terpenes, which serve as metal salt-reducing agents. The functional properties of
synthesized nanomaterials can be enhanced by the inclusion of biomolecules from
medicinal plants [5]. Manganese oxide nanoparticles have been studied extensively,
leading to the discovery of their utility in a variety of fields, including protein immo-
bilisation [6], sensitive biosensors [7], electrochemical capacitors [8], lithium-ion
batteries [9], synthesis of bioactive compounds [10], analysis of neuro-behaviour
of rats [11], biometic catalysts [12] and metal adsorption [13]. Manganese oxide
exists in many stoichiometric states such as MnO,MnO2, Mn3O4, Mn2O3, with each
oxide uniquely different in structure [14]. Also known as hausmannite, trimanganese
tetraoxide (Mn3O4) is a technologically significant material with special physico-
chemical properties that have been used in a number of academic research and
industrial applications.

The antibacterial and antifungal activities of manganese oxide nanoparticles were
documented using a method that used lemon extract and turmeric curcumin extract
as a reduction and capping agent [15]. The green synthesis of manganese oxide
nanoparticles fromSyzygiumaromaticum, i.e. clove extract (CE), has been reported to
be used as a stabilizing and reducing agent, and the resulting nanoparticles have been
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applied to p-nitrophenol (PNP) sensing agents [16]. In another analysis, nanoparticles
ofmanganese dioxidewere synthesized by the reduction ofKMnO4 usingKalopanax
pictus leaf extract at room temperature and as an application, it was utilized for dye
degradation for the first time [17].

A research analyzed Shewanella strains for their effectiveness in oxidizing
manganese and found that the best oxidizer that could produce oxides at a rate of
20.3 mg/litre/day was Shewanella lothica strain PV-4 [18]. To enhance the prospects
of eco-friendly approach, the current study is dedicated to the green synthesis of
trimanganese tetraoxide nanoparticles using Azadirachta Indica, i.e. neem leaves, a
member of meliaceae family. Neem is a medicinal plant known for its antifungal,
antiviral and antibacterial properties. Terpenoids and flavanones are two key phyto-
chemicals found in neem, which act as capping and reducing agents and also help to
stabilize nanoparticles [19]. The protocol was analyzed for the effects of altering pH,
temperature, initial KMnO4 concentration and amount of neem leaves used for the
process. The resulting particles were characterized through X-ray diffraction (XRD)
study, UV-Vis spectroscopy, FTIR analysis, PL study, scanning electron microscopy
(SEM), vibrating scanning magnetometry (VSM) study, and the antibacterial study
was also screened.

3.2 Materials and Methods

Collection of Plant Extract

Azadirachta Indica leaveswere collected in the local area, and the leaveswere cleaned
and washed with distilled water several times to remove dust and other contaminants,
then dried at room temperature. The leaves were chopped, ground and the extract
was filtered and stored for further use (Figs. 3.1 and 3.2).

Synthesis of Trimanganese Tetraoxide (Mn3O4) Nanoparticles

3.16068 g of KMnO4 salt was dissolved in 100 ml of distilled water to make 0.2 M
concentration. Then 15 ml of leaf extract was added to the above precursor, kept
in the magnetic stirrer. The mixture was stirred for an hour at room temperature.
The colour of the reaction mixture changed from purple to dark brown indirectly

Fig. 3.1 Azadirachta Indica
leaves
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KMnO4 Salt Solution Neem leaf extract Precipitate

Collected precipitate Dried form Mn3O4 nanopowder

Fig. 3.2 Formation of Mn3O4 nanoparticles using biosynthesis method

indicating the formation of manganese oxide nanoparticles. The precipitate was then
washed with distilled water and ethanol several times and filtered using Whatman
No. 1 filter paper. The filtrate was placed in hot air oven at 80 °C for 8 hrs. Then the
dried product was crushed using mortar to get nanopowder and annealed in muffle
furnace at 400 °C for 2 hrs.

Instrumentation of Trimanganese Tetraoxide (Mn3O4) Nanoparticles

X-ray Diffraction Measurements

The biosynthesized trimanganese tetraoxide nanopowder was characterized byX-ray
powder diffraction (x-pert PRO analytical diffractometer) using CuKα as radiation
source wavelength 1.5406 nm operated at 40 kV and current of 20 mA. The scanning
was done in the region of 2θ from 20 to 80°.

UV-Vis Spectroscopy

UV-Vis spectra were recorded with T 90+ Spectrophotometer within the range 200–
900 nm. The intensity of light reflected from a sample is measured and compared
with the intensity of light reflected from reference material in UV-Vis spectrometer.

Fourier Transform Infrared Spectroscopy

Fourier transform infrared (FT-IR) spectra were recorded in transmission mode with
a Thermo Nicolet 380 FTIR spectrometer. The nature of the chemical bonds formed
was investigated by recording the spectra in the range 4500–500 cm−1.
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SEM Analysis

Surface morphology of the synthesized Mn3O4 nanoparticles was characterized by
using JEOL Model JSM-6390 LV type Scanning Electron Microscope.

Photoluminescence Study

PL spectroscopy is a method for investigating nanoscale material. The light emitted
by atomsormolecules that have absorbedphotons ismonitored in photoluminescence
study.

VSM Measurements

VSMmeasurements were performed by using lakeshore, USAmodel 7407Vibrating
Sample Magnetometer.

Antibacterial Activity Study

Antibacterial study was carried out with the pathogenic bacteria such as Staphy-
lococcus aureus, Streptococcus and Klebsiella pneumoniae in Smykon Biotech
lab.

In a nutrient agarmedium, the bacterial strainswere cultured. The bacterial culture
was incubated for a day at 37° centigrade. Antibiotics were used as positive control
during antimicrobial activity studies. These were purchased fromHimedia, Mumbai,
India. Amikacin (10 micro gram) was used as the positive control. The bacterial
strains were subcultured in nutrient agar medium (g/l), which contains the peptic
digest of animal tissue 5, sodiumchloride 5, beef extract 1.5, yeast extract 1.5 and agar
15. The selected bacterial isolates were cultured individually in the basal medium.
The composition of basal medium consists of (g/l): glucose—0.5 g; yeast extract—
0.1 g; peptone—0.25 g; KH2PO4—0.05 g; MgSO4—0.01 g and NaCl—1.0 g. The
medium pH was adjusted to 7.0 by using HCl/NaOH. Then the isolates were inocu-
lated individually and incubated at 37 °C for 24 h. The bacterial growthwasmeasured
by monitoring the absorbance at 600 nm in a UV-Visible spectrophotometer.

3.3 Results and Discussion

Powder X-ray Diffraction Technique

The phase purity, structural identity and particle size of the annealed sample are deter-
mined by theXRDpeaks shown inFig. 3.3. TheXRDanalysis revealed the diffraction
peaks that corresponded to the prepared nanoparticles BCC structure. Mn3O4 has a
spinel structure with cubic close-packed oxide ions, Mn(II) occupying tetrahedral
sites and Mn(III) occupying octahedral sites [20]. Intense peaks were observed at
32.527, 36.201, 44.592, 58.65, 60.09, 64.79° corresponding to (103), (211), (220),
(321), (215) and (400) Bragg’s reflection, respectively, and are in excellent agree-
ment with the standard values of tetragonal hausmannite Mn3O4 structure (JCPDS.
89-4837). The crystal system was determined to be tetragonal with lattice parameter
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Fig. 3.3 XRD pattern of
synthesized Mn3O4
nanoparticles
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of ‘a’ value 5.763 A° and ‘c’ value 9.456 A°. The XRD pattern revealed some addi-
tional peaks, which may be due to the formation of crystalline compounds present
in the plant extract [21]. The Debye-Scherer’s formula D = kλ/βcosθ [22] was used
to determine the average size of the particle, where D represents grain size, k is an
empirical constant (k = 0.9), λ is the X-ray wavelength of the CuKα radiation. (λ =
1.5406 A°), β is the full width half maximum (FWHM) and θ is the diffracted angle,
respectively. The average crystallite size of Mn3O4 nanoparticles was found to be
about 25–30 nm.

UV-Visible Spectroscopy Study

The most commonly used method for investigating the optical properties of parti-
cles is UV-visible spectroscopy. The green synthesized Mn3O4 nanoparticles were
characterized by UV-Vis spectroscopy by scanning them in the wavelength range of
200–900 nm. The formation of Mn3O4 nanoparticles when Azadirachta Indica leaf
extract was added to potassium permanganate solution changed the colour of the
solution from purple to dark brown. The excitation of surface plasmon vibrations
with Mn3O4 nanoparticles causes these colour changes and it may be due to the
interaction of conduction electrons of metal nanoparticles with incident photon [23,
24]. Figure 3.4 shows the UV-visible spectrum of synthesized Mn3O4 nanoparticles.
The spectra showed important peak situated at 270 nm. The peak exhibited at this
lower region may be due to the formation of nanoparticles aggregation. The energy
band gap value of Mn3O4 nanoparticles was calculated as 4.59 eV using the formula
Eg = hc/λ. The optical band gap was again calculated using Tauc’s relation and was
found to be 4.52 eV. The estimated band gap from the plot (αhv)2 versus (hv) for
Mn3O4 nanoparticles is shown in Fig. 3.5. The band gap energy is determined by
extrapolating the straight line to the energy axis. In addition, the obtained Eg value
was quite larger than the value reported for bulk Mn3O4 assigning to the quantum
confinement effect [25]. Mn3O4 nanoparticles have a large optical band gap, making
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Fig. 3.4 UV-Vis
spectroscopy of synthesized
Mn3O4 nanoparticles

Fig. 3.5 Tauc’s plot of
synthesized Mn3O4
nanoparticles

them a viable candidate for use in Opto-electronics, including visible-light emitting
devices.

Fourier Transform Infrared Spectroscopy

FTIR spectroscopy study was carried out to establish the purity and nature of Mn3O4

nanoparticles as synthesized by green synthesis method. The main functional groups
and chemical information present in the hausmannite nanostructures were revealed
by the FT-IR spectrum. Figure 3.6 shows the FT-IR spectrum of synthesized Mn3O4

nanoparticles in the range of 4500–500 cm−1. From the data obtained, the peaks
observed in the wave regions around 3406.24 cm−1 could be assigned with the
stretching vibrations of hydrogen-bonded surface water molecules and hydroxyl
groups. Additionally, the bands at 1625.63 and 1381.69 cm−1 correspond to the
presence of a large number of residual hydroxyl groups, implying that traces of
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Fig. 3.6 FTIR spectrum of
synthesized Mn3O4
nanoparticles

adsorbed water and carbonate ions present in the atmosphere are vibrating in the O–
H mode within Mn atoms [26]. The band located at 522.883 cm−1 can be ascribed
to the MnO vibrations of Mn3O4 nanopowder.

SEM Analysis

Morphology of synthesized Mn3O4 nanoparticles was characterized by SEM anal-
ysis. The SEM image of biofunctionalized nanoparticles with various magnifications
is shown in Fig. 3.7. Due to the evolution of large amounts of gases during synthesis,
product aggregation is composed of many irregular particles with a variety of pores
and voids. The stability of nanoparticles is also represented by the SEM picture,
which is mediated by the capping and stabilizing agents present in the extract [27].
The Mn3O4 nanoparticles formed can be considered to be moderately dispersed and
slightly agglomerated. Polymorphic material morphology makes up the majority of
the particles.

Photoluminescence Study

The photoluminescence spectroscopy is a contactless, non-destructive technique to
explore the electronic structure of materials. The recombination of excited electrons
and holes is primarily responsible for photoluminescence emission. The excitation
and emission spectra of manganese oxide were usually recorded in the range of
260–450 nm. Figure 3.8 displays the photoluminescence (PL) emission spectrum of
synthesizedMn3O4 nanostructures measured at room temperature with an excitation
wavelength of 270 nm. PL emission peak at 760 nm was observed, which lies in
red emission region. The intensity of the emission peak increases with annealing,
while the band narrows with the removal of shoulder peaks. This behaviour can be
explained by an increase in crystallinity and a reduction in oxygen vacancy caused
by air during annealing. Thus, the non-radiative consolidation leads to the increase
in the amount of free excitons and hence higher near band emission.
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Fig. 3.7 SEM studies of synthesized Mn3O4 nanoparticles

Fig. 3.8 Photoluminescence
study of synthesized Mn3O4
nanoparticles
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VSM Study

Fig. 3.9 VSM study of synthesized Mn3O4 nanoparticles

VSM Study

The magnetic behaviour of Mn3O4 nanoparticles was investigated by employing
a vibrating sample magnetometer. Figure 3.9 shows the magnetization curve of a
sample that shows linear behaviour in the range of applied field at room temper-
ature between +15000 and −15000 Oe. The method of preparation, cation distri-
bution, grain size, temperature, oxygen parameter and oxygen anion vacancies in
lattices all influence the magnetic properties of nanoparticles [28]. The difference in
the octahedral and tetrahedral lattice sites causes the magnetization of spinel mate-
rials.Mn3O4 nanoparticles exhibit paramagnetic behaviour at room temperature. The
maximummagnetization (Ms) and coercivity (Hc) values for the synthesized sample
were 10.759E-3 emu and 6.44357, respectively, with magnetic retentivity (Mr) value
of 1.6419E-6 emu. When the particle size is small, the maximum anisotropy energy
reaches the thermal energy, the hysteresis in single-domain ferrimagnetic particles
disappears. The process of flipping of a single domain spin becomes uninhibited
in this case [29]. This state of ferrimagnetism is called super paramagnetism as it
does not show any hysteresis in its M–H behaviour and the magnetisation never gets
saturated even at a very high applied field.

Antibacterial Screening

Thepathogenic bacteria such asStaphylococcus aureus,Streptococcus andKlebsiella
pneumoniae were used for antibacterial studies.

The sample well was created, and 20 microliters of sample were loaded into
it. As a positive control, amikacin (10 microgram) was used. At 37 °C, all the
plates were incubated for 24 hours. The zone inhibition’s diameter was measured
in millimetres (mm). The results were compared with those obtained with the
standard drug Amikacin. The green synthesized Mn3O4 nanoparticles showed good
antibacterial activity against Streptococcus bacteria. The inhibition zone diameter
was 16 mm. It also had a mild antibacterial effect on Klebsiella pneumoniae and
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(a) (b)

(c)

Fig. 3.10 Antibacterial activity of biosynthesized Mn3O4 nanoparticles against a Klebsiella
pneumonia b Streptococcus c Staphylococcus aureus

Staphylococcus aureus. The inhibition zoneswere 9–10mm indiameter, respectively.
Moreover, Mn3O4 nanoparticles synthesized using Azadirachta Indica leaf extract
showed significant antibacterial activity against Streptococcus bacteria compared
with Klebsiella pneumoniae and Staphylococcus aureus. The activity of Mn3O4

nanoparticles against different bacteria is diagrammatically represented in Fig. 3.10.

Zone of inhibition (mm)

Standard Mn3O4 nanoparticles

Klebsiella pneumonia 30 9

Streptococcus 35 16

Staphylococcus aureus 30 10

3.4 Conclusion

The present work on the green process using Azadirachta Indica leaf extract is a
simple, cost-effective and environmentally friendly alternative to traditional phys-
ical and chemical processes, with promising biomedical and pharmaceutical appli-
cations. Bioreduction was clearly observed due to the different plant metabolites
present in the leaf extract. Structural and morphological properties of synthesized
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nanoparticles were characterized. The XRD pattern clearly shows that the Mn3O4

nanoparticles formed have a tetragonal structure and are highly crystalline in nature
and the particle size was in the range of 25–30 nm. The energy band gap value of the
as-prepared nanoparticles estimated using Tauc plot was 4.52 eV. FTIR analysis of
the green synthesised Mn3O4 particles confirms the various functional groups of the
prepared sample. TheVSMstudy elucidates that even at a very high appliedmagnetic
field, magnetisation never got saturated. The maximum magnetisation obtained at
15 kOe is around 10.759E-3 emu. BiosynthesizedMn3O4 nanoparticles showed good
antibacterial activity against Streptococcus bacteria with inhibition zone of 16 mm.
The biosynthesis approach ofMn3O4 nanoparticles can be utilized in an implicit way
in the light of novel innovations and contemporary inventions.
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Chapter 4
Calculating CP Invariance Using Weak
Basis Invariants in Hybrid Textures of
Neutrino Mass Matrix

Madan Singh

Abstract In the present analysis, I have constructed the CP odd Weak Basis invari-
ants (WB) at low energies, for Majorana neutrino mass matrix having a condition of
two zeros and an equality between arbitrary non-zero elements in the flavour basis,
where charged lepton mass matrix is diagonal. This particular form of neutrino mass
matrix, also known as hybrid texture, is found to be viable with the current experi-
mental data, as shown by S. Dev and D. Raj in their recent work. In this analysis, I
compute the necessary and sufficient condition for leptonic CP invariance for each
of the viable possibility of hybrid texture, and subsequently find some important
implications regarding the leptonic CP properties.

4.1 Introduction

CP violation is considered as an important tool to explore the flavour sector [1–5]
in the Standard Model (SM), and to probe the signals of New Physics (NP). As of
now, Cabibbo–Kobayashi–Maskawa (CKM) [6] mechanism seems to be only way
to understand CP violation in the SM. The picture is well supported by the precision
measurements of sin2β from the CP asymmetry in the decay, B → ψK , and also
compatible with the global fits pertaining to the reconstruction of unitarity triangle,
given by various well-known groups like Particle Data Group (PDG) [7], CKMfit-
ter [8], UTfit [9] and HFAG [10]. In the quark sector, CP violation is contributed
by an irremovable phase δ, which appears in CKM mixing matrix [6]. In contrast
to the quark sector, SM does not allow the leptonic CP violation owing to the fact
that neutrinos are massless. However, in the spirit of quark–lepton symmetry, it is
natural to expect an entirely analogous mechanism to arise in the lepton sector, lead-
ing to leptonic CP violation. To this end, neutrino oscillation, [11–14], turns out to
be the first experiment-based evidence, which indicates the leptonic CP violation,
arising from the fact that neutrinos are massive and non-degenerate. This, in con-
sequence, provides a window to explore the leptonic CP violation beyond the SM.
The precision measurement of three neutrino mixing angles (θ12, θ23, andθ13) [15],
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further reinforces our prospects of finding CP violation in the ongoing and future
experiments.

In contrast to the quark case, the parameterization of CP violation in the lepton
sector is complicated by several factors. In particular, if the neutrinos are Majorana
particles, then in comparison to the case of CKM matrix, the corresponding lep-
tonic Pontecorvo–Maki–Nakagawa–Sakata (PMNS) mixing matrix has two addi-
tional phases apart from an analogous CKM phase δ.

The leptonic mixing matrix V can be given as in the standard parameterization
[16, 17],

V =
⎛
⎝

c12c13 s12c13 s13e−iδ

−c12s23s13eiδ − s12c23 −s12s23s13eiδ + c12c23 s23c13
−c12c23s13eiδ + s12s23 −s12c23s13eiδ − c12s23 c23c13

⎞
⎠

⎛
⎝
1 0 0
0 eiρ 0
0 0 eiσ

⎞
⎠ ,

where ci j = cos θi j , si j = sin θi j for i, j = 1, 2, 3, and δ (Dirac CP phase); ρ, σ

(Majorana CP phases) are three CP-violating phases. The measurement of δ is
expected in the experiments with superbeams and neutrino beams from neutrino
factories or indirectly through the area of the unitarity triangles defined for the lep-
tonic sector, while the Majorana-type CP phases may contribute to Lepton Number
Violating (LNV) processes like neutrinoless double beta decay.

In the specific basis, where charged lepton mass matrix is diagonal, and assuming
the neutrinos to be Majorana particles, neutrino mass matrix encodes all the infor-
mation regarding the leptonic CP violation at low energy. To facilitate any specific
predictions for the same, it is convenient to reduce the number of free parameters of
mass matrix. To this end, several possibilities, for instance, some elements of neu-
trino mass matrix can be considered either zero or equal [18–21] or some cofactors
of neutrino mass matrix to be either zero or equal [19, 22–24] have been found in
the literature. Out of these, co-existence of texture zeros and an equal elements (or
cofactors), also known as hybrid texture, is one of the most notable and abundantly
studied. Not only they reduce the number of free parameters to an appreciable extent
compare with texture zero but also can be naturally realized through flavor symmetry.
In an addendum to this, Dev and Raj [25], have explored a new case of hybrid texture
comprising two zero elements and an equality between the non-zero elements. This
new possibility not only contains lesser number of free parameters compare to other
hybrid textures but also has higher predictability.

Under the weak basis transformation, hybrid texture are not invariant similar to
texture zeros implying that a given set of zeros and an equality, which appears in a
certain Weak Basis (WB) may not be present or may appear in different entries in
another WB, while leading to the same physics. In such a scenario, CP invariants
are largely considered as an important tool to investigate the CP properties both in
the quark and the leptonic sector. In the literature, special attention has been paid on
invariants, owing to their suitability for the analysis of specific ansätze of neutrino
mass matrix [26, 27] without even need of its diagonalization.

In the present analysis, I shall re-examine theWB invariants for the newpossibility
of hybrid texture comprising twozeros and an equality between the non-zero elements
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in the flavoured basis, and find the CP conditions in lepton sector. The interest in the
chosen model stems from the fact that an assumption of two zeros and an additional
equality in the neutrino mass matrix reduces the number of free parameters to six.
Hence, it is more predictive compare to the popular models with two texture zeros,
one zero with a vanishing minor and other hybrid textures, respectively.

To investigate the leptonic CP properties, it is essential to find the WB invariants
in terms of theMajorana neutrino mass matrix. To this end, I shall first define theWB
invariants at low energy [28–30], which must be zero (non-zero) for CP invariance
(violation) in leptonic sector. The invariant, which is sensitive to Dirac phase only,
is given as

I1 = Tr[mνm
†
ν,mlm

†
l ]3, (4.1)

wheremν andml areMajorana neutrinomassmatrix and charged leptonmassmatrix,
respectively. In the flavour basis, I1 reduces to

I1 = −6i	eμ	μτ	τeIm(h12h23h31),

where	ij = m2
j − m2

i , ij run over the pairs, eμ,μτ, τe. The argument of the product,
h12h23h31, is responsible for defining the CP properties for Dirac neutrinos. The
quantity h(≡ mνm†

ν), is a hermitian matrix, where

hi j =
3∑

i, j=e,μ,τ

3∑
a=e,μ,τ

miam
∗
aj

denotes the nine matrix elements. The invariant is sensitive to the Dirac-type
CP phase δ, and hence depends on Lepton Number Conserving (LNC) process like
neutrino oscillations. The vanishing of imaginary part of I1 implies sinδ = 0, and
thus leads to Dirac type CP invariance. The relationship between I1 and Jarlskog
rephasing invariant, JCP for lepton sector is established in [28]. The representation
of JCP in terms of sinδ is found as

JCP = 1

8
s2(12)s2(23)s2(13)c13 sin δ, (4.2)

where s2(ij)≡sin2θij , i, j = 1, 2, 3.
Also JCP is an ’invariant function’ of mass matrices, and is related to the mass

matrices as

det C = −2JCP	eμ	μτ	τe	12	23	31, (4.3)

where C ≡ i[mνm†
ν,młm

†
l ] and 	12, etc., are analogue to the 	i j as defined earlier.

The commutator C, is by definition, hermitian and traceless. Thus, eigen values are
real. In fact, they are measurable, even though C itself is not a measurable. The
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determination of any traceless 3 × 3 may be computed from trace of the third power
of the matrix, i.e. detC = 1

3Tr(C
3), therefore, I have detC = − i

3Tr[mνm†
ν,młm

†
l ]3,

which is valid for any traceless 3 × 3 matrix. Therefore, from (4.3), I get

I1 = −6iJCP	eμ	μτ	τe	12	23	31. (4.4)

The above relation shows that I1 is directly proportional to sinδ.
Using (4.2, 4.4), I arrive at

JCP = Im(h12h23h31)

	sol	
2
atm

, (4.5)

where 	sol ≡ 	12 and 	atm ≡ 	23 � 	31 are solar and atmospheric neutrino mass
squared differences, respectively.
The other two invariants, I2 and I3, are sensitive to both Dirac as well as Majorana-
type CP phases. The invariant I2 is given as

I2 = Im(Tr[mlm
†
l m

∗
νmνm

∗
νm

T
l m

∗
l mν]). (4.6)

The above invariant was computed, for the first time, to derive the necessary and
sufficient condition for CP invariance in the framework of two neutrinos [29]. In this
framework, CP violation can occur only due toMajorana-type phase. In the flavoured
basis, one can re-write I2 as a function of the elements of mν ,

I2 = m4
emeeHe1 + m4

μmμμHμ2 + m4
τmττHτ3

+m2
em

2
μmeμ(He2 + Hμ1) + m2

μm
2
τmμτ (Hμ3 + Hτ2)

+m2
em

2
τmeτ (He3 + Hτ1), (4.7)

where H is a complex matrix, and its elements are given as

He1 = m∗
eehee + m∗

eμhμe + m∗
eτhτe,

He2 = m∗
eeheμ + m∗

eμhμμ + m∗
eτhτμ,

He3 = m∗
eeheτ + m∗

eμhμτ + m∗
eτhττ ,

Hμ1 = m∗
μehee + m∗

μμhμe + m∗
μτhτe,

Hμ2 = m∗
μeheμ + m∗

μμhμμ + m∗
μτhτμ,
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Hμ3 = m∗
μeheτ + m∗

μμhμτ + m∗
μτhττ ,

Hτ1 = m∗
τehee + m∗

τμhμe + m∗
ττhτe,

Hτ2 = m∗
τeheμ + m∗

τμhμμ + m∗
ττhτμ,

Hτ3 = m∗
τeheτ + m∗

τμhμτ + m∗
ττhττ .

Substituting mνm†
ν with mν(mlm

†
l )

∗m†
ν in (4.1), I3 is found as

I3 ≡ Tr[mνm
T
l m

∗
l m

†
ν,mlm

†
l ]3. (4.8)

The computation of above invariant predicts CP violation for three or more genera-
tion of Majorana neutrinos even in the limit of complete neutrino mass degeneracy
[29, 30].

In the flavour basis, I3 can be re-written as

I3 = −6i	eμ	μτ	τeIm(h
′
12h

′
23h

′
31),

where arg(h
′
12h

′
23h

′
31) is complex phase responsible for CP violation.

Similar to h, h
′
is also hermitian matrix, and its elements are given as

h
′
i j =

3∑
x=e,μ,τ

m2
x

3∑
i, j=e,μ,τ

3∑
a=e,μ,τ

m∗
iamaj

where me,mμ and mτ denote the electron, muon and tau neutrino, respectively.

Following the classification scheme of [25], all the eight experimentally viable
possibilities have been encapsulated in Table4.1. Among the viable cases, only
five are found be independent ones. The ansatze corresponding to each pair,
(A1IV,A2IV), (A1V,A2V) and (A1VI,A2VI), exhibit the similar phenomenological
implications and are related via permutation symmetry. On the other hand, ansätze
CII and CIV transform onto themselves independently.

The symmetry corresponds to the simultaneous exchange of 2–3 rows and 2–3
columns of mν . The corresponding permutation matrix can be given by

P23 =
⎛
⎝
1 0 0
0 0 1
0 1 0

⎞
⎠. (4.9)
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Table 4.1 The eight viable ansätze of Majorana neutrino mass matrices having two texture zeros
and one equality

IV V VI

Class A1

⎛
⎜⎝
0 0 e

b b

c

⎞
⎟⎠

⎛
⎜⎝
0 0 e

b f

b

⎞
⎟⎠

⎛
⎜⎝
0 0 e

b c

c

⎞
⎟⎠

IV V VI

Class A2

⎛
⎜⎝
0 d 0

b b

c

⎞
⎟⎠

⎛
⎜⎝
0 d 0

b f

b

⎞
⎟⎠

⎛
⎜⎝
0 d 0

b c

c

⎞
⎟⎠

II IV

Class C

⎛
⎜⎝
a d a

0 f

0

⎞
⎟⎠

⎛
⎜⎝
a d e

0 e

0

⎞
⎟⎠

Using permutation symmetry, it is trivial to find the following relations among the
neutrino oscillation parameters,

θX
12 = θY

12, θX
23 = 90◦ − θY

23, θX
13 = θY

13, δX = δY − 180◦, (4.10)

where X and Y denote the pair of aforementioned ansätze related through a 2–3
permutation symmetry.

4.2 CP Invariance Condition for Viable Cases

In this section, I compute the WB invariants in terms of mass matrix elements for all
the viable hybrid textures, and subsequently find the CP conditions corresponding
to each ansätz.

Ansatz (A1)IV: Using (4.1), it is trivial to obtain

I1 = −6i	eμ	μτ	τe|meτ |2|mμμ|2ImQ(A1)IV , (4.11)

where Q(A1)IV = mττm∗
μμ.

Using the above equation, JCP, which is a measurable neutrino oscillation parameter,
can be given as

JCP = |meτ |2|mμμ|2ImQ(A1)IV

	sol	
2
atm

.
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From the expression, it is convenient to directly compute JCP from the elements of
mν without even need to diagonalize the mν . Interestingly, condition mμμ = mττ ,
leads to JCP = 0 or equivalently sinδ=0. Hence, mμμ = mττ is essential to find the
CP invariance relevant for LNC.
Using (4.7) and (4.8), the expressions for invariants I2 and I3, sensitive to both Dirac
and Majorana phases, are found as

I2 = 	2
μτ |mμμ|2ImQ(A1)IV (4.12)

and

I3 = −6i	eμ	μτ	τem
2
μm

4
τ |meτ |2|mμμ|2ImQ(A1)IV . (4.13)

respectively. From the above discussion, it is clear that CP violation is possible if the
phases associated with the elements mμμ and mττ are not finely tuned.

More apparently, CP invariance condition is allowed for ansatz (A1)IV if and
only if

arg(mμμ) = arg(mττ ). (4.14)

Ansatz (A1)V: Similarly, using (4.1), one can find I1 as

I1 = −6i	eμ	μτ	τe|meτ |2ImQ(A1)V , (4.15)

where, Q(A1)V = m2
μμ(m∗

μτ )
2.

The JCP , can be found in terms of mass matrix elements as

JCP = |meτ |2|mμμ|2ImQ(A1)IV

	sol	
2
atm

. (4.16)

Therefore, condition mμμ = mμτ implies JCP = 0.
The other two invariants I2 and I3 can be derived using (4.7, 4.8)

I2 = 	2
μτ |meτ |2ImQ(A1)V (4.17)

and

I3 = −6i	eμ	μτ	τem
2
μm

4
τ |meτ |2ImQ(A1)V . (4.18)
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The CP invariance condition can be found as

arg(mμμ) = arg(mμτ ). (4.19)

The mismatch between the elements mμμ and mμτ lead to CP violation in lepton
sector.
Ansatz (A1)VI: Using (4.1), it is found that

I1 = −6i	eμ	μτ	τe|meτ |2|mττ |2ImQ(A1)VI , (4.20)

where Q(A1)VI = mμμm∗
ττ .

Using (4.5), JCP can be written as

JCP = |meτ |2|mττ |2ImQ(A1)IV

	sol	
2
atm

. (4.21)

As found in ansätz A1IV, (4.21) provides JCP = 0 for mμμ = mττ . In addition, phase
relation for CP invariance is similar to ansätz A1IV.
The other invariants I2 and I3 can be derived using (4.7) and (4.8),

I2 = 	2
μτ |mττ |2ImQ(A1)VI (4.22)

and

I3 = −6i	eμ	μτ	τem
2
μm

4
τ |meτ |2|mττ |2ImQ(A1)VI . (4.23)

Similarly, one can find the expressions for WB invariants for ansätze A2IV,A2V

and A2VI from A1IV,A1V and A1VI, respectively, by using the μ − τ exchange
permutation symmetry, as mentioned earlier.

The condition for CP invariance is similar for A2IV (A2VI) as found for A1IV

(A1VI).
Ansatz CII: The invariant I1 can be derived by using (4.1)

I1 = −6i	eμ	μτ	τe(|meμ|2 − |meτ |2)|mee|2ImQCII , (4.24)

where QCII ≡ mμτm∗
eμ.

The Jarlskog rephasing invariant parameter JCP can be written as

JCP = (|meμ|2 − |meτ |2)|mee|2ImQCII

	sol	
2
atm

. (4.25)

From the above equation, it is explicit that JCP = 0 might be due to |meμ| = |meτ |.
Keeping inmind the texture zero condition for ansatz CII, it can be inferred that Dirac
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type CP symmetry is related to μ − τ reflection symmetry (i.e. meμ = ±meτ ,mμμ = mττ )
[31, 32]. The other possibility for CP invariance arises if mμτ = meμ is considered.

Interestingly, it is found from the above equation that JCP and |mee| are strongly
related to each other, i.e. JCP ∝ |mee|2. This implies the parabolic relation between
these experimentally measurable parameters, and further point out that the absence
of neutrinoless double beta decay is related to sinδ = 0 if other possibilities of CP
invariance is relaxed.

The remaining invariants I2 and I3 can be written as

I2 = 2	eμ	τe|mee|2ImQCII , (4.26)

and,

I3 = −6i	eμ	μτ	τem
4
e (m

2
μ|meμ|2 − m2

τ |meτ |2)|mee|2ImQCII . (4.27)

As already mentioned that CP invariants, I2 and I3, are sensitive to CP properties
associated to Majorana nature of neutrinos. In the scenario of μ − τ reflection sym-
metry, invariants I2 and I3 are non-zero andhenceCP symmetry can be broken. This is
contrary to the case of invariant I1, where CP symmetry can be preserved. Therefore,
it can be stated that, for ansätz CII, CP violation is attributed to only Majorana-type
phases (ρ, σ ) (and independent of Dirac-type phase δ), ifμ − τ reflection symmetry
is assumed.

The CP invariance condition can be given as

arg(mμτ ) = arg(meμ). (4.28)

Ansatz CIV: Using (4.1), invariant I1 can be written as

I1 = −6i	eμ	μτ	τe(|meμ|2 − |meτ |2)|meτ |2ImQCIV , (4.29)

where QCIV ≡ meem∗
eμ.

The Jarlskog rephasing invariant can be written as

JCP = (|meμ|2 − |meτ |2)|meτ |2ImQCIV

	sol	
2
atm

. (4.30)

Again for mee = meμ , JCP = 0. Similar to ansätz CII, JCP = 0 can also hold if μ − τ

reflection symmetry is assumed.
The other invariants I2 and I3 can be written as

I2 = 2	eμ	τe|meτ |2ImQCIV (4.31)
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and

I3 = −6i	eμ	μτ	τem
4
e (m

2
μ|meμ|2 − m2

τ |meτ |2)|meτ |2ImQCIV . (4.32)

Similar arguments holds for the ansatz CIV if μ − τ reflection symmetry is consid-
ered, as discussed for ansatz CII.

The CP invariance condition is given as

arg(mee) = arg(meμ). (4.33)

4.3 Summary and Conclusion

To summarize, I have constructed the three WB invariants in terms of neutrino mass
matrix elements at low energy for hybrid textures ofMajorana neutrinoswith two tex-
ture zeros and an equality between the non-zero mass matrix elements in the flavour
basis. From the above discussion, it is inferred that condition of either additional
equality or texture zero in chosen ansatz automatically lead to CP invariance. This
further implies that current hybrid texture model permits the maximum number of
allowed choices of zeros and an equal elements, which contributes to CP violation. In
addition, it is sufficient to assume one of the elements ofmassmatrix to be real, for the
hybrid texture model to be CP invariant [(4.14), (4.19), (4.28) and (4.33)]. For illus-
tration, if an element mee is considered real, or zero, which essentially implies that
neutrinos are Dirac particle. The assumption simultaneously lead to vanishing imag-
inary part of meμ,mμτ ,mμμ andmττ , respectively [ see (4.14), (4.19), (4.28),(4.33)].
Hence, the non-observation of neutrinoless beta decay in future experiments could
imply that current hybrid texture is CP invariant.

The Dirac CP phase, which is sensitive to the CP violation in neutrino oscilla-
tion is contained in WB invariant I1, while invariants I2 and I3 are measures of
Majorana-type CP phases, contribute to CP violation in neutrinoless double beta
decay. However, it is explicit from the analysis, that all the three CP violating phases
are not independent and there is only one physical phase in all the phenomeno-
logically viable ansatze with two texture zeros and an equality between non-zero
elements. However, Dirac and Majorana CP-type phases can not be distinguished in
a concerned hybrid texture of Majorana mass matrix.

To conclude the discussion, I would like to point out that equalities derived in
our analysis between the different neutrino mass matrix elements are found to have
some profound connection with CP invariance pertaining to both LNC and LNV
processes. Similar to the earlier analyses by Dev et al. [26, 27], it is maintained that
there is only one physical phase which describes the CP properties in present model,
while Dirac and Majorana phases can not be extracted without considering certain
assumptions.
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Chapter 5
Characteristic Range of 238U Ion
in Polycarbonates

J. P. Gewali and M. Singh

Abstract Interaction of radiation with the matter has fascinated the researcher of
different fields formanydecades, and intensive studies have been done. It is found that
they can withstand high temperatures and can easily discriminate the high energy
radiation from background radiation. In this study, the stacks of Makrofol-E and
CR-39 detector are irradiated with 16 meV/u 238U ion. From the study, we could
find that Makrofol-E and CR-39 detector (both of which are organic polymers, a
product of carbon, hydrogen and oxygen, with variation in their composition and
other parameters like density) shows almost the similar result for range and track
length if irradiated with the same ion and with same energy. The detector has been
irradiated atXOchannel ofUNILAC,GSIDermstat Germany. The experimental data
are compared with the theoretical data obtained from SRIM and DEDXT programs.

5.1 Introduction

It was Young [1] who first observed the tracks in LiF crystals. Heavy charged particle
tracks in mica using electron microscope were observed by Silk and Barnes [2] in
1959. It was Fleischer, Price and Walker [3] in 1975 who did the pioneers work in
the field of nuclear track detectors, which have a very broad scope in the modern
world as it is very versatile due to its applications and accuracy. A couple of known
solid-state nuclear detectors, for example, CR-39, cellulose nitrate, Lexan and ZnP-
glass are very sensitive for the detection of heavy particles, because of their favorable
properties like light weight, flexibility and their ability to discriminate against lightly
ionizing particles. Also their properties to reveal the track of individual heavily
ionizing particles by a simple etching technique give SSNTDs the advantage over
other detectors [3, 4].

CR-39 (C12H1807) or a poly allyl diglycol carbonate a highly sensitive SSNTDs
detector where CR stands for Columbia Resin with its application in making of
lenses was first discovered by Cartwright et al. [5]. This detector can detect charged
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particles from low-energy proton to relativistic uranium ions. Commercially, it is
manufactured and marketed by Pittsburgh Plate Glass Company (PPG) of USA.
CR-39 Detector of thickness 1500 µm is used in our study. Tarle et al. in 1981 [6]
reported that for high Z nuclei, CR39 has a charge resolution superior to nuclear
emulsions and ionization chambers of equivalent thickness. But it should be noted
that the particle detection characteristics of CR-39 depend strongly on the etching
and measuring procedures.

The shapes of tracks produced by heavy ions in Makrofol are needle-like with
a slide spread toward their tail. They also offer a very convenient way of detecting
heavy ions in the study of composition of heavy cosmic rays, heavy ions interaction,
etc. Sheets of thickness ~400 µm are used in the present studies.

Both CR-39 and Makrofol nuclear track detectors have been successfully used
as charged particle detectors. The nuclear track formation in polymer is a complex
phenomenon and it totally depends on the charge and energy of incident ions. Here,
we present our experimental outcomes on ranges of 16 meV/u 238U in Makrofol-E
foils and CR-39 as track detectors, respectively. Complex media like Makrofol-E
and CR-39 have important applications in nuclear instrumentation. Therefore, it is
desirous to study the range and stopping power of heavy energetic ions in these
materials. In this section, we study the range of 238U ions in different media. The
results obtained are compared with the corresponding theoretical values in order to
test the validity of our methodology and available theoretical data tables [4].

5.2 The Technique

The range and stopping power in complex media have been studied using the tech-
nique as explained in detail in the references [7–9]. In this technique, first, the detec-
tors are calibrated at different ion energies by measuring its true track length exper-
imentally. The detector itself is considered as both the target as well as the detector
by considering a division into two segments. For comparison of the experimental
data for range, two different theoretical predictions have been considered, these are
(i) SRIM Programs by Ziegler [10] and (ii) DEDXT Programs by Mukherji and
coworkers [11].

5.3 Result and Discussion

In this study, polycarbonates (Makrofol-E and CR-39) are used both as target and
detector. We have found out the calibration curve from the incident ion energy and
then using the target concept the energy loss curve is plotted. Using the energy loss
curve, the range of ion is calculated in the detector.

For 238U ion, incident onMakrofol-E calibration curve is shown in Fig. 5.1 where
the variation of ion energy and its corresponding track length are depicted. Figure 5.2
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Fig. 5.1 Calibration curve
16.3 meV/u 238U ion in
Makrofol-E

Fig. 5.2 Energy loss curve
of 238U ion in Makrofol-E as
a target

shows the energy loss curve for 238U inMakrofol-E,which is used as target. Themean
range obtained from energy loss curve for 16.3 meV/u 238U inMakrofol-E is equal to
230.8± 3.3µm and is reported in Table 5.1. The range of 238U inMakrofol-E is also
obtained at several lower energies using energy loss curve and is given in Table 5.1
along with corresponding theoretical values from SRIM [10] and DEDXT [11]. The
plot of range energy variation for 238U in Makrofol-E is shown in Fig. 5.3 along with
corresponding theoretical values from DEDXT [10] and SRIM [11]. Experimental
range data follow much closer to the popular SRIM program as compared with that
of the obscure DEDXT predictions.

The calibration curve for 238U ion CR39 is represented in Fig. 5.4, which shows
the variation of energy with track length. Variation of 238U ion energy with CR39
target thickness also called the energy loss curve is represented in Fig. 5.5. The mean
range obtained from energy loss curve for 15.4 meV/u 238U in Cr-39 is equal to 219.4
± 3.3 µm and is reported in Table 5.2. The range of 238U in CR-39 is also obtained
at several lower energies using energy loss curve and is given in Table 5.2 along
with the corresponding theoretical values from SRIM [10] and DEDXT [11]. The
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Table 5.1 Values of Makrofol-E target thickness, maximum etchable track length of 238U in
Makrofol-E detector, energy of the transmitted and absorbed energy and the ranges obtained in
Makrofol-E, along with the corresponding theoretical values

Effective target
thickness

Track length Ion energy (MeV/u) Range (µm)

(µm) (µm) Transmitted Absorbed Experiment DEDXT SRIM

0.0 235.45 ± 1.1 16.3 ± 0.3 0 230.8 ± 3.3 274.21 264.52

17.7 217.78 ± 1.1 15.2 ± 0.3 1.1 213.13 ± 2.9 264.91 246.85

35.0 200.5 ± 1.3 14.2 ± 0.3 2.1 195.85 ± 2.8 246.68 229.57

51.8 183.61 ± 0.9 13.3 ± 0.3 3.0 178.96 ± 2.9 228.98 212.68

68.3 167.11 ± 1.3 12.4 ± 0.3 3.9 162.46 ± 3.0 211.78 196.18

84.5 150.99 ± 1.2 11.1 ± 0.3 5.2 146.34 ± 2.4 195.07 180.06

100.2 135.23 ± 0.8 10.2 ± 0.3 6.1 130.58 ± 2.6 178.95 164.3

115.6 119.81 ± 0.6 9.1 ± 0.3 7.2 115.16 ± 1.2 164.82 148.88

130.7 104.72 ± 0.5 8.1 ± 0.3 8.2 100.07 ± 1.1 151.01 133.79

142.6 92.85 ± 0.5 7.2 ± 0.3 9.1 88.20 ± 1.1 137.47 121.92

154.3 81.14 ± 0.4 6.3 ± 0.3 10.0 76.49 ± 1 124.12 110.21

165.9 69.57 ± 0.4 5.3 ± 0.3 11.0 64.92 ± 1.1 110.8 98.64

183.1 52.35 ± 0.4 4.1 ± 0.3 12.2 47.70 ± 1.5 97.22 81.42

194.6 40.88 ± 0.3 3.2 ± 0.3 13.1 36.23 ± 1.3 82.63 69.95

206.1 29.32 ± 0.3 2.1 ± 0.3 14.2 24.67 ± 0.9 65.11 58.39

221.0 14.47 ± 0.2 1.1 ± 0.3 15.2 9.82 ± 1.3 43.06 43.54

Fig. 5.3 Measured range
energy data for 238U in
Makrofol-E along with the
theoretical values

plot of range energy variation for 238U in Cr-39 is shown in Fig. 5.6 along with the
corresponding theoretical values from SRIM [10] and DEDXT [11]. Experimental
range data follow much closer to the popular SRIM program as compared with that
of the obscure DEDXT predictions.
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Fig. 5.4 Calibration curve
of 238U in CR-39

Fig. 5.5 Energy loss curve
of 238U in CR-39

5.4 Conclusion

Both Makrofol-E and CR-39 are polycarbonate detectors with carbon, hydrogen
and oxygen as variable constituents. The same ion incident on the detector produces
almost the similar track length and range with a little bit of deviation. Approximately,
the same track length and range of ~215µmaremeasured for both the studied detector
incident with ion energy of ~15 meV/u. Thus, we can conclude that the behavior of
both the detector is similar under studied conditions.
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Table 5.2 Values of CR-39 target thickness, maximum etchable track length of 238U in CR-39
detector, energy of the transmitted and absorbed energy, the ranges obtained in CR-39, along with
the corresponding theoretical values

Effective
target
thickness
(µm)

Track length
(µm)

Ion energy (MeV/u) Range (µm)

Transmitted Absorbed Experimental DEDXT SRIM

0.0 228.5 ± 1.2 15.4 ± 0.3 0 219.36 ± 2.3 228.78 210.8

39.3 189.18 ± 1.0 14.3 ± 0.3 1.1 180.04 ± 3.1 213.04 196.09

53.7 174.84 ± 0.9 13.1 ± 0.3 2.3 165.7 ± 2.8 197.75 181.75

67.7 160.83 ± 0.9 12.2 ± 0.3 3.2 151.69 ± 2.6 182.9 167.74

81.3 147.17 ± 1.0 11.2 ± 0.3 4.2 138.03 ± 2.8 168.47 154.08

94.7 133.81 ± 0.7 10.3 ± 0.3 5.1 124.67 ± 2.1 154.55 140.72

107.8 120.75 ± 0.5 9.3 ± 0.3 6.1 111.61 ± 1.7 142.34 127.66

120.6 107.95 ± 1.2 8.2 ± 0.3 7.2 98.81 ± 1.6 130.41 114.86

130.6 97.88 ± 0.9 7.4 ± 0.3 8.0 88.74 ± 1.4 118.72 104.79

140.6 87.92 ± 0.5 6.4 ± 0.3 9.0 78.78 ± 1.2 107.19 94.83

150.5 78.05 ± 0.7 5.3 ± 0.3 10.1 68.91 ± 1.2 95.69 84.96

165.2 63.33 ± 0.4 4.2 ± 0.3 11.2 54.19 ± 0.9 83.96 70.24

175.0 53.49 ± 0.6 3.2 ± 0.3 12.2 44.35 ± 0.8 71.36 60.4

190.0 38.53 ± 0.9 2.1 ± 0.3 13.3 29.39 ± 0.9 56.23 45.44

203.1 25.4 ± 0.4 1.2 ± 0.3 14.2 16.26 ± 1.1 37.19 32.31

Fig. 5.6 Measured range
energy data for 238U in
CR-39 along with the
theoretical values
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Chapter 6
Comparison of Protein Interaction
with Different Shaped PbS Nanoparticles
and Corona Formation

A. K. Mishra, A. K. Bhunia, and S. Saha

Abstract Different shaped PbS nanoparticles are synthesized at room temperature
by using reagents, lead chloride (PbCl2), sulfur powder (S), and sodium borohy-
dride (NaBH4), in the ethylenediamine medium. NaBH4 has acted as a reducing
agent, whereas ethylenediamine is used as a capping agent. The grown PbS nanopar-
ticles are spherical (7 nm size) for the reagent ratio of PbCl2, S, NaBH4 as 1:1:1.
and grown PbS nanoparticles are cubical shape (13 nm size) for the reagent ratio of
PbCl2, S,NaBH4 as 1:1:3. The grownPbSnanoparticles are characterized structurally
and optically. The interaction and formation of the bio-conjugate of bovine serum
albumin with PbS nanomaterials are studied for biomedical application. The interac-
tion, complexion process, and conformational changes of bovine serum albuminwith
PbSnanomaterials are quantifiedby thephotophysical and structural study. PbSnano-
materials enable the aggregation of bovine serum albumin by the way of unfolding.
The interaction and the bioconjugate formation of albumin with PbS nanoparticles
are investigated using optical spectroscopy, TEM. UV–VIS–NIR shows the binding
process that occurred between albumin and PbS samples.

6.1 Introduction

Now the recent trend of using nanotechnology increases more and more in the field
of agriculture, biomedicine, packaging, cosmetics, and also in textiles. There are
possibilities that these nanoparticles (NPs) are entering living organ cells through
various natural processes like the food chain, respiration, etc. NPs are not used for
biological imaging due to optical emission in the infrared region as many proteins
strongly absorb visible light, so there is a limitation in the depth of penetration around
few millimeters in the small wavelengths region. Another biological complex like
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water and lipids strongly absorbs infrared light [1, 2]. PbS semiconducting NPs are
an important IV–VI group due to their near-infrared (NIR) fluorescence property for
bio-imaging applications. PbS semiconducting quantumdotswith diameters between
3 and 6 nm show an emission wavelength in the NIR region. So PbS NPs have been
projected as one of the best potential materials for application in various biomedical
detection of animal studies [3]. Only 10–15 proteins may take part in protein corona
formation from thousands of proteins in physiological conditions [4–8], that is, the
exchange of soft corona proteins by hard corona proteins [9–11]. This hard protein
corona helps the NPs in intracellular signaling due to longer life and also identi-
fies the role of NPs in biological fluid [12]. This nano–bio interaction of different
shaped PbSNPs is important in nanomedicine research due to physicochemical prop-
erties. The PbS NPs surface area surrounded by an assembly of proteins is known
as protein corona and their complex is called the protein–PbS NPs complex. The
protein corona formation process is playing a vital role in the functioning of PbS
NPs in the biological system. The native structure of protein shows conformational
change due to the interaction of PbS NPs with protein. This vibrant and driving
process changes the functioning of protein for cellular interaction with PbS NPs
[13, 14]. Yin et al. [15] evaluated the cytotoxic behavior of bared and protein-coated
ZnO NPs against human hepatocellular carcinoma (HepG2) cells and they found
that bare ZnO NPs at a concentration range of 20 mg L−1–100 mg L−1 reduced
the cell viability by 90–15%, whereas for protein-coated ZnO NPs, cell viability
was reduced by only 5–15% even at 100 mg L−1 concentration. They proposed that
the higher binding strength between protein and NPs prevented the generation of
reactive oxygen species (ROS) due to which protein-coated ZnO NPs showed less
cytotoxicity. Medina et al. [16] evaluated the role of protein concentration (BSA)
on the NPs toxicity, protein adsorption, and NPs accumulation. They compared the
intracellular uptake of gold nanorods coated with a cationic agent mercaptoundecyl-
trimethylammonium bromide (MUTAB-AuNRs) in MCF-7 cancer cells. They incu-
bated the MUTAB-AuNRs directly in 10% fetal bovine serum (FBS) and compared
it with MUTAB-AuNRs preincubated (1% BSA) with a low concentration of BSA
(1%) and reported that preincubation in 1% BSA increased the intracellular uptake
by three times. It could be due to the lower concentration of BSA (in comparison
to physiological conditions), which has increased the entry of AuNRs into MCF-7
cancer cells. Luminescence correlation spectroscopy and UV–visible spectroscopy
analysis suggested that the concentration of preincubation played an important role
in the correlation decay and the agglomeration of NPs. Hence, diagnostics tests
based on this corona analysis will become more efficient than the ordinary running
biochemical test. So different techniques can be applied for the analysis of protein
corona to get information on molecular consequence due to contact of PbS NPs.
C. Vidaurre-Agut et al. [17] found that diagnostic tests which performed depending
on proteomics analysis have more advantage than traditional biochemical tests. It is
difficult to identify protein biomarkers which have a low molecular weight (MW) by
standardmass spectrometer because these are normally at low concentrations and are
masked by actual abundant resident proteins. They showed that mesoporous silica
NPs were able to capture low MW protein comparatively better than the protein
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corona (PC) adsorbed onto dense silica NPs from serum. They further investigated
this effect using liquid chromatography − mass spectrometry (LC–MS) and ther-
mogravimetric analysis (TGA) and compared the MW of the proteins in the coronas
of mesoporous silica NPs with the same particle size but different pore diameters.
They also examined the process by which two proteins, one small and one large,
adsorb onto these mesoporous silica NPs to establish a theory of why the corona
became enriched in low MW proteins. They developed a novel system for the diag-
nosis of prostate cancer and this was applied to LC − MS protein coronas from
the serum of 22 cancer patients, identifying proteins specific to each patient group.
They explained why low MW proteins predominate in the coronas of mesoporous
silica NPs, and they illustrated the ability of this information to supplement more
traditional diagnostic tests.

Experimental observation is carried out to understand the protein–PbS NPs
complex for well-suited NPswith surface characterization for better biological appli-
cation. The interaction of PbS NPs with bovine serum albumin (BSA) is studied and
the bio-safety of exposed PbS NPs is determined. The “hard” and “soft” protein PbS
NPs corona formation is represented by the interaction of PbS NPs with protein.

6.2 Experimental Section

The PbSNPswere synthesized by anhydrous lead chloride (PbCl2) (99.999%), sulfur
powder (99.999%), and an amount of sodium borohydride (NaBH4) (99%). The ratio
of a reagent was calculated assuming that all of the reagents are consumed but there
is no excess of reagents in reaction completion. The ratio was calculated by the
amount of mass multiplied by the molar mass of each reactant to the no of molecules
required for each reactant per mole of reaction. In this method, NaBH4 is used as
a reducing agent to initiate the reaction between PbCl2 and S at room temperature
(25 C). Ethylenediamine (EDA) was used as a solvent. At first, an amount of 2.78 g
PbCl2 was dissolved in 50 ml of EDA. This solution was taken in a beaker and was
stirred vigorously by using a magnetic stirrer. After 30 min, 0.32 g of sulfur was
added to the above solution. Finally, 0.37 g and 1.11 g of NaBH4 were added to
two beakers, respectively, by taking the same amount of the above mixture to get
grown PbS samples of different ratios. The solution was stirred for 4 h keeping the
particular speed for all samples. The solution was turned into a black color. This was
an indication of the formation of PbS NPs. The residue product of grown samples
was washed with distilled water several times. Finally, the product samples were
centrifuged and were kept for 2 weeks in a clean dry place at room temperature. The
chemical reaction for PbS NPs preparation is given below

PbCl2 = Pb+2 + 2Cl−

NaBH4 + 2Cl− = NaCl+ B2H6 + 2H+ 2e−
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2H+ S = H2S

H2S+ Pb+2 + 2e− = PbS + H2

The grown PbS NPs were dispersed in deionized water by ultrasonication for
30 min. The PbS NPs concentration was varied from 0.01 mg/mL to 0.06 mg/mL.
Now for the PbS–BSA-mixed solutions preparation, 0.1 mg/mL BSA is mixed with
PbS NPs ranging from 0.01 to 0.06 mg/mL with proper ratio.

High-resolution Rigaku Mini Flex X-ray Diffractometer was used to get the
X-ray diffraction (XRD) pattern of powder PbS nanosamples. Transmission elec-
tron microscopy (TEM) was done by JEOL-JEM-2100. The carbon-coated copper
grid was taken and a solution sample of PbS NPs was dropped on it after properly
disperse in distilled water medium and dried in the dust-free region. Scanning elec-
tron microscopy (SEM) image of powder PbS nanosamples obtained by JEOL-JSM
5800. Agilent Technologies Cary 5000 Series UV–VIS–NIR Spectrophotometer is
used to obtain Optical absorption spectra of PbS nanosamples and conjugate solution
with BSA immediately after ultrasonication concerning deionized water.

6.3 Result and Discussion

6.3.1 Absorption Study

The absorption spectra of tryptophan (TRY) of BSA with different concentrations
of the different shaped PbS NPs and pure PbS NPs.

The absorption peak for TRY of BSA is seen at 280 nm in Fig. 6.1. This transition
may correspond to π–π* transition of aromatic amino acid residues [18, 19].

Fig. 6.1 Shows the absorption spectra of (a) tryptophan (TRY) of BSA with spherical PbS, (b)
tryptophan (TRY) of BSA with cubical PbS, and (c) pure PbS NPs
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Fig. 6.2 Shows the plots of (A) CPbS vs change in wavelength (Δλ) and (B) CPbS vs change in
absorbance (ΔA) for different shaped PbS NPs

The effect of binding of PbS NPs with concentrations (CPbS = 0.01–0.06 mg/ml)
with BSA (CBSA = 0.1 mg/mL) is shown in Fig. 6.2.

These results show that the absorbance of TRY of BSA increases with the incre-
ment of CPbS in Fig. 6.1. This intensity of absorbance of BSA gradually increases
with CPbS , due to the binding of BSA with PbS NPs and the formation of the ground
state complex [20]. The absorption band of BSA is red-shifted gradually with an
increment of CPbS. This also confirms that PbS NPs interact with BSA through TRY
and induces the conformational change of BSA [21]. The plots of CPbS vs change in
wavelength (Δλ) and CPbS vs change in absorbance (ΔA) is shown in Fig. 6.2.

The plots of CPbS vs change in wavelength (Δλ) are linear fit and CPbS vs change
in absorbance (ΔA) is shown that the interaction of BSA with PbS NPs increases
with the increase of CPbS .

In the equilibrium condition, the complex formation between PbSNPs and protein
is given by the equation, where Kapp is the apparent association constant.

Kapp

Tryptophan (Protein) + PbS nanoparticles = Protein........PbS nanoparticles

Kapp =
[
Protein........PbS nanoparticles

]

[Protein]
[
PbS nanoparticles

]

These Kapp values are obtained using Benassi and Hildebrand method [19] and
the equation is also given as

Jobs = (1− α) A0 + α Ac

Where Aobs is the value of absorbance of TRY (Protein) solution with different
concentrations of PbS NPs and α is the degree of association between TRY (Protein)
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Fig. 6.3 Shows the plot of
1

Aobs−A0 versus 1/CPbS for
different shaped PbS NPs

solution with PbS NPs. Here, A0 and Ac are the absorbances of TRY (Protein) and
complex of Protein and PbS NPs. This equation also can be written as

1

Aobs− A0
= 1

Ac− A0
+ 1

(Ac− A0)Kapp[CPbS]

Therefore, the plot of 1
Aobs−A0 versus 1/CPbS is linear fit with the slope 1

(Ac−A0)Kapp

and intercept to the axis is 1
Ac−A0 . From these data, Kapp is also calculated.

The plot of 1
Aobs−A0 versus 1/CPbS for different shaped PbS NPs are shown in

Fig. 6.3.
The absorption spectra show peaks at NIR and UV region for PbS NPs and BSA

solution, respectively. The photoluminescence spectra of different shaped PbS NPs
show emission in the NIR region. whereas the UV region for BSA protein [15].

PbSNPs come in contact with BSA and are surrounded by protein molecules. PbS
NPs form a dynamic layer of proteins on the surface after getting associated with the
BSA. Hence, “NPs− protein corona” is formed by this conjugated system[13, 22].
The change in absorbance intensity (ΔA) of BSA with CBSA = 0.1 mg/mL is shown
in Fig. 6.2(B) to detect the corona formation, and conformational changes of BSA
are seen in the presence of PbS NPs. The change in absorbance intensity of BSA
increases with PbS NP concentrations as well as decreases with the increase of PbS
NP size.

It is confirmed from the exponential association mechanism that the “PbS NPs-
BSA” corona formation starts just after incorporation of PbS NPs into BSA, whereas
it is continued for a very long time to unfold the BSA. Hence, the BSA takes a long
time to shield the PbSNPs surfacewith confirmation change and the BSA is unfolded
[23–25]. The hard corona [22] is formed. The change of absorption intensity of BSA
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(ΔA) in interaction with PbS NPs (CPbS = 0.1 mg/mL to 0.6 mg/mL (Fig. 6.2(B))
shows a linear fit. The PbS NPs–BSA corona is formed at an inner layer of unfolded
BSA using a slow exchange rate with free BSA (hard corona) whereas an outer layer
ofweakly boundBSAwhich follows linear kinetics and regarded as a faster exchange
rate with free BSA (soft corona) [26–29].

6.3.2 XRD Study

The XRD pattern of the different shaped PbS NPs is shown in Fig. 6.4.
The X-Ray diffraction pattern is used to study the structural phase of the grown

PbS NPs. The X-ray diffraction is taken with an angular range (2θ) from 20 to 80
degrees. The prominent diffraction peaks are (111), (2 00), (22 0), (311), (222), (400),
(331), (420) correspond to pure face-centered cubic (FCC) phase (JCPDS# 05–0592)
of the unit cell of PbS NPs. These planes are well matched with the standard crystal
planes (111), (2 00), (22 0), (311), (222), (400), (331), (420) for diffraction angle
20–80° according to JCPDS no. 05–0592 [30, 31]. The highest intensity and sharp
peak prove the well crystalline nature of grown PbS NPs. The size of PbS samples
obtained from the Debye–Scherrer equation [31], D = 0.9 λ /( β COSθ ), where D
is particle size in nm, λ is the X-ray wavelength in nm, θ is, the diffraction angle in
degrees, and β is the maximum peak width in half-height. The grown spherical PbS
NPs are 7 nm in size and grown cubical shape PbS NPs are 13 nm in size.

Fig. 6.4 Shows the XRD pictures of (a) spherical-shaped PbS NPs, (b) cubical PbS NPs
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6.3.3 TEM Study

TEM pictures of spherical-shaped PbS NPs, corona formation with BSA, and SAED
pattern are shown in Fig. 6.5.

There are shown in the figure the hard and soft corona structures formed by
spherical-shaped PbS NPs under experimental conditions. The hard corona is repre-
sented by the inner blackish core. The soft corona” formation is represented by the
outer fractal layer of BSA which is loosely bound with “hard corona”. The hard
coronas that almost spherical PbS NPs with a diameter of 260 nm are strongly
attached to BSA. The image of a hard corona is shown by the arrow mark. This
image represents that the core PbS NPs are fully covered with BSA along with a
shell thickness of 7.5 nm which is matched with a dimension of BSA with 8 nm,
calculated from protein data bank [6].

Fig. 6.5 Shows the TEMpictures of (a) spherical-shaped PbSNPs, (b) corona formationwith BSA,
and (c) SAED pattern
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The SAED pattern of PbSNPs confirms the single crystalline nature. PbS samples
have a face center cubic structure. The diffraction planes in the SAED pattern are
equivalent to the diffraction planes of the XRD pattern.

TEM pictures of cubic-shaped PbS NPs, corona formation with BSA, and SAED
pattern are shown in Fig. 6.6.

The TEM picture shows the formation of BSA–cubical PbS NPs hard and soft
corona.

A large number of PbS NPs with a hard corona of BSA forms a “colony” with
280 nm × 290 nm dimensions. The soft corona also forms in this colony. The
TEM picture supports the findings which are observed from absorption kinetics.
The dimension of the BSA monomer matched with the shell thickness of BSA on
the core of PbS NPs confirms the attachment of BSA with PbS NPs.

Fig. 6.6 Shows the TEM pictures of (a) cubic-shaped PbS NPs, (b, c) corona formation with BSA,
and (d) SAED pattern
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Fig. 6.7 Shows the emission spectra of tryptophan (TRY) of BSA with different concentrations of
the (a) spherical PbS and (b) cubical PbS NPs

6.3.4 Emission Study

The emission spectra of TRY of BSA with different concentrations of the different
shaped PbS NPs are shown in Fig. 6.7.

The PbS NPs–BSA-binding kinetics and conformational change of BSA are
analyzed by fluorescence quenching measurements. The different concentrations
of different shaped PbS NPs (CPbS = 0.01–0.06 mg/mL) are added to BSA (CBSA

= 0.1 mg/mL) at room temperature and a change in the maximum intensity (Imax)
of the fluorescence emission spectrum is observed. It is proved that the fluorescence
quenching process has occurred. It also shows a maximum blue shift of about 5 nm
is found with CPbS = 0.06 mg/ml and CBSA = 0.1 mg/mL due to hydrophobic inter-
action with PbS NPs. The binding of BSA with PbS NPs is analyzed by the popular
Stern–Volmer equation [16].

F0

F
= KSV [Q]+ 1

F0 andF are representedby the steady-statefluorescence intensities offluorophore
in the absence and presence of PbS NPs, respectively. KSV is known as the Stern–
Volmer quenching constant and [Q] represents the concentration of PbS NPs. The
values ofKSV for different shaped PbS NPs are summarized in Table-1. The decrease
ofKSV with increasing particle size signifies that the quenchingmechanism ofBSA is
a dynamic quenching process in presence of PbS NPs and the strength of interaction
increases with a decrease in particle size.

The plots ofF0/F versus [Q(CPbS)] and ln
[ F0−F

F

]
versus ln[Q(CPbS] for different

shaped PbS NPs is shown in Fig. 6.8.
The binding constant K and the number of binding sites (n) between BSA and

different shaped PbS NPs are calculated using the following equation [16]:

ln

[
F0 − F

F

]
= ln K + nln[Q(CPbS)] (6.1)
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Fig. 6.8 Shows the plot of (A) F0/F versus Q(CPbS), and (B) ln[ F0−F
F ] versus ln[Q(CPbS] for

different shaped PbS NPs

Table 6.1 Comparison of parameters derived from bioconjugate analysis of BSA with PbS NPs

Kapp KSV K n

Spherical PbS NPs 7.9 19.9 23.6 1.28

Cubical PbS NPs 7.5 17.3 13.4 0.85

The plot of ln
[ F0−F

F

]
versus ln[Q(CPbS)] is a linear fit and the number of binding

sites (n) is calculated from the slope of this graph.
The intercept of the straight line on the Y-axis determines the value of ln K.
The different characteristics values of bioconjugate analysis of BSAwith different

shaped PbS NPs are summarized in Table 6.1 and compared.
In favor of positive cooperative reaction, n > 1, reveals that once one protein

molecule is bound to the NPs, its affinity for the NPs gradually increases in a super-
linear fashion. However, in the case of a negative cooperative reaction, n < 1, the
binding strength of the protein with the NPs becomes weaker as further proteins
adsorb also for a non-cooperative reaction, n = 1 [17–22]. In the case of cubic PbS
NPs, the negative cooperative reaction with BSA is found. However, for spherical
PbSNPs, a positive cooperative reactionwith BSA is found. Therefore, the affinity of
BSA to the PbSNPs gradually increases in a superlinear fashion, which also supports
the observation obtained from HRTEM images.

The interaction PbS NPs with TRY is studied to investigate the probable binding
sites of BSAwith PbSNPs. The value of n in case of interaction of PbSNPswith TRY
for spherical PbS NPs almost matched with the PbS NPs–BSA complex. Therefore,
TRY are the probable binding sites of BSA with PbS NPs as well as its affinity to
PbS NPs increases with the decrease of NP size.
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6.4 Conclusion

Simple chemically synthesized PbS NPs show the lowest energy excitonic band
edge transition and emission in the NIR region. This formation of “hard” and “soft”
corona is studied by the UV–VIS–NIR absorption along with TEM. The exponential
associationmechanism is followed for “PbSNPs-BSA” corona formation and corona
formation starts immediately after incorporation of PbS NPs into BSA as well as the
unfolding of BSA continues for a very long time. The enlarged image of a hard
corona represents that the core PbS NPs are fully covered with BSA with a shell
thickness of 7.5 nm, matched with a dimension of BSA (~8 nm). A large number of
PbS NPs with a hard corona of BSA forms a “ colony” with diameters in the range of
260 nm. The “soft corona” also grows on this colony. The fluorescence study reveals
that the quenching of fluorescence BSA in presence of PbS NPs follows the dynamic
quenching process and TRY is the major binding site. Nearest to spherical PbS NPs,
the positive cooperative reaction between PbS NPs and BSA is found and the affinity
of BSA to the PbS NPs gradually increases in a superlinear fashion.
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Chapter 7
Dark Matter in Singlet Scalar, Inert
Doublet and Mixed Scalar Dark Matter
Models

Nilavjyoti Hazarika and Kalpana Bora

Abstract The presence of dark matter is an exciting and puzzling feature of our
Universe. Although the presence of dark matter is strongly supported by many astro-
physical and cosmological observations, there is no candidate of dark matter in the
standard model (SM) of particle physics. Different extensions of the SM provide
candidates of dark matter. In this work, we consider scalar extensions of SM—a sin-
glet scalar (SSM), an inert scalar doublet (IDM) and a mixed scalar model (MSM) to
explain the existence of dark matter. The SSM faces a large number of experimental
and theoretical constraints, most notably from the results of direct detection experi-
ments like XENON1T. The IDMon the other hand can be valid up to the Planck scale
(MPL). The MSM DM model is an admixture of SSM and IDM. In MSM, we con-
sider mixing between the singlet and the CP-even component of inert doublet dark
matter particles. The lightest neutral Higgs that comprises the CP-even component
of inert doublet and the singlet scalar is considered to be the DM candidate. We find
the parameter space, which is consistent with the constraints of relic density. The
current limits from the XENON1T experiment are used to study the constraints on
the parameter space of the models and match our theoretical results with the same.

Keywords Beyond standard model · Dark matter · XENON1T

7.1 Introduction

The quest to find the exact nature of dark matter (DM) is one of the unresolved
problems in particle physics and cosmology. The presence of DM, non-zero neutrino
masses and the baryon asymmetry in the universe indicate physics beyond SM.
However, there is not any sign of new physics beyond the SM at the LHC. Therefore,
we explore a few scenarios where the SM is extended by additional scalar fields.
We consider three different extensions of SM—singlet scalar model (SSM), inert
doublet model (IDM) and a mixed scalar model (MSM)—to study whether viable
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candidates of these models satisfy correct relic abundance DM. One of the strongest
constraints on a DM is that it must be able to account for the presently observed relic
density of the universe �h2 = 0.1199 ± 0.0022 (from PLANCK) [1].

The paper has been organized as follows. Sections7.2, 7.3 and 7.4 discuss the
SSM, IDM and a MSM. We find relic abundance of DM in all the three models and
check their viability as a candidate of DM. We then conclude and discuss the results
in Sect. 7.5.

7.2 Singlet Scalar Model

SSM is one of the extensions of the SM where the SM is extended by a real scalar
singlet S [2]. An unbroken Z2 symmetry ensures the stability of the scalar under
which the singlet is odd while all other fields are even. The scalar singlet S can
couple to SM particles, very weakly through SM Higgs. The model is characterized
by three parameters—a dimensionless self-coupling and mass of the scalar particle,
and dimensionless coupling of the scalar with the SM Higgs [3, 4]. The Lagrangian
for SSM is

LS = 1

2
∂μS†∂μS + 1

2
m2

0 S
2 + 1

2
λhs S

2 H 2 + 1

4
λs S

4 (7.1)

wherem0 is the bare mass of singlet field, H is SMHiggs, λhs is coupling with Higgs
and λs is self-coupling.

We perform standard relic density calculations for SSM and show how the present
abundance restricts its parameter space. In order to calculate the relic density of the
models, we use micrOMEGAs 4.3.5 [5]. In Fig. 7.1, we have shown the variation of
DM relic with mass for the singlet scalar model. Here, we have taken the value of
Higgs coupling with singlet as λ = 0.1. The Higgs mass is assumed to be mh = 125
GeV. The noticeable feature from this figure is the suppression of the relic density

Fig. 7.1 Variation of relic
density with mass for singlet
scalar model
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that takes place at the Higgs resonance, i.e., (mh
2 ≈ 62.5 GeV). It is due to the reason

that SSM DM candidate can annihilate through s-channel Higgs boson mediation
into SM fermions and gauge bosons including Higgs.

7.3 Inert Doublet Model

The Inert Higgs Doublet model (IDM) in addition to the SM Higgs H contains an
additional inert Higgs doublet φ [6]. This model has a Z2 symmetry under which all
the SM fields including H are even while φ is odd under Z2, i.e., φ → −φ. Further,
it is assumed that Z2 symmetry is not spontaneously broken, i.e., φ field does not
develop vacuum expectation value (vev). These doublets can be parameterized as

H =
(

0
1√
2
(v + h)

)
, φ =

(
H+

1√
2
(H0 + i A0)

)
(7.2)

The vev of the neutral component of the doublet H is denoted by v. The h state
corresponds to the physical SM Higgs boson. The inert doublet consists of a neutral
CP−even scalar H0 having mass mH0 , a pseudo-scalar A0 having mass mA0 and a
pair of charged scalars H± having mass mH± . The IDM scalar potential VI DM is
given by

VI DM = m2
11(H

†H) + m2
22(φ

†φ) + λ1(H †H)2 + λ2(φ
†φ)2+

λ3(H †H)(φ†φ) + λ4(H †φ)(φ†H) + λ5
2 [(H †φ)2 + h.c] (7.3)

Here, we have assumed�L = λ3 + λ4 + λ5 and�
′
L = λ3 + λ4 − λ5. In Fig. 7.2, we

have shown the variation of DM relic with mass for Inert doublet model considering
the DM Higgs couplings λL = 0.05 and the quartic coupling λ2 = 0.1 [7] and the
mass splitting as �M = mA0 − mH0 = mH± − mH0 = 50 GeV. It is seen that there

Fig. 7.2 Variation of relic
density with mass for inert
doublet model
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exists a suppression of the relic density around theHiggs resonanceMDM � mh
2 . This

corresponds to the s-channel annihilation of DM into the SM fermions mediated by
the Higgs boson h.

7.4 A Mixed Scalar DMModel

In the scalar singlet dark matter model, it has been observed that singlet mass abun-
dance is around Higgs resonance—others ruled out from different bounds [8]. Simi-
larly, in the inert doublet case the allowed mass region is the low mass region (below
W mass) and above 550 GeV. Between the range 80–550 GeV, IDM doesn’t satisfy
relic. However, there is a possibility to satisfy relic in that range by combining SSM
and IDM. In this context, we combine both SSM and IDM models as a mixed scalar
DM model (MSM). In this model, both SSM and IDM transform under the same Z2

symmetry. The combined scalar potential for the MSM will be then

V
′ = μ2

H (H †H) + μ2
I (φ

†φ) + μ2
S(S

†S) + λ1(H †H)2 + λ2(φ
†φ)2

+λS(S†S)2 + λ3(H †H)(φ†φ) + λ4(H †φ)(φ†H) + λ5
2 [(H †φ)2 + h.c]

+λHS(S†S)(H †H) + λφS(S†S)(φ†φ) + ρ[(H †φ)S + h.c]
(7.4)

where μi , λ j and ρ are coupling parameters.
By minimizing the potential in Eq.(7.4), we obtain the relation

μ2
H = −λ1v

2 (7.5)

and the mass terms for the SM Higgs, the charged scalar H± and pseudo-scalar A0

can be obtained as
m2

h = 2λ1v
2 (7.6)

m2
H± = μ2

I + λ3

2
v2 (7.7)

m2
A0

= μ2
I + �

′
345v

2 (7.8)

The term λφS(S†S)(φ†φ) in Eq. (7.4) is responsible for the mixing of H0 and S. We
obtain a 2 × 2 mass matrix for the lightest neutral Z2 odd scalar as

M =
(

μ2
I + �345v

2 ρv

ρv 2μ2
S + λHSv

2

)
=

(
m2

H0
m2

H0S
m2

H0S
m2

S

)
(7.9)

Here, �345 = λ3+λ4+λ5
2 and �

′
345 = λ3+λ4−λ5

2 .
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The physical mass eigenstates can be defined as

χ1 = H0 cos θ + S sin θ

χ2 = −H0 sin θ + S cos θ
(7.10)

The masses and mixing angle θ are found from the diagonalization process. Masses
of the neutral physical scalars χ1 and χ2 are

m2
χ1

= m2
H0

+m2
S

2 − m2
H0

−m2
S

2

√
1 + tan2 2θ,

m2
χ2

= m2
H0

+m2
S

2 + m2
H0

−m2
S

2

√
1 + tan2 2θ

(7.11)

tan 2θ = 2m2
H0S

(m2
H0

− m2
S)

(7.12)

The couplings in terms of the masses can be obtained as 1

λ1 = m2
h

2v2
,

λ3 = 2(�345v
2+m2

H± −m2
χ1
c2θ−m2

χ1
s2θ )

v2
,

λ4 = m2
χ1
c2θ+m2

χ2
s2θ +m2

A0
−2m2

H±
v2

,

λ5 = m2
χ1
c2θ +m2

χ2
s2θ −m2

A0
v2

,

μ2
s = m2

χ1
s2θ +m2

χ2
c2θ−λHSv

2

2 ,

ρ = (m2
χ2

−m2
χ1

) sin 2θ

2v ,

μ2
I = m2

χ1
c2θ + m2

χ2
s2θ − �345v

2

(7.13)

After mixing of the scalars, we consider one of the mixed states χ1 as the lightest
particle that would serve as the DM candidate. In Fig. 7.3, the variation of DM relic
with mass for the mixed scalar DM model is shown for χ1 as a DM candidate for
�M = mχ2 − mχ1 = 20 GeV. Here, the other parameters used are λ2 = 0.01, λS =
λHS = λφS = 0.1 and sin θ = cos θ = 0.05. In Fig. 7.4, the spin-independent cross
section for χ1 as a DM candidate is shown with varying�345. The blue points shown
in Fig. 7.4 satisfy relic density. It is seen that the mass of the mixed DM model DM
candidate χ1 lies within the 200–550 GeV range which lies in the allowed parameter
space. This is due to mixing between the singlet and the CP-even component of inert
doublet dark matter contributing to DM annihilation processes. This could be tested
in higher sensitivity experiments like XENON1T in future.

1 We have denoted cos θ(sin θ) as cθ (sθ ) from now.
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Fig. 7.3 Variation of relic
density with DM mass for χ1
with �M = 20 GeV
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Fig. 7.4 Spin-independent
cross section versus mass
plot for χ1 with varying �345
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7.5 Summary

In this study, we have considered scalar extensions of SM—Singlet scalar, inert dou-
blet and mixed scalar dark matter models. The mixed scalar DM model which we
had been considered can explain correct DM relic density in the intermediate range
of 200–550 GeV. This is due to the DM annihilation process being affected by the
mixing and co-annihilation effects. We conclude that in the present framework, the
MSM provides a viable DM candidate with a mass range of 200–550 GeV. The DM
candidates in this mass range could be probed in higher sensitivity experiments like
XENON1T in future. Further detailed analysis is in progress and will be communi-
cated to a Journal very soon.
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Chapter 8
Dependence of Particle Current
and Diffusion on the System Parameters
in a Model Under-damped
Inhomogeneous Periodic Potential
System

Francis Iawphniaw, Samrat Dey, and Shantu Saikia

Abstract In this work, we study the dynamics of a particle in a driven under-damped
inhomogeneous periodic potential system. This forms an important field of study as
it finds analogies in different physical and biological systems and hence helps to
explain different natural processes. Particularly in the microscopic domain, particles
in such a system undergo a directed transport even in the absence of any external
bias utilizing the energy from the inherent random thermal fluctuations in the system.
The resultant particle current is dependent on the various system parameters. The
dynamics of the particles characterized by the particle current and the accompanying
diffusion can be controlled and optimized by tuning the system parameters. This can
have important technological applications. In this work, we study the dynamics of
the particle in a model inhomogeneous system and show the dependence of particle
current and diffusion on the system parameters.

8.1 Introduction

Systems at a finite temperature are subjected to random thermal fluctuations or noise.
The energy scales of these fluctuations are small compared to the energy scales
of the system. Hence in the macroscopic domain, these fluctuations cannot play a
significant role in the system dynamics. But in the microscopic domain, the energy
scales of these fluctuations are comparable to that of the system, and the effect
of these fluctuations can no longer be neglected. In fact, many processes have been
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found in different physical and biological systemswhich are due to these fluctuations.
In these processes, the energy of these fluctuations is used constructively which is
otherwise counterintuitive. Some of the phenomena and processes where noise plays
a constructive role are stochastic resonance [1, 2], noise-enhanced stability of states
[3], resonant activation [4], noise-enhanced transitions [5], noise-assisted energy
transport [6], intracellular transport [7], ratchet effect [8] etc.

The dynamics of the particle in a periodic potential system in the presence of noise,
as studied in thiswork, formanarchetypalmodel in describingdifferent processes and
phenomena in a diverse physical and biological system. Ratchet effect [8] is one such
phenomenon in which a system, driven away from equilibrium, utilizes the energy
of the random fluctuations in the presence of an inherent asymmetry in the system,
to generate particle current, in the absence of an obvious external bias. The ratchet
effect plays an important role in explaining different processes like intracellular
transport and Brownian motors [9], the motion of atoms on crystal surfaces [10],
super-ionic conductors [11], cancer cell metastasis [12], ions movement through
nano-pores [13] and the motion of vortices in superconductors [14]. The operation
of naturally occurring Brownian motors led to the initial interest in the investigation
of ratchets [9]. However, presently ratchets find applications in diverse fields [10,
11, 14]. Particularly, the possibility of fabricating nanodevices inspired by naturally
occurring biological motors can have important technological applications [8].

Also, particle diffusion in a periodic potential system is an active field of research,
both theoretically [16–19] and experimentally [20–23]. In any finite temperature
system, particles undergo diffusion. This diffusion can be controlled by tuning
the system parameters. The study of particle diffusion has important implications
in varied fields like energy storage devices, microfluidics etc. [15 and references
therein]. Also, the surface diffusion of particles can play a prominent role in different
fields, like catalysis, microelectronics, biophysics etc.

The study of the phenomenon of ratchet effect and particle diffusion in an under-
damped periodic potential system with space-dependent friction coefficient forms
an important field of study as many systems encountered in nature are inhomo-
geneous. For example, motor protein experiences space-dependent friction when it
moves along the periodic structure ofmicrotubules [24], particles undergoing surface
diffusion [25], in Josephson junctions, the periodically varying friction coefficient
corresponds to the term present in interference between Cooper pair tunneling and
quasi-particle tunneling [26], ad-atom motion on the surface of crystals [10] etc.

The study of particle dynamics in an inhomogeneous periodic potential system
far from equilibrium has been an area of interest for research in the last few decades
[27–46]. In such systems, particles experience non-uniform diffusion either due to
a space-dependent temperature [27–29] or a space-dependent friction coefficient
[30–46].

Particle transport in an under-damped inhomogeneous periodic potential system
and its amplification is dependent on the different parameters of the system [34].
The particle also undergoes coherent motion at intermediate time regimes even in
the presence of random fluctuations [36–38]. The time scale of this coherent motion
regime can be regulated by regulating the different parameters of the system hinting
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at possible technological applications. Multiple current reversals are observed in the
same system in the deterministic regime [39]. The nature of the particle trajectories is
critically dependent on the initial conditions. Hence with proper tuning of the system
parameters, the ratchet effect can be optimized in this model system [40]. The model
system also exhibits the phenomenon of stochastic resonance which is found to be
dependent on the amount of damping in the system [43].

In the earlier works [41–45], the asymmetry in the system was due to only the
space-dependent friction coefficient. Recently, it was shown that the addition of a
slight asymmetry in the underlying periodic potential enhances the efficiency of
transport [46].

Particle diffusion in an under-damped periodic potential system is also dependent
on the system parameters and at times shows counterintuitive behavior. Particularly,
the non-monotonic dependence of particle diffusion on temperature has generated
interest with possible applications in different fields [48].

In the present work, studies on particle dynamics in the model under-damped
inhomogeneous periodic potential system are presented. We study the dependence
of particle current and diffusion on the system parameters.

8.2 Model

The motion of a particle of mass m in a periodic potential system can be described
by the one-dimensional Langevin’s equation given by

m
d2x

d2t
= −γ (x)

dx

dt
− ∂V (x)

∂x
+ F(t) + √

γ (x)T ξ(t) (8.1)

where ξ(t) are the random fluctuations satisfying the statistics ξ(t) = 0 and
ξ(t)ξ

(
t ′
) = 2δ

(
t − t ′

)
. T represents the temperature of the system expressed in

units of Boltzmann constant kB . The underlying periodic potential is of the form
V (x) = −V0(sin(kx) + bSin(2kx)),where b is the asymmetry parameter.γ (x) = γ0
is the space-dependent friction coefficient having the same periodicity as that of the
potential but with a phase difference φ with it (Fig. 8.1) and λ is the inhomogeneity
parameter.

For simplicity, the equation is reduced to its dimensionless form by setting m =
1, k = 1andV0 = 1.

The dimensionless form of the above equation can be written as

d2x

d2t
= −γ (x)

dx

dt
+ cos x + 2bCos2x + F(t) + √

γ (x)T ξ(t) (8.2)

In the dimensionless form too, ξ(t) satisfies the same statistics as in Eq. 8.1.
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Fig. 8.1 Plot of potential V(x) (in the presence and absence of asymmetry) and friction coefficient
γ (x) with a phase difference of φ = 0.35

The system is driven by an external periodic forcing of the form F(t) =
F0 cos(wt + φ0), which averages out to zero over a period of the forcing, thereby
keeping the system unbiased.

8.3 Numerical Results

The dimensionless form of Langevin’s equation (Eq. 8.2) is solved numerically using
Heun’s method which is a method of solving stochastic differential equations [47].

For a given initial condition, the particle is allowed to evolve over an effective time
of about 105 and its trajectory is recorded. The resultant trajectory of the particle is
sensitively dependent on the initial conditions. So, for different runs of the particle in
the ensemble, the initial position is chosen from an evenly distributed grid between
two successive maxima of the potential.

For physically relevant results, both time averaging (over a long time) and
ensemble averaging (over different initial conditions) are done.

The mean velocity of the particle is defined as

Vavg = lim
t→∞

x(t)

t
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Another quantity of interest is the diffusion coefficient of the particle which is
defined as

D = (
x2(t) − x(t)2

)
/2t

For this work, the system is allowed to evolve over effective times of t = 105 (100
periods of the external drive) and ensemble averaging .〈. . .〉 is done over an ensemble
of 50 different initial conditions. Also, the values of the different parameters are
γ0 = 0.12 : λ = 0.9;φ = 0.35andφ0 = 0.0 unless otherwise stated.

Figure 8.2 shows plots of the particle trajectories for two different values of initial
position x(0) in the system; other parameters remaining the same. It can be seen that
a change in the initial conditions of the problem leads to totally different trajectories
of the particle. Also, the particle exhibits two different states during its evolution—
the locked state and the running state of motion. These are the result of a complex
interplay of the stochastic nature and nonlinearity of particle motion. When inside a
potential well, the particle experiences a finite barrier. This is achieved by keeping
the amplitude of the external drive below a critical value where the barrier to particle
motion disappears. The particles can escape from the well only in the presence of
randomfluctuationsmaking themotion of the particles noise assisted.Once it escapes
the particle will go to a running state where it will go over many potential periods
only to be trapped again in a well of a potential where it will experience a period

Fig. 8.2 Plot of particle trajectories for two different values of initial positions x(0); T =
0.2; v(0) = 0; γ0 = 0.12; λ = 0.9; φ = 0.35; F0 = 0
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Fig. 8.3 Plot of the mean velocity Vavg versus temperature (T) for different value of F0 =
0.1, 0.4&0.6 : γ0 = 0.12 : λ = 0.9; φ = 0.35

of oscillatory motion locked in a single potential well. The duration of the locked
and running state of motion of the particle is also stochastic in nature. Of course, it
will be dependent on the parameters of the system like the temperature, damping,
amplitude of external drive etc.

Figure 8.3 is a plot of themean velocity of the particles as a function of temperature
in the model under-damped inhomogeneous periodic potential system. The system
when driven away from equilibrium by an external periodic drive exhibits substantial
particle current for different sets of parameters. The directed particle transport is
a result of the particles harnessing energy out of the random fluctuations in the
presence of the asymmetry. The inherent asymmetry in the system skews the particle
distribution around the potential minima. The particles get kicked around by the
fluctuations in the potential minima. In each kick, there is a finite probability of the
particle escaping from the well of the potential. On average, the particle has more
probability of escaping in a particular direction because of the asymmetry in the
system. The asymmetry, in this case, is either due to the space-dependent friction
coefficient, a small asymmetry in the potential or a combination of both.

The nature of the variation of Vavg with temperature can be explained as follows.
At very low temperatures the particles get very little energy from the fluctuations, as
a result of which the number of escapes from the potential well is very less due to
the finite potential barrier.
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As temperature increases, the number of escapes increases leading to a higher
particle current. However, when the temperature becomes high, the energy scales
of the fluctuations become large. As a result, the effect of asymmetry on particle
dynamics becomes negligible.

The particle current, therefore, exhibits a resonance—like behavior as a function
of system temperature.

The particle current also depends on the amplitude of the external drive. For a
particular value of temperature, the particle velocity is higher for a higher amplitude
of drive. This is because at higher amplitudes, the probability of escape from a
potential barrier is more. However, the amplitude of the external drive needs to
be kept below the critical tilt at which the barrier to particle motion disappears.
Otherwise, the effect of the random fluctuations and the small asymmetry becomes
negligible.

Depending on the choice of parameters, the system exhibits current reversals. In
the above figure, a current reversal can be seen as a function of temperature for F0
= 0.4.

Also, in the range of temperatures from T = 1 to 1.2, F0 = 0.6 shows particle
current in the positive direction, whereas F0 = 0.4 shows particle current in the
negative direction. Though the plot shows just a signature of current reversals, with
a proper choice of parameters, this reversal of particle current can be optimized and
amplified.

Current reversals as a function of system parameters have important technological
applications in particle separation techniques, and ratchet model systems are being
used to understand and design particle separation devices [49].

Figure 8.4 shows the variation of diffusion coefficient with temperature for
different amplitudes of the drive. The diffusion of particles in the system is clearly
dependent on the parameters of the system like the temperature and amplitude of
drive. This gives us the possibility of tuning the amount of diffusion of the particles
by tuning the parameters of the system.

In the model system under our consideration, the space-dependent friction is a
feeble cause of asymmetry. So, the effect of the introduction of a small asymmetry
in the underlying periodic potential also was studied. Figure 8.5a and b shows the
plot of Vavg and the diffusion coefficient D as a function of temperature—with a
symmetric potential and with a small asymmetry introduced in the potential. It can be
observed that with other parameters remaining the same, the introduction of a small
asymmetry into the potential (b = 0.05) almost doubles the particle current Vavg

(Fig. 8.5a). However, the diffusion coefficient remains almost the same (Fig. 8.5b).
Thus, the introduction of a small asymmetry in the potential can substantially increase
the effectiveness of particle transport without compromising on the coherency of
transport.
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Fig. 8.4 Plot of diffusion coefficient (D) versus temperature (T) for different values of F0 =
0.1, 0.4&0.6 : γ0 = 0.12 : λ = 0.9; φ = 0.35

8.4 Conclusion

We have studied the particle dynamics in a periodic potential system with a space-
dependent friction coefficient. Under the influence of thermal noise, the particles
were shown to exhibit substantial particle current even without the presence of any
external bias by harnessing energy from the random fluctuations. This demonstrates
the capability of extracting constructive work from random fluctuations and can
help in understanding different systems occurring in nature. Also, the possibility of
controlling and optimizing the transport of particles by tuning the system parameters
is demonstrated. This hints at possible technological applications in varied fields.
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Fig. 8.5 (a) Plot of mean velocity Vavg versus temperature (T) for different values of b;F0 =
0.2, γ0 = 0.12, λ = 0.9; φ = 0.35 (b) Plot of diffusion coefficient (D) versus temperature (T) for
different values of b; F0 = 0.2; γ0 = 0.12 : λ = 0.9; φ = 0.35
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Chapter 9
Development of Agro-waste Based
Nanosized Cellulose

Suvangshu Dutta

Abstract Buckles of Nahar seeds available in North East India, which becomes
agro-waste after the utilization of the seeds, were collected. Dewaxing by Soxhlet
extraction and alkali treatment of the buckles at 80 ± 2 °C followed by bleaching
removed the non-cellulosic components. The whitened bleached fibers were then
subjected to sulfuric acid (60 wt%) hydrolysis at 42± 2 °C for 60, 90, and 120 min,
respectively, followed by sonication to obtain the nanosized cellulose. The formation
of nanosized celluloses was confirmed by XRD, FTIR, TGA, and FE-SEM tech-
niques. The study showed a diameter of maximum 30 nm and length 210 nm with
high crystallinity for the isolated nanosized cellulose samples. The study concludes
that the nanosized cellulose derived from nahar-based agro-waste of North Eastern
India, with renewable potential, have tremendous scopes to be utilized as very good
reinforcing agents for production of eco-friendly nanobiomaterials. Thismay, in fact,
be a great initiative for reducing environmental pollution.

9.1 Introduction

Cellulose is an evergreen versatile biopolymer existing in the planet earth. Famous
French chemist Anselme Payen isolated it from plant resources for the first time and
elucidated its chemical composition (C:H:O= 1.2:2:1). Cellulose never exists alone
in nature, hemicellulose, lignin, and some other waxy materials are always being its
partners in the plant resources.Cellulose is a homopolymer of largemolecularweight,
β-D-glucopyranose units being the monomers associated via β-1,4-glycosidic link-
ages [19] (Fig. 9.1). The microfibrils are associated with each other in an ordered
manner to form the cellulose fiber. The degree of crystallinity of cellulose depends
upon the extent of systematic aggregation of themicrofibrils. Parts of cellulose fibrils,
however, lacks such systematic aggregation and is therefore called amorphous. The
unique mechanical features of most of the natural fibers are largely due to its crys-
talline cellulose content. Cellulose is the core ingredient of common natural fibers
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like jute, cotton, sisal, hemp, pond hyacinth, coconut, mango seeds, luffa cylindrica,
sugarcane bagasse, and pine apple wastes [2, 12, 13, 21]. Algae, tunicates, and some
bacteria are also found to synthesize cellulose naturally [9]. Statistical analysis of
most of the lignocellulosic agro-wastes shows that ca. 35–50% by mass is cellulose,
ca. 20–35% is hemicelluloses, and ca. 5–30% is lignin [26].Nanosized cellulose (NC)
are the ones having at least one dimension in the nanometer range (1 nm= 10–9 m).
Research and development initiatives for conversion of cellulose-based agro-wastes
into cellulose nanostructures are continuously growing [16]. This is understandable
as nanofibrillation of cellulose makes it equipped with certain unique and inimitable
properties such as (i) lowdensity, (ii) low cost, (iii) biocompatibility, (iv)well-defined
size and morphology, (v) controlled surface chemistry, (vi) high specific strength,
(vii) high modulus. Further, nanosized cellulose can well improve the biopolymer
characteristics by getting involved therein as nanofiller to form nanocomposites. The
resulting nanocomposites are expected to possess better mechanical strength, tough-
ness, elongation, thermal resistance, barrier properties, biodegradability, and optical
properties as compared to the virgin biopolymer. This leads the scientific community
to focus on the ever-growing research field of development of nanocomposites from
agro-waste-based renewable resources.

Cellulose is biodegradable. An important enzyme known as “cellulase” (produced
by fungi and bacteria) can hydrolyze cellulose or in fact depolymerizes it into funda-
mental sugar, glucose units [22, 24], leavingno toxic element to the earth. Tailor-made
cellulase with specific properties have been isolated from agro-waste cum renewable
resources. Production of fermentable sugars by this type of hydrolysis may also lead
to the formation of the green “bioethanol” [20].

The North Eastern Region of India is known for its vast forest, mineral, agri-
cultural, and horticultural resources. Existing literature indicates the development
of nanosized cellulose from a lot of natural resources [16], however, exploration of
many potential resources fromNorth Eastern region, particularly, thewaste generated
from the plant resources is still awaited. The agro-waste cum buckles of nahar plant
(Mesua ferreaL.) seeds of the region is of no use after extraction of the oil for polymer
synthesis [3, 5, 6]. This chapter emphasizes on the production of nanosized cellu-
loses (NC) from nahar seed buckles, the relatively new unexplored agro-waste cum
renewable resources of North East India. The high cellulose content of plant fibers
inspire to develop NC [8] from these resources. NCs were developed by alkali treat-
ment, bleaching, and acid hydrolysis techniques followed by sonication. Physical,
chemical, morphological, and thermal characterization of the nanosized celluloses is
done by standard techniques like FTIR, XRD, TGA, SEM, and TEM. The concept of
reinforcement of nanosized cellulose (NC) into biopolymers will open new research
directions and bio-economic opportunities. The end products are expected to have the
potential to replace the existing conventional non-environment responsive polymers.
This will unravel the issue of environmental degradation arising from polymeric
materials to a considerable extent and will sustain our living planet in favor of the
imminent generations for long times to come.
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9.2 Materials and Methods

9.2.1 Materials

The agro-waste cum buckles of nahar plant were collected from Padumoni village
area of Golaghat district of Assam, India. Selected healthy buckles were washed
with distilled water repeatedly, dried, and stored in airtight containers for further
use. Sodium hydroxide, Acetone, Toluene, Sulfuric acid (98%), acetic acid, and
NaClO2 were supplied by Merck, India.

9.2.2 Extraction of Nanosized Cellulose

The stored buckles of nahar seeds were dewaxed using a Soxhlet apparatus with
mixture of toluene and acetone as the solvent system. Dewaxed buckles were then
dried in a vacuum oven at 60± 5 °C for 3 h. The well-dried biomass was crushed and
grounded gently into small particles. The grounded fiber was dried in the vacuum
oven at 50 °C overnight which was then treated with 2% NaOH solution at 80 ±
2 °C followed by 1.5% NaClO2 treatment. Each treatment was done for 1 h, and
the process was repeated four times with repeated washes using deionized water in
order to avoid excess unwanted chemicals as well as to achieve a neutral pH. The
bleached whitened fibers were then hydrolyzed using 60 wt% sulfuric acid under
strong stirring conditions of 10,000 rpm, at 42 ± 2 °C for 30, 60, and 90 min,
keeping fiber/acid ratio at 1:10 (g/ml). Immediately following the hydrolysis, the
suspensions were diluted ten times with ice cold water to cease the hydrolysis reac-
tion. The solutions were then centrifuged vigorously for 15 min at 15,000 rpm to
eliminate the acid residues. This process of vigorous stirring was continued until the
supernatant became turbid, i.e., becoming a colloidal suspension. The solutions were
dialyzed with deionized water for 72 h until the pH reaches the range of ca. 6.5–7.5.
Afterwards, the suspension was dispersed by using a probe ultrasonicator for 1 min.
In this way, all the three suspensions of 30, 60, and 90 min were prepared. Finally,
all the suspensions were stored in a refrigerator at 4 ºC. A few drops of chloroform
were added to the suspensions to avoid fungal growth. All the samples were dried
properly under vacuum conditions at the time of characterization [15, 17].
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9.3 Results and Discussion

9.3.1 FTIR Characterization

To have a clear idea about the stepwise changes during nanosized cellulose (NC)
formation, the samples were coded into three types. The crude cellulose sample (raw
nahar seed buckle) was labeled as Bu, the sample after alkali treatment and bleaching
(done for removal of hemicelluloses and lignin part) was labeled as BuB, whereas
the sample of nanosized cellulose fibers obtained after 90 min of acid hydrolysis was
labeled as BuS.

The FTIR spectrum of crude cellulose fibers (Bu) and nanosized fibers (BuS) was
recorded in the wavenumber range of 4000–400 cm−1. The peaks observed at ca.
3400 and 2960 cm−1 are due to –OH and –CH stretching vibrations, respectively.
The prominent peak observed at ca. 1742 cm−1 in the crude fiber, Bu, was certainly
due to the carbonyl component of either the acetyl and uronic ester groups of the
hemicelluloses or the ester linkage of carboxylic acid group of the ferulic and p-
coumaric acids of lignin or hemicelluloses [4]. Interestingly, this peak disappeared
or decreased considerably in intensity in BuS (the nanosized cellulose). This clearly
suggests that after bleaching and hydrolysis, the unwanted lignin and hemicelluloses
have been separated considerably. Again, the peak at ca. 1512 cm−1 was observed
in the original crude fiber (Bu) indicating the C = C stretching of aromatic rings
of lignin. However, in BuS, it disappeared due to the partial removal of lignin.
The original fiber has a peak at ca. 1635 cm−1 representing the adsorbed water,
and this peak was decreased in BuS which again supports the fact of removal of
hemicelluloses. In the FTIR spectrum of BuS, the peaks observed at ca. 1058 and
896 cm−1 were attributed to C–O stretching and C–H rocking vibration, respectively,
of characteristic cellulose structure [1] (Fig. 9.2).

9.3.2 X-Ray Diffraction (XRD) Study

X-Ray diffraction study of the samples Bu, BuB, and BuS have been done in order
to predict the structural and chemical change after each step of treatment. Although
cellulosic fibers consist of three main components as discussed earlier, only the
α-cellulose component is responsible for the crystalline nature, while lignin is amor-
phous in nature. The cellulose fibers are always surrounded by the non-cellulosic
hemicelluloses and lignin template. The increase in the desirable crystalline cellu-
lose partmay only be achieved by the removal of the hemicelluloses and lignin during
the chemical treatments like alkali treatment, bleaching, etc. The diffractogramswith
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a prominent peak at 2θ = 22.50 and a shoulder in the region 2θ= 15–160 are indica-
tive of the presence of celluloses [25]. XRD patterns of all the samples indicated
that during the alkaline treatment, bleaching, acid hydrolysis as well as ultrasonic
treatments, the unique crystalline structure of cellulose did not change.

The crystallinity index (C.I.) is generally calculated from Segal equation,

C.I. = [(I200− Iam) /I200] × 100

where I200 is the diffraction intensity at 2θ = 22.50 (height of the 200 peak repre-
senting crystalline material) and Iam is the diffraction intensity close to 2θ = 180

(the minimum between the 200 and 110 peaks representing amorphous material)
in the treated samples of cellulose [25]. The C.I. measured for the samples BuA
(Alkali treated Buckles), BuB (Bleached Buckles) and BuS (Sulphuric acid hydrol-
ysedBuckles, i.e., nanosized fibers)were found to be 48.2. 57.9 and 63.3 respectively.
The acid hydrolysed nanosized cellulose fibers (BuS) show strong crystalline nature
which is attributed to its higher diffraction intensity at 2θ = 22.50. The higher peak
intensity of the bleached or even higher in acid treated fibers indicates the complete
removal of noncellulosic parts, the noncellulosic part has been removed specially
after acid hydrolysis and also due to the dissolution of the lignin during high speed
centrifugation and ultrasonication. Some additional peaks were also observed giving
rise to new crystalline regions [23]. High crystallinity of the nahar agro-waste based
nanosized cellulosemayplaygreat role in reinforcement of polymer nano-composites
as crystallinity is responsible for obtaining highly stiff materials.

9.3.3 Morphological Study

The change of fiber surface after the formation of nanosized cellulose is shown in
Fig. 9.3. As shown in the figure, the SEM images of the raw nahar seed buckles (Bu)
presented a microstructure with irregularity and presence of some starch granules.
The SEM analysis of the fiber after alkaline treatment and bleaching (BuB) indi-
cated that these chemical treatments changed the structure considerably resulting
in a ribbonlike structure (BuB). The treatment with NaOH and acidified NaClO2

caused delignification by breaking down the non-cellulosic phenolic compounds of
the chromophoric group present in lignin, and finally helps in obtaining the whitened
cellulose fiber [10, 14].

The size of the nanosized cellulose (BuS) varies from 200 ± 10 nm [Fig. 9.3(c)]
in length and about 30 ± 5 nm in width.
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Fig. 9.1 Chemical structure of nanosized cellulose

Fig. 9.2 FTIR spectra of (a) Crude cellulose, Bu and (b) nanosized cellulose, BuS
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Fig. 9.3 FE-SEM Micrographs of (a) Bu, (b) BuB, and (c) BuS

Fig. 9.4 TGA and DTG Curves for (a) Crude cellulose, Bu and (b) nanosized cellulose, BuS

9.3.4 Thermogravimetric Analysis (TGA)

The thermogravimetric analysis (TGA) of the nanosized cellulose (BuS, obtained
after 90 min acid hydrolysis) showed comparably higher thermal resistance as
compared to the ones obtained from contemporary resources. On going from Bu to
BuS, the thermal stability is found to be considerably increased in a stepwise manner.
DTG curves show the most sharp peak for nanosized cellulose (BuS) [Fig. 9.4(b)].
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This may be due to the high cellulose content and perfection in homogeneity of the
crystalline structure arising from acid hydrolysis [7]. These results clearly evidenced
the superior thermal stability of nanosized cellulose (BuS) as compared to the raw
nahar buckle fibers (Bu).

The initial degradation of all the samples in the region of 25° to 120 °C with a
weight loss of 14% is due to elimination of themoisture content of the fiber and initial
thermal degradation. The secondmajor degradation step was initiated at ca. 230° due
to breakage of glycosidic linkages due to thermal depolymerization of hemicelluloses
[18]. The initial degradation temperature for Bu, BuA, BuB, and BuS was found to
be initiated at 230.2, 237.5, 256.2, and 272.1 °C, respectively. Cellulose degradation
started at around 312 °C in the case of Bu, and at around 342 °C in the case of BuS
(evident from DTG curve, Fig. 9.4) and continued upto 410 °C. The final minor
degradation was observed after 420 °C which is due to the decomposition of the
thermally resistant aromatic lignin and other waxy residues [11]. The degradation
temperatures were found to be well above for the acid hydrolyzed sample (BuS) as
compared to that for the alkali-treated (BuA) or bleached sample (BuB). Thus, nahar
agro-waste-based nanosized cellulose (BuS) could find myriads of application in the
field of high temperature processed nanocomposites.

9.4 Conclusion

Nanosized cellulose was isolated from the agro-waste (buckles of nahar seeds) via.
a chemo-mechanical treatment (alkali refining, bleaching, acid hydrolysis followed
by homogenization via. centrifugation and sonication technique). Such nanocellu-
lose can also be isolated by enzymatic and/or microbial hydrolysis. However, the
present work utilized sulfuric acid hydrolysis technique as the preferred method due
to the formation of sulfate charges on the surface which disallows aggregration and
therefore helps in stabilizing the colloidal suspension.

The FTIR spectroscopic study confirmed the removal of non-cellulosic lignin and
hemicelluloses after dewaxing by soxhlet extraction, alkali treatment, and bleaching
processes. The increase in crystallinity was reflected in XRD analysis. The morpho-
logical study confirmed the formation of nanosized cellulose as expected. The study
concludes that the nanosized celluloses derived from nahar-based agro-waste with
high aspect ratio and thermostability have tremendous scopes to be utilized asfillers in
high performance sustainable nanocomposites. Further, the production of nanosized
cellulose from this underutilized agro-waste has commercial application potential in
the field of biodegradable composite materials. The study concludes that the nano-
sized cellulose derived from nahar-based agro-waste of North Eastern India have
tremendous scopes to be utilized as effective reinforcing agents for production of
eco-friendly biomaterials. This may, in fact, be a great initiative for saving the planet
earth from environmental pollution.
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Chapter 10
Distribution of X-Ray Flux: RXTE-PCA
Observation of Cygnus X-1

Kabita Deka, Zahir Shah, Ranjeev Misra, and Gazi Ameen Ahmed

Abstract In this work, we have studied the long term flux distribution of Cygnus
X-1 using the RXTE-PCA (Proportional Counter Array) data. Cygnus X-1 is
known to have two (or three!) spectral states named “low/hard”, “intermediate”,
and “high/soft”. The source shows variability on different time-scales ranging from
seconds to months. It is important to understand the high energy behaviour of the
accretion disk of compact sources and the multiplicative processes which emanate in
the acceretion disk.Analysis of a large number of pointed observations by amore sen-
sitive instrument like the RXTE/PCA will provide significantly better information.
Here, we observed that both the component, i.e., hard and soft, are better represented
by a log-normal distribution.

10.1 Introduction

Cygnus X-1 is one of the most important Galactic Black hole binaries.This binary
system consists of the 09.7 Iab type super giantHDE226868 and aBlack hole orbiting
around with a period of 5.6 days and the mass of the compact object is 21.2 ± 2.2
M� [1, 2]. Cygnus X-1 is a persistent and primary source which has been studied
widely to understand the accretion and ejection processes and their links in Black
Hole Binaries. The X-ray emission of Cygnus X-1 shows aperiodic Strong flickering
type variability at time scales frommilliseconds to years and falls into one of the two
distinct states, named “low/hard” and “high/soft” [4]. Accreting galactic black hole
binaries (BHBs) show two main spectral states : a soft state with a thermal X-ray
spectrum dominated by an accretion disk and a hard state with a power law spectrum
with a photon index� ∼ 1.7 [5]. The source often undergoes state transitions between
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the two spectral states which make it a suitable source for studies of intermediate
state [3]. It is significantly interesting to understand the high energy nature of the
accretions disk of compact sources and the multiplicative processes which emanate
in the accretion disk.

To understand the variability processes, we have studied flux distribution of the
source. In our previous work, the study of the flux distribution of Cygnus X-1 using
the RXTE/ASM (Rossi X-Ray Timing Explorer/ All SkyMonitor) had been made to
understand the both spectral states of Cygnus X-1. It is found that log-normal is the
better fitted distribution for hard state and gaussian for soft state. However, analysis
of a large number of pointed observations by a more sensitive instrument like the
RXTE/PCA will provide significantly better information than the sky monitor data.
TheRossiX-rayTimingExplorer (RXTE)was launched onDecember 30, 1995, from
NASA’s Kennedy Space Center.The Proportional Counter Array (PCA) aboard the
Rossi X-ray Timing Explorer (RXTE) consists of 5 large area proportional counter
units (PCUs) designed to perform observations of bright X-ray sources with high
timing and modest spectral resolution [6].

10.2 Methodology

10.2.1 Data Selection

We have considered the archival pointed RXTE observations of Cygnus X-1 made
during the RXTE lifetime (MJD 50164 to MJD 55338). The “stdprod” directory of a
typical ObsId(P10066/10066-01-01-00/stdprod) contains a collection of files includ-
ing lightcurves (xpObsId_M2B.lc, 16 s source, background, and net light curves in
5 bands: a,b,c,d,e where a = 2–9 keV, b = 2–4 keV, c = 4–9 keV, d = 9–20 keV
and e = 20–40 keV). We have collected all the light curves corresponding to the
energy range b = 2–4 keV and c = 4–9 keV. Using these lightcurves, we find out the
informations about observation time, count rate (flux points). In this work, we have
considered those PCA observations for b band (2-4keV) and c band(4-9keV) which
are not adjectly similar but next to ASM Dwell observations corresponding to the
energy band B(3–5 keV) and C band(5–12 keV), respectively.

10.2.2 Histogram Fitting

Since Cygnus X-1 shows at least two distinct spectral states, to characterize the
probability distribution, we would require two (or three) probability distribution
function. We have created normalized histograms of PCA b and c band such that
each bin in the histogram contained equal number of flux points. We define two
probability density functions (PDF) as
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Equation10.1 results in a log-normal fit with μl and σl as the centroid and
width of corresponding logarithm flux distribution, while Eq.10.2 results in a Gaus-
sian/normal fit with μg and σg as the centroid and width of corresponding normal
distribution. The resultant histogram obtained for the RXTE-PCA (b-band and c-
band) light curves are shown in Figs. 10.1 and 10.3. We used different combinations
like log-normal-Gaussian (Eqs. 10.1 and10.2), log-normal-log-normal (Eqs. 10.1 and
10.1), given below, to fit the normalised histograms the log-normal-gaussian PDF is
given by (Fig. 10.2)
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exp
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)
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exp
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2σg

2

)
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where μl and μg are the centroids of the logarithm flux distributions with widths σl
and σg , respectively, fh is fraction of time the source is in Hard state. The histogarms
are shown in the following Sect. 10.3. Boroson et al. had used 3% systematic error to
analize the light curve of Cygnus X-1 based on Crab pulsar measurements [7], hence
we have also used a 3% systematics to obtain a better χ2

red . In Table10.1, we have
summed up the best fit parameter values collected by using different double PDF.
The χ2

red obtained suggest that the PCA b and c band histograms are better fitted
with double log-normal PDF as shown in Figs. 10.1 and 10.3.

10.3 Results and Discussion

We have analyzed the long term flux of Cygnus X-1 using pointed observation from
RXTE/PCA in two energy bands. We have fitted the distributions using the com-
bination of log-normal and Gaussian distribution. It is observed that, for the both
bands, the components Hard and Soft are better represented by a log-normal distri-
bution. It can be seen that χ2

red obtained in b band fitting is greater than 1. As the
energy range of b band is 2–4 keV, so the flux from this band may be affected by
the variable absorption. Log-normal distribution indicates that the X-ray variability
of the source could be due to a multiplicative process. Stochastic propagation model
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Fig. 10.1 Histogram of the
long-term X-ray flux
distribution of Cygnus X-1
PCA b band (green diamond
points). The solid curve
shown are the best fitted
double-log-normal PDF.
Dotted and dashed dotted
curves are the individual
log-normal components

Table 10.1 Best fit parameter values of the double PDF fitted to the flux histograms of PCA b and
c Band Col:-1: Combination of functions , 2–9: Best fit values of μ1,σ1,μ2, σ2 , 10: Normalization
fraction and 11: χ2

red(Degrees of freedom)

PCA b band

PDF μ1 σ1 μ2 σ2 fh χ2
red(dof)

Log & Log 191.90±1.91 0.18±0.02 412.89±28.90 0.58±0.04 0.38±0.05 2.60(46)

Log & Gauss 191.95±3.81 0.52±0.07 434.41±3.33 36.42.81±3.89 0.58 ±0.06 2.70(46)

PCA c band

PDF μ1 σ1 μ2 σ2 fh χ2
red(dof)

Log & Log 453.02±9.06 0.19±0.05 629.87±94.48 0.32±0.04 0.44±0.02 1.19(31)

Log & Gauss 443.02±53.16 0.31±0.05 612.03±11.38 70.55±20.53 0.65 ±0.23 1.31(31)

suggests that perturbations at different time and radii of the accretion disk can have
multiplicative effect on the inner disk which leads to X-ray variablity of the source
[8]. Another potential possibilities for the observation of log-normal flux distribution
could be related to the Gaussian variability of spectral index [9] or emission from
large number of randomly oriented mini-jets [10] (Fig. 10.4).

The study of flux distribution of other persistent sources (Neutron star Binary)
will also be a prominant one, which can also be done by using repeated and unbiased
pointed observations from monitoring instruments.
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Fig. 10.2 Histogram of the
long-term X-ray flux
distribution of Cygnus X-1 b
band(green diamond points).
The solid curve shown are
the best fitted
log-normal-Gaussian PDF.
Dotted curves are the
individual log-normal and
Gaussian components

Fig. 10.3 Histogram of the
long-term X-ray flux
distribution of Cygnus X-1
PCA c band (green diamond
points). The solid curve
shown are the best fitted
double-log-normal PDF.
Dotted and dashed dotted
curves are the individual
log-normal components
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Fig. 10.4 Histogram of the long-termX-ray flux distribution of Cygnus X-1 c band (green diamond
points). The solid curve shown are the best fitted log-normal-Gaussian PDF. Dotted curves are the
individual log-normal and Gaussian components
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Chapter 11
Establishing a Mathematical
and Radiological Relation Between
the Malignant Tumour Inside the Body
and the Outer Body Surface
of the Patient

Kuldeep Sharma, Ananya Bhattacharjee, Rangaraj Bhattacharjee,
Biswajit Nath, Kalyanjit Dutta Baruah, and Dipankar Bhagabati

Abstract This is an assumption-based study that intends to create a mathematical
map of the routine procedure of simulation in radiotherapy. CT Simulator uses X-
rays to provide precise radiological localization of the malignant tumour inside the
patient’s body. In radiotherapy, lead markers are used during the simulation, which
serve as reference points for localization of the tumour on the body surface. Themost
vital aspect of radiotherapy is to match up the malignant tumour in the patient’s body
with the surface of the body. This radiological relation can also be shown mathemat-
ically with the help of Euclidean space and Euclidean geometry, taking into account
three basic assumptions, thereby easing the use of Cartesian coordinate system.What
is accomplished in the process is an algebraic and geometric correlation.

11.1 Introduction

Radiotherapy is the use of ionizing radiation to treat cancer [1]. In radiotherapy,
treatment planning plays a vital role. It is a process where the optimal treatment
parameters are determined in accordance with the location of the malignant tumour.
The first step in the treatment procedure is simulation which is to locate the tumour
and its spread.Togive amathematical interpretation to the above treatment procedure,
Euclidean space and Euclidean geometry have been considered in this study. This is
becauseof two reasons: first, simulation is awell-establishedprotocol in radiotherapy,
but a fresh mathematical recapitulation is attempted to visualize it in a new abstract
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perspective. Secondly, in recent times, many researchers have dealt with the concept
of Euclidean space in different fields like computational analysis [2], discrete analysis
[3], algorithm to calculate shortest distance with obstacle [4], to mention a few. So,
in this study, the concept of Euclidean space and geometry has been applied in the
field of radiotherapy to locate the malignant tumour, thus adding another dimension
to this field of study.

11.2 The Routine Procedure of CT Simulation

A routine procedure is followed in order to locate the malignant tumour. This is
accomplished in a CT Simulator. After placing the patient on the CT couch, three
micropore tapes, one anterior and two bilateral are fixed on the body or over the
immobilization device (Mould), then by using the fixed horizontal and vertical lasers,
marking is done over the micropore with a permanent marker. Now, lead markers
are placed over one anterior and two bilateral markings in the patient’s body or in
the mould as reference. Images are produced by the differential attenuation of the
X-ray photons in the patient’s body. These images are then transferred to theMonaco
Treatment Planning System. After importing the CT images using the ‘Import new
data’ option, they are converted in terms of electron density which is available in
the import tool. Using the Contouring option in the Monaco TPS, patient, target
and organs at risk are drawn. After that, a treatment plan is developed by using the
various options in ‘Planning’ option available in the Monaco software. An isocentre
is defined while planning in the CT images which represent the entire coverage of
the volume or area to be treated. Monaco TPS facilitates the marking of the isocentre
using the ‘tool’ option and then selecting the ‘Interest points and Marker’ option.
Here, by using the mouse, isocentre is marked, then by choosing the ‘Plan Option’
bar and by going to ‘Scan and Setup Reference’, the leadmarkers in the CT image are
matched with the axes available in the Monaco TPS system. After that, by choosing
the ‘marked isocenter’ in the Scan and Setup Reference tool and by locking all
the data, a ‘Scan Setup Reference Document’ is generated. In this document, all
coordinates are displayed using internal coordinate values as per the Monaco TPS.
From the Scan Setup Reference Document, Scan reference coordinates and Setup
reference (here the selected point is the Isocentre) coordinates are obtained. The
Isocentre defined in the CT image of the patient had to be marked in the outer body
surface of the patient in order to treat them. Monaco TPS facilitates to obtain this
by subtracting the Scan reference value from the Setup Reference value. Thus, the
Monaco software generated coordinate (X, Y, Z) is obtained which is called Shift.
Shift= (Setup Reference− Scan Reference). Let, Shift X: A cm, Shift Y: B cm and
Shift Z: C cm. These shift values explain how much the patient had to be shifted
in the X, Y and Z direction from the lead markers to obtain the exact position of
the Isocentre in the outer body surface of the patient. Monaco TPS also provides
the information regarding the way in which the patient has to be shifted to get the
exact Isocentre location. The patient is placed on the couch with the immobilization
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Table 11.1 Shifting procedure of the patient in the therapy machine couch for supine position

Serial no Axes direction Direction in which
the patient to be
shifted

Direction in which
the couch to be
shifted

Machine axis-new
value obtained from
the shift value

1 X-direction Right Left Value to be added

2 X-direction Left Right Value to be
Subtracted

3 Y-direction Inferior Superior Value to be added

4 Y-direction Superior Inferior Value to be
Subtracted

5 Z-direction Anterior Posterior Value to be
Subtracted

6 Z-direction Posterior Interior Value to be added

device or mould as per treatment protocol.Wall-mounted fixed lasers in the treatment
room are matched with the lead markers on the patient’s body. When this is done,
a coordinate value is displayed in the machine-mounted computer display in the
treatment room, say the values be D, E and F. The shift values A, B and C are fed into
the treatment machine computer which in turn generates new coordinate. And as per
the new coordinate values, the couch is moved accordingly to set the exact position
of the Isocentre. Example:When the patient is being moved in the right side, then the
couch should be moved in the left direction. The shift value to be added, D + A =
P (the new coordinate value, already mentioned above). Similarly, when the patient
is being moved in the left side, then the couch should be moved in the right. Then
the shift value to be subtracted, D − A = P. Table 11.1 demonstrates the shifting
of the patient in the therapy machine couch. As the patient cannot be moved in the
treatment table (couch), the couch is shifted to get the accurate position. Now, the
patient is ready for the treatment.

11.3 Assumptions

Spaces have been differently classified based on the different perspective of analysis
like Metric spaces, Vector spaces, topological spaces, to mention a few [5]. The
foremost among them is Euclidean space. Euclidean space is the fundamental space
or the three-dimensional space, where originally the Euclidean geometry is studied
[5]. Euclidean space is specifically used for the pattern study of different shapes
in the physical universe. The core of Euclidean space consists of points and their
properties which defines them.

If one considers the principle of radiotherapy, it aims to give maximum dose to the
tumour and minimum dose to the normal tissue. For optimum accuracy in destroying
the tumour, the prescribed dose is delivered in such a way that the central ray of
the radiation beam strikes a representative point, called isocentre. Depending on the
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organ at risk, sometimes, it is needed to shift the isocentre from the tumour to its
peripheral or neighbouring region to obtain optimal dose distribution.

Considering the above premises, three assumptions are made in order to conduct
this study.

(1) The patient is considered as Euclidean Space.
(2) The tumour is considered as Euclidean geometry in the Euclidean space.
(3) The isocentre, which sometimes does not coincide with the tumour, can also

be considered as Euclidean geometry in the Euclidean space.

In this study, patient is considered as the three-dimensional space whose X, Y,
Z axes are drawn according to the lead markers placed on patient’s body, and the
point of intersection of the axes becomes the origin. The prime objective of treatment
planning is to locate and destroy the malignant tumour in the patient’s body. As the
patient’s body is considered as Euclidean space, without the loss of generality, the
malignant tumour can be considered as Euclidean geometry.

11.4 Experimental Procedure for Assumption-Based
Manual Study

A slab phantom is used instead of actual patient. After placing the phantom on the
CT couch, three micropore tapes, one on anterior and two on lateral sides are fixed
on the slab phantom. Then, by using the wall-mounted fixed horizontal and vertical
lasers, marking is done over the micropore with a permanent marker as shown in
Fig. 11.1.

Now lead markers are placed, one over the anterior and two over the bilateral
markings in the slab phantom. Images are produced and transferred to the Monaco
Treatment Planning System. After importing and converting the CT images in terms

Fig. 11.1 The representation of the markings on the slab phantom is shown in 1 and placing of
lead markers using wall-mounted laser beams in 2 at SCI, GMC, Assam
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of electron density using the ‘Import new data’ option, target is drawn using the
Contouring option in the Monaco TPS. Five different treatment plans are developed
with five different targets by using the various options in ‘Planning’ option available
in the Monaco software. Five different isocentre are defined for each plan to obtain
five different sets of shift values. The remaining procedure is same as the routine
procedure mentioned above resulting in five different Monaco TPS-generated shift
values. For the assumption-based manual study, the lead markers in the CT image
are matched with the axes available in the Monaco TPS system using the ‘Plan
Option’ and ‘Scan and Setup Reference’ tool bars. Here, by using the ‘tool’ option
and ‘measure’ option, a manual measurement of the shift is obtained considering
the lead markers as origin, which nearly matches with the system-generated values
verified by the second experiment using Laser Alignment test tool described below.
The Monaco TPS-generated shift values and the assumption-based manual shift
values are given in Table 11.2. Prior to the main experiment, the orthogonality of the
field size is checked. A very simple technique is used for this. A square field size
is opened in the therapy machine over a white plain paper. The edge of the field is
marked with a compass. Then, based on the compass marking, a square field is drawn
on the paper. Placing a protractor on each of the edges of the field, the orthogonality
is confirmed geometrically as shown in Fig. 11.2.

Another simple experiment is performed to assist the main experiment using a
Laser Alignment Test Tool (LATT). This test tool has a flat panel with defined axes

Table 11.2 Comparison betweenMonaco TPS-generated shift and assumption-based manual shift
in slab phantom

Plan serial no Monaco
TPS-generated shift
value (cm)

Manually generated
shift value (cm)

Deviation (mm) Remark

1 X = 13.11 X = 13.0 1.10 Under tolerance

Y = 3.00 Y = 3.00 0.00 Under tolerance

Z = 0.06 Z = 0.00 0.60 Under tolerance

2 X = 4.56 X = 4.50 0.60 Under tolerance

Y = 8.10 Y = 8.00 1.00 Under tolerance

Z = 9.51 Z = 9.50 0.10 Under tolerance

3 X = 9.25 X = 9.30 0.50 Under tolerance

Y = 3.00 Y = 3.00 0.00 Under tolerance

Z = 0.00 Z = 0.00 0.00 Under tolerance

4 X = 0.97 X = 1.00 0.30 Under tolerance

Y = 2.56 Y = 2.50 0.60 Under tolerance

Z = 0.26 Z = 0.30 0.40 Under tolerance

5 X = 7.94 X = 8.00 0.60 Under tolerance

Y = 0.00 Y = 0.00 0.00 Under tolerance

Z = 0.28 Z = 0.30 0.20 Under tolerance
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Fig. 11.2 The procedure for orthogonality test in the Bhabhatron II teletherapy machine at SCI,
GMC, Assam

which are considered as same as the leadmarkers. In this test tool, amicropore is fixed
in the horizontal axis of the flat panel, and using a ruler, the value of X-coordinate
(obtained manually) is plotted. In the same way, Y and Z directions are also marked.
Now, by moving the couch as per movement protocol given in Table 11.1, all the
marked dots coincides perfectly with the laser beams as shown in Fig. 11.3.

Fig. 11.3 The procedure for X-shift in laser alignment test tool performed at the Bhabhatron II
teletherapy machine at SCI, GMC, Assam
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The main experiment involves the placing of the slab phantom in the couch of the
therapy machine. Laser beams are matched with the CT markings, and based on the
Monaco TPS shift data along with the couch movement protocol given in Table 11.1
and by following the routine procedure, shifts are performed and isocentre is defined.
Thus, the slab phantom (the virtual patient) is ready for the treatment. Now, with the
same placement, shift is performed using a ruler. The intersection point of the laser
beams and the CT markings is considered as the Origin. By placing a ruler along
x, y and z axes, shifting is performed which approximately matches with the shift
data positions obtained earlier from Monaco TPS (shown in Table 11.2). Graphical
comparative study of two data is shown in Figs. 11.4, 11.5 and 11.6.

This experiment is performed on slab phantom whose surface is plain and not
irregular, but in real situation, patients surface are irregular in shape. So, in order to
create a real situation, same procedure is followed by using ten different Head and
Neck moulds as shown in Fig. 11.7. Table 11.3 shows the difference between the
Monaco TPS-generated shift and assumption-based manual shift for Head and Neck
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Fig. 11.4 A graphical comparison between the Monaco TPS-generated shift and the assumption-
based manual shift in X-axis performed using slab phantom
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Fig. 11.5 A graphical comparison between the Monaco TPS-generated shift and the assumption-
based manual shift in Y-axis performed using slab phantom
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Fig. 11.6 A graphical comparison between the Monaco TPS-generated shift and the assumption-
based manual shift in Z-axis performed using slab phantom

Fig. 11.7 The assumption-based manual shift procedure in X, Y and Z axes using head and neck
mould at SCI, GMC, Assam

moulds. Graphical comparative study of the two data is shown in Figs. 11.8, 11.9
and 11.10. Schematic representations of the two procedures are shown in Fig. 11.11.

11.5 Result and Discussions

The results of the experimentation clearly shows that the value obtained by the
Monaco TPS-generated shift and assumption-based manual shift is nearly same,
thus validating the assumption and consequently proving that the research has been
proceeded in the direction as expected. It has been seen that the difference between the
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Table 11.3 Comparison betweenMonaco TPS-generated shift and assumption-based manual shift
in head and neck mould

Serial no Monaco TPS-generated
shift value (cm)

Manually generated
shift value (cm)

Deviation (mm) Remark

1 X = 0.10 X = 0.00 1.00 Under tolerance

Y = 1.00 Y = 1.10 1.00 Under tolerance

Z = 2.21 Z = 2.30 0.90 Under tolerance

2 X = 0.83 X = 0.60 2.30 Under tolerance

Y = 1.50 Y = 1.70 2.00 Under tolerance

Z = 2.28 Z = 2.20 0.80 Under tolerance

3 X = 0.55 X = 0.70 1.50 Under tolerance

Y = 3.50 Y = 3.70 2.00 Under tolerance

Z = 0.86 Z = 1.00 1.40 Under tolerance

4 X = 2.91 X = 2.70 2.10 Under tolerance

Y = 0.00 Y = 0.00 0.00 Under tolerance

Z = 0.56 Z = 0.70 1.40 Under tolerance

5 X = 0.00 X = 0.00 0.00 Under tolerance

Y = 6.00 Y = 5.90 1.00 Under tolerance

Z = 1.46 Z = 1.70 2.40 Under tolerance

6 X = 0.17 X = 0.00 1.70 Under tolerance

Y = 3.29 Y = 3.50 2.10 Under tolerance

Z = 0.85 Z = 1.00 1.50 Under tolerance

7 X = 1.17 X = 1.40 2.30 Under tolerance

Y = 2.00 Y = 2.30 3.00 Under tolerance

Z = 0.29 Z = 0.30 0.10 Under tolerance

8 X = 0.08 X = 0.00 0.80 Under tolerance

Y = 1.00 Y = 1.20 2.00 Under tolerance

Z = 2.12 Z = 2.00 1.20 Under tolerance

9 X = 0.03 X = 0.00 0.30 Under tolerance

Y = 0.50 Y = 0.50 0.00 Under tolerance

Z = 0.45 Z = 0.50 0.50 Under tolerance

10 X = 0.15 X = 0.00 1.50 Under tolerance

Y = 3.50 Y = 3.70 2.00 Under tolerance

Z = 2.04 Z = 2.00 0.40 Under tolerance

Monaco TPS-generated shift and assumption-based manual shift is slightly higher in
case of Head and Neck mould as compared to slab phantom. The variation in reading
is mainly due to the surface irregularities of the mould, thickness of the marking
because of the use of permanent marker and also sometimes on the performer. The
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Fig. 11.8 A graphical comparison between the Monaco TPS-generated shift and the assumption-
based manual shift in X-axis performed using head and neck mould
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Fig. 11.9 A graphical comparison between the Monaco TPS-generated shift and the assumption-
based manual shift in Y-axis performed using head and neck mould
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Fig. 11.10 A graphical comparison between the Monaco TPS-generated shift and the assumption-
based manual shift in Z-axis performed using head and neck mould
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Fig. 11.11 A stepwise representation of the entire routine treatment procedure on left and
mathematical assumption-based manual study procedure on right

manual mathematical method can be an alternative to machine-mounted computer
display in radiotherapy.

11.6 Conclusion

Amathematicalmapping has been established between the radiological version of the
malignant tumour inside the body and its location at the surface of the body. The entire
routine procedure of simulation in radiotherapy has been described mathematically
with the help of three assumptions. The concept of Euclidean space and Euclidean
geometry is coordinated by introducing a relatable Cartesian coordinate system, thus,
merging algebra and geometry to locate the exact position of the tumour. It may be
considered novel because first, it uses Euclidean space and analytical geometry to
establish the relation between the positions of the tumour inside the body to its surface
in an abstract manner, and secondly, it can be a handy alternative in radiotherapy.
This stance thus, opens up a huge scope for further research elaboration, which may
lead to the development of newer treatment technique.
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Chapter 12
Exploring Invisible Neutrino Decay
at Long-Baseline Experiments

Zannatun Firdowzy Dey and Debajyoti Dutta

Abstract Neutrino decay is one of the popular new physics scenarios in the neutrino
sector. There are three active neutrinos, and they can decay into lighter active neutrino
state and boson(s), or they can decay into a sterile fermion and boson(s). In visible
neutrino decay, neutrinos decay into final active states and boson(s) and these are
visible to the detectors. These scenarios are highly constrained. On the other hand,
if the active neutrinos decay to some final sterile state, these are invisible to the
neutrino detectors. Here in this work, we aim to study the possibility of invisible
neutrino decay scenarios in long-baseline experiments. Previous studies show that by
combining neutrino oscillation experiments it is possible to improve the constraints
in invisible neutrino decay. We, here in this work, have measured the bounds on the
invisible decay parameters atDUNEandNOνAexperiments.Wehave also combined
the two experiments to see the effect of the combination in improving the bounds on
invisible neutrino decay.

12.1 Introduction

The neutrino oscillation phenomenon is responsible for the mass of neutrinos. Neu-
trinos have six oscillation parameters—three mixing angles (θ12, θ13, θ23), two mass
squared differences (�m2

21,�m2
31) and the CP violating phase δcp. From the previ-

ous studies, it can be observed that the parameters θ12, θ13,�m2
21 and the absolute

value of�m2
31 have been measured to an excellent precision by the oscillation exper-

iments. Among the six oscillation parameters, �m2
21 and θ12 have been measured

precisely from solar neutrino experiments [1] and kamland [2]. The measurement of
�m2

32 and θ23 has been given by Atmospheric experiments [3]. The reactor experi-
ments DayaBay [4], Double CHOOZ [5] and RENO [6] are also able to determine
the value of θ13. The unknown parameters in the neutrino oscillation sector are (i)
the neutrino mass ordering, i.e., whether m3 > m2 > m1 denotes normal hierarchy
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(NH) or if m3 < m2 < m1 leading to inverted ordering (IH), (ii) the measurement of
the octant of θ23 and (iii) the precise measurement of CP phase-δcp. There are many
presently running experiments like T2K [7] and NOvA [8, 9] which can give some
indications of these unknown quantities of neutrino experiments. However, no clear
conclusion has been found yet. There are also many experiments which are planned
for the near future with the aim of determining the unknown parameters of neutrino
oscillation physics. Examples of such experiments are DUNE [10], T2HK/T2HKK
[11, 12], ESSnuSB [13], JUNO [14], INO [15], PINGU [16], KM3NeT-ORCA [17],
etc. Neutrino oscillation phenomena proved that neutrinos are massive, which lead
us to the physics beyond the standardmodel. So, if there is a new physics beyond SM,
then that can give modification to the oscillation probabilities in these experiments.
Invisible neutrino decay is one such new physics idea.

The idea of invisible neutrino decay is such that a heavy neutrino state decays into
a light sterile state, which is invisible. Invisible neutrino decay can happen for both
Dirac and Majorana neutrinos. Theoretically, if neutrinos are Dirac, then there is a
coupling between neutrinos and a light scalar boson [18]. For this, the decay channel
can be written as ν j → ν̄i R + χ , where ν̄i R is a right- handed singlet and χ is an iso
singlet scalar. On the other hand, in the case of Majorana particles a neutrino can
couple with amajoron J and a sterile neutrino νs for which the channel can bewritten
as ν j → νs + J . Neutrinos can also decay to another visible state. For this type of
decay, the channel can be written as ν j → ν̄i + J or ν j → νi + J . References [19,
20] discuss the visible neutrino decay in the context of long-baseline experiments.

Generally, all the three neutrino states ν1, ν2 and ν3 can decay into invisible states.
The first idea of neutrino decay was proposed in order to explain the solar neutrino
problem [21]. Later, neutrino oscillation with decay solutions was studied assuming
ν2 to be the unstable state andobtainedboundon life time τ2. Theboundobtained from
solar data is τ2

m2
> 7.2 × 10−4 s/eV at 99%CL [22]. The decay due to ν2 is constrained

from solar neutrino data and the decay due to ν1 and ν2 state is bound from supernova
SN1987A [23] data. From a high- resolution multiton xenon detector, bound can also
be put on τ1 and τ2. In Ref. [24], authors have shown that, in case of invisible decay,
such detectors can give very strong bounds τ1

m1
≥ 3 × 10−2 s/eV and τ2

m2
≥ 8 × 10−3

s/eV at 2σ level using solar neutrinos. Decay due to νs state can be observed in the
present and future atmospheric, accelerator and reactor experiments. One can see
Ref. [25] for the study of invisible neutrino decay in ongoing atmospheric neutrino
experiment Super-Kamiokande and the future atmospheric neutrino experiment INO.
References [26–28] discuss the work on invisible neutrino decay in the accelerator
experiments.

The invisible decay of the mass eigenstates ν1 and ν2 are strongly constrained
as the mixing between ν1 and ν2 with νe state is large. The remaining possibility
is the decay of ν3 into some fourth neutrino startle which is sterile in nature. The
bound on the ν3 mostly comes from atmospheric and long-baseline experiments. In
Ref. [29], the global analysis of the full atmospheric data from Super-Kamiokande
together with long-baseline K2K andMINOS has been done to study the interplay of
neutrino oscillationwith invisible neutrino decay. The bound obtained in this analysis
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is τ3
m3

≥ 2.9 × 10−10 s/eV at 90% CL. Again, the combined analysis of MINOS and

T2K reported the constraint as τ3
m3

≥ 2.8 × 10−12 s/eV at 90% CL [30].
In thiswork,we study the scenario of invisible neutrino decay in two long-baseline

experiments at Fermilab, i.e., DUNE and NOvA. Using the simulated data of the
DUNE and NOvA experiments, we probe the constraints on τ3

m3
assuming the ν3

state as the unstable state. We have also combined both the experiments to see if the
bounds can be improved by the combinations.

The paper is organised as follows: In Sect. 12.2, we have explained the theory of
the model. In Sect. 12.3, we present the experimental and simulation details to be
used in this work. The results have been presented in Sect. 12.4. Finally, we conclude
in Sect. 12.5.

12.2 Theory of Invisible Neutrino Decay

We assume that the thirdmass eigenstate is unstable and decays into a sterile neutrino
and a scalar singlet (ν3 → ν̄4 + J ) with life time τ3. In this situation, we can write
the mass and flavour bases by the following unitary relation

(
να

νs

)
=

(
U 0
0 1

) (
νi
ν4

)
(12.1)

where U is the standard Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix
describing the standard three neutrino oscillations, α → νe, νμ, ντ and i = 1, 2, 3.
We assume that the decay eigenstates and the mass eigenstates are the same. Under
these assumptions, we can write the neutrino evolution in the presence of matter in
the following way:

i
d

dx
v f = 1

2E
[U H̃U † + A]v f . (12.2)

where

H̃ =
⎛
⎝0 0 0
0 �m2

21 0
0 0 �m2

31 − im3
τ3

⎞
⎠ , (12.3)

and
A = 2

√
2GFneE . (12.4)

Here, A is the matter potential due to neutrino electron scattering, GF is the Fermi
coupling constant, E is the energy and ne is the density of electron. We consider
α = τ3

m3
as the decay rate of m3 state. The probability of getting a neutrino from an

initial νa state to νb state can be written as
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Pab = | < νb|νa > |2 (12.5)

where a, b represent the flavour states e, μ, τ.

The effect of the decay comes as the exp(−αL/E) factor in the probability expres-
sion. So an experiment is sensitive to the values of α, where α ∼ E/L.

12.3 Experimental and Simulation Details

In this section, we describe the experimental details used in our analysis.

12.3.1 DUNE

Deep underground neutrino experiment (DUNE) is an international experiment for
neutrino science and proton decay.DUNEwill consist of two neutrino detectors:Near
detector—It will record the particle interactions near the source of the beam (at Fermi
accelerator laboratory in Batavia, Illinois). The source of the beam will consist of an
80–120 GeV proton which will give the neutrino beam eventually; Far detector—It
will be installed more than a kilometre underground at the Sandford underground
research laboratory in South Dakota-1300km downstream of the source.

12.3.2 NOvA

The NuMI Off-axis νe Appearance (NOvA) experiment uses a neutrino beam from
the Fermilab NuMI (neutrino at the main injector). The source power is 1021 pot
yr−1 corresponding to a target power of 1.21 MW. The NOvA experiment consists
of two detectors: A 300 metric ton near detector at Fermilab and a 14 metric kiloton
far detector inMinnesota, just south of US–Canada border. The neutrino flux are first
measured at the near detector and then detected at the far detector situated 810km
away near Ash River, Minnesota, at an off-axis angle. The off-axis location of the far
detector gives a narrow energy spectrum at the far detector with a peak near 2GeV.

We have used the GLoBES [31] package to simulate the DUNE and NOvA exper-
iments. For DUNE, our simulations are for a runtime of 5+5 years both in neutrino
and antineutrino modes. For NOvA simulations, we have considered exposure of
3 years each for both neutrinos and antineutrinos and hence a total exposure of 6
years. We have modified the probability code of the GLoBES for the calculation of
probability in the presence of invisible neutrino decay. We have used θ12 = 34.8◦,
θ13 = 8.5◦, �m2

21 = 7.54 × 10−5eV,�m2
31 = 2.52 × 10−3eV and δcp = −90◦ for

generating the simulated data.
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12.4 Results and Discussions

Here in this section, we have presented the sensitivity of DUNE and NOvA exper-
iments in the presence of invisible neutrino decay. First, we have shown how the
neutrino oscillation probabilities change in the presence of invisible neutrino decay
in the νμ → νe and νμ → νμ channels. Then we have presented the χ2 analysis with
and without assuming invisible neutrino decay in data.

12.4.1 Probability at DUNE and NOvA Experiments

Here, we have compared the standard 3 flavour oscillation probabilities with the
probabilities in the presence of invisible neutrino decay. Figure12.1 gives the neu-
trino oscillation probability plots as a function of energy. We present the neutrino
oscillation probability plots for appearance and disappearance channels. The left
panels of Fig. 12.1 show the probabilities for the appearance channel while the right
panels show the probabilities for the disappearance channel. The top panels show the
probabilities for DUNE experiment, while the bottom panels show the probability
curves for the NOvA experiment.

The red solid lines in all the panels represent the standard 3 flavour oscillation
probability. To understand the effect of invisible decay in the neutrino oscillation
probabilities, we have considered three values of the decay parameters; the blue lines
are for α = 1.2 × 10−11 s/eV, green lines are for α = 2.36 × 10−11 s/eV and the pink
lines are for α = 4.36 × 10−11 s/eV, respectively. We have shown the probabilities
for two values of θ23(θ23 = 48.3◦ and θ23 = 41.7◦), i.e., we have shown the results
for the true values of θ23 in both the octants.

From the probability plots, it is observed that the effect of invisible neutrino decay
is significant at the oscillation maxima for both the experiments. The appearance
probability is somehow larger in the higher octant compared to the lower octant both
in the presence and absence of the neutrino decay. However, in the disappearance
channel, the effect of the octant is not much significant. But still, the presence of
invisible neutrino decay can also be realised in the disappearance channel.

12.4.2 χ2 Analysis

Here in Fig. 12.2, we have shown the sensitivities of different experiments to con-
strain the decay parameter α. The red solid lines in the plots are obtained from the
DUNE experiment, blue lines are obtained from NovA experiment and green lines
are obtained from the combination of DUNE and NOvA experiments.

In the top panel, we assume that nature does not permit neutrinos to decay and
hence we have simulated the invisible neutrino decay in the theory only. On the other
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Fig. 12.1 The appearance (left panels) and disappearance (right panels) channels of neutrino prob-
abilities for both DUNE (Top panels) and NOvA (Bottom panels) experiments as a function of
neutrino energy

hand, in the lower panel, we have shown the sensitivity of the two experiments to
measure invisible neutrino decay if nature has some neutrino states which can decay.

It can be seen from the top panel that (no decay in data) at 3σ CL for θ23 = 41.7◦,
DUNE could constrain all α > 2.69 × 10−11 s/eV while NOvA could constrain all
α > 3.16 × 10−12 s/eV. The combination of DUNE+NOvA could constrain all α >

2.95 × 10−11 s/eV at 3σ CL.We have also observed the same for θ23 = 48.3◦, andwe
can see that for θ23 = 48.3◦ DUNEcould constrain allα > 3.12 × 10−11 s/eV,NOvA
could constrain all α > 3.47 × 10−12 s/eV and the combination can constrain all α >

3.12 × 10−11 s/eV. It is observed that the effect of combining the two long baseline
experiments is not significantly changing the results compared to the sensitivity of
DUNE. So the combined result obtained in this analysis is an improvement over Ref
[30] where a combined analysis of T2K and MINOS had been carried out.
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Fig. 12.2 The χ2 as a function of α for DUNE, NOvA and DUNE+NOvA experiments

It is observed from the bottom panel where we have assumed decay both in the
data and theory that DUNE has much better precision than NOvA at 3σ CL, and it
can preciselymeasureα in the range 3.17 × 10−11 s/eV> α > 8.27 × 10−12 s/eV for
the given true value of α = 1.2 × 10−11s/eV when the atmospheric mixing angle is
in the lower octant, i.e., θ23 = 41.7◦, whereas for the same value of α and θ23, NOvA
can constrain all α > 2.36 × 10−12 s/eV at 3σ CL. The combination, on the other
hand, can constrain all 3.17 × 10−11 s/eV> α > 8.27 × 10−12 s/eV at 3σ CL.

Similarly for the samevalue ofα and true θ23 = 48.3◦,we have seen the constraints
for three sets of experiments. We can see that at 3σ CL, DUNE could constrain all
2.23 × 10−11 s/eV> α > 8.33 × 10−12 s/eV while NOvA could constrain all α >

2.7 × 10−12 s/eV. The combination of DUNE+NOvA can constrain all 2.23 × 10−11

s/eV> α > 8.33 × 10−12 s/eV 3σ CL.
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12.5 Summary and Conclusion

We have analysed the DUNE and NOvA data for invisible neutrino decay. We have
assumed a casewhere ν3 is unstable and it decays into some sterile state.Wehave used
the modified GLoBES [32] for simulating the DUNE and NOvA experiments. We
have shown the probabilities for DUNE and NOvA experiments both for appearance
and disappearance channels. We have considered three different values (α = 1.2 ×
10−11 s/eV,α = 2.36 × 10−11 s/eV andα = 4.36 × 10−11 s/eV) of decay parameters
in our simulation to calculate the probabilities. We have also checked how DUNE,
NOvA and DUNE+NOvA experiments can put a bound on decay parameters. We
have shown the sensitivity of DUNE, NOvA and DUNE+NOvA experiments by
considering α = 1.2 × 10−11s/eV .

As seen from Fig. 12.2 (top panel), DUNE rules out all τ3
m3

> 2.69 × 10−11 s/eV

(approx) at 3σ CL and around 1.2 × 10−11 s/eV (approx) at 5σ CL if θ23 is in
the lower octant. The sensitivity of DUNE lies in the range 3.17 × 10−11s/eV>

α > 8.27 × 10−12 s/eV if nature allows ν3 to decay and can have the value around
1.2 × 10−11 s/eV. However, if θ23 is in the lower octant (top panel), NOvA can
constrain all α > 3.16 × 10−12s/eV at 3σ CL for no decay case.

We have measured the constraints on the decay parameters by combining NOvA
andDUNEexperiments. It is observed thatDUNEhasmuch better ability to constrain
invisible neutrino decay as compared to NOvA. However, the combination of both
the experiments is not significantly improving the constraints.
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Chapter 13
Flux Distribution Study of Mkn 421 with
SPOL, RXTE and Fermi-LAT Telescopes

Rukaiya Khatoon, Zahir Shah, Raj Prince, Ranjeev Misra,
and Rupjyoti Gogoi

Abstract We analyse the long-term γ -ray data (2008–2019) for blazar Mkn 421
using Fermi-LAT. The contemporaneous optical (2008–2018) and X-ray (1996–
2012) data obtained by SPOL and RXTE observatories are also used. We apply
the condition of R = σ 2

err/σ
2 is applied on the observed light curves to get the sta-

tistically significant light curves. We present here the flux distribution study of the
selected light curves using the Anderson–Darling (AD) test and histogram fitting
methods. The optical flux resembles lognormal distribution, which is consistent with
the AD test result. However, γ -ray and X-ray flux distributions are neither normal
nor lognormal by AD test, and their flux histograms show double hump structures.
The two peaks in the flux histograms can be fitted with double lognormal probabil-
ity distribution functions. We report the correlation between the simultaneous light
curves using the DCF method. The significant correlation observed between γ -ray
and optical light curves with zero time lag suggests that the emissions are co-spatial
and a similar emission mechanism is responsible for them. Further, the optical and
γ -ray spectrum that lies before the synchrotron-peak and Compton-peak suggest that
the low-energy electron distributions are responsible for these emissions. However,
the inconsistency in their flux distributions is possibly associated with the gaps in
the optical light curve.

13.1 Introduction

Blazars are the radio-loud active galactic nuclei (AGN) with relativistic jets ori-
ented close to the observer line of sight [1]. Blazars are further classified into two
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subclasses, namely, BL-Lac objects and Flat Spectrum Radio Quasars (FSRQs).
The classification is based on the presence or absence of the emission/absorption
line features in the optical spectrum like FSRQs show strong emission lines, whereas
for BL-Lacs, the emission lines are faint. One of the distinct properties of blazars is
their rapid flux variability across the entire electromagnetic spectrum on timescales
ranging from years down to minutes. The cause of the variability is still not well
understood, however, long-term flux distribution study of blazars can hint about the
underlying particle acceleration and diffusion processes.

Mkn 421, located at a redshift of 0.031 is the first detected TeV blazar. This is
the BL-Lac type object with the peak of the synchrotron spectrum lies in the X-
ray regime. The source is highly variable across the entire wavebands from radio
to TeV and at all timescales [2–4]. This is a widely studied BL-Lac object across
the entire electromagnetic spectrum. The flux distribution studies of Mkn 421 have
shown single as well as double lognormal in different energy bands. A study of long-
term data (2009–2015) collected from various instruments has clearly detected the
lognormal behavior at different energy bands [5]. The bi-lognormal profile has also
been revealed in X-ray energy band [6]. Recently, a detailed flux distribution study of
Mkn 421 during its historically low state between 2015–2016 suggests a possibility
of both Gaussian and lognormal at the wavebands ranging from VHE gamma-rays
to the radio at 37GHz.

The source has beenmonitored in γ -ray by Fermi-LAT, and its optical counterpart
has been observed by the SPOL telescope at the Steward Observatory. Along with
these observations, we selected the X-ray data using RXTE-Proportional Counter
Array (PCA). In case of pointing instruments, Target of Opportunity may bias the
observations towards high flux states, and therefore, the flux distribution study may
not be reliable. Therefore, to reduce the effects being introduced by the bias, we
binned the light curves by clubbing the flux points from 2 days to 10 days. Further,
the uncertainties in the light curves due to the measurement errors have been taken
care of in the analysis. The flux distribution study using multiband observations has
been performed previously by other authors [5–7], however; we present here the
updated light curves, which are further analyzed to get the statistically significant
flux light curves. The final light curves were then used to perform the distribution
study and the correlation study, respectively. The paper is assembled as follows: in
Sects. 13.2 and 13.3, we describe about the data analysis and the light curve selection
procedures. In Sects. 13.4 and 13.5, we present the flux distribution study and the
correlation study of the selected light curves. Finally, in Sect. 13.6, we discuss the
results.

13.2 Multiwaveband Observations

We present the multiwaveband flux light curves for the source Mkn 421 based on the
observations from Fermi-LAT, RXTE, and SPOL telescopes.
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13.2.1 Fermi-LAT Data Analysis

The Large Area Telescope (LAT) on board the Fermi satellite is a pair conversion
telescope with a field of view ∼2.4sr and an effective area ∼8000cm2/GeV photon.
It is sensitive to photon energy with a range from 20MeV to more than 300 GeV. The
observation mode of Fermi-LAT is a monitoring mode, which scans the entire sky
every 3h. The source Mkn 421 has been monitored continuously by Fermi-LAT in
γ -ray, since August 2008. We consider the γ -ray data for the selected source during
the period from 2008 to 2019 (MJD54688–58624). The datawere then analyzedwith
the help of the maximum likelihood method (gtlike) and the standard Fermi Science
Tools1 (version v10r0p5). The analysis was carried out in the energy range from
100 to 300 GeV, with a region of interest (ROI) of 10 degrees centering the source
position.We estimated the photon fluxwith the detection significance of

√
T S ≈ 3σ .

13.2.2 RXTE

The Rossi X-ray Timing Explorer (RXTE) provides a systematically analyzed flux
and index light curves for the AGN source for a long duration from 1996 to 2012. It
consists of two co-aligned instruments: one is the Proportional Counter Array (PCA,
2–60 keV) and another is the High-Energy X-ray Timing Experiment (HEXTE, 15–
250 keV). We consider the 2–10 keV long-term flux light curves for the selected
source for the duration from 1996 January to 2012 January. The data is publicly
available on the webpage.2 The light curve is unevenly sampled since observations
for different periods had been proposed for different scientific goals.

13.2.3 SPOL

The SPOL is a ground-based imaging telescope at the Steward Observatory situated
at the University of Arizona. It monitors the gamma-ray sources, especially blazars
in the optical V and R bands. It also has the capability to measure the polarization
and the position angle from the optical emission. The source Mkn 421 has been
monitored as a part of the Fermi multiband support program. We have downloaded
the optical R-band and V-band data (from 2008 to 2018), which is publicly available
on the SPOL webpage.3

1 https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/.
2 https://cass.ucsd.edu/rxteagn/.
3 http://james.as.arizona.edupsmith/Fermi/.

https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/
https://cass.ucsd.edu/rxteagn/
http://james.as.arizona.edupsmith/Fermi/
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13.3 Lightcurve Selection

To select the light curves with good significance, we define the significance fraction
as,R = σ 2

err/σ
2, where σ 2

err and σ 2 are themean square error and the variance of flux
distribution, respectively. The light curve with less uncertainty, i.e., with R < 0.2,
will be used for further studies. The condition of R is not satisfied with the selected
unbinned light curves for all the wavebands. Therefore, we binned the flux light
curves such that the combined the flux points range from 2 days to a maximum of
10 days. We also ensure that the number of data points (N) in the binned lightcurve
should be>100. After applying these conditions, we are restricted to 10 days binned
γ -ray light curve, 2 days binned X-ray, and optical light curves. These binned light
curves have been used throughout the studies. The binned light curves are presented
in Fig. 13.1, and R and N values are reported in Table13.1.

Fig. 13.1 Multiwaveband flux light curves. Panel 1: Fermi-LAT flux in 10−6 ph cm−2 s−1, panel
2: RXTE-PCA flux in 10−11 erg cm−2 s−1, panel 3: Optical flux in 10−11 erg cm−2 s−1
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Table 13.1 Significance fraction “R” values of normal fluxes and the AD test results for the normal
and lognormal fluxes of the gamma-ray, X-ray, and optical R-band light curves (see Fig. 13.1) for
the source Mkn 421

Facility No. of data points R = σ 2
err
σ 2 Normal

(Flux)AD(p-
value)

Lognormal
(Flux)AD(p-
value)

Fermi (10d
binned)

421 0.12 13.94(3.7 ×
10−24)

1.76(1.65 ×
10−4)

RXTE (2d
binned)

360 2.72 × 10−5 11.74(3.7 ×
10−24)

3.79(1.77 ×
10−9)

SPOL band-V
(2d binned)

227 1.81 × 10−3 5.19(7.13 ×
10−13)

1.03(0.04)

13.4 Distribution Study

Blazars being a variable source, their fluxes vary significantly and the flux distribution
study can provide hints causing such variations. Their long-term flux distribution in
various energies has been studied recently by various authors [5–8]. Typically, when
the flux variation are stochastic and linear, one would obtain a Gaussian distribution
of fluxes with the width of the distribution determining the flux variation. However,
if the stochastic flux variation is non-linear, one would obtain a Gaussian distribution
in logarithmic flux values and this is commonly referred as lognormal distribution.
In such case, the flux distribution can be expressed as

f (x) = 1

σ
√
2π

1

x
exp

[−(log x − μ)2

2σ 2

]
(13.1)

where, σ is the standard deviation and μ is the mean flux. Non-linearity expressed
by a lognormal flux distributions suggests, the underlying process responsible for
the flux variation to be a multiplicative one [9].

Lognormal flux distributions are often found in galactic and extragalactic sources,
like X-ray binaries, gamma-ray bursts, and AGNs, at different timescales ranging
from sub-second to days [9, 10]. Among blazars, such lognormal behavior is seen
across the electromagnetic spectrum for many BL-Lac objects and FSRQs [2, 5–8,
12]. In addition to the single lognormal, double lognormal distributions have also
been obtained at different wavebands [6, 7, 12]. The lognormal behavior of these
astrophysical sources is usually interpreted as due to fluctuations in accretion disk
and thereby propagating into the jets. However, [13] showed that a linear Gaussian
perturbation in the particle acceleration timescale can reproduce such lognormal
distribution in the flux.
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13.4.1 AD Test

Several studies of blazar flux distribution show an asymmetric trend in the flux
light curves. The Anderson-Darling (AD) test is a useful statistical tool to check the
normality of the data. The null hypothesis probability value (p-value) of the AD
test is such that p-value >0.01 would indicate the normal distribution, otherwise it
would indicate the deviation from the normality. The p-value for the 10d binned γ -
ray lightcurve suggests that the fluxes are neither Gaussian nor lognormal distributed.
Similar results have been found for the 2d binnedX-ray lightcurve. However, p-value
for the 2d binned optical lightcurve indicates a lognormal flux distribution.

13.4.2 Flux Histogram

Further, we construct the histogram of the log of flux with the selected light curves.
The optical light curve which shows a single peak in the histogram is fitted with
the lognormal PDF (see Eq.13.1), while the γ -ray and X-ray light curves show two
hump structures in their flux histograms. Subsequently, we fitted the histograms with
the double lognormal PDF. The histogram plots are shown in Fig. 13.2 and the best
fit parameter values are given in Table13.2.

13.5 Correlation Study: DCF Method

The Discrete Correlation Function (DCF) method was presented by Edelson and
Krolik [14] to search for the correlations and the possible time delays between two
different light curves. We apply the DCF method to study the correlation between
the selected light curves.

The RXTE observation provides the data up to MJD-55925 (see Fig. 13.1), there-
fore, to check the possible correlation between the X-ray lightcurve with the γ -
ray/optical bands, we consider the simultaneous data of γ -ray/optical, with the X-ray
one.

1. Correlation between γ -ray and optical bands: The γ -ray and R-band optical
light curves have a 10-years long overlap (2008–2018) (MJD 54743–58291), as
shown in Fig. 13.1. The DCF correlation between γ -ray and optical light curves
suggests a moderate correlation of 58% with zero time lag.

2. Correlation between γ -ray and X-ray bands: The γ -ray and X-ray light
curves have a 3-year long overlap (2009–2012) (MJD 54832–55930), as shown
in Fig. 13.1. We observed a weak correlation of 38% with zero time lag.
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Fig. 13.2 Histograms of the logarithm of fluxes at different wavebands

Table 13.2 Best fit parameter values of the double lognormal PDFfitted to the logarithmof gamma-
ray and X-ray flux histograms, and lognormal PDF fitted to the logarithm of optical flux histogram

μ1 σ1 μ2 σ2 a dof χ2/dof

Fermi(10d) −6.31 ±
0.02

0.06 ±
0.02

−6.74 ±
0.005

0.13 ±
0.004

0.82 ±
0.09

20 0.76

RXTE(2d) −9.37 ±
0.11

0.29 ±
0.06

−10.09 ±
0.33

0.37 ±
0.19

0.36 ±
0.28

13 1.14

SPOL-
V(2d)

−9.92 ±
0.02

0.18 ±
0.02

– – – 16 0.9

3. Correlation between X-ray and optical bands: The X-ray and R-band opti-
cal light curves have a 3-year long overlap (MJD 54831–55926) as shown in
Fig. 13.1. TheDCFcorrelation result suggests that there is no correlation between
the X-ray and optical bands (Fig. 13.3).
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Fig. 13.3 The DCF plots between various wavebands

13.6 Discussion

We perform the AD test and histogram fitting on the selected light curves to char-
acterize their flux distributions. The AD test statistic results suggest that the flux
distribution of optical lightcurve is consistent with the lognormal distribution and
the histogram is fitted well with the lognormal PDF. While the flux distribution for
γ -ray and X-ray light curves are not consistent with either Gaussian or lognormal
distribution as suggested by the AD test. Moreover, their flux histograms show two
peaks and are consistently fitted with the double lognormal PDFs. Previously, [5]
showed that the γ -ray flux observed by Fermi-LAT over a period of 2009–2015,
preferred the single lognormal distribution. However, in this study, we have used
updated data till 2019, and possibly the extended data included an additional peak in
the flux histogram. Furthermore, The double lognormal flux distributions in γ -ray
and X-ray have been found previously by [6, 7, 12].

Further, we study the correlation between the simultaneous light curves using the
DCFmethod. The correlation with zero time lag between the γ -ray and optical bands
suggests the emissions in both the bandsmay have a similar origin [5]. In case ofHBL
source like Mkn 421, the optical and γ -ray emissions fall before the break energy
of the synchrotron and Compton spectrum, hence the emissions are mainly due to
the low-energy end of the electron distributions. Therefore, they may have similar
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feature in their light curves and hence flux histograms. However, the optical ligtcurve
shows single lognormal distribution, while the γ -ray has bi-lognormal distribution.
The possible reason behind this is that the optical lightcurve has gaps because of
the pointing observations, and therefore, it might have removed the possible second
peak from the distribution.

Acknowledgements RK and RG would like to thank CSIR, New Delhi (03(1412)/17/EMR-II),
for financial support.
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Chapter 14
Growth, Structural, Optical, Thermal
and Mechanical Studies of a Novel Nickel
Sulphate Admixtured Sulphamic Acid
Single Crystals for Optical Applications

S. Anciya, A. S. I. Joy Sinthiya, P. Selvarajan, and R. Sree Devi

Abstract A novel good quality crystal of nickel sulphate-doped sulphamic acid
(NSSA) has been grown by slow evaporation solution growth technique at room
temperature. The single crystalXRDanalysis confirms that the grown sample belongs
to monoclinic system with the space group of P21/C. UV-Vis studies reveal that the
crystals have the good optical transmission in the whole visible region. Photolu-
minescence spectra for the NSSA crystals were recorded using fluorescent spec-
trophotometer. EDAX analysis confirms that (Ni) ion is incorporated in the harvested
crystal. The surface analysis is carried out using a scanning electron microscope
(SEM)which shows that the surface has finemorphologywithmicrocrystal. Thermo-
gravimetric analysis measure the dehydration temperature of the nickel sulphate-
doped sulphamic acid crystal, which is found to be about 130 °C. Vickers hardness
analysis validate that these crystals have good mechanical strength.

14.1 Introduction

Bulk single crystals are the backbone of the modern technological devices [1]. The
search of new organic, inorganic and semi organic nonlinear materials which have
potential applications in photonics, optoelectronics, optical communication, optical
image processing is increased in recent times. Sulphamic acid and its derivatives
have wide industrial applications [2]. It is a strong inorganic acid that exhibits zwit-
terion form while mixing it with water [3, 4]. Due to the rapid growth of laser diode
industries, the influence of metal ions on the single crystals is currently receiving
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a great interest. In recent past, efforts have been made to understand the inclusion
of inorganic metal ions, which changes the growth rate and the physical properties
of single crystals. Doping of divalent metals can alter the optical activity which
makes it a promising candidate for optoelectronic application [5, 6]. Hence, in
the present work, the growth and characterization of nickel-incorporated sulphamic
acid single crystals by SEST method is reported. The crystalline perfection, struc-
tural, optical and thermal behaviour of the grown crystal were revealed by single
crystalX-ray diffraction,UV-Vis-NIR,TG/DTA, photoluminescence, SEM-EDSand
microhardness studies.

14.2 Experimental Details

14.2.1 Experimental Procedure

In order to grow (NS:SA) crystals, the high purity (99%)Analar grade sulphamic acid
(H2NSO3H), and nickel sulphate (NiSO4) were taken in equimolar ratio in 100 ml of
deionized water, in a glass beaker and stirred by magnetic stirrer for 2 hrs to obtain
saturated solution at room temperature. This solution was filtered using filter paper
to get clear solution and kept for growth in a dust-free place at room temperature.
In a period of 40 days’ time, a good quality, transparent crystal, with dimension of
about 10× 10× 11 mm3, was harvested. The grown crystals are shown in Fig. 14.1.

Fig. 14.1 As grown NS:SA single crystal



14 Growth, Structural, Optical, Thermal and Mechanical Studies … 137

Table 14.1 Lattice
parameters of pure SA and
NS:SA single crystals

Parameter Pure SA NS:SA

a Å 8.100 6.2205

b Å 8.049 12.4408

c Å 9.220 9.1644

V Å3 604.8 678.49

14.2.2 Characterization Techniques

SCXRD analysis is done by BRUKER KAPPA APEX II of the grown crystal.
The energy dispersive X-ray (EDX) analysis spectrum was recorded using Jeol
6390LA/OXFORD XMXN, accelerating voltage varied from 0.5 to 30 kV. Thermal
behaviour of grown crystal is calculated between 3 and 75 °C in nitrogen atmo-
sphere at a heating rate of 2 °C/min using HITACHI-STA7300 thermal analysis
system. Optical properties in the visible wavelength range of 190–1100 nm were
studied using Lamda 35 UV-Vis-NIR Spectrophotometer by dissolving the crystals
in double distilled water. Microhardness of the pure and nickel sulphate-doped SA
was determined using Shimadzu HMV-2T with a Vickers diamond indenter attached
with an optical microscope. The Photoluminescence (PL) Spectrum study of NSSA
crystal was captured with the Perkin Elmer LS 45 photo spectrometer in the range
between 200 and 900 nm with an excitation wavelength of 395 nm.

14.3 Results and Discussion

14.3.1 Single Crystal X-ray Diffraction

The crystal structure system and the lattice parameters of the as grown NS:SA single
crystal were identified by using the Bruker Kappa Apex II X-ray diffractometer. The
observed lattice parameters and volume are given in Table 14.1. While analysing
the data given in the table, it can be seen that in nickel sulphate-doped crystal, the
values of ‘a’, ‘b’ and ‘c’ are different, indicating that it crystallizes in monoclinic
structure with space group P21/C, whereas the pure SA crystal is orthorhombic [7].
This clearly indicates that the metal ion inside the crystal lattice has some effect on
the structural parameters.

14.3.2 Energy-Dispersive X-ray Spectroscopy

The elemental composition of the sample can be described, based on the energy
difference of the two shells and of the atomic structure of the compound, which is
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Table 14.2 Elemental
composition of NS:SA crystal

Element Weight% Atomic%

O 11.84 18.54

C 57.64 67.8

S 14.53 8.53

Ni 15.99 5.13

influenced by the energy of emitted X-rays from the sample. The existence of the
nickel (Ni) ions in the crystalline lattice was confirmed by the EDAX analysis. The
amount of Nickel (Ni), Sulphur (S), Oxygen (O) and carbon (C) present in the grown
sample is listed in Table 14.2.

14.3.3 UV-Vis-NIR Spectroscopy

Theoptical studies are essential for identifying the practical application of the crystals
in the field of optics. The optical transmission spectrum gives valuable information
about the structure of the molecule, because the absorption of UV and visible light
involves promotion of electrons in σ and π orbits from the ground state to a higher
energy state [8]. Transmittanceof the growncrystals is examined from190 to1100nm
using lambda 35 UV-Vis-NIR spectrometer. The transmittance spectrum of NS:SA
single crystal has a good transmission and the lower cut off wavelength is 200 nm,
whereas the lower cut off wavelength of pure SA crystal is 270 nm. The recorded
absorption spectrum is shown in Fig. 14.2a. The grown crystal sample shows less
absorption, near 394 nm because of the presence of Ni2+ ion that shows the molar
absorptivity in the IRwavelength range of 375–395 nm. It is clear from the figure that
the grown crystals are having significant transparency (i.e. 98% for NSSA crystals)
in the entire tested range and could be useful for various optical devices. The direct
band gap energy (Eg) of the NS:SA crystals is found at 6.1 eV as shown in Fig. 14.2b,
which is relatively closer to that of pure sulphamic acid crystals [9].

14.3.4 Thermal Analysis

TGAmeasures the changes inweightwith temperaturewhich canbedue to changes in
the sample composition and thermal stability [10, 11]. Thermal analysis informs the
maximum temperaturewithwhich amaterial can be utilized for practical applications
[12, 13]. The NS:SA compound was subjected to thermogravimetric and differential
thermal analyses using HITACHI-STA7300 thermal analysis system in nitrogen and
oxygen atmosphere between 3 and 75 °C at a heating rate of 20 °C/min. TGA/DTG
spectrum of NS:SA is shown in Fig. 14.3. Initial weight of the sample used for
investigation is 15.157 mg. It is observed that there is no weight loss in the sample



14 Growth, Structural, Optical, Thermal and Mechanical Studies … 139

200 300 400 500 600 700 800 900 1000 1100
10

20

30

40

50

60

70

80

90

100

110

Tr
an

sm
itt

an
ce

 (%
 T

)

Wavelength (nm)

1 2 3 4 5 6 7

0

5

10

15

20

25

(α
hυ

)2
 (

eV
/m

m
)2

hυ (eV)

Eg= 6.1eV

a

b

Fig. 14.2 a UV-Vis-NIR spectrum of NS:SA single crystal. b Plot of photon energy versus (αhυ)2

for NS:SA single crystal

upto 100 °C. The major weight loss of about 63% is found in the temperature range
from 100 to 126 °C. The next stage between 162 and 176 °C with a weight loss of
6%. The third stage of weight loss is about 6% in a range of temperature between
313 and 368 °C. It is noticed that the decomposition gets completed at a temperature
of 434 °C for the grown crystal. From the sharpness of the peak, the purity and high
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Fig. 14.3 TG-DTG thermograms of NS:SA

degree of crystallinity of the grown crystal can be confirmed. The endothermic peaks
of DTG coincide well with the decomposition in the TGA trace. From the analysis,
it is observed that the presence of sulphamic acid improves the thermal stability of
nickel sulphate (the melting point of nickel sulphate is 53 °C) in the NS:SA sample.

14.3.5 Surface Morphology of the Grown Crystals

The influence of the dopants on the surface morphology of grown NS:SA single
crystals was studied by scanning electron microscope. Figure 14.4a, b shows the
SEMmicrographs of the pure and grown sample. The surface quality of the pure SA
crystal is relatively smooth when compared with that of the nickel sulphate-doped
crystals, which is in good accordance with the reported values [14]. From the SEM
image, it is observed that the sample has crystalline morphology.

14.3.6 Microhardness Studies

The resistance of a material to the motion and displacement of dislocations, defor-
mations or defects under an applied stress is measured by the hardness of the crystal.
The ratio of the applied load to the projected area indentation gives the hardness.
High purity and good quality crystals are known to have the minimum hardness
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Fig. 14.4 a and b SEM
images of pure and grown
crystal

[15]. The Vickers microhardness of the samples was measured using the Shimadzu
model HMV-2T microhardness tester. Loads of magnitude varying from 25 to 100 g
is applied for a fixed interval of time over a well-polished grown crystal. The Vickers
Microhardness number HV is calculated using the relation HV = 1.8544*P/d2

kg/mm2, where P is the applied load in kg and d is the average diagonal length
of the indentation in mm. A graph is plotted between Hardness number (HV) and
applied load (P) and is shown in Fig. 14.5a. For NSSA crystals, there is an increase in
hardness with load which is due to the work hardening of the surface layer [16]. This
proves that these crystals exhibit Reverse Indentation Size Effect (RISE). Meyer’s
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Fig. 14.5 a Variation of HV
with load P. b Plot of log p
versus log d
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index was estimated by Meyer’s equation: P = k1.dn where k1 is a constant and n
is the work hardening coefficient that could be determined from the slope of the
straight line, plotting of a curve between log p and log d in Fig. 14.5b. According to
Onitsch concept [17], for hard material, Meyer’s index number lies between 1 and
1.6, and for soft materials, it is greater than 1.6. The grown material belongs to soft
category since the value of ‘n’ is equal to 3. Hardness parameters like yield strength
and elastic stiffness constant (C11) were calculated in Table 14.3, which gives the

Table 14.3 Yield strength
and elastic stiffness constant
of NS:SA single crystals

Load (gram) σ y (MPa) C11 (Pa)

25 18.09 19.3*1014

50 24.75 33.4*1014

100 31.26 50.3*1014
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Fig. 14.6
Photoluminescence spectrum
of NS:SA single crystal
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information about the nature of relationship among the interatomic bonding strength
in crystal lattice [18].

14.3.7 Photoluminescence

Photoluminescence spectroscopy is one of the effective tools to provide relatively
direct information about the physical properties of materials at the molecular level,
including shallow and deep level defects and band gap states. The photoluminescence
(PL) spectrumof nickel sulphate-doped sulphamic acid at room temperature is shown
in Fig. 14.6. PL spectrum was recorded in the range of 200–900 nm. Under the
excitation wavelength of the 395 nm, the samples exhibit an excellent luminescence.
The two emission peaks at 455–795 nm are due to the transitions within the electron
configuration. The observed sharp emission peak at 795 nm suggests that NSSA
single crystals are the promising material for red light emission.

14.4 Conclusion

An efficient inorganic nonlinear optical single crystals of NiSO4-doped sulphamic
acid in equimolar ratio were grown using the slow evaporation solution growth tech-
nique. Single crystal X-ray diffraction studies confirm that the grown crystal belongs
to a monoclinic system. The presence of the Nickel (Ni) ion in the crystal lattice is
confirmed using energy dispersive X-ray analysis (EDAX). The optical transparency
of the grown sample has been revealed by UV-Vis-NIR study and its cutoff wave-
length was found to be 200 nm. The band gap is determined to be 6.1 eV. From DSA
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study, the melting point of NSSA is found to be at 12 °C. Morphological observa-
tions through SEM analysis indicate that the pure sample possess relatively smooth
surfaces comparing with NSSA, and also it is clear that the obtained sample has
mild cracks but free from major defects. The Vickers microhardness test confirms
that the grown crystals are of soft material type. In the photoluminescence studies,
the strongest peak at 794.09 nm shows the characteristic red emission due to the
presence of the Nickel (Ni) ions.
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Chapter 15
Impact of Multi-Nucleon Effects
on Neutrino Scattering Cross Section
and Events at Near and Far Detectors
of NOνA Experiment

Paramita Deka and Kalpana Bora

Abstract Nuclear effects in neutrino interactions are one of the major sources of
systematic uncertainties in the neutrino beam oscillation experiments. Our present
understanding of these effects is still insufficient. Another source of uncertainty
is the energy dependence of neutrino oscillation probability which is a nontrivial
function of the true incoming neutrino energy. The NUMI Off-Axis νe Appearance
(NOνA), a long-baseline neutrino oscillation experiment, is designed to measure
νe(ν̄e) appearance probability and νμ(ν̄μ) disappearance probability at Fermilab’s
NUMI (Neutrinos at the Main Injector) beam. In this work, we use the kinematic
method of reconstruction of the incoming neutrino energy, both at the ND and FD,
and investigate the role ofMulti-Nucleon (MN) effects on neutrino nucleus scattering
cross section and event distribution at ND and FD of NOνA.

15.1 Introduction

In the ongoing long-baseline neutrino oscillation experiments (T2K [1], NOνA [2]),
one of the most complicated issues is the correct modelling of neutrino-nucleus
interactions. One important systematic uncertainty comes from the description of
nucleon correlations in the initial state which may induce two-particle two-hole (2p-
2h) states in the final state. This leads to a bias in the reconstruction of neutrino
energy as we have insufficient knowledge of the size of the 2p-2h interaction cross
section compared to 1p-1h (quasielastic interactions) contributions. Since most of
the modern detectors are made of heavy target nuclei, a large amount of uncertainty
comes from these nuclear effects. This systematic uncertainty is one of the biggest
uncertainties in the neutrino oscillation experiments. In this paper, we focus on the
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behaviour of nuclear effects in neutrino cross section and event distributions as a
function of reconstructed energy in NOνA experiment.

The NuMI Off-Axis νe Appearance or NOνA is a long-baseline neutrino exper-
iment which is designed to measure muon neutrino (νμ) disappearance probability
P(νμ(ν̄μ) → νμ(ν̄μ)) and electron neutrino (νe) appearance probability P(νμ(ν̄μ) →
νe(ν̄e)). The experiment consists of two functionally and identically segmented,
tracking calorimetric detectors—Near Detector (ND) and Far Detector (FD)—to
observe neutrino oscillations. NOνA uses high intensity neutrino beam from the col-
lision of 120 GeV protons coming from Fermilab’s Neutrinos at the Main Injector
(NuMI) facility. The 3.8 m × 3.8 m × 12.8 m ND has mass about 0.3 kiloton and
it is placed 105m underground, 1km from NuMI beam at Fermilab, mainly used to
measure unoscillated neutrino beam. The 15 m × 15 m × 60m 14 kiloton FD is
located near Ash River, Minnesota at 810km from the NuMI target, which measures
the oscillated beam. Both the detectors are placed 14.6 mrad off-axis from the centre
of the NuMI beam to provide a narrow beam neutrino flux peaked at around∼2GeV
and to enhance the sensitivity to νμ disappearance and νe appearance. From these
oscillation measurements, NOνA is expected to determine the mass hierarchy and
leptonic CP-violating phase δCP and resolve the octant of θ23 mixing angle.

15.1.1 Multi-nucleon Effect

When a neutrino interacts with the nucleons inside the nucleus exchanging a W
boson, it is absorbed by nucleons which results in the knock out of two-particle and
two-hole pairs (2p-2h) through an exchange of a meson. There is also a possibility of
knocking out three-particle three-hole pairs producing 3p-3h in the final state, which
in general can be termed as np-nh or multi-nucleon excitation. These multi-nucleon
events have a dominant contribution from 2p-2h processes. The Meson Exchange
Current (MEC) or 2p-2h events mostly occur in the energy region between QE and
resonance production. The term MEC refers to the correlation in the initial state
nucleons as they are exchanging a pion. This process contributes significantly to the
neutrino-nucleus scattering and its contribution can be observed in the cross section
plot in Fig. 15.1. The Random Phase Approximation (RPA) is a non-perturbative
method and has been developed to incorporate the effects of long-range nucleon-
nucleon correlations. This method is used to describe the complexity of many body
interactions.

15.1.2 Oscillation Analysis

In this work, we consider only the disappearance νμ → νμ channel for the analysis of
neutrino oscillation. In this oscillation channel, the significant background contribu-
tion comes from neutral current events which are wrongly identified as CC events. In
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Fig. 15.1 The ν-Carbon (solid lines) and ν̄-Carbon (dashed lines) integrated cross section as a
function of the true νμ(ν̄μ) neutrino energy for different charged-current processes. The black line
is for QE (RPA OFF), red for QE with RPA suppression (RPA ON) and blue for MEC interactions

Fig. 15.2 a The three flavour νμ → νμ disappearance or survival probability for both NH and IH.
b NOνA ND neutrino and antineutrino flux as a function of neutrino energy used in our work

general, this contribution is considered to be very low; therefore, in our analysis, we
have neglected it. The relevant oscillation probability for NOνA for disappearance
channel can be expressed as

P(νμ → νμ) = 1 − sin2 2θ23 sin
2 Δ32 + 4 sin2 θ23 sin

2
13 cos

2 2θ23 sin
2 Δ32 (15.1)

whereΔi j = Δmi j L
4E and shown in Fig. 15.2a. The true values of the oscillation param-

eters used in our analysis are taken from the recent global fit data [3].
For reconstruction of neutrino energy, we consider the kinematic method which

is based on the assumptions that the beam particle interacts with a single neutron at
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rest with a constant binding energy and that no other nucleons are knocked out from
the nucleus and depends upon the angle and momentum of the outgoing lepton.

15.2 Simulation and Experimental Details

In this work, we have presented an analysis based on simulation using GENIE
(v2_12_8) [4] neutrino event generator. Neutrino experiments use their own event
generators with in-build models tuned on experimental data to produce events at the
detectors. These event generators work as a bridge between the experimental and
theoretical physicist. In GENIE, Quasielastic scattering (QE) is modelled using the
Llewellyn-Smith model [5] and this model is considered as the default model. In QE
interactions, the Relativistic Fermi Gas model (RFG) is used to describe the nuclear
effects in the QE region, which is based on a simple independent particle model
known as Fermi Gas model. In GENIE, the RFG model is based on the model sug-
gested byBodek andRitchie [6]. For Resonance (RES), GENIE uses the Rein-Sehgal
model [7] while for Deep Inelastic Scattering(DIS) interactions, the Bodek and Yang
model is used [8]. We have tuned GENIE’s description of QE interactions to include
the Nieves model [9] based on the RPA effect for simulation. For modelling 2p-2h
interaction, GENIE implements the ’empirical’ model.

We have generated 1 million charged current νμ events at ND. The ν(ν̄) flux used
in our analysis is shown in Fig. 15.1b. The signal spectra νμ at FD is based on the
observed spectra of νμ candidate events in the ND. This technique is known as the
’extrapolation’ technique [2].

15.3 Results and Discussion

The νμ(ν̄μ)-Carbon interaction cross section is shown in Fig. 15.1 which includes the
QE, RES (Δ(1232) resonance production only), 2p-2h/MEC and DIS interactions.
Due to theRPAeffect,weobserve a significant suppression inQEcross sectionboth in
νμ and ν̄μ mode. The RPA effect decreases strongly as the neutrino energy increases.
In Fig. 15.3, we have plotted ND events as a function of neutrino reconstruction
energy. The event distribution for all the interactions peaks around 2 GeV where
the neutrino flux also peaks. There is also a decrease in event number with RPA
effect than QE without RPA as the event is the convolution of neutrino flux and cross
section. In Figs. 15.4 and 15.5, we have shown the extrapolated event distribution at
FD for both neutrino and antineutrino mode for both Normal Hierarchy (NH) and
Inverted Hierarchy (IH). In the FD event, we observe two peaks in the distribution
which is in accordance with the oscillation probability.
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Fig. 15.3 Events versus reconstructed νμ-energy for both neutrino (left) and antineutrino (right).
Events are shown for three different interactions: QE without RPA (black line), QE with RPA (red
line) and MEC (blue line)

Fig. 15.4 Left and right panel shows extrapolated FD events as a function of reconstructed νμ

energy for both NH and IH. The colour scheme is same as described in Fig. 15.3 caption

Fig. 15.5 Left and right panel shows extrapolated FD events as a function of reconstructed ν̄μ

energy for both NH and IH. The colour scheme is same as described in Fig. 15.3 caption
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15.4 Summary

To summarise, in this work, we studied the effects of multi-nucleon interactions on
neutrino scattering cross section and events at ND and FD, at the NOνA experiment
of Fermilab, USA, and found that they are significant, as is evident from our results in
Figs. 15.1, 15.3, 15.4 and 15.5. So, they must be included in the neutrino oscillation
parameter analysis, which might have an important effect on the sensitivity analysis.
This work is in progress and will be communicated very soon.
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Chapter 16
Impact of Texture Zeros of Neutrino
Mass Matrix on Dark Matter
Phenomenology

Nayana Gautam and Mrinal Kumar Das

Abstract We study an inverse seesaw ISS (2,3) framework to explain neutrino
phenomenology and dark matter simultaneously with one zero textures of neutrino
mass matrix. ISS (2,3) is obtained by the addition of two right-handed neutrinos
and three gauge singlets sterile fermions to the standard model. The model is more
predictive because of presence of less number of right-handed neutrinos than the
conventional inverse seesaw. Moreover, texture zeros in the structures of the mass
matrices reduce the free parameters. We extensively study the effect of different tex-
tures of neutrino mass matrix on sterile neutrino dark matter phenomenology. Based
on different properties of the dark matter, we verify the viability of different one zero
textures of the light neutrino mass matrix.

16.1 Introduction

Neutrino mass and mixing, ordering of the neutrino mass, Dirac CP phase, dark mat-
ter and baryon asymmetry of universe (BAU) are major reasons to expect physics
beyond standard model (BSM). Different BSM frameworks are available in litera-
ture which can account for such issues. Inverse seesaw is one of the most promising
mechanisms as the neutrino mass generation takes place at lower scale than the
conventional seesaw. Here, we study an inverse seesaw framework where two right-
handed neutrinos and three sterile fermions are added to the standard model particle
content. The most attractive feature of the model lies in the fact that besides explain-
ing neutrino mass, it can lead to a sterile neutrino in keV scale which can account
for a viable dark matter candidate. We consider the possibility of one zero at certain
position of the neutrino mass matrix. In the framework of ISS (2,3), there are three
phenomenologically viable one zero textures of neutrino mass matrix. We have stud-
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ied dark matter phenomenology in all the three textures. Then we have implemented
cosmological bounds on the parameters and have confirmed the viability of different
textures.

The paper is planned as follows. In Sect. 16.2, we describe the neutrino mass and
dark matter production within the framework of ISS (2,3). Section16.3 is the brief
discussion on different one zero textures of neutrino mass matrix. We discuss the
results of the numerical analysis in Sect. 16.4. Finally, we conclude in Sect. 16.5.

16.2 Neutrino Mass and Dark Matter Production

In ISS(2,3), the standardmodel is extended by the sequential addition ofRHneutrinos
and SM singlet fermions si [1, 2]

L = −1

2
nTLCMnL + h.c (16.1)

The mass matrix in the basis nL = (νL , NR, s) can be written as,

M =
⎛
⎝

0 Md 0
MT

d 0 MN

0 MT
N μ

⎞
⎠ (16.2)

We obtain the light active neutrino mass in this framework as

mν ≈ MddM
T
d (16.3)

where d is a 2 × 2 matrix given by

M−1
H =

(
d2×2 ...

.... ....

)
wi th MH =

(
0 MN

MT
N μ

)
(16.4)

Apart from the light active neutrinos, the model naturally leads to a sterile neutrino
dark matter (DM). To study DM phenomenology, one needs to consider three main
aspects: relic abundance, stability and structure formation. The relic abundance of
the proposed dark matter can be expressed as [1]

ΩDMh
2 = 1.1 × 107

∑
Cα(ms)|Uαs |2

( ms

keV

)2
, α = e, μ, τ (16.5)

Cα(ms)can be determined numerically and are found to be of order 0.5.
To ensure the stability of dark matter, we calculate the decay rate of the lightest

sterile neutrino in the process N −→ ν + γ which is given by [4],
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Γ = 1.38 × 10−32

(
sin22θ

10−10

)( ms

keV

)5
s−1. (16.6)

where sin22θ = 4
∑

α |Uαs |2 with α = e, μ, τ .

16.3 Different One Zero Textures of Neutrino Mass Matrix
in ISS(2,3)

The one zero textures of the neutrino mass matrix allowed in the framework of ISS
(2, 3) are

a =
⎛
⎝

× 0 ×
0 × ×
× × ×

⎞
⎠ , b =

⎛
⎝

× × ×
× × 0
× 0 ×

⎞
⎠ , c =

⎛
⎝

× × 0
× × ×
0 × ×

⎞
⎠ . (16.7)

For class a ,

MD =
⎛
⎝
0 b
c 0
e h

⎞
⎠ , μ =

⎛
⎝

p 0 0
0 p 0
0 0 p

⎞
⎠ , MN =

(
f 0 0
0 g 0

)
. (16.8)

For class b ,

MD =
⎛
⎝
a b
c 0
0 h

⎞
⎠ , μ =

⎛
⎝

p 0 0
0 p 0
0 0 p

⎞
⎠ , MN =

(
f 0 0
0 g 0

)
. (16.9)

For class c ,

MD =
⎛
⎝
0 b
c d
e 0

⎞
⎠ , μ =

⎛
⎝

p 0 0
0 p 0
0 0 p

⎞
⎠ , MN =

(
f 0 0
0 g 0

)
. (16.10)

In all the cases, we have considered maximal possible zeros in M and μ. Different
zero textures ofMD are taken to get the one zero textures of the neutrinomassmatrix.

16.4 Numerical Analysis and Results

The light neutrino mass matrix can be diagonalised with the unitary PMNS matrix
[5] as follows:

mν = UPMNSm
diag
ν UT

PMNS (16.11)
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Again, the active-sterile mixing can be obtained by the numerical diagonalisation of
the full 8 × 8 mass matrix using U

UT MU = Mdiag = diag(m1,m2....m8) (16.12)

In the framework of ISS (2, 3), the lightest neutrino mass is found to be zero. We
evaluate the model parameters in all the textures by comparing the neutrino mass
matrix arising from the model with the one which is parametrised by the available
3σ global fit data [3]. After evaluating the model parameters, we calculate the mass
of the sterile neutrino dark mattermDM as well as DM-active mixing using Eq.16.12
and the parameter space for all the categories are shown in Fig. 16.1. Again, with the
mass and mixing of the dark matter, we evaluate the decay rates of the sterile DM
and relic abundance in the above categories which are represented in Figs. 16.2 and
16.3, respectively. We have also implemented the cosmological X-ray bound [4] and
XQ-100 Lyman-α which is also compatible with SDSS-I + UVES data [6] bound on
sterile neutrino dark matter.

From Figs. 16.1 and 16.2, it is evident that a wide range of parameter space is
allowed by cosmology data. However, the texture A2 can account for only 15% of
the total DM abundance for the allowed mass region as can be seen from Fig. 16.3.

Fig. 16.1 DM-active mixing as a function of the mass of the DM in different textures
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Fig. 16.2 Decay rate (in s−1)of the lightest sterile neutrino as a function of DM mass in different
textures

Fig. 16.3 Predictions of different textures on relic abundance of sterile neutrino dark matter
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16.5 Summary and Conclusion

We have conducted our study in the framework of ISS(2,3) which leads to three light
active neutrino states, two pseudo-Dirac states and an additional sterile state in keV
range. We have explored the scenario with only two right-handed neutrinos and one
texture zero of neutrino mass matrix and their impacts on sterile neutrino dark matter
phenomenology. We have calculated dark matter mass, DM-active mixing and decay
rate of the proposed particle and have obtained the mass-mixing parameter space
within the range predicted by cosmology for the three textures. However, it has been
observed that one particular texture leads to a very small relic abundance of dark
matter. Thus, we may conclude that only two 1 − 0 textures in the framework of ISS
(2, 3) are suitable for explaining dark matter as well as neutrino phenomenology.
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Chapter 17
Improved Potential Approach and
Masses of Heavy Flavour Mesons

Dhanjit Talukdar and Jugal Lahkar

Abstract Potential models in Quantum Chromo Dynamics (QCD) showed tremen-
dous success in explaining the static properties of heavy flavour mesons. The most
extensively used potential is the linear plus coulomb Cornell potential throughout the
years. In the present work, we consider a new potential as reported recently by Has-
sanabadi et al., for QQ̄ system and applied quantum mechanical variational scheme
to estimate the masses of a few heavy flavour mesons. We have made a detailed
comparison with the results of different other approaches in this arena and also with
experimental results.

PACS 03.65.Ge · 12.39.Pn · 14.40.n

17.1 Introduction

Quantum Chromodynamics (QCD) [1]—the theory of strong interactions has two
important aspects: (1) Perturbative and (2) non-perturbative. While perturbative
approach deals with processes involving high momentum transfer like deep inelastic
scattering(DIS) andhard scatterings atLHC, thenon-perturbative approach(NPQCD)
deals with low momentum transfer processes like hadron masses, decay constants
and form factor of hadrons. The most sophisticated approach in NPQCD is lattice
QCD, which involves numerical computation with high-power computers. A less
ambitious approach is the analytical study of the NPQCD with potential models,
where the known property of hadron like confinement is imposed through suitable
confinement parameter “b”. As early as 1975, De Rujula Georgi and Glashow [2]
applied a familiar effective potential of Quantum Electrodynamics (QED) to the
quark physics. It is to be noted that the potential is a notion of non-relativistic quan-
tum mechanics, not of relativistic quantum field theory where one visualizes the
interaction as arising from the exchange of quanta. However, for slowly moving par-
ticles, it is nothing more than the three-dimensional Fourier transform of the lowest
order covariant matrix element. This potential is called Fermi-Breit potential [3] and
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has termsmore singular than r2. It was not exactly solvable. This work was improved
by Godfrey and Isgur [4] by adding smearing fractions to remove the singularities,
but at the cost of additional parameters.

In the potential model approach, the quark anti-quark interaction potential plays
a dominant role in the estimation of static and dynamic properties of mesons. In this
regard, the most successful is the Coulomb plus Linear Cornell potential. Here, we
mention some of such potentials:

(1) Martin potential:V (r) = A + Brα [5],
(2) Song and Lin potential:V (r) = Ar

1
2 + Br− 1

2 [6],
(3) Cornell potential: V (r) = − 4αs

3r + br + C [7],
(4) Logarithmic potential: V (r) = A + Blnr [8],
(5) Richardson potential: V (r) = Ar − B

rln 1
�r

[9].

Very recently,a new QQ̄ potential is reported by Hassanabadi et al. [14] as,

V (r) = − 4αs
3r + br + c

r2 + k0e− β2r2

2 ,where,αs is the strong coupling constant,b is the
standard confinement parameter and c, k0, β are parameters of the potential listed in
Table 17.1. Then, they used this potential to estimate some static properties of heavy
flavour mesons using Dalgarno’s perturbation theory [10].

However, while using perturbation theory we have to choose one part of the
potential as parent and other as perturbation. However, such approach is fraught with
inherent limitation: there are intermediate range of inter quark separation where both
parts of the potential are equally effective and preference of one above the other as
parent or perturbation makes no sense. Hence, it will be of topical interest to explore
alternative methods where such divide is not necessary. It is, therefore, instructive to
go back to the traditional variational method and see if a proper trial wave function
can effectively generate the effect of the potential without assuming such division of
the potential.

Application of variational method in Heavy quark physics was first started by
Hwang et al. [11] using the linear cum coulomb potential, which was later suc-
cessfully applied by Rai et al. [12]. Also, the variational method is applied to heavy
flavour physics by Vega and Flores using super-symmetric potential [13].We applied
the variational scheme with linear plus Coulomb potential in [21] with reasonable
theoretical success. Therefore, in this work, we consider the potential suggested in

Table 17.1 Values of the parameters used in our model [14]

Parameter Value

b 0.183 GeV2

αs 0.39(c-scale),0.22(b-scale)

β 0.8 GeV

k0 0.23 GeV

c 0.03 GeV−1



17 Improved Potential Approach and Masses … 161

[14] and applied variational method to estimate the masses of a few heavy flavour
mesons and compare with previous results.

The manuscript is arranged as follows: Sect. 17.1 is the introduction, Sect. 17.2 is
devoted to formalism and in Sect. 17.3 we summarize the results and conclusion.

17.2 Formalism

Let us consider a Gaussian trial wave function as [11]

ψ(r) = (
α√
π

)
3
2 e− α2r2

2 (17.1)

where, α is the variational parameter. Now, we consider the QQ̄ potential as [14]

V (r) = −4αs

3r
+ br + c

r2
+ k0 exp(−β2r2

2
) (17.2)

where αs is the strong coupling constant and b is the standard confinement param-
eter (b ∼ 0.183GeV 2) and the other parameters are listed in Table17.1. The poten-
tial given in Eq. (17.2) is plotted and compared with standard Cornell potential in
Fig. 17.1. It can be seen that for small r the behaviour of the potentials is totally
opposite, but for large r they show almost same behaviour.

Now, following Quantummechanical variational scheme, the ground state energy
is given by

E(α) = 〈ψ |H |ψ〉 (17.3)

Fig. 17.1 Cornell potential(blue) versus Hassanabadi potential(red)(r in GeV−1,V in GeV )
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Now, using the trial wave function, we obtain the expectation values of each term
in the Hamiltonian

< −∇2

2μ
>= −3μ2α2

4
(17.4)

<
−4αs

3r
>= −2μ3αA√

π
(17.5)

< br >= 2bμ3

√
πα

(17.6)

<
c

r2
>= 2cβ2 (17.7)

< k0e
− β2r2

2 >= α2

α2 + 0.48
(17.8)

Therefore, adding all the three equations above, we get

E(α) = −3μ2α2

4
− 2μ3αA√

π
+ 2bμ3

√
πα

+ 2cβ2 + α2

α2 + 0.48
(17.9)

where, A = 4αs
3 . Now, by minimizing E(α) with respect to α, we can find the varia-

tional parameter α for different heavy flavoured mesons as

dE(α)

dα
= 0 (17.10)

at α = ᾱ.

ᾱ3[1.5μ2 − 4b − (
0.96k0

ᾱ2 + 0.48

2

)] + 2μ3Aᾱ2

√
π

+ 2μ3b√
π

= 0 (17.11)

Solving this equation in Mathematica, we get the variational parameter for different
heavy flavour mesons as given in Table17.2.

17.2.1 Masses of Heavy Flavour Mesons

The masses of Pseudo-scalar/vector mesons can be computed from the following
relation [15, 16]:

MP/v = M + m + �E (17.12)
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Here, M and m are the masses of Heavy quark/anti-quark and light quark/anti-
quark, respectively. The energy shift of mass splitting due to spin interaction in the
perturbation theory is given by [15, 16]

�E = 32παs

9Mm
SQ .SQ̄ | ψ(0) |2 (17.13)

For pseudo-scalar mesons, SQ .SQ̄ = − 3
4 , therefore, pseudo-scalar mesonmasses can

be expressed as

MP = M + m − 8παs

3Mm
| ψ(0) |2 (17.14)

Similarly, for vector mesons, SQ .SQ̄ = 1
4 , so

MV = M + m + 8παs

9Mm
| ψ(0) |2 (17.15)

This particular aspect was overlooked in references [17, 18].

17.2.2 Results

17.2.3 Masses of Heavy Flavour Mesons

Now substituting WFO in Eq. (17.15), we calculate the masses of a few heavy
flavoured pseudo-scalar mesons which are shown in Table17.3. The input parame-
ters are mu/d = 0.336Gev , mb = 4.95GeV , mc = 1.55GeV , ms = 0.483GeV and
b = 0.183GeV 2, also we take αs = 0.39 for C-scale and αs = 0.22 for b-scale [17].
Also, in Table17.3, comparison with previous models and experimental values is
done. Again, the computed masses for a few vector heavy flavour mesons is shown
in Table17.4.

Table 17.2 Variational parameter for different Heavy Flavour mesons

Mesons α′

D(cu/cd) 0.172

D(cs) 0.1418

B(ub/db) 0.2048

Bs(sb) 0.369

B(bc) 0.2867

ηc(cc) 0.318

ηb(bb) 0.318
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Table 17.3 Masses of heavy flavour pseudo-scalar mesons (in GeV)

Mesons MP (our) MP [12] MP (t das) [17] MP (Lattice) [19] MP (Experimental
Mass) [20]

D(cu/cd) 1.880 2.080 2.378 1.885 1.869 ± 0.0016

D(cs) 2.03 2.154 2.5 1.969 1.968 ± 0.0033

B(ub/db) 5.284 5.519 5.798 5.28 5.279 ± 0.0017

Bs (sb) 5.426 5.6 5.902 5.366 5.366 ± 0.0024

B(bc) 6.47 6.5 6.278 6.277 ± 0.006

J/ψ(cc) 3.09 3.096 ± 0.011

γ (bb) 9.89 9.46 ± 0.26

Table 17.4 Masses of heavy flavour vector mesons

Meson MV (GeV) Exp.Mass(GeV) [20]

D(cu/cd) 2.007 2.006 ± 0.0016

Ds(cs) 2.112 2.106 ± 0.0033

B(ub/db) 5.2862 5.324 ± 0.0017

Bs(sb) 5.416 5.415 ± 0.0024

It can be seen that compared to the previous models [14, 17, 18] which were
based on perturbative approach, variational method provide good analogy between
the theoretically calculated mass of heavy flavoured mesons and their experimental
values. Specifically, for Dmeson, our results are very close to the experimental values
compared to Rai et al. [12], where variational scheme is applied in momentum space
with power law potential. Similarly, our results for heavy heavy mesons (cc̄, bb̄) are
also in excellent agreement with experimental data. Also, our results conforms well
with the results of more advanced approaches like Lattice QCD [19].

Also, from Table17.4, it is clear that the computed masses of vector heavy flavour
mesons are in good agreement with the experimental data. Specifically, the masses
for D, Ds, Bs mesons obtained from our results are almost same as the experimental
findings.

17.3 Conclusion

In this work, we consider a new QQ̄ potential as suggested recently by Hassanabadi
et al. [14], and apply quantummechanical variational scheme to calculate the masses
of a few heavy flavour mesons. The variational method is quite cumbersome as it is
difficult to choose an appropriate trial wave function in terms of unknown parameter
which is later optimized to estimate the parameter. At this juncture, we follow the
previous works with Cornell potential [11] and power law potential [12], where it is
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established that the Gaussian wave function is the best choice to explore static and
dynamic properties of heavy flavour mesons.

We have also compared our results with different models, as well as with those of
more advanced approaches like lattice QCD. Comparison shows our results conform
well with the results of above mentioned approaches and also with experimental
data. Phenomenologically, variational method with Gaussian wave function with
the potential as given in Eq. (17.2) provides a simple way to investigate the static
properties of heavy flavour mesons. This encourages for further application of the
approach to estimate different properties of heavy flavour mesons which is presently
under study.
Incorporation of relativistic effects in the light quark of heavy flavour mesons may
improve the results, which is a limitation of present work and there is scope of further
study.
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Chapter 18
keV Sterile Neutrino Mass Model and
Related Phenomenology

Pritam Das and Mrinal Kumar Das

Abstract We study a model of keV scale sterile neutrino within the framework of
a minimal extended seesaw and check its effect on neutrinoless double beta decay
(νββ) study. This framework is based on A4 flavour symmetry and the discrete
Z4 × Z3 symmetry to stabilize the model and construct desired mass matrices for
neutrino mass. We use a non-trivial Dirac mass matrix with broken μ − τ symmetry
to generate the leptonic mixing. A non-degenerate mass structure for right-handed
neutrinos is considered to verify the observed baryon asymmetry of the universe via
the mechanism of thermal leptogenesis.

18.1 Introduction

In this work, we have considered a sterile neutrino flavour with mass in the keV
range underminimal extended seesaw (MES) [1],where an additional fermion singlet
(sterile neutrino) is added alongwith three RH neutrinos. A sterile neutrino can affect
the electron energy spectrum in tritiumβ-decays, andwehave studied the influence of
a keV scale sterile neutrino in the effectivemass spectrum.Typically, sterile neutrinos
withmass (0.4–50) keV are consideredWIMP particles since they are relatively slow
and much heavier than active neutrinos. In fact, to successfully observe 0νββ, the
upper bound for sterile neutrino mass should be 18.5 keV . Hence, we have chosen a
mass range for the keV regime sterile neutrinowithin (1–18.5) keV . The study of keV
sterile neutrino as a dark matter candidate has skipped in this study and can be found
in [2]. It iswell know that our universe ismatter-dominated, and there is an asymmetry
in the baryon number that is observed. Baryogenesis is a process that explains the
scenario of baryon asymmetry of the universe (BAU).Numerical definition for baryon
asymmetry at current date reads as, YΔB

( ≡ nB−nB
s

) = (8.75 ± 0.23) × 10−11[3].
The SM does not have enough ingredients (Shakarov conditions) to explain this
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Table 18.1 Particle content and their charge assignments under SU(2), A4 and Z4 × Z3 groups
for NH mode

Particles l eR μR τR H1 H2 ζ ϕ ξ ξ ′ νR1 νR2 νR3 S χ

SU(2) 2 1 1 1 2 2 1 1 1 1 1 1 1 1 1

A4 3 1 1′′ 1′ 1 1 3 3 1 1′ 1 1′ 1 1′′ 1′

Z4 1 1 1 1 1 i 1 i 1 −1 1 −i −1 i −i

Z3 1 1 1 1 1 1 1 1 1 1 1 1 1 ω2 ω

asymmetry. Hence,we have to go beyond the SM framework to explain baryogenesis.
Several popularmechanisms explain baryogenesis, and thermal leptogenesis is one of
the most convenient and economical ways. In thermal leptogenesis, the decay of the
lightest right-handed (RH) neutrino to a lepton doublet and a Higgs doublet produces
sufficient lepton asymmetry, which is then converted into baryon asymmetry. Here,
we have attempted to verify baryogenesis produced via the mechanism of thermal
leptogenesis within our model, and finally correlate baryogenesis and 0νββ under
the same framework.

18.2 Model Framework

Apart from the type-I seesaw particle content, few extra flavons are added to con-
struct the model. Two triplets ζandϕ and two singlets ξ and ξ ′ are added to produce
broken flavour symmetry. Besides the SM Higgs H1, we have also introduced addi-
tional Higgs doublets (H2) to make the model work. Non-desirable interactions were
restricted using extra Z4 and Z3 charges to the fields. To accommodate sterile neu-
trino into the framework, we add a chiral gauge singlet S, which interacts with the
RH neutrino νR1 via A4 singlet (1′) flavon χ to give rise to sterile mixing matrix. We
used dimension-5 operators for Dirac neutrino mass generation. The particle content
with A4 × Z4 × Z3 charge assignment under NH are shown in the Table18.1. In
lepton sector, the leading order invariant Yukawa Lagrangian is given by,

L ⊃ y2
Λ

(l H̃1ζ )1νR1 + y2
Λ

(l H̃1ϕ)1′′νR2 + y3
Λ

(l H̃2ϕ)1νR3
y1
Λ

(l H̃1ζ
′)1νR1 + y1

Λ
(l H̃1ϕ

′)1′′νR2 + y1
Λ

(l H̃2ϕ
′)1νR3

+ 1
2λ1ξνc

R1νR1 + 1
2λ2ξ

′νc
R2νR2 + 1

2λ3ξνc
R3νR3 + 1

2ρχ ScνR1.

(18.1)

In this Lagrangian, various Yukawa couplings are represented by yi , λi (for i =
1, 2, 3) and ρ for respective interactions.Λ is the cut-off scale of the theory, which is
around the GUT scale. The scalar flavons involved in the Lagrangian acquire VEV
along 〈ζ 〉 = (v, 0, 0), 〈ϕ〉 = (v, v, v), 〈ξ 〉 = 〈ξ ′〉 = v and 〈χ〉 = vχ by breaking the
flavour symmetry, while 〈Hi 〉(i = 1, 2) get VEV (vi ) by breaking EWSB at electro-
weak scale.We have added a perturbation to the Diracmassmatrix to break the trivial
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μ − τ symmetry in the light neutrinomass matrix so that we can get non-zero reactor
mixing angle.1 The Lagrangian for the perturbative matrix is given by the second line
of Eq. (18.1).New SU (2) singlet flavonfields (ζ ′ andϕ′) are considered and supposed
to take A4 × Z4 × Z3 charges as same as ζ and ϕ respectively. After breaking flavour
symmetry, they acquireVEValong 〈ζ ′〉 = (vp, 0, 0) and 〈ϕ′〉 = (0, vp, 0) directions,
giving rise to the MP matrix.

18.2.1 Neutrino Mass and Mixing Angles

Minimal extended seesaw(MES) is realized in thiswork to construct active and sterile
masses. UnderMES framework, the active and sterile masses are realized as follows:

mν � MDM
−1
R MT

S (MSM
−1
R MT

S )−1MS(M
−1
R )T MT

D − MDM
−1
R MT

D, (18.2)

ms � −MSM
−1
R MT

S . (18.3)

The mass scale of MS being slightly higher than the MD scale, which is near to the
EW scale, while MR is around 1013 GeV.

A fixed non-degenerate values for the right-handed neutrino mass parameters as
R1 = 5 × 1012 GeV, R2 = 1013 GeV and R3 = 5 × 1013 GeV are assigned in such a
fashion that they can demonstrate favourable thermal leptogenesis without effecting
the neutrino parameters. The mass matrix generated from Eq. (18.2) gives rise to
complex parameters due to the presence of Dirac and the Majorana phases. As the
leptonic CP phases are still unknown, we vary them within their allowed 3σ ranges
(0, 2π ). Sincewe have included one extra generation of neutrino alongwith the active
neutrinos in our model, thus the final neutrino mixing matrix for the active-sterile
mixing takes 4 × 4 form as

V �
(

(1 − 1
2WW †)UPMNS W

−W †UPMNS 1 − 1
2W

†W

)
, (18.4)

here, U is the unitary PMNS matrix and W = MDM
−1
R MT

S (MSM
−1
R MT

S )−1 is a
3 × 1 matrix governed by the strength of the active-sterile mixing, i.e., the ratio
O(MD)

O(MS)
. Using MES, the mass matrices obtained for active neutrinos and active-

sterile mixing elements are shown in Table18.2. Respective interaction terms from
the Lagrangian 18.1 are parametrized as D1, D2, R1, R2, R3, P and G to minimize
the complexity. We have solved the model parameters of the active mass matrix
using current global fit 3σ values for the light neutrino parameters and carried out
our analysis accordingly.

1 When the mμμ and mττ positions in the light neutrino mass matrix are same, one cannot achieve
non-zero reactor mixing angle (θ13). Recently, it was found that the reactor mixing angle have
non-zero value, θ13 = 8.5◦ ± 0.2◦.
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Fig. 18.1 Correlation between baryogenesis and 0νββ for both normal and inverted hierarchymass
pattern in presence of a single generation of keV sterile neutrino. The vertical blue line represents
the current BAU value, YB = (8.7 ± 0.06) × 10−11

18.2.2 Baryogenesis and 0νββ

We have considered a hierarchical mass pattern for RH neutrinos, among which the
lightest will decay to Higgs and lepton. This decay would produce sufficient lepton
asymmetry to give rise to the observed baryon asymmetry of the universe. We have
used the parametrization from [3], where the working formula of baryon asymmetry
produced is given by

YB = ck
ε11

g∗
. (18.5)

The quantities involved in this Eq.18.5 can be found in [3, 4].
The baryon asymmetry of the universe can be calculated from Eq. (18.5) followed

by the evaluation of lepton asymmetry. The Yukawa matrix is constructed from the
solved model parameters D1, D2 and P , which is analogous to the 3 × 3 Dirac mass
matrix.

Aswe have considered only one sterile state, hence the effective electron neutrinos
mass is modified as [1]

m3+1
e f f = m3ν

e f f + m4|θS|2, (18.6)

where, |θS| is obtained from the first element of the W matrix and m4 is constrained
within [1–18.5] keV satisfying both 0νββ and DM phenomenology under MES
framework simultaneously.

In Fig. 18.1, we have plotted baryogenesis values obtained from our model along
X-axis and effective mass from 0νββ along Y-axis for both normal and inverted
hierarchy mass pattern. These results correlated both these observables, and NH
mass pattern shows more promising results compared to the IH pattern.
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18.3 Conclusion

In this study, we have checked the viability of keV sterile neutrino giving an observ-
able effect in 0νββ and baryogenesis via the mechanism of thermal leptogenesis.
We have used A4 based flavour model with discrete Z4 × Z3 to construct desired
Yukawa coupling matrices. A singlet gauge fermion S is considered, which couples
with the right-handed neutrino. The Dirac neutrino mass matrix, MD , is modified
using a matrix, MP , which is generated via the same fashion as MD to make the
active mass matrix μ − τ asymmetric.

In conclusion, we have found that sterile neutrino has an observable effect in 0νββ

study. Under MES, it is possible to correlated baryogenesis and 0νββ for both the
mass ordering. However, NHmass pattern becomes more favourable than IH pattern
in the correlation study.
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Chapter 19
Lee-Wave Clouds in Martian
Atmosphere: A Study Based
on the Images Captured by Mars Color
Camera (MCC)

Jyotirmoy Kalita, Manoj Kumar Mishra, and Anirban Guha

Abstract Atmospheric internal gravity wave cloud, commonly known as lee-wave
cloud, used to form over the north-eastern slope of Ascraeus Mons and the eastern
slope of Tharsis Tholus in Mars. Mars Color Camera (MCC) captured ~ 30 images
of such cloud structure during Martian years 33 and 34. In the present analysis, we
objectify our focus on the atmospheric parameter related to the captured lee-wave
events, and we interpret our results physically with other instrument data viz. MCS-
MRO, MARCI. We estimated the reflectance at TOA, cloud’s wavelength, wind
velocity, formation height, formation temperature, nature of the cloud particle, the
effective radius of the particle, and other atmospheric parameters related to the lee-
wave events. Estimated maximum reflectance of 0.75 in the blue channel implies
water ice particles in the cloud portion. The wavelength of the lee-wave cloud varies
from 27 ± 2 to 39 ± 3 km implying a wind speed range from 32 ± 3 to 54 ±
7 m/sec at the height of 25 ± 2 to 37 ± 5 km from the surface of Mars. We used
the Global Circulation Model (GCM) model to validate our initial findings. Further,
the estimated AOD value variations from 0.8 to 2.4 for the blue channel implies the
contribution of water ice particles in the increment of AOD over theMartian volcano.
The effective radius of the water ice particle is found to be 3.2μmbased on theMCS-
MRO analyzed data. The scale height of AOD varies from 3 to 6.5 km over Ascraeus
Mons, and Tharsis Tholus indicates the presence of a non-homogeneous mixture
of air and airborne particle near the lee side of Ascraeus Mons. The present study
illustrates a Spatio-Temporal distribution of lee-wave cloud during solar longitude
70 to 140° with variation in 160 to 190 K formation temperature.
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19.1 Introduction

Vertical deflection of the wind by the topographic obstacle results in a horizontal
wave-like pattern in the cloud that appears at the lee side of the high topographic ridge.
Clouds are aligned orthogonal to the prevailing wind and form a divergent pattern
due to the adiabatic cooling at the wave’s crest [1–3]. The scientific community
has been observing these kinds of events since mariner-9 times [4, 3, 5, 6, 7, 8, 9,
10]. In our observation, we considered Ascraeus Mons and Tharsis Tholus as our
prime obstacle, over where lee-wave cloud was captured by MCC. According to the
previous study, the object may vary in size, and depending on the size, the cloud may
extant up to 1000 km downstream from the topographic ridge [11, 10, 12, 13, 14].
During the Mariner era, lee-wave clouds have been studied based on the sinusoidal
deformation in laminar flow and varying brightness. Variation in the brightness is
due to the concentration in the cloud’s local condensate and scattering properties.

Mariner-9 shows an extension for the lee-wave cloud of 300 km with an average
wavelength of ~ 40 km [15]. The mid-latitude and polar region lee-wave cloud may
become extant up to 400 km with an average wavelength ~ 50 km [1]. We estimated
the deviation of the lee-wave cloud based on thewind thrust on the laminar flow in the
atmosphere usingMCD-GCM [15]. Lee-wave clouds usually appear during Ls= 60°
to Ls = 195°, become sharp during Ls = 170° to Ls = 195°, and disappear after Ls
= 20°. Seasonal variation says that the lee-wave cloud appears during late summer
and forms until late winter [3]. Physical parameters like wavelength, propagation
characteristics of lee-wave clouds depend on the temperature, wind profiles of the
atmosphere, and the pressure gradient. Hence, investigation regarding the lee-wave
cloud helps us predict atmospheric characteristics and atmosphere dynamics [16, 1].

Moreover, spatial variation of lee-wave cloud helps us predict the Martian atmo-
sphere’s seasonal characteristics. MCC onboard Mangalyaan captured so many
images of lee-wave cloud, and we did consider the image data as our primary source
for our study. Martian volcanoes and high ridge play a significant role in atmosphere
dynamics [3]. With the analysis of this characteristic of the lee-wave cloud, we may
report the local atmospheric condition over the Martian volcano. We may note how
westerlies and northerlies (high wind speed) affect the cloud condensate and drives
the cloud stake over the lee side of the volcanoes [1].

Moreover, we may determine the surface and top of the atmosphere temperature
from this study. Surface temperature and radiative forcing contribute to the atmo-
spheric circulation process and result in convictions, driving the cloud steak up to
50 km [16, 4]. Also, the Headley circulation process is affected by the atmospheric
parameters estimated in this study [4]. Also, atmospheric stability can be estimated
from the trapped lee-wave cloud [1]. We tried to report the parameters to under-
stand the atmospheric condition over the Martian volcanoes like Ascraeus Mons and
Tharsis Tholus. Since the images are of RGBBayer pattern, it allows us to distinguish
between the ice clouds (High reflectance at TOA in the blue channel) and dust clouds
(High reflectance at TOA in the Red channel). Since the observation is under visible
wavelength range and direct observation is difficult to report whether the observed
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cloud is water ice or carbon dioxide crystal. In our study, we consider GCM-MCD,
MRO-MCS, and MARCI data to validate our observation.

19.2 Methodology

19.2.1 Wavelength Calculation

We converted the raw images available in the database into true-color images. Using
Gaussian filter and Savitzky-Golay filters, we reduced the noise of the image reflec-
tivity from the surface of Mars. We used GIMP (https://www.gimp.org/) to enhance
the contrast of images. For 8 bit images, the DN number varies from 1 to 255 for the
entire channel. For our present study, we converted the DN numbers to respective
radiance value as follows [17, 18]:

Radianceλ = Radiancemaxλ
− Radianceminλ

QCALmaxλ
− QCALminλ

∗ (QCAL − QCALmin)

+ Radianceminλ
(19.1)

where radiance λ is the pixel value as radiance,QCAL is the digital number associated
with each pixel. Radiance (MINλ) = spectral radiance scales to QCALMIN Radi-
ance (MAXλ)= spectral radiance scales toQCALMAX,QCALMIN= theminimum
quantized calibrated pixel value (typically = 1) QCALMAX = the maximum quan-
tized calibrated pixel value (typically = 255). These radiance values have been
converted into reflectance value as,

ρλ = π ∗ Lλ ∗ d2

ESUNλ

∗ cos θ (19.2)

In the above equation, ρλ = Planetary reflectance, Lλ = Radiance (from DN
number), d = Mars–Sun distance in astronomical units, ESUNλ = mean solar exo-
atmospheric irradiances. θs = solar zenith angle. We may see the Ascraeus Mons
raster map projected on the MOLA hillside color map in Fig. 19.1. We developed
the required software algorithms using MATLAB to extract detailed information of
the images captured by MCC.

The first MATLAB algorithm produces a reflectance plot as a function of the
horizontal distance from the evolution point of the cloud. A series of uneven ripples
in Fig. 19.2 indicates the sinusoidal structure of the cloud. The red plot presents the
filtered data. The significant peaks with maximum reflectivity in the plot represent
the trough of the wave. The wavelength of the Lee-wave cloud can be measured as
the distance between the two troughs. We used the pixel counting method to estimate
the distance [19, 20, 8]. Pixel counting method is given as,

https://www.gimp.org/://www.gimp.org/
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Fig. 19.1 Position of the AscraeusMons and Tharsis Tholus based on theMOLA topography map.
We projected the MCC image over the base MOLA color hillside map using ARC-GIS

Fig. 19.2 Position of the cloud near Ascraeus Mons and Tharsis Tholus, captured by MCC https://
mrbrowse.issdc.gov.in/MOMLTA/login.xhtml. We prepared a reflectance plot to show the wave
structure of the cloud portion through a transact along 14˚ N. The reflectance is varying as a
function of distance for the cloud portion [18]

https://mrbrowse.issdc.gov.in/MOMLTA/login.xhtml://mrbrowse.issdc.gov.in/MOMLTA/login.xhtml
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Wavelength of the cloud = (no of pixel counted from one trough to another
through of the wave) X (spatial pixel resolution at the center of the image) +
other error

Our second algorithm works based on the zenith angles associated with each pixel of
the image plane. Zenith angle is not the same for each pixel in an image associated
with the instrument. So, we need to correct the angle values to change the spatial
pixel resolution for each pixel in the image plane. In MCC captured images, spatial
pixel resolution is defined and estimated on the center of the image plane. If the
numbers of pixels in the image are (a, b) in (x, y) direction, then the spatial pixel
resolution is defined for the center pixel coordinates at (a/2, b/2). Incorporation of
angle correction for the spatial pixel resolution (m, n) at any given coordinate (i, j)
can be expressed as,

(m, n) = (a/2, b/2) ∗ (1/ cos(zenith_angle_at_(i, j))) (19.3)

We estimated the direction of the lee-wave cloud from theMCC geometry file.We
considered the direction of the intersecting lines to be perpendicular to the lee-wave
steak for maximum accuracy of ± 1˚ with the line of propagation. Error estimation
regarding the wavelength calculation is based on the parameters responsible for
forming the lee-wave cloud. In Fig. 19.1, red arrow indicates the direction of the
cloud. We encountered a shift of maximum reflectance value in the red curve from
actual data in the blue curve in Fig. 19.2 due to a low pass filter. It may cause an
error in the maximum reflectance. Also, we encountered angle NAN values in the
Grid file, which have been extrapolated using MATLAB software. Considering both
cases, the total estimated error comes around ± 2.6 km.

Necessary Corrections:MCCwas not in an exact nadir position while capturing the
lee-wave cloud.Hence, lens angle is not 90˚ for the cloud. So,we corrected the data by
imposing the angle.grid file available in the dataset and Pythagoras geometry. Nadir
spatial pixel resolution is given for the center of the image. Hence, we corrected the
data before applying the pixel to the distance conversion algorithm. Also, the transact
was taken along a fixed longitude. Accordingly, we converted the reflectance plot as
per the varying lat/long value.

19.2.2 Wind Speed Calculation

We have estimated the wind speed based on the atmospheric internal gravity wave
calculation. The velocity of the wind is perturbed as, (ū+ u, w) after meeting the high
ridge or an obstacle. Also, density and pressure value for each point is perturbed due
to air mass movement. Ganna Valeriyivna Portyankina demonstrated a mathematical
formulation in her Ph.D. to calculate the wavelength of the cloud using the wind
speed value. The same has been adopted for our work in modified form. According
to the concerned literature, the wavelength of the lee-wave cloud is given by [21],
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LW (λ) = 2πucs/g
√

γ − 1 − γ 2 ∗ u2/4c2 (19.4)

where u = wind speed, g = acceleration due to gravity on Mars (3.69 m/s2), LW (λ)
= wavelength, = Cp/Cv (1.3055), and cs = sound speed for mars ~ (226 m/s) [15].

Utilizing Eq. 19.4, we may estimate the horizontal wind speed that drives the
cloud parcel along the north-eastern slope of the high ridge topography of Mars. The
speed of light is very high compared to the wind’s speed, and hence (such that u2/c2

≈ 10−3), the third term inside the square root will vanish. We may rearrange the
equation as follows [22],

u = gLW (λ)
√

(γ − 1)/2πcs (19.5)

Since specific heat capacity changes with temperature, wind speed will vary for
every event [23]. Considering the error in wavelength and case of specific heat
capacity, we estimated the total error in the calculation ofwind speed is± 9.67m/s. In
our present work, the estimated wind speed is a bit higher for theMartian atmosphere
according to previous wind speed estimates and model results [24–26].

19.2.2.1 Shape of the Cloud: Effect of W-E and S–N Wind

Weobserved a total of 25 events overMartian years 33 and 34. The shape of the cloud
is more or less similar for every event following the propagating direction along the
lee side of the high ridge topography. We presented a plot of W-E vs. S–N wind,
along the crest of the wave cloud and at the height of 35 km. From the plot, we may
see that the W-E wind is much stronger than the S–N wind. Combination of both the
component contributes the cloud parcel to follow the north-eastern direction. At the
trough, the wind speed is relatively higher, which we have estimated based on the
wavelength of the cloud as mentioned in the previous section of this manuscript.

19.2.3 Cloud Height Calculation

With the help of the temperature gradient and vertical wind speed value, wemay esti-
mate the approximate height of the cloud [27]. We used General Circulation Model
(GCM) based on MCD to estimate the temperature gradient value. Mars Climate
Database V5.3 in association with GCM can predict most of the parameters (http://
wwwmars.lmd.jussieu.fr/mcd_python/). We have calculated the Scorer parameter to
estimate the height of the cloud. The Scorer parameter [m-1] was used to validate
the development of gravity waves in the atmosphere. It combines the Brunt-Väisälä
frequency with characteristics of the vertical wind profile and maybe calculated as
follows [4, 2, 28, 29, 3]:

http://wwwmars.lmd.jussieu.fr/mcd_python/
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Fig. 19.3 We may see the wind direction at the crest position during the formation of the lee-wave
cloud. Plot data based on the MCD-GCM http://www-mars.lmd.jussieu.fr/mcd_python/. We may
clearly see how wind is distributed to carry the water ice parcel over the north-eastern slope of
Ascraeus Mons. Red circle indicate the Ascraeus Mons and red arrow illustrate the direction of the
wind

SP2(z) = B2(z)

U 2(z)
(19.6)

where B=B (z) is the Brunt-Väisälä frequency, andU=U (z) is the vertical profile of
the horizontal wind. Both the parameters are determined using GCM based onMCD
[28].When SP2 (z) decreases strongly concerning the atmospheric height, conditions
are favorable for trapped leewaves.At higher levels, theScorer parameter often shows
values of about 0.5/km, and the value rarely exceeding 1/km. In the figure, we may
see a decrement between 25 and 30 kmwhich supports the required Scorer parameter
value and the favorable condition for the formation of lee waves (Fig 19.4).

However, when SP2 (z) is nearly constant with height, it indicates a favorable
condition for vertically propagating mountain waves or lee-wave cloud. We compare
our calculated wind speed with GCM to first validate our findings than to see the
more accurate height of the lee-wave cloud [29].

Figure 19.4 demonstrates a plot based on the wind profile and scorer parameter
profile for a particular time as a function of atmospheric height. Thus, we may
estimate the tentative size of the Lee-wave clouds [25]. Also, we validate our findings
withMCS-MRO data for more accuracy regarding the height of the cloud. S R Lewis
et al. forwarded their findings regarding MCD-GCM with an error bar of ± 5% in
the calculation of temperature, pressure, and other atmospheric parameters [30, 23,
26]. If we consider that error, the height of the lee-wave cloud will vary from 30 ±
3 km to 35 ± 4.2 km. Our estimation regarding the wind speed also satisfies that
particular height with a low margin of error depending on the findings of previous
literature [30, 23, 26].

http://www-mars.lmd.jussieu.fr/mcd_python/
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Fig. 19.4 Scorer parameter vs. Altitude vs. Normalized Horizontal wind speed for the observed
events to see the exact height and type of the lee-wave cloud. Estimated height of the cloud is 30 to
35 km [18]

19.2.4 Estimation of Atmospheric Parameters

19.2.4.1 Calculation for TOA with the Help of MCC Radiance Value

We estimated the reflectance value at the top of the atmosphere (TOA) by converting
the MCC visible bands radiance data (Lλ) to the top of the atmosphere reflectance
values (I/Fλ) [17]. The reflectance values at the top of the atmosphere in our case
can be estimated as follows:

I/Fλ = π ∗ Lλ/F(0,λ) cos(i) cos(θ) (19.7)

where Lλ, i, and θ0 are referred to as the spectral radiance observed byMCC for each
pixel, the incidence angle, and the solar zenith angle for the same pixel coordinate.
Fλ refers to the corrected incoming solar incidence flux per unit area of the surface
at the top of the atmosphere [17]. MCC broadband is available with a spectral width
of ~ 0.2 μm. Integrated incoming solar flux F(0,λ) used in the calculation of TOA
for each band is estimated using the spectral response function of the corresponding
band as shown in Fig. 19.5 [17]. In Fig. 19.5, we may observe the normalized count
representations for the red, blue, and green channels. We may find out the values of
the spectral response function (Fλ) by using the solar constant S and the normalized
count.
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Fig. 19.5 Spectral response as a function of Norm count for each band for Mars Color Camera
(MCC) [17, 18]

19.2.4.2 Calculation for Angstrom Exponent (A)

Angstrom exponent is defined as the parameter that decided the mode of the particle.
Depending upon the observation wavelength, we may predict whether the observed
particle is a coarse- or fine-mode. The relation between α and TOA can be expressed
as follows:

(λ1/λ2)
−α = (I/F)λ1

/(I/F)λ2
(19.8)

where λ1 and λ2 are the wavelengths for red and blue color bands in our study,
selecting these two particular bands is that the red color has maximum scattering
through the atmosphere. In contrast, blue has minimum dispersion because of the
short wavelength [17, 31]. If α is greater than 1, the particle’s effective radius is less
than the wavelength (fine-mode). In contrast, if α is less than 1, the particle’s effective
radius is greater than the corresponding wavelength value (coarse-mode) [31].
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19.2.4.3 Calculation for AOD (T)

In the previous works, the authors calculated the AOD values by contrast variation
for the images captured by Viking [32] and HRSC [33, 34]. We followed the same
to estimate the AOD for our observed images. We know that the contrast and the
clarification of remote sensing images depend on the atmospheric deposition of water
ice and dust particles. An increment in the AOD makes the surface less visible for
observation. Hence, the reflectance at the top of the atmosphere decreases for the
observation. Hoekzema et al. [33] described the stereo image method based on the
comparison of the contrasts in twoHRSC stereo images for estimation of atmospheric
optical depth over volcano Pavonis Mons [33] and Valles Marineris [32]. The stereo
method adopted in our present work is briefly described as follows:

Let us considerμ1 andμ2 are the emission angles for two stereo images captured
byMCC. Ifμ1 is greater thanμ2, then in associationwithμ1 has a longer path length
through the atmosphere, and hence, it will show a solid atmospheric contribution in
the decrement in contrast as compared to image with emission angle μ2. We may
use this difference in comparison to estimate atmospheric optical depth [35].

Let us consider the inward radiation to be O (i; j) for the observed image, where
indices i, j refer to pixel number for a two-dimensional image. Let R (i; j) represent
the upward reflection by the surface in the direction of pixel i; j for the observed
image. If we observed the image in an atmosphere with a minor condition, then O
(i; j) and R (i; j) would be equal. However, in the atmosphere on a planet, totally
reflected radiation R (i; j) will not reach the camera because of scattering in the
atmosphere during its way up through the atmosphere.

Therefore, the fraction of R (i; j) that reaches to Camera can be written as R
(i; j) exp (-τ /μ). Here ‘r’ represent the atmospheric optical depth (AOD). In fact,
airborne dust particles scatter only a tiny fraction of incident radiation back to the
space. However, dust haze, water ice, and high altitude cloud haze of small particles
significantly backscatter the incident radiation [36, 37]. We included the fraction
of inbound backscattered radiation and outbound forward scattered radiation by the
airborne aerosols contributing to the radiation data collected by the Camera by B (i;
j). Therefore, the radiation at the top of the atmosphere observed by the Camera on
board an Orbiter is given by,

O(i, j) = R(i, j) exp(−τ/μ2) + B(i, j) (19.9)

SinceBwill not show large variation over an observed area, hence,wemay convert
the above equation as,

contrast (O1) = (contrast (R1(i, j) exp(−τ/μ1) (19.10)

contrast (O2) = (contrast (R2(i, j) exp(−τ/μ2) (19.11)
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For a Lambertian surface, R1 = R2 for a perfect camera. Therefore, when MCC
captures two images with almost similar phase angles, then Lambertian approxi-
mation is acceptable even with different emission angles. This approximation again
considered that the contrast of S1 and S2 would be very similar over a given region
while O1 and O2 will be different. In our present study, the phase angle varies from
42.86 to 44.69˚ for the stereo images. Now, if we use Lambertian approximation in
Eq. (19.9), we will get,

contrast (O1) = exp(−τ/μ1)(contrast (R1)} (19.12)

contrast (O2) = exp(−τ/μ2)(contrast (R2)} (19.13)

Now AOD can be given as,

τ = [μ1μ2/μ1 − μ2] log{(contrast (O1)/ < O1 >)/(contrast (O2)/ < O2 >)}
(19.14)

Thus, we may estimate the AOD from two stereo images captured by a camera.

19.2.4.4 Calculation of the Temperature (K)

We know that the power radiated by a black body concerning the temperature vari-
ation, that phenomenon was described by the Stefan–Boltzmann law. Stefan–Boltz-
mann law states that the total energy radiated per unit surface area of a black body
across all wavelengths per unit time is directly proportional to the fourth power of
the thermodynamic temperature T of the back body. The radiance value (Wm−2θ−1)
for a black body can be formulated as follows [38]:

L = (σ/π) ∗ T 4

=> P = σ AT 4
(19.15)

We have estimated albedo value from the MCC images, and that can be used, and
hence can modify the above equation as follows:

=> T = (1 − a)1/4
279

r1/2
K (19.16)

where L is the radiance value, σ is Stephen’s constant = 5.670367(13) × 10 −
8 W·m−2·K−4, where “T” is the temperature, “a” denotes albedo value, r is the
distance between mars and sun in the atmospheric unit. We took an approach to
calculate the albedo value from the direct solar insolation value and the image radi-
ance value. We have verified our findings with the Mars SWIR Albedo map prepared
in Ramdayal Singh et al. with an error bar of ± 0.05. Estimated temperature varies
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Fig. 19.6 We may see the water extinction color plot. Pink circle indicates the presence of water
ice cloud for the same event captured by MCC on 27 Dec 2015 along with exact latitude value.
Temperature color map based on the MRO-MCS data. Pink circle indicates the studied area and
showing some temperature profile that follow the constrain set in Guha et al., [39] and hence verified
our findings regarding the calculation of CBL height

from 160± 3K to 180± 4K (Figs. 19.6). Further, we have re-verified our result with
the GCMmodel andMCS observed temperature and weather report data (Figs. 19.7,
19.8). Please refer to Fig. 19.9 of Kalita et al [18] .

19.2.4.5 MCS/MARCI Data Analysis and Observations

MRO observe Martian limb, nadir, and off-nadir in nine broadband channels to
detect dust, temperature, and condensates [40, 41] since September 24, 2006 (LS =
111°, MY 28). We may extract vertical profiles of temperature (K), dust extinction
(km-1; at 463 cm − 1 wavenumber), and water ice extinction (km-1; at 843 cm-
1 wavenumbers) through the limb observations with a moderate (5 km) vertical
resolution from the surface to ~ 80 km altitude through MRO observation [41]. The
uncertainty in extinction usually varies from 10 − 5 to 10 − 6 km − 1 for MRO dust
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Fig. 19.7 We may see the
lee-wave cloud in Marci
images also correspondence
with MCC event that we
observed in our present
work. http://www.msss.com/
msss_images/2016/01/06/

Fig. 19.8 We may see the lee-wave cloud near Ascraeus Mons and Tharsis Tholus during
11/04/2016 and 04/01/2018. Fig. a) We may see the clear ripple of the lee-wave cloud; b) Ripples
are less distinct due to high wind flow over the Tharsis Tholus region (westerlies)

observational data [42], whereas the uncertainty in the altitude data varies as ± 1 km
[12, 13, 40, 41].WeusedMCSDDRdata forMY33–34 in our presentwork, available
in NASA-PDS. Vertically integrated dust extinction is available in a .tab file inside
MCS observational DDR data product. We may use the water ice extinction data
to analyze the total observed water ice opacity. Eventually, MCS retrievals in dusty
conditions do not extend to the surface with maximum atmospheric mass [43]. So,
the vertically integrated dust opacity is calculated by assuming a well-mixed profile

http://www.msss.com/msss_images/2016/01/06/
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using the lowest retired point. We adopted the density-scaled opacity approach given
in [39] to examine the variability in atmospheric parameters. The profile forwarded
by [26] cannot estimate the vertical dust distribution at certain latitudes and seasons.
Moreover, density-scaled opacity helps understand a particular dust profile’s radiative
and dynamic importance [39].

From the temperature data, we found that temperature in the cloud region is ~
180 K.

Radius of the Particle

We followed the Mie theory to calculate the radius of the particle. First, we calculate
the density-scaled opacity derived fromMCS dust extinction andwater ice extinction
data. We used the data to estimate the mixing ratio of dust and water ice particle, then
using the Mie theory, we calculated the effective radius of the particle as follows:

mixing ratio(q) = 4ρD(dzτ)re f f
3Qextρ

(19.17)

The value of Qext is 0.35, which can be obtained from the Mie theory described
by [41], reff is the effective radius of a dust particle, and density is obtained from
MCS data using the ideal gas equation. ρD is the retrieved density that has the value
of 3000 kg m-3. The effective radius of the dust particle varies from 0.40 to 3.2 μm.
The mixing ratio is considered from the MCD-GCM for that particular event.

MARCI Daily Weather Report

To become more rigid with the findings, we consulted MARCI daily weather reports
and global images associated with the cloud events captured byMCC. During Ls 200
to 260, regional dust storms and dust lifting process have been reported by MARCI.
During the Martian non-dust storm season, the appearance of water ice cloud is
reported in MARCI daily weather report.

Report Aphelion cloud-belt spread as Solstices came. The regional storm swept
over plains northward Tempe. Dust unfurled East–West sporadic storms passed “top”
equatorial lands http://www.msss.com/msss_images/2016/01/06/.

Results and Discussions

In our present work, we considered all the images captured byMCC, having evidence
of the presence of the Lee-wave clouds in the Martian Atmosphere. In Fig. 19.9, we
may see the lee-wave cloud near Ascraeus Mon and Tharsis Tholus. We illustrate the
reflectance plot in Fig. 19.2 for lee-wave cloud images along latitude 13˚ N. Forget
et al. [44] illustrate their work regarding the global climate models during periods
of high obliquity (>45z), which shows a strong westerly wind across Tharsis. This
strong wind carried the parcel equatorward from the polar caps through the Tharsis
region. As soon as the air encountered the steep slopes of the high ridge of Ascraeus

http://www.msss.com/msss_images/2016/01/06/
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Fig. 19.9 We may see the AOD values are varying as a function of altitude. We fitted the data
exponentially to evaluate the scale height of the AOD as a function of altitude

Mons andTharsisMontes, instantly the parcel rose up and hence cooled adiabatically,
resulting in the precipitation on the western flanks of the volcanoes [26, 7]. In Table
19.1, we have tabulated all the starting locations of lee-wave cloud events.

We have considered 35 events for 7 days. Each day contains five stereo images.
The estimated wavelength for the lee-wave cloud on 27 November is 31.2 km with
an average wind speed of nearly 45.29 m/s at the height of 30 km from the surface of
Mars. We have also computed the wavelength and the average wind speed values for
the other events, respectively, on 18December, 27December, and 30December 2015,
11 April 2016, 13 October 2017, and 04 January 2018. The estimated wavelength
varies from 27 ± 3 to 39 ± 3 km, and the wind speed ranges from 32 ± 9 to 54.25
± 9 m/s for the observed events. We may see all results in the table regarding the
wavelength, wind speed, and the height of the Lee-wave cloud. In our observation,
the height of the cloud varies from 25 to 37 km. As we mentioned earlier, to estimate
the height of the cloud, we considered the scorer parameter value, and for that, we
have consulted MCD-based GCM predictions. In Fig. 19.4, we may see how the
scorer parameter decreases from 1.0 and 0.5 within the height limit of 27 to 30 km.
After calculating the height, we validated our results withMCS-MROdata.We found
that the scorer parameter application effectively determines the height of the trapped
lee-wave cloud.
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Atmospheric properties of the planet may be predicted from TOA values, since
the TOA value depends on the incoming solar flux and backscattered radiation.
Therefore, we first estimated the reflectance values at the top of the atmosphere for
the entire visible bands. For example, on 18 December 2015, reflectance values at
the top of the atmosphere are 0.31, 0.26, and 0.20 for blue, green, and red bands. We
analyzed theMOLA_DEMusingARC-GIS to estimate the elevation profile.We also
calculated the Angstrom Exponent (α) values to predict the nature of the Lee-wave
cloud particles and reported α value vary from 0.9 to 2.3 accordingly. Our findings
indicate that the cloud may contain both fine-mode as well as coarse-mode particles.
It is to be mentioned that the cloud portion shows maximum reflectance in the blue
channel indicating the presence of water ice particles. We consulted GCM to collect
the water ice mixing ratio during the observed period to calculate the effective radius
of the particles present in the cloud. The effective radius of the dust particle varies
from 0.16 to 1.33 μm, while the water ice particle radius varies from 0.6 to 3.2 μm.

MCC has captured the entire lee-wave cloud images during northern summer Ls
= 60 ˚ to Ls = 90 (longest distance between the Sun and Mars). Dust haze also can
be observed during the mentioned period [45, 17, 10, 12]. In our present work, we
evaluated the optical depth as a function of altitude [46]. The optical depth or optical
thickness can be defined as the natural logarithmic ratio of incident to transmitted
radiant power when the beam passes through a material or the atmosphere. We
reported that the optical depth values vary from 0.5 to 2.2 for the red channel. In
contrast, the blue channel ranges from 0.9 to 2.01 with an error of ± 0.2 using the
stereo image processing method.

The scale height, f (Z) = 1.8676 *exp (−0.524*Z) is for red channel and f (Z) =
1.2676 *exp (−0.344*Z) is for blue channel as demonstrated in Fig. 19.9. Computed
scale height varies from 3 to 5 km. Pressure scale height is given by H(z) = RT/gM,
where R, T, g, and M refer to ideal gas constant, temperature, Martian gravity, and
molecular weight, respectively. Pressure scale height is found in 8.6–10.1 km based
on the Lewis et al [23]. Though the red channel scale height of AOD is slightly higher
than the blue channel AOD, both the values are highly different from the estimated
pressure scale height value. Previous literature showed that the scale height of AOD
is comparable to the pressure scale height of the Martian atmosphere. They argued
the presence of heterogeneous mixture near mountain region due to the mismatch of
pressure scale height and scale height of AOD, where usually lee-wave clouds are
formed [5, 47, 48, 6].

Table 19.2 illustrates the formation temperature of the cloud based on the Stephen–
Boltzmann law. Estimated temperature varies from 180 to 190 K. We may see an
albedo map based on the MSM and MCC in Fig. 19.9 Kalita et al., where albedo
value ranges from 0.8 to 1.0 for the lee-wave cloud. In contrast, temperature varies
from 170 to 180 K at the height of 28 km. We cross-verified our results with GCM
and MRO-MCS and verified that the estimated temperature at the altitude of 28 km
falls within 1% of error. We also confirmed water ice cloud variability during solar
longitude 73 to 136° using MARCI daily weather report and MARCI global images.
The season approaching 85 clouds used to disappear and reappeared at Ls 110 to
Ls 136. The reason for this variability is concluded as dust storms [45, 9, 11]. We



190 J. Kalita et al.

Table 19.2 The effective radius of the dust particles and the formation temperature of the Lee-wave
clouds in the Martian atmosphere

Sl. no Orbit no Effective radius
of the dust
particle (n m)

Albedo value for
the cloud region

Estimated
temperature
value (K)

MCD
Temperature
value (K)

1 27.11.2015 160 0.7 176 179

2 30.12.2015 330 0.8 182 180

3 27.12.2015 270 0.7 171 181

4 18.12.2015 240 0.9 182 178

5 11.04.2016 250 0.6 165 160

6 13.10.2017 360 0.8 179 175

7 04.01.2018 310 0.9 185 190

validate our findings using MCS-MRO data analyzed for water ice extinction and
temperature. We reported a particular height for the lee-wave cloud, depending on
the frequency value, temperature lapse rate, and scorer parameter. As we can see,
the scorer parameter curves intersect the attitude curve in two particular points, and
we considered only the first one and reported that the height is 30 km. To be more
concertize about our finding, we consulted MCS-MRO data, and from the figure, we
may see that there is no data for water ice extinction above the height of 70 km. Also,
at an altitude of 30 to 35 km, we may see the water ice cloud’s clear presence and the
same coordinate. From this observed data, we validate our findingswithin 2%of error
regarding the height of the cloud. Secondly, we have calculated the temperature using
Stephen Boltzmann’s law and verified our results with MCD-GCM. An observed
data for that particular period will give more accuracy regarding our findings. So,
we analyzed the MCS temperature data, and it provides a temperature with a value
within 1.5% of our estimated value.

19.3 Conclusion

During non-dust storm season, a tropical cloud used to appear in the Martian atmo-
sphere. These water ice clouds are carrying significant importance in seasonal vari-
ation. MCC captured these water ice content lee-wave clouds near the slope of the
high ridge of Ascraeus Mons and Tharsis Tholus. We reported the cloud as a water
ice cloud with an effective radius of 1.2 to 3.2 μm. The clouds are spreading over a
large area of 100 km2, and the cloud parcel contains both coarse-mode and fine-mode
particles. Due to high wind flow and adiabatic changes in the atmosphere, the cloud
parcel reached a height of 35 km from the mean surface of Mars. The scorer param-
eter value for these wave clouds varying from 0.5 to 1.0 indicates trapped lee-wave
characteristics with a reported wavelength of 27 to 39 km and a wind shear of ~
55 m/s. Due to the high deposition of water ice in the atmosphere, AOD increases to
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2.1. Most of the radiation is reflected at the top of the atmosphere. The scale height
of AOD was 3 to 6 km, which is not the same as the pressure scale height for the
observed period, indicating a heterogeneous mixture. Due to the adiabatic variation
in the atmosphere, the cloud parcel passes through different temperature levels and
condensates at ~ 190 K. We verified our estimated temperature and height of the
cloud with MCD-GCM and MRO-MCS. Also, we consulted MARCI daily weather
report and MARCI-DGM to more concretize our findings.
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Chapter 20
Microscopic Foundation of Some
Empirical Rules and Z(Pr) of a Simple
Fluid

Yatendra S. Jain

Abstract In this paper, we use our recently reported microscopic theory of simple
fluids (Jain in J. Mol. Liquids, 249:688–701, 2018) to explain how high energy parti-
cles present as a solute weaken the liquid structure, facilitate the formation of bubbles
and trigger liquid to gas transformation (L2GT). The average kinetic energy of these
particles is concluded to fall ≈ 3kBTc/2 and this fact helps in finding the tempera-
ture (T ) dependence of their number density. This explains the detailed microscopic
origin of Guldberg rule, triple point temperature Tt ≈ 0.52Tc, Trouton rule and ideal
gas (IG) behaviour of the gas at Boyle temperature (TB). Analyzing our mathemat-
ical relation Z = Zcρc Pr/ρTr derived from the basic definition of compressibility
factor Z of a fluid. It explains why Z(Pr ) of a low-density gas decreases linearly
with an increase in Pr , while the same for high-density incompressible gas and liq-
uid states increases linearly with Pr and vaporisation of a liquid is a basic property
of gas-liquid interface (GLI). It is discovered that Zinv = 1/Z is directly related to
two terms representing interparticle attraction and repulsion and this fact can greatly
simplify the evaluation of Z for any simple fluid. Particles in the liquid state are
concluded to make a macroscopically large molecule with solid like incompressible
structure having vanishingly small shear forces. A new useful form of the equation
of state of a real gas is also discovered.

20.1 Introduction

Recently, we reported a microscopic theory of simple fluids [1] developed by using
pair of particle basis (PPB) which identifies each particle as a part or a represen-
tative of pair of particles. It obviously differs from all other theories developed by
other scientists [2] by using single particle basis (SPB) which recognizes each par-
ticle as a free particle. While PPB theory can treat the two body central potential
(V (ri j )) exactly, SPB theories use different methods which treat it only approxi-
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mately. The merit of our theory lies in the fact that it answers several questions of
great importance not answered by SPB theories. This refers to the questions related
to the microscopic mechanism of liquid to gas transition (L2GT) and gas to liquid
transition (G2LT) [1, 3, 4], several important empirical rules followed by simple
fluids and the explicit relation of V (ri j ) with compressibility factor (Z) appearing in
the well known equation of state (EOS), PV = Z RT . In this paper, we unravel the
detailed microscopic reasons for the observation of some of the important empirical
rules such as Guldberg rule [5], Trouton rule [6], etc. In addition, we analyze Z(Pr )
in relation to its dependence on Pr = P/Pc for a given Tr = T/Tc. We also find an
important fact that V (ri j ) are more directly related to Z inv(= 1/Z) than Z . While,
Z inv and V (ri j ) are related through two simple terms representing the impacts of
attractive and repulsive components of V (ri j ), Z is known to represent an expansion
series with terms having different powers of ρ which poses a problem for its non
converging nature. The study provides enough reasons to believe that the liquid state
represents a macroscopically large molecule with solid like incompressible structure
having vanishingly small shear forces which allow its particles to flow.

20.2 Microscopic Foundations of Important Empirical
Rules and IG Behaviour of a Real Gas

20.2.1 Guldberg Rule

In our earlier paper [1], we unravelled the microscopic basis of Guldberg rule
(T 1

b /Tc = 2/3with T 1
b being the boiling point of the liquid at 1 atmpressure) by using

a simple scientific logic. However, in this article, we explain its foundation by using
necessary mathematical relations. Accordingly, we combine v = V/N (volume per
particle) and theoretical Zc = 0.2962 [1], with

PcohV = (N − N ∗)kBT = (1 − Z)NkBT (20.1)

followed from [1]. Here Pcoh is cohesive pressure and N ∗ = ZN is the number of
free particles, while N − N ∗ particles are fully controlled by Pcoh. Accordingly, we
have

PTc
coh = (1 − Zc)NkBTc

Vc
= 0.7036kBTc

vc
= 0.7036kBTcρc. (20.2)

at T = Tc. Similarly, for the liquid phase at T < Tc, we also have

PTb
coh = (1 − ZTb

l )NkBTb

VTb
l

≈ (1 − ZTb
l )kBTb

vTbl
=

(
1 − ZTb

l

)
kBTbρ

Tb
l , (20.3)
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which represents Pcoh at an arbitrary boiling point Tb. Using this relation with our
theoretical result [1] that the liquid phase at temperatures as low as T 1

b has ZTb
l ≈ 0

(corroborated by the experimental value), we find

P
T 1
b

coh = (1 − Z
T 1
b

l )kBT
1
b ρ

T 1
b

l = kBT
1
b ρ

T 1
b

l , (20.4)

Combining, (20.2) and (20.4)with Fb = 3(1 − Z), -the number of degrees of freedom
(DOF) of a particle controlled by Pcoh [1], we find following Fb, respectively, due

to PT=Tc
coh and P

T=T 1
b

coh .

Fb(T = Tc) = 3(1 − Zc) = 2.1108 and Fb(T = T 1
b ) = 3(1 − Z

T 1
b

l ) ≈ 3.
(20.5)

The fact, that these numbers match closely with corresponding numbers “2 and 3”
adopted to explain the Guldberg rule, underlines the accuracy of our argument [1].
However, to add more to this account, we examine the boiling process and formation
of a bubble for their role in the onset of L2GT in Appendix 20.5. Accordingly, we
find that a liquid becomes critical for L2GT at a Tb when a small amount of GIB (gas
in bubbles) assumes a state of εGI B > CεGL I (see Appendix 20.5 for notations) by
crossing the state of

εGI B = CεGL I ≡ to Fevap = Fcond (20.6)

representing the state of equilibrium (cf., (20.5.4)), where rate of evaporation of
liquid particles equals rate of condensation of gas particles. Here Fevap is a force
which induces a liquid particle to evaporate, while Fcond is an opposite force which
makes a gas particle to condense. We assume that εGL I includes the impact of Pr
which also opposes the evaporation of a liquid particle from GLI. To reveal possible
aspects of L2GT from (20.6), we note the following points.

(a) As shown in [1], PPB concludes that each particle has two motions (q and
K). Notably, q-motion represents relative motion of two particles having equal and
opposite momenta (q, -q) with respect to their centre of mass (CM) which moves
with momentum K in the laboratory frame. Since the share of q-motion in the KE
(=3kBT/2) of a particle is 2 times the share of K-motion [1], 3 components of q [qx ,
qy and qz] and three similar components ofK have an energy impact 9 times that of a
single Ki (with i = x/y/z) which implies that each particle has 9 apparent degrees
of freedom (ADOF) which are controlled by the increasing impact of Fcond ≡ Pcoh in
process of cooling. For example, as indicated by (20.5), Fcond controls about 4.2216
ADOF (representing 2.1108 components of q) at T = Tc and 6 ADOF (representing
all the 3 qi ) at all Tb where ZTb

l has negligibly small value.

(b) Since V (ri j ) appears only in the equation of q-motions, Fcond first achieves direct
control over 6 ADOF of 3 qi . The remaining 3 ADOF of K-motion are controlled
indirectly at a latter stages of cooling.
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(c) As GIB is a gas of T = Tc, εGI B in (20.6) equals 3kBTc/2 and further since 9
ADOF of a particle have 3kBT/2 KE (i.e., a single ADOF has kBT/6 KE), |εGL I |
appearing in same equation can be expressed as |εGL I | = γ(kBTγ/6) by assuming
that Fcond (originating from this energy) controls γ ADOF at T = Tγ . When these
values of εGI B and |εGL I | are combinedwith (20.6) by using (20.5.2, 20.5.3 and20.5.4
of Appendix 20.5), we have (i) 3kBTc/2 = Cγ(kBTγ/6) for any Tγ between Tt and
Tc and (ii) 3kBTc/2 = 4.2216C(kBTc/6) at T = Tc, since Fcond at Tc controls
γ =4.2216 ADOF (cf., point-(a) above). This renders

Tγ

Tc
= 4.2216

γ
, (20.7)

a very useful relation, to determine T 1
b /Tc and Tt/Tc since related γ can be easily

fixed.We note that each particle in the solid phase at T = 0 has only small amplitude
oscillatory motion (zero point motion) around its location as a manifestation of its
q-motion. The K-motion of each particle appears as collective oscillatory motions
known as phonons at non-zero T . The fact that phonon energy is decided by inter-
particle forces, indicates that all the 9 ADOF of each particle in a solid phase remain
under control of the cohesive forces. However, when the liquid melts at its melting
point, the cohesive forces ease out their control on a minimum of 1 ADOF related
to K-motions necessary for the liquid like behaviour. No easing out of any ADOF
of q-motion is expected before all the 3 ADOF of K-motions are eased out since
interactions appear in the equation of q-motion and not in that of K-motion. This
implies that a maximum of two ADOF of K-motion remain under the control of
cohesive forces indicating that γ related to Tt can be ≤8. On the other hand, since a
liquid particle at the GLI can diffuse along the x− and y− directions in the plane of
GLI but not along the z−direction (⊥ to GLI), it is clear that a minimum of 1 ADOF
of K-motion remains under the control of cohesive forces with rise in T from Tt to
T 1
b . Evidently, the minimum value of γ related to T 1

b is 7. Accordingly, the maximum
value of T 1

b /Tc and minimum value of Tt/Tc are found to be

T 1
b

Tc
= 4.2216

7
= 0.603 and

Tt
Tc

= 4.2216

8
= 0.528 (20.8)

The fact, that these results agree closely with corresponding experimental values
falling, respectively, around 0.58 and 0.555 [7], proves their accuracy. Notably, the
former also supports the Guldberg rule because 0.603 is not far from 0.667 (antici-
pated from the rule); this is, particularly important since the Guldberg rule is largely
derived from the experimental value of T 1

b /Tc for liquids composed ofmolecules hav-
ing a large number of atoms whose rotational motions can make observable impact
on T 1

b /Tc. It may be noted that such molecules are likely to lose energy of their linear
motion in favour of their rotational motion causing a reduction in their force to blow
up the bubble or rupture the GLI. As a result, T 1

b /Tc is expected to be higher than
0.603 (20.8) and it can be as high as 0.7036 resulting from γ = 6.
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In order to provide a complete understanding of possible values of Tb/Tc, we also
add following points.

(a) T 1
b /Tc has special relation with the general behaviour of simple fluids because

our atmosphere is basically composed of viz., N2 (78%), O2 (21%), Ar (0.93%) and
CO2 (0.04%) and they all represent a simple fluid. Obviously, T 1

b /Tc for these fluids,
(found to fall, respectively, around 0.613, 0.583, 0.580 and 0.640), indicate that
1 atm pressure represent their intrinsic vapour pressure at their T 1

b . Consequently,
all simple fluids having non-polar structure with few atoms per molecule should
have T 1

b /Tc ≈ 0.604 (the average of four T 1
b /Tc mentioned above). Since this value

neither differs significantly from 0.667, underlined by Guldberg rule [5], nor from
Ts = Tb/Tc = 0.58, emphasized by Guggenheim [7], it is not surprising that most
simple fluids are found to have T 1

b /Tc between 0.58–0.67.

(b) Boiling of a liquid at T 1
b is also unique for the point of experimental requirement,

since making a liquid boil at Tb < T 1
b [or at Tb > T 1

b ] needs an extra arrangement
to achieve corresponding Pex (externally applied pressure) < 1 atm [or Pex > 1
atm]. Notably, Pex (< 1 atm) is achieved by putting the liquid under the suction force
of a vacuum pump which weakens the liquid structure (in particular the GLI) and
promotes boiling atTb < T 1

b . Similarly, Pex (> 1atm) is achievedbyputting the liquid
in a closed container which allows control over the increasing Pex to get the desired
Pex . The increased Pex adds necessary strength to GLI against its disintegration due
to increased nGI B in the liquid. Accordingly, we can have any Tb between T 1

b and
Tc.

(c) T/Tc = 0.469 obtained by using γ = 9 in (20.7) refers to a situation where each
particle is bound by cohesive forces in respect of its all the 9 ADOF and such a
state represents a perfect solid which does not have its sublimation. This implies that
sublimation of solid phase of a simple fluid is possible between Tt and Tr = 0.469
only.

20.2.2 Trouton Rule About Heat of Vaporisation, �vapHT1
b

The statement of Trouton’s empirical rule �vapHT 1
b ≈ 9RT 1

b was slightly modified
by Guggenheim [7] by using a more accurate analysis of experimentally observed
�vapHT . Accordingly, simple fluids more consistently follow

�vapH
Ts ≈ 9RTs (20.9)

at Ts = 0.58Tc, not at T 1
b . We revisit our earlier account [1] of this rule to provide

alternative account with greater degree of clarity of reasons. We note that �vapHTs

represents the energy required to move N particles from their collectively bound
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liquid state to gaseous state having vanishingly small binding. This, can, therefore,
be evaluated by using

PexV = Z RT (20.10)

with a fact that a simple fluid at its TB behaves like an IG defined by (20.10) with
Z = 1 and the same in its l-phase at a low boiling point such as Ts = 0.58Tc can be
defined by (20.10) with Zl = Zl

Ts
≈ 0. Accordingly, we have

E IG
TB = 3

2
RTB and El

Ts = 3

2
Zl
Ts RTs ≈ 0, (20.11)

and
�vapH

Ts = [E IG
TB − El

Ts ] + εs (20.12)

where E IG
TB

and El
Ts
represent the thermal energy of particles assumed to, respectively,

have IG state at TB and l-state at Ts , while εs expressed as

εs ≈ 3

2
NkBTs = 3

2
RTs (20.13)

represents the energy of inter-particle correlations present in the liquid phase. Using
these relations with TB = 2.73Tc = 4.706Ts , as concluded in [1], we easily have

�vapH
Ts = 3

2
RTB − 0 + 3

2
RTs = 7.05RTs + 1.5RTs = 8.55RTs . (20.14)

We also find �vapHTs by using another alternative of these steps and the following
relation which needs evaluation of [Vg/Vl ] representing the ratio of N−particle
volumes in their g- and l-phases at T = Ts . Accordingly, we have

�vapH
Ts = (E IG

Ts − El
Ts ) + RTs ln

[
VTs

g

VTs
l

]
+ εs (20.15)

which renders

�vapH
Ts =

(
3

2
RTs − 0

)
+ RTs ln

[
VTs

g

VTs
l

]

+ 3

2
RTs = 1.5RTs + 5.547RTs + 1.5RTs = 8.547RTs . (20.16)

since we easily have VTs
g /VTs

l ≈ 256.52 by using: (i) Z ≈ 1.0 and Pex = Pc/50 [7]
(for the gas at T = Ts), and (ii) Zc = 0.2962, Pex = Pc and V = Vc (for the gas at
T = Tc) with Vl = Vc/2.62 (obtainable from ρl/ρc relation (cf., (6.1)-of-[7]); one
can also find VTs

g /VTs
l ≈ 256.52 by using similar information for TB in place of Tc.
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The fact that�vapHTs = 8.55RTs (20.14 and 20.16) agrees closely with its exper-
imental value ≈ 9RTs observed for a large number of simple fluids [7], underlines
the accuracy of our account of the Trouton rule in its modified statement.

20.2.3 IG Behaviour at TB

In our earlier paper [1], we used a qualitative argument to identify the cause of IG
behaviour of a RG at T = TB with the balance of forces originating from V R(ri j )
and V A(ri j ). Here we find how exactly a fluid sustains this balance. Using B2(T )

((Eqn. 20.6) reported in [1]) in the standard expression for Z , we have

Z = 1 + B2(T )

V
= 1 + BVc

V

[
1 − sTc

T

]
= 1 + B

[
1 − sTc

T

]
ρ

ρc
. (20.17)

with B ≈ 0.407 and s ≈ 2.73 as concluded in [1]. Combining this relation with
(20.10) and using ρ = N/V, we get

Pex = kBTρ + B
ρ

ρc

[
1 − sTc

T

]
kBTρ = Pex

IG + (PR − PA). (20.18)

with

Pex
IG = kBTρ, PR = B

ρ

ρc
[kBTρ] PA = Bsρ

ρc
[kBTcρ] (20.19)

where PR and PA are expected to depend, respectively, on V R(ri j ) and V A(ri j ) [with
superscripts R and A indicating repulsive and attractive parts of V (ri j ) through

B ∝
∑
j

V R(ri j ) (= V R) and s ∝
∑
j

V A(ri j ) (= V A), (20.20)

Notably, as indicated by (20.19), PR representing V (ri j )] through (equated normally
to the hard core (HC) repulsion VHC(r)) depends linearly on T and this agrees with
what is noted in [3]. On the other hand, PA representing V A(ri j ) rightly remains
constant for a given V. Naturally, with change in T , a RG kept in a container of fixed
V is expected to have

PR = PA (20.21)

at T = TB defined by
TB = sTc ≈ 2.73Tc. (20.22)

Analyzing this result in combination with (20.19), it becomes clear that, a RG (inde-
pendent of its ρ) assumes PR = PA only at TB ≈ 2.73Tc. However, this inference,
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based on (20.17), does not include higher order terms (such as third, fourth, …) of
the Virial series expansion written in terms of ρ as

Pex = RTρ[1 + B2ρ + B3ρ
2 + ...], (20.23)

although these terms are not expected to be negligible since (20.23) assumes poor
convergence with increasing ρ. We may now recast (20.18) for the effective KE
(ERG

N = 3PexV/2) of the RG to find

ERG
N = 1.5RT + V R − V A = N (1.5kBT + vR − vA). (20.24)

with

V R = Bρ

ρc
(1.5RT ) and V A = Bsρ

ρc
(1.5RTc), (20.25)

which are, respectively, related to V R(ri j ) and V (ri j ) through B and s ((20.20). Using
(20.22, 20.24 and 20.25), we have

V R = V A, (20.26)

at T = TB . Equation (20.26) not only shows that V R , representing the +ve energy
of each particle at TB , gets neutralized by V A, representing its −ve energy, but
also demonstrates its similarity with (20.21) which represents a balance of repulsive
and attractive forces, experienced by each particle in the fluid at TB . Naturally, it
underlines the need of re-analyzing the role of interparticle forces in determining Z
(where Pr = Pex/Pc and Tr = T/Tc) as discussed in the following section.

20.3 Compressibility Factor Z

20.3.1 Relation with Pr , Tr and V (ri j )

Since PR (20.19) and V R (20.24) for a given ρ, depend linearly on T , and PA and
V A remain independent of T , contributions of V R(ri j ) and V A(ri j ) to Z have to be
evaluated from

∑
j V

R(ri j ) and
∑

j V
A(ri j ) as separate terms, not by using their

sum,
∑

j (V
R(ri j ) − V A(ri j )) as a single term. This important fact helps in finding

Z , - the most significant factor required to find different properties of a fluid under
different physical conditions. To this effect, we recast our theoretical relation for Z
(equation 20.27 of [1]) as

Z = Zcρc

ρ

Pr
Tr

, (20.27)

obtained by using its basic definition
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Z = VRG

VIG
, (20.28)

withVRG andVIG being the volumes of RG and IG obtained under identical physical
conditions. Obviously, (20.27) can be used to find experimental Z of anyRGby using
the experimental values of its ρ, ρc, Zc, Pc and Tc.

However, combining (20.10) and (20.24) and Pex = 2ERG
N /3V, we find

Z = 1 + 2(vR − vA)

3kBT
with vR = V R/N and vA = V A/N (20.29)

which relates Z with V (ri j ) through vR and vA without using any approximation,
provided V R and V A are evaluated by using all possible interactions a particle has
with other particles in the system. We now assume that

vR ∝ kBTρ or vR = (3C/2)kBTρ and vA ∝ kBTcρ or vA = (3Ch/2)kBTcρ, (20.30)

where C and h are proportionality constants. The assumption follows from the
fact that each particle keeps its neighbouring particles at a distance d through a
repulsive force generated by its collisional motion whose energy depends on T ,
while vA, responsible for the collective binding energy of a particle in the fluid, can
be expressed in terms of kBTc. (20.29) and (20.30) render

Z = 1 + C

(
1 − hTc

T

)
ρ = 1 + Cρc

(
1 − hTc

T

)
ρ

ρc
(20.31)

which reveals the details of how Z depends on V R(ri j ) and V A(ri j ). The fact that
(20.31) agrees exactly with (20.17) (with B = Cρc and s = h) implies that 2nd
term of Virial series expansion accounts for the entire contribution of two body
central potential to Z , while 3rd, 4th, ... ... terms should explain the contribution of
non-central potential and other factors. Since the basis of (20.31) lies with (20.30)
which is corroborated by experiments [3, 7], it appears that the interparticle forces
of different nature should be separated to evaluate their contributions for a better
understanding of any fluid. To this effect, one may find that a comparative study
of Zexp(Pr ) (experimental Z(Pr )) and Z theo(Pr ) (theoretical Z(Pr )) calculated by
using (20.31) for a typical representative of simple fluids such as Argon fluid (as
reported by Jain and Chutia [8]) provides reasonably satisfying correlations of ρ/ρc,
C and h with interparticle attraction and repulsion. However, we note that (20.29) and
(20.31) assume that the pressure equivalent of potential energy (PE) can be obtained
by using 2(PE)/3V in a manner we find pressure due to kinetic energy (KE) by using
2(KE)/3V, although the former can be identified to have some problem for its exact
validity because the nature PE differs that of KE. While KE depends on T , PE has
involved dependence on V. Interestingly, good correlations can still be expected if
the physical conditions of the system are such that PE contributions are smaller than
those of KE. We address this point again in Sect. 20.3.3.
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20.3.2 Analysis of the Basic Relation for Z at a Fixed Tr

To analyze Z from its basic expression (20.27) for a fixed Tr , we find that g-phase
Z(= Zg) can be expressed as

Zg = A
Pr

ρTr
g

wi th A = Zcρc

Tr
a constant, (20.32)

Assuming that ρg changes with Pr through,

ρTr
g = η(Pr )Pr , (20.33)

we can write (20.32) as

Zg = A
Pr

η(Pr )Pr
= A

1

η(Pr )
(20.34)

Similarly, for the l-phase which shows very small deviation from its Pr = 0 density
(ρTr

o ) under increased Pr , we have

ρTr
l = ρTr

o + η(Pr )Pr , (20.35)

with ρTr
o >> η(Pr )Pr which renders

Zl = A
Pr
ρl

= A
Pr

ρTr
o + η(Pr )Pr

(20.36)

To analyze the nature of η(Pr ) for both phases, we use experimentally observed Pr−
dependence of Zg and Zl and note the following:

(i) Since (20.34) can agree with the experimental observation of decrease in Zg

with Pr falling below Pr < P∗
r (identified as a pressure above which Zg has a linear

increase with Pr ), if η(Pr ) is expressed as

η(Pr ) = ηo + η1Pr wi th ηo > η1Pr (20.37)

where ηo and η1 are two independent constants which can determined by fitting the
experimentally observed Zg in

Zg = A
1

(ηo + η1Pr )
≈ A

ηo

(
1 − η1

ηo
Pr + ....

)
. (20.38)

If Zg is observed to decrease with Pr faster than linear decrease (20.38), one can use
(20.34) with

η(Pr ) = ηo + η1Pr + η2P
2
r , (20.39)
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by considering ηo > η1Pr > η2P2
r . This renders

Zg ≈ A

ηo

(
1 − η1

ηo
Pr − η2

ηo
P2
r + ....

)
. (20.40)

which agrees with experimentally observed Zg indicating a linear decrease of Zg if
Pr < 1 and non-linear decrease in Zg if Pr ≥ 1.

(ii) The fact that Zl (20.36) exhibits a linear increase with Pr , shows that η(Pr )Pr in
(20.35) is << ρTb

l and we have

Zl = A
Pr

ρTb
o

(20.41)

where Tb refers to the boiling point related to a given Tr = Tb/Tc. This relation not
only explains the linear increase of Zl , but also emphasizes that the l-phase represents
a nearly incompressible fluid.

(iii) The linear increase of Zg at higher Pr (> P∗
r ) can, obviously, be described by a

relation similar to (20.41) which describes similar dependence of Zl . Accordingly,
we have

Zg = A
Pr

ρTr
o

(20.42)

where ρTr
o can be identified, to a good approximation, as the minimum density for

which the g-phase behaves like an incompressible fluid and starts showing a linear
rise in Z with increase in Pr

This analysis clearly indicates that higher density g-phase and l-phase, having
observable similarity in respect of their Z(Pr ), differ significantly from low-density
g-phase. This explains why Virial series expansion for high ρ (independent of their
gas/liquid state) has poor convergence and why should be careful in using any per-
ception of a low-density gas in accounting for the properties of a liquid and high
density gas.

20.3.3 Significance of Zinv = 1/Z

We may now use

VIG = RT

Pex
and VRG = RT

Pex + Pcoh − Pcorr
, (20.43)

with Pcorr identified as the pressure representing repulsive interaction combined with
the energy of relative motion which obviously depends on T , we have
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Z inv = VIG

VRG
= Pex + (Pcoh − Pcorr)

Pex
= Pr + (Pr/coh − Pr/corr)

Pr
(20.44)

with Pr/coh = Pcoh/Pc and Pr/corr = Pcorr/Pc and

Pr/coh
Pr

= a′Tcρ
ρc

and
Pr/corr
Pr

= b′Tρ

ρc
. (20.45)

where a′ and b′ are proportionality constants which obviously depend, respectively,
on average value of Vo and the parameters of repulsive part of V (ri j ). Followed from
Eqs. (20.44) and (20.45), we have

Z inv = 1 + (a′Tc − b′T )
ρ

ρc
(20.46)

which renders

Z =
[
1 + (a′Tc − b′T )

ρ

ρc

]−1

= 1 − (a′Tc − b′T )
ρ

ρc
+ (a′Tc − b′T )2

ρ2

ρ2c
+ ...

(20.47)
This not only agrees with the well known fact that Z has a power series expansion in
terms of ρ/ρc with each term having zero value at single T = TB , but also underlines
the accuracy of (20.46) for finding Z . Notably (20.47) should converge if the second
term in [....] is < 1 and this is observed when the impact of interactions has only
small deviations from the state of Z = 1 observed at T = TB . This explains why
(20.31) should be expected to have good agreement with experiments [8] if pressure
equivalent of PE is much smaller than that of KE of the system, viz. for the fluid at
T ≈ TB or that of low density. Notably, this analysis identifies

[Pex + Pcoh − Pcorr] V
RG = RT , (20.48)

as an EOS of a RG where Pcoh and Pcorr are directly linked to the parameters
of V A(ri j ) and V A(ri j ) through a′ and b′ (20.45 and 20.46). It is obvious that the
information useful for understanding the properties of any simple fluidwould emerge
if (20.46) is analyzed for a large number of simple fluids to find a′ and b′ as a function
of Pr and Tr and a′ and b′ are found to be independent of a simple fluid in question.
Naturally, this achievement will help in concluding the microscopic foundation of
PexV = Z RT . To this effect, one may find that this analysis finds (20.48) as an
improved form of the EOS we concluded as equations (20.5) and (20.6) reported in
[1]. We hope this point would have better clarity with our future studies related to
the criticality of a fluid at T < Tc and other aspects.
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Fig. 20.1 a Plots of three
different sets of nGI B/ZcN
as function of 1/Tr ) for Ar
fluid ((20.5.1) (Curve-a, b
and c) and their comparison
with experimental ρg/ρc (cf.,
Curve-d) of Ar Fluid, b
Comparison of trending
curves as obtained through
computer software [curves
-a, b, c and d corresponding
to similar curves ploted in
(a), and c Comparison of
three sets of ZTb

l (Curves-e,
f, and g) with experimental
ZTb
l (Curve d red colour) for

Ar fluid. (For more details,
See Text)

a

b

c

20.3.4 nGI B, ρg/ρc, Zl and Related Aspects

As concluded in Appendix 20.5, the l-phase has uncondensed higher energy gas like
particles (identified as GIB particles) whose number nGI B (20.5.1) decreases expo-
nentiallywith decrease inTr . Interestingly, since this dependence seems tomatchwith
Tr dependence of ρg/ρc and Zl , we decided to examine its accuracy. To this effect,
we used (20.5.1) and Vo(T )cal (calculated Vo(T ) for Argon (Ar) fluid [9]) to obtain
three different sets of nGI B/ZcN for Vo(T ) = Vo(T )cal, Vo(T ) = 0.667Vo(T )cal and
Vo(T ) = 0.59Vo(T )cal.; Vo(T ) being depth of potential seen by a particle well below
the GLI. We plot these sets of nGI B/ZcN in Fig.(20.1A) as Curves-a, b and c and
compare them with a plot of ρg/ρc (Curve-d) for Ar fluid from [10]. This clearly
indicates that ρg/ρc(1/Tr ) (Curve-d) agrees more closely with Curves-b and c and it
is evident that interparticle forces seen by particles at theGLI really play an important
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role in deciding the ρg/ρc of the g-phase coexisting with l-phase at different T < Tc
since only such particles are expected to have a Vo(T ) falling around 0.6Vo(T )cal.

Comparison of the trending curves (cf.Curves-a, b and c (Fig. 20.1b) representing
the three sets of nGI B/ZcN (1/Tr ) with similar curve for ρg/ρc(1/Tr ) (cf., Curve-d,
Fig. 20.1b) also confirms that, to a good approximation, ρg/ρc(1/Tr ) matches more
closely with Curves-b and c in comparison to Curve-a). These curves were obtained
by using the computer software (LibreOffice Calc).

Changing (20.5.1) to get Zl = nGI B/N of the liquid phase by using Zc = 0.2962
[1], we plotted all the three sets of Z corresponding to Vo(T )cal, 0.667Vo(T )cal and
0.59Vo(T )cal (cf., Curves e, f and g, (Fig. 20.1(C)) to compare with experimental
values of ZTb

l (Curve d, Fig. 20.1C). Once again we find that ZTb
l values are more

close to Curves f and g in comparison to Curve e, Fig. 20.1c) and this underlines the
role of surface particles at the GLI in controlling the criticality of a liquid for L2GT
or G2LT. We plan to analyze these results at desired length in a separate paper.

20.4 Conclusion

Based on our theory [1], we conclude detailed microscopic account of Guldberg
rule, Trouton rule, etc., and the ideal gas behaviour of a real gas at TB . We reveal that
vaporisation of liquid is a basic property of the gas-liquid interface and Z inv = 1/Z
is more explicitly related to V (ri j ) though two simple terms are representing its
repulsive and attractive components: V R(ri j ) and V A(ri j ). It is emphasized that the
Z inv should be used to find Z to have a better understanding of different properties
of a simple fluid. We urge that large scale efforts are made by interested researchers
to correlate Z inv (20.46) with parameters of interparticle attraction and repulsion
and quantities like Vo (depth of potential seen by a particle) for a large number of
simple fluids. To this effect, one needs simple computer program [9] and relevant
density data as reported for some systems in [10]. This will help in finding the links
of a′ and b′ (20.46) (rendering Z values in agreement with experiments) with V (ri j );
notably unravelling these links stands as an important goal of a microscopic theory
of simple fluids which focuses on the well known EOS, PV = Z RT . The facts that
ρl (liquid phase density) matches closely with ρs (solid phase density) and Zl for a
given Tr has a linear increase with Pr , make it amply clear that a pure liquid state
represents a macroscopically large molecule with solid like incompressible structure
having vanishingly small shear forces which allow its particles to flow or shift from
their positions by shifting other particles. However, a real state of liquid has a small
fraction of particles in microscopic bubbles which not only weaken this macroscopic
molecule, but also serve as a source of its critical break down at a boiling point. As a
result, the liquid is transformed into gas with each particle moving as a free particle.
In our next paper, we hope to report how the new form of the equation of state (20.48)
would help in having a better description of a real gas.
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Appendices

20.5 Microscopic Picture of Boiling Process and Its
Implication

(1) The boiling process can be identified with the formation of bubbles, triggered by
uncondensed gas particles of higher KE present in the liquid. These particles make
what can be known as the gas in bubbles (GIB).

(2)The state of GIB can be identifiedwith the state of the gas at T = Tc for the simple
reason that the latter remains in the gaseous state under every possible Pex and, as
concluded in [1], Pcoh operating internally in the liquid is identical in its operations
to Pex . The use of, PexV = ZNkBT and N ∗ = ZN as the number of particles which
behave like free particles, for T ≤ Tc situations reveals that particles counting ZcN
(or a little less) make the gas phase and the remaining ones, (1 − Zc)N (or a little
more) make the liquid phase when the two phases get separated on cooling the fluid
to T−

c (a T just below Tc). With Zc = 0.2962 [1], it is clear that about 30% particles
make gas phase, while about 70% particles make liquid phase just at T−

c . However,
the segregation of two phases at this T is not total; some microscopic liquid drops
stay in the gas phase and some gas particles stay in the liquid phase asGIB. Assuming
that number of GIB particles nGI B at T = Tc count ZcN and they retain an average
KE = 1.5kBTc at all T ≤ Tc, we easily have,

nGI B = ZcN exp

(
−Vo(T ) − Vo(Tc))

kBT

)
. (20.5.1)

where Vo(T ) is the depth of potential seen by a GIB particle. Followed from (20.5.1),
onemay find that nGI B changes exponentiallywith the change in T from a reasonably
high value at T s close to Tc to a negligibly small value at Tt .

(3) A bubble serves as a defect in the liquid structure and facilitates seeding of
new bubbles and increase in nGI B with rise in liquid T . The liquid structure loses its
strength and reaches a state of its criticality for the onset of the liquid to gas transition
(L2GT) at T ∗

b and related Pex = P∗
ex . The entire heat supplied to the liquid works

for transforming its particles in to GIB particles which leave the gas-liquid interface
(GLI) with bursting of bubbles and the liquid keeps boiling without any rise in T
beyond T ∗

b .

(4) Since the liquid assumes the state of non-critical equilibrium as soon as its T
drops to T ∗−

b (a T just below Tb), we focus on the mechanism which makes such a
sharp change possible. It is obvious that nGI B increases with rise in T and reverse
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happens on its fall. Accordingly, a liquid at every T has a kind of dynamic equilibrium
in which the rate of vaporisation (transformation liquid particles into gas) equals the
rate of condensation (transformation of gas particles into liquid particles), while the
former dominates the latter with the rise in T and reverse happens with a fall in T .
This also means that heating accelerates the seeding of new bubbles and increase of
nGI B in existing bubbles but the cooling does the opposite.

(5) Surface tension (σs) of a liquid is one of the several parameters (e.g., Tr , Pr ,
ρl − ρg , etc.) which control the stability of a bubble and this can be noted from
σs becoming zero when the liquid reaches at its boiling point. We note that σs is
related to εGL I (the average binding energy of a particle at the GLI) which serves
as the origin of a force (Fcond) which tries to condense gas particles and opposes the
force (Fevap) which facilitates evaporation by bursting the bubble and allowing GIB
particles escape the liquid through GLI. Notably, as Fevap is related to the average
KE (εGI B) of GIB particles, we can have

Fcond ∝ εGL I or Fcond = C′εGL I (20.5.2)

and
Fevap ∝ εGI B or Fevap = C′′εGI B (20.5.3)

These relations render
Fevap

Fcond
= (1/C)

εGI B

εGL I
(20.5.4)

with C = C′/C′′. Since εGI B = 3kBTc/2 has a fixed value, this relation indicates that
its comparison with εGL I can help us unravel some important aspects of evaporation,
condensation, and criticality of a liquid such as T 1

b /Tc and Tt/Tc, etc., as shown in
Sect. 20.2.1.
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Chapter 21
Moisture Content Study of Soil Found
in Sung Valley, Meghalaya

Jodie T. Ryngnga and B. M. Jyrwa

Abstract In this work, the moisture content of the clayey soil found in Sung Valley
at West Jaiñtia Hills District in Meghalaya is studied. The soil samples from the
valley are collected up to a depth of 10 feet from the surface and its moisture content
is measured using the gravimetric method. From the measured data, it is observed
that the moisture content from 0–10 feet varies from 20–48%. However, in the region
of interest (7–8.5 feet), from where most of the soil is extracted for manufacturing
process, the moisture content is 25–33%, the average of which is 29%. This observed
moisture content influences the mechanical properties of the soil in the region.

21.1 Introduction

The soil moisture content is an integral part of the soil composition and exists in
three forms viz., gravitationalmoisture, capillarymoisture and hygroscopicmoisture.
Gravitational moisture is defined as the free moisture that moves through the soil
due to the force of gravity. Normally, gravitational moisture drains out of the soil in
2–3 days after the rainfall. Capillary moisture is the moisture present in the micro-
pores of the soil and is held within the soil due to cohesion and adhesion against
the force of gravity. This moisture is responsible for all the physical, chemical and
biological interactions between the soil and the environment. Hygroscopic moisture
forms a very thin film around the surface of the soil particles. Since, it is not held
in the pores of the soil, but is on the surface of these particles, it is very difficult to
remove them due to the presence of strong forces of adhesion [1].

Soil moisture content information is needed for studies in various disciplines,
such as hydrology, soil science, ecology, meteorology and agronomy [2].Mechanical
properties of the soil, namely, weight, consistency, viscosity, compatibility, cracking,
swelling, shrinkage and density are dependent on the soil moisture content [3]. Soil
moisture also influences the physical and chemical properties of the soil, such as
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conductivity [3], radon and thoron concentration [4], dielectric property [5], qualita-
tive and quantitative elemental composition of the soil [6]. It has been reported that
the soil moisture content is also strongly related to soil strength which influences its
mechanical resistance and bulk density [7, 8]. In those works, it is shown that with
increase in soil moisture content, the mechanical resistance and bulk density of the
soil decreases.

A number of techniques have been developed for measuring soil moisture content
like alcohol burning method [9], neutron scattering method [10], remote sensing
method [11] and dielectric techniques like time domain reflectometry, frequency
domain reflectometry and capacitance detection [12, 13]. However, these techniques
are quite intricate, expensive and sensitive. Alternatively, a conventional measuring
method for determining the moisture content is the gravimetric method. Gravimetric
method is technically non-destructive, incurs minimal error and requires simple
instrumentation to measure the moisture content [14].

In this work, the variation of moisture content with depth for the clayey soil found
in the SungValley ofMeghalaya is studied using gravimetricmethod. Such character-
istic study of the soil will enable us to establish the correlation between soil moisture
content and the observed features of the soil for exploring useful applications.

21.2 Material and Methods

21.2.1 Study Area

The soil samples under study are collected from the Sung Valley. Sung Valley is
located inWest Jaiñtia Hills District ofMeghalaya in India at 25°36’ N of latitude and
92°07’ E of longitude. It is also called the ‘Rice bowl’ ofMeghalaya. The SungValley
has an abundance of a unique type of blackish clayey soil that is predominantly found
at a depth of 6–10 ft from the surface. This soil has been used for making potteries by
the local tribe for household utilities and religious purposes since time immemorial.
It is observed that the manufactured potteries are significantly heavy, sturdy and
durable. Such physical feature of the potteries is attributed to the soil composition
that influence the soil strength. In order to investigate the soil composition, a total of
20 samples are collected and its moisture content is investigated.

21.2.2 Sampling and Measurement

The soil samples are collected from the valley up to a depth of 10 feet from the surface
at 1 feet interval during the month of January. After extracting the soil samples, they
are packed in airtight containers to avoid atmospheric exposure. Each container is
labelled with respect to its depth in feet. Soil moisture content is then measured
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Weighing 
Machine 

OVEN

Fig. 21.1 Images of the experimental setup utilized for determining the percentage of soil moisture

using the gravimetric method. The gravimetric method incurs minimal instrumental
error and offers accurate measurement as the possible sources of error can be readily
checked by precise weighing of the samples. The method involves a series of steps
to determine the moisture content. Firstly, each raw sample is weighed using an
electronic weighing machine. Subsequently, the sample is dried in an oven at 105 °C
for 24 h until the specimen has attained a constant weight which ensures that the
water content from the soil is removed. The final mass of the dry soil is then recorded.
Images of the experimental setup implemented for the study is shown in Fig. 21.1.
The percentage of soil water content is evaluated by taking the ratio of the weight of
the raw samples to the weight of the oven-dried sample multiplied by 100.

It is determined using the following formula [15]:

Moisture Content (%) = Lossof moisture(m2 − m1)g

massof ovendriedsample(m3 − m1)g
× 100

where, m1 = mass of the empty moisture can.
m2 = mass of moisture can + moisture soil.
m3 = mass of moisture can + oven-dry soil.

21.3 Results and Discussions

The measured experimental data of variation of soil moisture content in percentage
with respect to soil depth is represented in Fig. 21.2. It is observed that the distribution
of moisture content from 0–10 feet varies from 20–48%. In the depth of 7–8.5 feet,
from where most of the soil is extracted by the locals for manufacturing process, the
moisture content varies over 25–33% with an average value of 29%. The moisture
content is lowest at 8.5 feet where its value is 25.6%.

It is widely reported that the moisture content of clayey soil ranges over 20–
40% with an average of 30% [16]. On comparing this with the experimental results
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Fig. 21.2 Plot of variation
of moisture content with soil
depth

obtained for the soil in the region of interest, it is found that the moisture content is
lesser than the world average moisture content of clayey soil. Thus, such moisture
value has a definite impact on the hardness of the clayey soil that is observed to have
considerable mechanical resistance. Consequently, it is inferred that the bulk density
of the soil is significant due to its clayey nature and observed moisture content [17].
This influences the sturdiness and heaviness of the products manufactured using the
clayey soil. Furthermore, the elemental composition of the soil is expected to vary
with depth due to variation in moisture content.
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Chapter 22
Neutrinoless Double Beta Decay in a
Flavor Symmetric Scotogenic Model

Lavina Sarma, Bichitra Bijay Boruah, and Mrinal Kumar Das

Abstract We have studied the scotogenic model proposed by Ernest Ma, wherein
the Standard Model is extended by three singlet right-handed neutrinos and a scalar
doublet. This model proposes that the light neutrinos acquire a non-zero mass at a
one-loop level. We have done a A4 × Z4 realization of the scotogenic model in this
framework. This model results in the production of non-zero θ13 by the assumption
of a non-degeneracy in the right-handed neutrino masses. We have further studied
the 0νββ in the model by the consideration of constraints from neutrino oscillation
data and KamLAND-Zen limit.

22.1 Scotogenic Model

Scotogenic model is an extension of the inert Higgs doublet model (IHDM), and
the IHDM is nothing but a minimal extension of the SM by a Higgs field which
is a doublet under SU (2)L gauge symmetry with hypercharge Y = 1 and a built-in
discrete Z2 symmetry. In thismodel, three neutral singlet fermions Ni with i = 1, 2, 3
are added in order to generate neutrino masses and assign them with a discrete
Z2 symmetry. Here, Ni is odd under Z2 symmetry, whereas the SM fields remain
Z2 even +[1, 2]. Symbolic transformation of the particles under Z2 symmetry is
given by

Ni −→ −Ni , η −→ −η, Φ −→ Φ, Ψ −→ Ψ, (22.1)

where η is the inert Higgs doublet, Φ is the SM Higgs doublet and Ψ denotes the
SM fermions.

We have no Dirac mass term with ν and Ni , however, a similar Yukawa-like
coupling involving η is allowed. Nevertheless, the scalar cannot get a VEV. The
neutrino mass can be generated through a one-loop mechanism, which is based on
the exchange of η particle and a heavy neutrino. The Lagrangian involving the newly
added field is
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Fig. 22.1 One-loop
contribution of neutrino mass
generation with the exchange
of right-handed neutrino Ni
and the scalar η0

0 0

L ⊃ 1

2
(MN )i j Ni N j + Yi j L̄ η̃N j + h.c (22.2)

where the first term is theMajorana mass term for the neutrino singlet and the second
term is the Yukawa interactions of the lepton. The new potential on addition of the
new inert scalar doublet is

VScalar = m2
1Φ

+Φ + m2
2η

+η + 1

2
λ1(Φ

+Φ)2 + 1

2
λ2(η

+η)2 + λ3(Φ
+Φ)(η+η)+

λ4(Φ
+η)(η+Φ) + 1

2
λ5[(Φ+η)2 + h.c.].

(22.3)
The neutrino mass matrix arising from the radiative mass model is given by

Mν
i j =

∑

k

YikY jk

16π2
MNk

⎡

⎣
m2

η0
R

m2
η0
R
− M2

Nk

ln
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η0
R

M2
Nk

−
m2

η0
I

m2
η0
I
− MNk

2

ln
m2

η0
I

MNk

2
⎤

⎦ (22.4)

where Mk represents the mass eigenvalue of the mass eigenstate Nk of the neutral
singlet fermion Nk in the internal line with indices j=1,2,3 running over the three
neutrino generation with three copies of Nk and Y is the Yukawa coupling matrix.

22.2 Flavor Symmetric Scotogenic Model

We have done a A4 × Z4 [3, 4] realization of the scotogenic model in this work so
as to incorporate various phenomenologies. We have basically studied the neutrino
mass generation and neutrinoless double beta decay within this model. Thereby,
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making it viable for ongoing as well as future sensitivity experiments. The charged
leptonic Lagrangian is given by [6]

Ll = ye
�

( ¯lLφχT )lR1 + yμ

�
( ¯lLφχT )lR2 + yτ

�
( ¯lLφχT )lR3 . (22.5)

Here, ye, yμ and yτ are the coupling constants and� is the cut-off scale. The effective
Lagrangian for the Dirac mass term is as follows:

LD = η

�
[Y ′

lLi NiχS + Y
′′
lLi Niχ]. (22.6)

We also have the additional right-handed neutral fermions which are expressed by
the Lagrangian:

LMN = YNωNi N j (22.7)

where i, j = 1,2,3 are the indices running over the three generations of neutrinos.
Now, with the consideration of the vev allignment of the flavons such as < χT >=
vT (1,0,0),< χS >= vS(1,1,1),< χ >=u and< ω >=v,wehave the charged leptonic
mass matrix (Ml), Yukawa coupling matrix (Y) and RHN mass matrix (MN ) as
follows:

Ml = vT < φ >

�

⎛

⎝
ye 0 0
0 yμ 0
0 0 yτ

⎞

⎠ (22.8)

Y =
⎛

⎝
2a + b −a −a

−a 2a b − a
−a b − a 2a

⎞

⎠ (22.9)

MN =
⎛

⎝
M 0 0
0 0 M
0 M 0

⎞

⎠ (22.10)

where a = Y
′ vS
�
and b = Y

′′ u
�
are the model parameters and M = YNv is the degen-

erate RHN mass. Now, in order to make the RHN mass matrix a diagonal one, we
need to go to a different basis. Thus, this change in basis further imposes a change
in the Yukawa coupling matrix which now takes the form:

Y =
⎛

⎝
−a −a 2a + b
b − a 2a −a
2a b − a −a

⎞

⎠ . (22.11)

Within this model, a loop contribution factor ri is addressed via the relation ri ∝
1

MNi
[3]. Thus, the final neutrino mass matrix obtained by the above considerations

turns out to be a μ − τ symmetric one. In order to break the μ − τ symmetry without



220 L. Sarma et al.

introducing any extra flavon or perturbation, we require to assume the condition r1 �=
r2 �= r3. This further results in the non-degeneracy of the RHN masses. Therefore,
we arrive at a neutrino mass matrix of the form:

Mν =
⎛

⎝
m11 m12 m13

m12 m22 m23

m13 m23 m33

⎞

⎠ . (22.12)

22.3 Analysis and Results

We finally solve the model parameters using the UPMNS matrix, further generating
the Yukawa coupling matrix. With the help of the coupling matrix, we obtain the
active neutrino mass matrix which can be further implemented to calculate the effec-
tive mass of the neutrinos. A significant technique to measure the effective mass of
the neutrinos is the 0νββ. We measure the effective neutrino mass |mββ | expressed
by the formula,

mfifi| =
3∑

k=1

mkU
2
ek (22.13)

where U 2
ek are the elements of the neutrino mixing matrix with k holding up the

generation index. The above expression can be further expressed as

|mββ| = |m1U
2
ee + m2U

2
eν + m3U

2
eτ |. (22.14)

Some of the important experiments in relation to the measurement of the effective
mass are KamLAND-Zen, KATRIN, GERDA, etc. We use the constraint coming
from the KamLAND-Zen [5] experiment which sets an upper limit on the effective
mass to be mββ < 0.11 eV. From Fig. 22.2, we can say that the effective mass
of active neutrinos that we have obtained abides by the upper limit given by the
KamLAND-Zen experiment for both NH and IH. Also, it is seen that the lightest
neutrino mass is of sub eV which further implies the summation of the neutrinos to
obey the Planck limit, viz.,

∑
k=1,2,3 mk < 0.11 eV. As we have numerically solved

the model parameters, we show a contour plot depicting a co-relation between them
w.r.t the effective mass of the neutrinos. Thus, from Fig. 22.3, it can be concluded
that almost the entire range of model parameters falls in the allowed region for both
NH and IH.
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Fig. 22.2 Lightest active neutrino mass as a function of effective mass (mββ) for NH/IH. The
horizontal (black) line depicts the upper bound on the effective mass (mββ(eV ) ∼ 0.1(eV )) of light
neutrinos obtained from KamLAND-Zen experiment

Fig. 22.3 Contour plot showing variation between the model parameters a and b w.r.t. the effective
mass of neutrinos. The left panel is for NH and the right one is for IH

22.4 Conclusion

In this work, we have shown an assumption on how we can break the μ − τ sym-
metry without the consideration of extra flavons. This further helps in taking a non-
degenerate RHN masses, which can be also used to study low-scale vanilla leptoge-
nesis in the scotogenic model. However, we have limited our analysis to neutrinoless
double beta decay in our flavor symmetric scotogenic model. Along with it, we have
also constrained the model parameters w.r.t. the effective neutrino mass. From Figs.
22.2 and 22.3, it can be firmly concluded that the model is viable in light of the exper-
iments undertaken to measure the effective neutrino mass. Also, it is in agreement
with the ongoing as well as future sensitivity of various experiments.
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Chapter 23
Novel Design of Multi-Band Double U
Slotted Microstrip Patch Antenna
with DGS for Satellite and Radar
Applications

P. Arockia Michael Mercy and K. S. Joseph Wilson

Abstract A compact multi-band double U slotted microstrip patch antenna is
sketched and investigated to accomplish X-band satellite applications like military,
weather monitoring, etc., fixed-satellite service in Ku-band and K-band radar appli-
cations. The suggested antenna configuration is made up of a reduced novel double
U-shaped slot having two triangular-shaped slots and four rectangular slots cutting
in the bottom of the patch with defected ground structure (DGS) for achieving size
reduction, high radiation efficiency, bandwidth enhancement, and multi-bands. It
resonates at 8.6935, 12.53, 15.70, 18.41, and 19.02 GHz with enhanced bandwidths
of 0.6 GHz (9.6453–10.1048 GHz), 1.055 GHz (9.8789–9.6252 GHz), 1.7336 GHz
(10.0206–10.0880 GHz), 2.412 GHz (9.9892–10.3217 GHz), a gain of 3, 4.86, 5.3,
5.87 and 5.81 dB, and radiation efficiency of 93, 83, 82, 89, and 84%, respectively.
This efficiently designed antenna is most suitable for the X-band range of 8–12 GHz,
the Ku-band range of 12–18 GHz, and the K-band range of 18–27 GHz applications.

23.1 Introduction

The extensive manipulation of wireless communication systems is becoming greater
in the time-being extraverted day-to-day life. The execution of lightweight, econom-
ical, low-posture antennas that is extremely fused with other communication systems
is immensely necessary [1, 2]. Multi-band resonant frequency microstrip antennas
have grownas a potent aspirant to the current and imminentKu-band satellite commu-
nication devices caused by the escalation of feasible implementations emerging in
a unique device and space restrictions [3]. For the effect in the dual and multi-
band application, microstrip patch antennas [MPAs] are configured and achieved the
successive benefits of inexpensive, lightweight, and facile investiture. It is deliber-
ated by a partial ground structure to obtain indispensable radiation parameters and
hence to bring down themicrostrip patch cross-polarized radiation [4].Many research
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have been carried out in each career, both as a manufacturing and as an educational
related with ultra-wideband [UWB] devices. The probable merits of UWB devices
are considerably portable, small potential consumption, powerless spectral density,
enhanced radiation power, the rapid data communication rate, and economical and
broadband frequency [5].

Mostly, a significant defect correlated with the natural microstrip antennas is a
single band with narrow bandwidth, which is being with them [6]. For attenuating
the deficiency of microstrip antenna overall of studies have been done by configuring
it to function for a multi-band extending the operating bandwidth. A quite number
of researchers have taken notice of this objective on the growth of antennas that put
forward over and above a resonant frequency in keeping with the implementation
essential upon a sole unit. Several techniques comprise of loading shorting wall or
shoring pin at various placements [7], establishing stub [8, 9], interposing parasitic
constituent further in radiating element or ground structure [10, 11], manufacturing
additional film as superimposed [12],making use ofmetamaterials [13] are exhibited.
The accomplishment of an antenna is upgraded by the introduction of the different
slots upon the patch, thereby compositing a radiating surface. It is crucial to make a
mindful resolution to snip off of slots and cuts on the patch [14]. Furthermore, several
researchers recommended the slot making of diverse dimensions, constitution, form,
and configuration upon the radiating component to bring in additional operating
resonant frequency ranges [15]. Although the foresaid microstrip patch antennas
[MPAs] further be the owner of an intricate configuration or compound cuttings
above the patch. Also, some outline occurrences require a haphazard measurable
form for the patch as well as for the slot cuttings. Consequently, the configuration
and manufacture technique of the antennas turn out most troublesome even it may be
in some cases. Furthermore, in accordance with the design intricacies and substrate
materials utilized, the MPAs besides might be in possession of noticeably further
down gain, insufficient bandwidth, deficient of more than one band operation also
expensive. In this work, to overcome some demerits of the above consideration and
analysis, to enhance the radiation efficiency and hence to broaden up the applica-
tion band range, double U slotted with triangular, rectangular slot microstrip patch
antenna is designed with the partial ground which causes size reduction and multi-
band frequencies. So this configuration is feasible for Direct Broadcasting Satellite
systems, Global Positioning System, and several mobile applications [16, 18].

23.2 Antenna Layout and Configuration

The conception of printed circuit technology is the greatest achievement of the
MPA in the late twentieth century. Ordinarily, most of the antenna’s patch takes
square shape, rectangular shape, dipole shape, triangular shape, elliptical shape, or
circular shape. Here, we consider a rectangular microstrip patch for our analysis
and it is shown in Fig. 23.1. It is known that the attainable dielectric constants for
the substrate are 2.2≤εr≥12. The thickness of substrates presumes a crucial role in
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Fig. 23.1 Proposed rectangular microstrip patch

MPA that imputes at the range of 0.03≤L≥0.05 cm utilized as a ground structure
[17]. Appropriate substrate conformation and working frequency are the foremost
aspects in constructing the microstrip antenna. In this work, a frequency of 8.5 GHz
is preferred as the working frequency, which is in the X-band region [18].

The proposed antenna’s patch takes the form of a rectangule mounted on the
commercially cheapest dielectric material FR4 as a substrate which holds εr=4.4
having dimensions of 40 × 26 mm. The feed line is being in possession of 3 mm
width and 19.2 mm length. The feed-line is situated in the midpoint of the patch. Size
reduction may be an essential demand in the communication field. So the double U
slots with two triangular slots and four rectangular slots are embedded in the patch
to minimize the return loss and hence to maximize the radiation efficiency and for
size reduction. The compact microstrip antenna with slots and its final configuration
are shown in Figs. 23.2 and 23.3.

The defective ground structure is utilized because it aids to obtain broadband
for the preferred resonant frequency as suggested by a few investigators [19, 20].
A defected ground plane of length Lg=12.12 mm and Wg=19.27 mm is config-
ured on the backside of the substrate for achieving multi-band characteristics. It
brings down the surface currents and makes the antenna resonate at multi-bands.
This creation of partial ground may influence the matching of input impedance by
the interchange of capacitance and inductance and hence the endmost determination
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Fig. 23.2 Proposed antenna with slots

Fig. 23.3 Proposed antenna structure
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may be connected with the bandwidth. It is beneficial to extend the normal working
band by synchronizing those variables. The simulation was performed by HFSS
Software 13.0.

The configuration of the antenna with partial ground is demonstrated in Fig. 23.4.
The optimized measurements of the recommended antenna are displayed below

in Table 23.1.

Fig. 23.4 The proposed antenna with partial ground

Table. 23.1: Geometry of
recommended MPA

S. No. Parameters Measurements (mm)

1 Substrate length(Ls) 40

2 Substrate width(Ws) 26

3 Patch length (Lp) 19.3

4 Patch width (Wp) 19.27

5 Ground length(Lg) 16.2

6 Ground width (Wg) 12.12

7 Substrate height H 1.43

8 Feedline width (Wf) 3

9 Feedline length (Lf) 19.2
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23.3 Result and Discussions

The recommended MPA’s characteristics are analyzed and simulated by the HFSS
13.0 Software. The S11 parameter, VSWR, gain, directivity, radiation efficiency, and
radiation pattern are analyzed for the designed MPA. The simulation is carried out
at the frequency range of 5–20 GHz because this range covers the X-band, Ku-band,
and K-band applications specified by IEEE.

23.3.1 S11 of the Recommended Antenna

The correlation among the input and output ports of an electrical system is described
by S11. The determination of characteristics with reference to impedance match
between the transmission and the receiving end is computed by the S11 param-
eter. Figure 23.5 exhibits simulated reflection coefficient (S11) characteristics of
the currently designed MPA. S11 has to be below −10 dB. The maximum nega-
tive values of S11 parameter is realized by the recommended design are −22.34, −
32.94, −25.49, −20.43, and −20 dB at the achieved five resonant frequencies of
8.69, 12.53, 15.70, 18.41, and 19.02 GHz, respectively. The corresponding moderate
bandwidths are predicted as 610MHz (9.3125–10.1048GHz), 1.055GHz (9.8789–
9.6252GHz), 1.733GHz(10.0206–10.0880 GHz), and 2.412 GHz(9.9892–10.3217
GHz), respectively.

23.3.2 VSWR of the Proposed Antenna

The defensible value of VSWR is less than two. Figure 23.6 exhibits the VSWR
of the recommended MPA. In this simulation work, we obtained the best results of
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VSWRwhich are 1.32, 0.39, 0.92, 1.69, and 1.88 at the resonant frequencies of 8.69,
12.53, 15.70, 18.26, and 1.88 GHz, respectively.

23.3.3 Gain of the Proposed Antenna

The amount of power transmission in the direction to an isotropic region is indicated
by the parameter of gain. The gain curves for various resonant frequencies are shown
in Fig. 23.7 a–e. The proposed microstrip antenna achieves the gain of 3, 4.86, 5.30,
5.87, and 5.81 dB at the frequency range of 8.69, 12.53, 15.70, 18.41, and 19.02
GHz, respectively.

23.3.4 Directivity of the Proposed Antenna

The directivity curves at diverse resonant frequencies are illustrated from Fig 23.8a–
e. The recommended MPA achieves the better directivity of 3.23, 5.82, 6.42, 6.53,
and 6.89 dB at the obtained resonant frequencies of 8.69, 12.53, 15.70, 18.41, and
19.02 GHz, respectively.

23.3.5 Radiation Pattern of the Recommended MPA

The radiation pattern is one of the antenna character criteria that specifies the direc-
tionality of the power radiation toward the antenna. Figure 23.9a–e exhibits the
radiation pattern of the recommended MPA.

In order to validate the characteristics of the suggested MPA, two triangular slots
inside the double U slots and four rectangular slots are engraved on the patch with
the partial ground and are analyzed using HFSS Software 13.0. From Table. 23.2,
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Fig. 23.7 Gain curve of the proposed MPA, (a) at 8.69 GHz, (b) at 12.53 GHz, (c) at 15.70 GHz,
(d) at 18.41 GHz, and (e) at 19.02 GHz

Fig. 23.8 Directivity curve of the proposed MPA, (a) at 8.69 GHz, (b) at 12.53 GHz, (c) at
15.70 GHz, (d) at 18.41 GHz, and (e) at 19.02 GHz
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Fig. 23.9 Radiation of the proposed MPA, (a) at 8.69 GHz, (b) at 12.53 GHz, (c) at 15.70 GHz,
(d) at 18.41 GHz, and (e) at 19.02 GHz

Table. 23.2 Performance of suggested microstrip patch antenna

S. No. Fr(GHz) S11(dB) Gain (dB) Directivity (dB) Bandwidth (GHz) RE (%)

1 8.69 −22.34 3 3.23 0.61 93

2 12.53 −32.94 4.86 5.82 83

3 15.70 −25.49 5.30 6.42 1.05 82

4 18.41 −20.43 5.87 6.53 1.733 89

5 19.02 −20 5.81 6.89 2.412 84

we come to know that the performance of the proposed antenna has achieved multi-
band frequencies, better gain performance, higher radiation efficiency, enhanced
bandwidth, and lesser reflection coefficient over an operating band of 5 GHz–20GH.
This novel design covers the application range of X-band, Ku-band, and K-band
with five resonant frequencies of 8.69, 12.53, 15.70, 18.41, and 19.02 GHz having
the highest gain of 5.81 dB at 19.02 GHz, enhanced radiation efficiency of 93%
which is recorded at 8.69 GHz, better bandwidth of 2.412 GHz that is suitable for
the applications of radar altimeter, security and military systems, and other modern
wireless communication.
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23.4 Conclusion

The research article emphasizes a treaty doubleU-shapedMPA forX-band,Ku-band,
and K-band radar and satellite applications with high radiation efficiency, low return
loss, enhanced bandwidth, and better gain as well as for size and cost reduction. By
the introduction of double U slots, with two triangular slots inside the double U slots
and four rectangular slots on the bottom of the patch, the ultra-wideband proficiency
is executed in our design, and also the multi-band characteristics are attained by
using partial ground mounted on the back of the substrate. Final results confirm
that utilizing slots upon the patch and making defects above the ground structure
are crucial factors to increase the radiation efficiency, enhance the bandwidth and
bring down the return loss with the multi-band resonant frequencies. The proposed
MPA resonates five multi-bands possessing a minimum S11 parameter of −32.94 dB
at 12.53 GHz, having a maximum bandwidth of 2.412 GHz, high gain of 5.87 dB
at 18.41, high directivity of 6.89 dB at 19.02 GHz, and higher radiation efficiency
of 93% at 8.69 GHz. Presented results demonstrated that the recommended design
could be more suited to radar and satellite communication implementations.
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Chapter 24
Observation and Characterization
of Cyclic Particle Growth Process in rf
Discharge of Ar-C2H2 Gas Mixture

Bidyut Chutia , S. K. Sharma , and H. Bailung

Abstract The in situ growth of nanometer-sized particles in a reactive gas discharge
has been studied in a newly developed experimental setup. A repetition of the growth
process of carbonaceous dust particles up to 4 cycles has been observed in the capac-
itively coupled rf discharge of Argon (Ar) and Acetylene (C2H2) mixture when the
C2H2 flow is kept on for 80 min. The observed periodicity in the growth process
has been confirmed by measuring the discharge parameters and the scattered light
intensity from the particle cloud.

24.1 Introduction

Particle growth in low-temperature and low-pressure plasmas is a very well-known
phenomenon that occurs in various technological (semiconductor fabrication) and
astrophysical (star formation) environments [1–5]. In laboratory environments, parti-
cles of nanometer size can be easily grown either by using reactive gas discharge
of silane (SiH4) [6], hydrocarbon [3] (C2H2, CH4, etc.), or by sputtering electrodes
or coated surfaces [7]. The in situ grown nanoparticles get charged negatively by
collecting plasma species and become a component of the plasma and take part in
the plasma charge equilibrium. Hence, they can strongly affect the plasma density
and discharge characteristics of themedium. As a result of this, a decrease in electron
density and increase in electron temperature can be seen with high number density of
nanoparticles. Growth of nanoparticles in reactive plasma has a cyclic nature which
is observed in case of reactive plasmas very often [8]. Such cyclic growth process is
well-studied in the case of silane plasmas compared to hydrocarbon plasmas.

In this work, cyclic growth phenomenon of carbonaceous nanoparticles in Ar-
C2H2 discharge is studied in detail using the laser light scattering (LLS) method
and discharge characteristics measurement. It is to be noted that, in most of the
cases, the sophisticated technique of the third harmonic of discharge current signal
[8 9] is measured to study cyclic growth. In this work, we have showed that the
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simple measurement of rms values of discharge voltage and current also provides
the information of cyclic growth of nanoparticles in reactive plasmas.

24.2 Experimental Setup and Procedure

The experiment is performed in a newly developed setup in which fine dust particles
of nanometer size are grown from rf discharge of theAr-C2H2 mixture. The schematic
diagram of the experimental setup is shown in Fig. 24.1. The table-top experimental
device consists of a verticallymounted cylindrical quartz tube of length 50 cmwith an
outer diameter of 6 cm. The chamber is equipped with two vacuum-sealed stainless-
steel (SS) flanges at both ends. The upper flange is equippedwith a feedthrough probe
insertion and a gas inlet. The chamber is evacuated using a rotary pump to a base
pressure of 0.001 mbar, and it is measured using a capacitance manometer. Both the
rotary pump and the pressure gauge are connected through the bottom flange which
is electrically grounded. The Ar gas is injected into the chamber through a mass flow

Fig. 24.1 Schematic
diagram of the experimental
setup (nDuPlEx). LP:
Langmuir Probe; A:
Stainless Steel Flange; Q:
Quartz Tube; C: Camera;
MN: Matching Network; RF:
Radio Frequency power
supply; PE: Powered
Electrode; B: Baratron
capacitance manometer; V:
Angle Valve; P: Rotary
Pump; GE: Grounded
Electrode; RoI: Region of
Interest; LS: Laser Source; g:
acceleration due to gravity
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controller (Alicat Scientific MC-100 sccm) at a controlled flow rate of 2–10 sccm
through which a working pressure of 0.01–0.23 mbar is achieved. To produce the
plasma, rf power (13.56 MHz) 1–10 W is applied. The powered electrode consists
of a circular aluminium strip placed on the outer surface of the middle portion of the
quartz tube. A stainless-steel mesh grid is placed inside the tube at the bottom which
acts as the grounded grid electrode. The top and bottom flanges are also electrically
grounded.

24.3 Results and Discussions

The discharge parameters such as rf voltage and current signals of pristine Ar plasma
are measured using a voltage and a current probe, respectively, in Ar plasma for
different rf power values and neutral pressure. The signals are recorded in a digital
storage oscilloscope. A typical example of instantaneous voltage and current signals
recorded at a fixed rf power of 1 W and Ar pressure of 0.17 mbar is shown in
Fig. 24.2(a). The rms values of the discharge current (Irms) and voltage (Vrms) are then
obtained from the recorded signals and are plotted inFig. 24.2(b) and (c), respectively,
as a function of rf power and neutral pressure. It is found that Irms increases with
the increase in rf power at a fixed pressure. This is due to the increased ionization
collision in the medium. On the other hand, a slight decrease in the Irms value is
observed with increased pressure at the higher power end. This happens due to the
increased electron-neutral collision with pressure. The measured Vrms also shows a
similar trend of variation with power and pressure as that of Irms. The Vrms value
increases with rf power (1–19) W and is found to be in the range 85–310 V for the
present neutral pressure range of 0.13–0.20 mbar. It is also noted that the discharge
voltage signal lags behind the current signal with a phase shift, which is found to be
in the range ~ 83–86° for the present variation range of rf power and pressure.

Cyclic nature of the particle growth process is observed in the experiment when
the Ar-C2H2 discharge is kept on for a longer period of time (more than 10 min).
Typical images of dust cloud recorded between 2 and 20 min of Ar-C2H2 discharge
at an interval of 2 min are shown in Fig. 24.3. The rf power is 1 W, and Ar and C2H2

flow rates are 6 and 2 sccm, respectively. The total pressure inside the chamber is
0.20 mbar. The cloud becomes detectable by the laser light scattering within a few
tens of seconds of ignition of the discharge. Gradually, the nanoparticle cloud fills
up the whole chamber (vertical extension ~ 40 cm, radial extension ~ 5 cm) with two
dust voids just above and below the powered electrode. The spontaneous generation
of dust void is a very common phenomenon in case of nanodusty plasma. From
8 min onwards, a spontaneously excited dust density wave (DDW) appears in the
cloud propagating from the powered electrode to the bottom. At 12min, the void gets
filled up by the particles, and the spontaneous DDW keeps propagating throughout
the cloud. At 14 min, the particle cloud is found to be relatively less dense, indicating
the loss of particles.
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Fig. 24.2 (a) Typical instantaneous discharge voltage (V) and current (I) signals for rf power 1 W,
Ar pressure 0.17 mbar. The rms values of (b) discharge voltage and (c) current signals as a function
of applied rf power for different pressure values

Here, we noticed that the particles gradually fall down and are lost in the process.
After a few minutes (16 min), the upper region becomes empty and only a section of
the particle cloud is seen at the bottom. A new set of particles (second cycle) start to
form which is visible at 18 and 20 min. Both the first and second batches of particles
are found to be separated by a sharp boundary which is indicated by the yellow arrow
mark in the figure. The growth of the second batch of particle clouds (along with the
vertically extended central void) observed at 18 and 20min is similar to that observed
for the first batch of particles at 2 and 4min, respectively, indicating a repetition of the
particle growth process. The whole process keeps repeating continuously until the
C2H2 flow is stopped. The observed repetition of growth process has been confirmed
by performing the experiment several times and the periodicity (for the first cycle)
is found to be around ~ (19 ± 3) min.

The temporal variation of Vrms of the discharge voltage signal and Irms of the
discharge current signal is shown in Fig. 24.4 for four cycles of growth. In the first
cycle of particle growth, the Vrms starts to increase rapidly from 58 V (mean value)
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Fig. 24.3 Typical snapshots of dust cloud at different time intervals of discharge with C2H2 flow
ON condition for a long period of time. The rf power is 1 W, Ar flow rate is 6 sccm, C2H2 flow
rate is 2 sccm and total pressure is 0.20 mbar. The yellow arrow marks (at 18 and 20 min images)
represent the separation between the first and second batches of particle clouds

to a peak value of 103 V during 0–6 min and then comes back to the mean value
(during 6–22 min). The second growth cycle starts with a similar pattern as the first
cycle, however, the peak value of Vrms (82.7 V) is smaller in this case. The temporal
width of the second cycle is 18 min. The successive cycles, from the second cycle
onwards, behave identically over time. The Irms, initially, falls from 31.1 to 24 mA
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Fig. 24.4 Temporal
variation of Vrms and Irms
during the cyclic growth of
nanoparticles

for 2–4 min and then rises to 27.6 mA and saturates at that value from 6 to 12 min.
Then it decreases to 16.9mA at 22min and the first cycle completes. From the second
cycle onwards, a similar variation is observed for Irms.

The variation of intensity of the transmitted and scattered light during the growth
process is shown in Fig. 24.5 (a) and (b), respectively. For the first cycle, the trans-
mitted light decreases slowly and reaches a minimum arbitrary value at 8 min, and
it almost remains constant for up to 16 min. Then it starts to rise and reaches a peak
value at 22 min, and again the whole process repeats over and over again as long as
the reactive gas flow is kept on. The scattered intensity rises to a maximum value
(0–8 min) and then comes back to the initial level (8–25 min) and successive cycles
behave similarly over time. A time delay of ~ 2 min in the temporal variation of
scattered light intensity compared to that of Vrms is observed probably due to longer
resident time of nanodust cloud. On the other hand, the reduction in the peak value of

Fig. 24.5 Temporal variation of (a) transmitted and (b) scattered light intensity during cyclic growth
for 4 cycles
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the scattered light intensity in successive cycles is attributed primarily to the thick-
ness of the coating on the inner wall of the quartz tube. The rf power and gas flow
rates are kept unaltered throughout the experiment. So, the periodic variation of the
Vrms and scattered light intensity indicate that the cyclic growth process is a reliable
source of nanodust particles.

24.4 Conclusion

The cyclic growth process of carbonaceous nanoparticles in Ar-C2H2 discharge is
studied in detail using laser light scattering method, discharge voltage and current
signal measurement, laser extinction method, etc. All the methods showed a correla-
tion among each other which confirms the cyclic growth phenomena. The evolution
of the nanoparticle cloud can be clearly seen from snapshots which show the clear
separation between old and new generations of particles. It has been noted from the
measured discharge voltage and current signal data during the growth process that
the growth of nanoparticles has a tremendous impact on the plasma discharge.
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Chapter 25
Optical Study of Liquid Dispersed
Few-Layered WS2 Nanosheets

Ashamoni Neog and Rajib Biswas

Abstract BulkWS2 nanosheetswere exfoliated using solvo-sonicationmethodwith
isopropanol (IPA) and water mixture in order to obtain few layeredWS2 nanosheets.
The micrographs obtained from scanning electron microscope and Raman spectra
of the exfoliated WS2 sheets drop-casted on glass substrate confirmed the formation
of few layered sheets. Prominent absorption peaks A and B of the nanosheets were
observed at wavelengths ~ 629.5 nm and ~ 526.5 nm, respectively, which corre-
spond to direct excitonic absorptions. A gradual redshift in all the prominent absorp-
tion peaks were observed, with time. Characteristic absorption peaks were observed
to be stable only for 4–5 days followed by decrease in intensities and reddening of
absorptionpeaks. The redshift of peakA implies the restackingof theWS2 nanosheets
with time.

25.1 Introduction

Liquid phase exfoliation is a highly appreciated method for production of atomically
thin structures of two-dimensional (2D) transition metal dichalcogenides (TMDCs).
Defect-free nanosheets and high yield can be achieved with these methods. By doing
liquid cascade centrifugation, monolayer enriched dispersion can also be achieved
[1]. Again by mixing low boiling point solvents as well as surfactants, high yield
exfoliations can be carried out [2, 3]. One of the most potential 2D TMDCmaterial is
Tungsten disulfide (WS2). The importance of theWS2 nanosheets lies in the applica-
tion of atomic scale device fabrication [4], sensing [5, 6], photocatalytic application
[7], etc. Though, several synthesis methods have already been devised for exfoliation
ofWS2 nanosheets [8], the stability of nanosheets in liquid is still under investigation.
Therefore in the present work, time lapsed optical analysis of the liquid dispersed
nanosheets has been carried out.
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25.2 Experimental

25.2.1 Exfoliation of WS2

The bulkWS2 (batchNo-1645254–100 g, particle size ~ 2µm) purchased fromSisco
Research Laboratories Pvt. Ltd (SRL) was made to undergo liquid exfoliation. As
suggested by A. Sajedi-Moghaddam et al. [2], the liquid exfoliation was carried out
in a mixture of water and 2-propanol (water:2-propanol = 80:20). However, unlike
A. Sajedi-Moghaddam et.al., the exfoliation was carried out in a bath sonicator of
output power 100 W and for 6 h. The concentration of WS2 in the solvent was about
1.6 mg/ml. Then, the exfoliated samples were centrifuged for 1 hour with 2500 rpm
and the supernatant was taken for further assessment.

25.2.2 Characterization of WS2

Unique molecular vibrational analysis of exfoliatedWS2 sheets was carried out with
the help of Raman Spectroscopic analysis. The instrument used for this purpose was
RENISHAW (model—Basis Series). The laser source used in the spectrometer was
Ar+ at wavelength 514 nm. Optical absorption properties of exfoliated WS2 sheets
were studiedwith the help ofUV–Vis spectrophotometer (Shimadzu 2450). Scanning
Electron Microscope (SEM) by JEOL was used to capture the SEM micrograph of
WS2 nanosheets.

25.2.3 Preparation of WS2 Thin Films

In order to obtain the thin films of the exfoliated nanosheets, the as-dispersed WS2
nanosheets were drop-casted on glass slides (Blue Star microslides) which were
polished with 7000 grit sandpaper and cleaned with acetone in a bath sonicator.
Then the slides were dried in hot air oven at 65ºC to get rid of the solvent part and
then kept for further assessment.

25.3 Results and Discussions

25.3.1 SEM Micrograph of Exfoliated WS2 Sheets

In 2Hc-WS2, Tungsten atoms are coordinated with six Sulfur atoms in trigonal pris-
matic molecular bonding geometry and form an entity of a layer. There are two such
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Fig. 25.1 SEM micrograph of WS2 nanosheets

layers in the unit cell of this material and have hexagonal symmetry [9]. SEMmicro-
graph (Fig. 25.1) of WS2 nanosheets shows the hexagonal symmetry (inset) of the
WS2 sheets [10].

25.3.2 Raman Spectra of WS2 Thin Films

Figure 25.2 shows Raman spectra of the WS2 thin films. The prominent peaks of
the exfoliated sheets were at 354.13 cm−1 and 424.39 cm−1, which correspond to
2LA(M) and A1g (Ʈ) optical modes, respectively. The I2LA/IA1g (Intensity ratio) is
calculated out to be 0.8 which implies that the thin films were of nano dimension
[11, 12].

25.3.3 UV–Vis Spectra of Exfoliated Nanosheets

Alike fluorescence spectroscopy [13, 14], UV–Vis spectroscopy is one of the most
exploited techniques to analyze the underlying physics of amaterial in consideration.
In case of 2D transition metal dichalcogenides, position of the peaks in the UV–Vis
spectra can convey information about the size of the nanostructure [1, 15]. In the
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Fig. 25.2 Raman Spectra of water–IPA exfoliated WS2 nanosheets drop-casted on glass substrate

present investigation, the absorption spectra of the exfoliated, liquid dispersed WS2
nanosheets were taken on the date of its synthesis and also on several dates after the
date of its synthesis in order to study the change in the intensity and peak positions
of the absorption peaks. Figure 25.3 shows the UV–Vis spectroscopy of water–IPA
exfoliated WS2 nanosheets on 1st, 21st, 33rd, 34th, 36th, 36th, and 39th day of its
synthesis. The peaks A and B correspond to direct band gap transition at k point
[16–18]. The energy difference between A and B peaks are attributed to the measure
of strength of spin–orbit interaction [19]. Peak C corresponds to optical transition
between the densities of states peaks in the valence band and conduction band [20].
It is evident from the graph that with time, the peaks eventually red shifted followed
by decrease in intensity. It was observed that the graphs for 33rd, 34th, and 36th day
overlapped, and on 39th day, the intensity of the absorption peaks dropped followed
by reddening of the peaks. Here, the wavelength corresponding to A excitonic peak
increases from 629 nm (on 1st day) to 632 nm (on 36th day). These observations
suggest that WS2 nanosheets dispersed in water–IPA environment can retain similar
optical behavior only for 4–5 days. According to several reports [1, 15, 21, 22], the
optical properties of the transition metal dichalcogenides depends on their thickness.
As number of layers increases, the energy corresponding to A excitonic absorption
decreases. Therefore, reddening of the peak A with time (in the present study),
implies increase in the average number of the layers in the dispersed nanosheets,
which suggest that as time passes, the van der Waals bonded WS2 nanosheets try
to restack. Therefore, it is clear from the study that dispersion of nanosheets in
water–IPA solution is not stable for a longer period of time.
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Fig. 25.3 UV–Vis spectroscopy of water–IPA exfoliated WS2 nanosheets in 1st, 21st, 33rd, 34th,
36th, 39th day

25.4 Conclusion

WS2 nanosheets were exfoliated in water–IPA solution and time dependent optical
analysis was carried out. It was observed that, with time, the nanosheets restack
in the solution itself, which implies that though the process gives good absorption
peaks, the above synthesis process is not suitable to prepare stock solution of liquid
dispersed WS2 nanosheets. The average thickness of the nanosheets remains same
only for 4–5 days in this process. However, thin films of WS2 nanosheets prepared
on glass substrate showed satisfactory Raman Spectra with distinct excitonic peaks.
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Chapter 26
Our Universe: The Known, Unknown,
and Some Speculations

Saurya Das

Abstract Our Universe is simple at scales larger than a few hundred megaparsecs:
it is smooth, homogeneous, isotropic, spatially flat, and expanding at an accelerating
rate, following the laws of general relativity. Yet it presents a number of unresolved
problems. These include the origin and fate of our Universe, nature of its main
constituents—darkmatter and dark energy, and themechanismbehind its high degree
of homogeneity, isotropy, and flatness. I will briefly describe the success and failures
of some of the theories which try to address these and will also present some new
ideas which attempt to explain the above.

I would like to start by thanking the organizers for this very well-organized confer-
ence, especially during the pandemic! The following is a short summary of a talk of
the same title which I have given at the conference.

It can be argued that the Universe becomes simpler as one goes to smaller and
smaller length scales. For example, the description of biological systems at say, a
length scale of 1 meter, is arguably more complex than the description of atoms at
about 10−10 m, and in fact, quarks and leptons at about 10−19 m. It is expected that
at the smallest length scale that can be constructed out of the fundamental constants
of nature, namely, the Planck scale �Pl = √

G�/c3 � 10−35 m, the fundamental
spacetime structure is quite simple, namely, a vacuum, possibly accompanied by
quantum fluctuations, which can be estimated by a successful theory of Quantum
Gravity, on its completion.

It is interesting to note that apparently as one goes up length scales, the description
of the physical Universe also gets progressively simpler. For example, as one goes up
from the planetary to the galactic, super-galactic, and finally the cosmological length
scales, the description in terms of gases and other elements give way to the much
simpler description in terms of a set of perfect fluids. The equation of state of one
such perfect fluid is given by p = w ρ, where p and ρ are the pressure and density
respectively,w is a constant and a total of 3 suchfluids, namely, non-relativistic visible
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and Dark Matter (DM) with w = 0, a cosmological constant or alternatively, Dark
Energy (DE) with w = −1 or w � −1, and a negligible amount of radiation (in the
present epoch) with w = 1/3. Furthermore, the matter distribution is homogeneous
and isotropic in the co-moving frame, which implies, purely from mathematical
considerations [1] that the metric describing the Universe at large distances can be
written in the following form, in the so-called co-moving coordinates

ds2 = c2dt2 − a2(t)

(
dr2

1 − κr2
+ r2(dθ2 + sin2 θdφ2)

)
. (26.1)

The above, known as the Friedmann-Lemaitre-Robertson-Walker (FLRW) metric,
describes the geometry of a 3-dimensional flat space (κ = 0), sphere (κ = 1) or one
of constant negative curvature (κ = −1), together with a time-dependent scale factor
a(t) which determines the distance between two objects, e.g., two galaxies, at large
length scales.

The dynamics governing the scale factor a(t) is given by the Einstein equations
and the equation of continuity for the perfect fluid

H 2 ≡ (
ȧ
a

)2 = 8πGρ

3 + �c2

3 − κc2

a2 , (26.2)

ä

a
= − 4πG

3

(
ρ + 3p

c2

)
(26.3)

ρ̇ + 3H(ρ + p) = 0. (26.4)

Of the above three equations, any two can be taken to be independent, and the third
is derivable from them. One also defines the following useful quantities

Red-shift z = a
a0

− 1 , (26.5)

Change of λ and ν λ = λ0 (1 + z), ν = ν0
1+z (26.6)

Velocities v ∝ da
dt = ȧ

a d = H d ∝ H(1 + z) (26.7)

Horizon L = 1
H ≈ 1026 m (26.8)

Temperature T = T0
a = T0 (1 + z) , (26.9)

where the subscript 0 refers to the present epoch. Therefore in an expandingUniverse,
z > 0, λ > λ0 and H > 0, while for a contracting phase z < 0, λ < λ0 and H < 0.
Solving Eqs. (26.2–26.4), one obtains for the (dimensionless) density parameters for
the various sources of matter/energy as follows

Radiation �R = �
(0)
R

( a0
a

)4
(26.10)

Matter �M = �
(0)
M

( a0
a

)3
(26.11)

Cosmological constant �� = �
(0)
� , (26.12)
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and in general �i = �0
i

( a0
a

)3(1+wi ) = �
(0)
i (1 + z)3(1+wi ) . In the above, the �i =

ρi/ρc, where ρi is the density of species i , ρc = 3H 2/8πG the critical density, the
superscript 0 refers to the present epoch and for a spatially flat Universe, to which we
will restrict ourselves henceforth, and it follows fromEq. (26.2) that at any epoch one
has

∑
i �i = 1. Next, using the Friedmann equations one can derive an expression

for the ‘luminosity distance’ dL ≡ √
Ls/4πF , where L is the absolute luminosity

of any source and F the flux seen by the observer, as a function of the red-shift and
the densities of the various matter/energy components in the present epoch

dL(�i , z) = 1 + z

H0

∫ z

0

dz
√∑

i �i (1 + z)3(1+wi )
. (26.13)

The remarkable fact is that it was shown beyond reasonable doubt by the Supernovae
1A luminosity distance vs. red-shift observations, that the best fit curve is given by
the following parameters �

(0)
R ≈ 0, �

(0)
M = 0.25, �

(0)
� = 0.70 and out of the cold

matter density. This implies that about 95% of our Universe’s contents is practically
unknown, although there are a number of proposed viable candidates. The Nobel
prize in physics (2011) was awarded for the above fundamental result [2, 3].

Let us list below the other important unanswered questions of our Universe and
its evolution.

• Cosmic Microwave Background Radiation (CMBR)

At about red-shift z = 1100, or 400, 000 years after the presumptive Big-Bang sin-
gularity, the electrons and photons in the dense hot soup of our Universe decoupled
from each other, and the free photons have been traveling ever since, influenced
only by the expansion of the Universe. This is known as the Cosmic Microwave
Background Radiation (CMBR). Remarkably, the spectrum of the radiation is that
of a black body, with temperature given by T (a) = 2.7/a K. Therefore the CMBR
is 2.7 K at the present epoch [4, 5]. While this radiation is clear evidence for an
expanding Universe, what remains a mystery is its observed incredible homo-
geneity and isotropy, about 1 part in 105. The time from the Big-Bang is just not
enough for information to be communicated from one end of the Universe to the
other and equilibrium to set in throughout the observed sky. In fact, points in the
sky separated by only about a few degrees should be in thermal equilibrium at
this epoch, and not the full 4π steradians of solid angle, an observed! This is also
known as the horizon problem in cosmology [1].

• Dark Matter

As mentioned earlier, about 25% of the matter content of our Universe is invisible,
although it exists [6, 7]!A number ofDMcandidates have been proposed, although
there has not been any direct or indirect evidence in favor of any. Among the more
popular candidates are axions, supersymmetric particles, and the so-called weakly
interacting massive particles or WIMPS and there are other exotic candidates as
well [8].
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• Dark Energy

Arguably, the most natural candidate for DE is the sum of vacuum energy densities
of quantum fields [9]. The problem with this idea that if one tries to estimate
the zero-point of even a single quantum field, e.g., a scalar field, given by the
momentum integral [10]

ρ� =
∫ kmax

0
dk k2

√
k2 + m2 ≈ k4max, (26.14)

where kmax is the ultraviolet. Although one can take kmax → ∞, thereby giving an
infinite vacuum energy density, one should in reality, equate it to a physical scale
up to which one trusts the theory. For example, if we choose kmax = EEW ≈ T eV ,
the electroweak energy scale, or kmax = EPl ≈ 1016 T eV , the Planck energy scale,
the ratio of the vacuum energy density Evac to the cosmological constant � goes
as O(1050 − 10124), which is clearly an unacceptable discrepancy.

• Spatially flat Universe

Asmentioned earlier, large-scale homogeneity and isotropy require that the spatial
sections of theUniverse (at any given time t) to be either flat or a three-dimensional
sphere with positive constant curvature or a three-dimensional saddle with neg-
ative constant curvature. Out of these, the Universe seemingly chooses the first
option. Although it may be argued that with a probability of 1/3, this is not too
bad, the problem is that spatial flatness of one part in 105 at the current epoch (as
observed) implies flatness in progressively earlier epochs at an incredible level
of accuracy, of one part in 10N , with N 	 1. While this cannot be ruled out, it
suggests a Universe on the knife-edge early on, with a tremendous fine tuning,
which is undesirable and needs a better understanding. This is known as the flat-
ness problem.

• The initial singularity

An expanding Universe means a tiny scale factor in early epochs and in principle
a = 0 at t = 0. Matter densities and spacetime curvatures become infinite at that
point and the theory of gravity itself along with its predictive power (general
relativity, the Friedmann equations) breaks down. Again, while this remains a
possibility, other beginnings of the Universe or its remaining everlasting cannot
be ruled out.

Proposed solutions and some speculations

• Inflation

The paradigm of inflation aims to solve the homogeneity, isotropy and flatness
problems in one stroke, by proposing that the Universe underwent a rapid phase
of exponential expansion soon after the Big-Bang, thereby ‘flattening’ out any
curvature (making it spatially flat) and causally connecting its far reaches, thereby
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solving the horizon and flatness problems in one stroke [11–14]. Inflation does
come with a number of potential problems however [15].

• Quantum Friedmann equation

The quantum Raychaudhuri equation, formulated by replacing classical geodesics
with quantal trajectories, gives rise to the quantum corrected Friedmann equation
as follows

ä

a
= − 4πG

3 (ρ + 3p) + �
2

3m2 hab
(

�R
R

)

;a;b
(26.15)

≡ − 4πG
3 (ρ + 3p) + �Q

3 , (26.16)

where � = Rei S , with R and S being real functions, is the wavefunction of a
‘quantum fluid’ stretching across cosmological length scales. Next, if one makes
a simple assumption, namely, that there is an abundance of light bosons in our
Universewithmassm < 6 eV/c2, then it can be shown that the critical temperature
of the bosons Tc always exceeds the ambient temperature of the Universe (e.g.,
the CMBR temperature). This means that a Bose-Einstein condensate (BEC) of
the bosons will form in the early Universe, with the wavefunction �. This can be
a viable source of DM. Furthermore, a physically motivated wavefunction which
respects spatial homogeneity, isotropy and the dilution of DM as 1/a3, given by
� = R0

a3/2 e
−r2/σ 2 ≡ R(x) where σ 2 = 2�

m(4πGρc/3)1/2
and gives from Eq. (26.16),

�Q = �
2

m2 hab
(

�R
R

)

;a;b
= 8πGρc (26.17)

ρ� = �
4πG = 2 ρc ≈ ρDM . (26.18)

In other words, a positive cosmological constant of approximately the right mag-
nitude emerges for the BEC with the above wavefunction. The explanation for
its positivity, smallness, and approximate equality with DM is easily explainable
in this picture. It is positive because being the quantum potential, it must have
the opposite signature of the attractive, classical gravitational potential, which
induces it. In fact, there exists a rigorous but not such well-known result that
(classical potential)=- (classical potential) for stationary states. The last result also
implies its smallness and equality with DM density. Of course, the above idea is
still speculative and its proof would depend on observable predictions that it can
make. Some of the predictions are the existence and abundance of light bosons
with an estimated mass at about m ≈ 10−30 eV/c2, a change of the cosmologi-
cal constant in the far past and far future and further corrections to measurable
quantities when one includes the excited states of the BEC [16–19].
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To conclude, we have summarized here some of the recent observations in cos-
mology, the inferences that one can draw from them, the problems that remain unan-
swered and some proposals and speculations that attempt to resolve them. One can
perhaps be optimistic that at least some of them will be better understood in the near
future.

Acknowledgements I thank the organizers of the conference for their kind invitation to give a talk.
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Chapter 27
Phenomenological Study of Neutrino
Mass Matrices with One Vanishing
Minor and Zero Sum of Mass
Eigenvalues with Majorana Phases

Sangeeta Dey and Mahadev Patgiri

Abstract In this work we have carried out a phenomenological texture study of
neutrino mass matrix having one vanishing minor and zero sum of the neutrino mass
eigenvalues. Out of six possible cases of a neutrino mass matrix with one vanishing
minor, we have studied only two cases, i.e., C11 = 0 and C12 = 0 by imposing the
zero trace condition in flavor state basis. It is found that case C11 = 0 is allowed for
both Normal Hierarchy (NH) and Inverted Hierarchy (IH) while C12 = 0 is allowed
only for NH. Here we have investigated the allowed ranges of Majorana and Dirac
CP-phases for the cases.

27.1 Introduction

A number of neutrino oscillation experiments carried out since last few decades have
confirmed the neutrino oscillations, i.e., flipping from one kind of flavors to another
takes place during their transit. These phenomena of neutrino oscillations can be
understood if neutrinos are massive and mix themselves. To formulate such dynam-
ics, the three-generation neutrinos are represented by a complex (3 × 3) symmetric
Majorana neutrino mass matrix Mν . Since this leptonic sector is not completely
known, so one is allowed to construct the matrix Mν in a number of different forms
consisting of free parameters. It is expected that the Nature will choose a particular
texture of Mν and may be in the minimal form. The origin of such texture may be
explored in model building. In the first place, the textures should be phenomeno-
logically consistent with the current neutrino data as well as have minimum number
of free parameters. In order to proceed in this direction, investigations have been
carried out by undertaking various ansatzes in literature, viz., vanishing minor [1],
zero textures [2], hybrid textures [3]. These phenomenological studies pave out the
way to explore the underlying symmetry of the successful textures.
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In the present work we intend to explore the texture of neutrino mass matrices
with two ansatzes: (1) one vanishing minor [1, 4] and (2) zero sum of neutrino mass
eigenvalues [5, 6]. The primary motivations of considering these two ansatzes on
neutrino mass matrix are the following: (a) the more attractive way of obtaining the
light left-handed neutrino mass matrices is the framework of seesaw models beyond
standard model of particle physics: Mν = −MDM

−1
R MT

D . The Dirac mass matrix
MD and heavy right-handed Majorana mass matrix MR are more fundamental than
Mν , and any vanishing minor or texture zero in Mν is a result of zeros in MD and MR

that propagate via seesaw formula. The zeros in MD and MR represent underlying
flavor symmetry that may be realized by the discrete symmetry group ZN . Again
ZN is a subgroup of U (1) Abelian gauge group, thus giving a strong theoretical
foundation in this approach. (b) The absolute mass scale can be directly measured
in non-oscillation experiments, viz., neutrinoless double beta decay, tritium beta
decay endpoint spectrum, etc., whereas the oscillation experiments measure themass
squared differences of neutrinos known as solar and atmospheric mass splittings.
But Black et al. showed in their paper [5] that the zero sum of eigenvalues condition
enables one to calculate the absolute masses of neutrinos in normal hierarchy (NH)
or in inverted hierarchy (IH) mass pattern from current neutrino data from oscillation
experiments and in conjunction the form of neutrino mass matrix becomes simpler.

In symmetric (3 × 3)neutrinomassmatrixMν , there are 6possible textures having
one vanishing minor. We restrict the present study to vanishing minors C11 = 0 and
C12 = 0 as representative cases only for limited space for this paper. Viabilities of
such textures are analyzed on the basis of 3σ values of mass squared differences
�m2

i j , mixing angles θi j and constraints on Dirac phase δ.
The paper is organized as follows: In Sect. 27.2, we have shown the formalism

used to form the Majorana mass matrix and obtain some useful relation of neutrino
mass ratios and majorana phases with Dirac CP-phases imposing one vanishing
minor and vanishing sum of neutrino mass eigenvalues in the neutrino mass matrix.
In Sect. 27.3, we have done the numerical analysis and finally we have concluded in
Sect. 27.4.

27.2 Formalism

There are six textures of neutrino mass matrices with one vanishing minor of which
we have studied only two following textures, i.e., C11 = 0 and C12 = 0:

C11 = 0,m22m33 − m23m32 = 0 (27.1)

C12 = 0,m21m33 − m23m31 = 0. (27.2)

Here Ci j denote the cofactor of 3 × 3mi j neutrino mass matrix. We may express the
neutrino mass matix Mν as
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Mν = V

⎛
⎝
m1 0 0
0 m2 0
0 0 m3

⎞
⎠ V T (27.3)

where V is PMNS matrix which may be parametrized as V = U Pν [7] on diagonal
charged lepton mass matrix

U =
⎛
⎝

c12c13 c13s12 s13e−iδ

−s12c23 − c12s13s23eiδ c12c23 − s12s13s23eiδ c13s23
s23s12 − c12c23s13eiδ −c12s23 − c23s12s13eiδ c13c23

⎞
⎠ (27.4)

where Pν = diag(1, eiα, ei(β+δ)) with α and β being the Majorana CP-phases and δ

the Dirac CP phase. Thus the neutrino mass matrix may be expressed as

Mν = U

⎛
⎝

λ1 0 0
0 λ2 0
0 0 λ3

⎞
⎠UT (27.5)

where λ1 = m1, λ2 = m2e2iα , λ3 = m3e2i(β+δ). Now using Eq. (27.5) we can express
any element of the neutrino mass matrix Mν as

Mab =
3∑

i=1

UaiUbiλi . (27.6)

Therefore the condition for one vanishing minor of any element of neutrino mass
matrix can be given by

Cmn = (−1)m+n(Mν(ab)Mν(cd) − Mν(e f )Mν(gh)) = 0. (27.7)

Solving Eq. (27.7) we get

m1m2e
iαA3 + m2m3e

i(α+β+δ)A1 + m3m1e
i(β+δ)A2 = 0 (27.8)

where
Ai = (UpjUq jUrkUsk −Ut jUu jUvkUwk) + ( j ←→ k) (27.9)

here (i, j, k) is a cyclic permutation of (1,2,3). Therefore the two constraint equations
are

λ1λ2A3 + λ2λ3A1 + λ3λ1A2 = 0 (27.10)

λ1 + λ2 + λ3 = 0. (27.11)

Solving Eqs. (27.10) and (27.11) we get the following ratios
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m1

m2
e−2iα = (A3 − A1 − A2) ± √

(A3 − A1 − A2)2 − 4A1A2

2A2
(27.12)

m1

m3
e−2iβ = (A2 − A1 − A3) ± √

(A2 − A1 − A3)2 − 4A1A3

2A3
e2iδ. (27.13)

The ratios of the magnitude of the neutrino masses are given by

ρ =
∣∣∣∣
m1

m2
e−2iα

∣∣∣∣ , σ =
∣∣∣∣
m1

m3
e−2iβ

∣∣∣∣ . (27.14)

Now ρ and σ are related to each other with the ratio of solar and atmospheric mass
squared difference Rν where

Rν = δm2

�m2
= 2σ 2(1 − ρ2)

2ρ2 − σ 2(1 + ρ2)
(27.15)

where the three neutrino masses are given by m1 =
√

δm2ρ2

1−ρ2 , m2 = m1
ρ

and m3 =
m1
σ
, where δm2 = m2

2 − m2
1 and �m2 = |m2

3 − 1
2 (m

2
1 + m2

2)|. For NH we have Rν =
σ 2(1−ρ2)

ρ2 and for IH Rν = 2(1−ρ2)

1+ρ2 .
The measure of CP violation, i.e., Jarkslog invariant [8]

JCP = s12c12s23c23s13c321 sin δ.

27.2.1 Case C11 = 0

From Eq. (27.9) we arrive at the values of A1,A2 and A3

A1 = c212c
2
13, A2 = s212c

2
13, A3 = s213e

2iδ. (27.16)

Using Eq. (27.16) in Eqs. (27.12) and (27.13) and considering terms upto order
of s213, we get

m1

m2
e−2iα = ±(

s213e
2iδ ∓ c213 cos 2θ12
c213 cos 2θ12

) (27.17)

m1

m3
e−2iβ = − cos 2θ12e2iδ − e2iδ

2 cos 2θ12
; −2c213 cos

2 2θ12 − s213 cos 2θ12e
2iδ + s213e

2iδ

2s213 cos 2θ12
(27.18)

Equations (27.17) and (27.18) lead to the following expressions
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α = ∓1

2
tan−1 s213 sin 2δ

c213 cos 2θ12 ± s213sin2δ
(27.19)

β = −1

2
tan−1 cos 2θ12 sin 2δ + sin 2δ

cos 2θ12 cos 2δ + cos 2δ
(27.20)

β = −1

2
tan−1 cos 2θ12 sin 2δ − sin 2δ

2 cot2 2θ13 cos2 2θ12 + cos 2θ12 cos 2δ − cos 2δ
(27.21)

27.2.2 Case C12 = 0

For case C12 = 0 we have the values of A1,A2 and A3 as

A1 = c12s12c23c13 + c212c13s13s23e
−iδ (27.22)

A2 = −c12s12c23c13 + s212s23s13c13e
−iδ, A3 = s23s13c13e

iδ. (27.23)

Using Eqs. (27.22) and (27.23) in Eqs. (27.12) and (27.13) and considering term
upto the order of s213 we have

m1
m2

e−2iα =

4c12c23c12s23s13(e
iδ − e−iδ ± cos 2θ12e

−iδ) ± s223s
2
13(2 + e2iδ + cos2 2θ12e

−2iδ)

±4c12s12c23(2c12s12c23 + s23s13 cos 2θ12e
−iδ)

8c12s12c23(−c12s12c23 + s212s23s13e
−iδ)

(27.24)

m1
m3

e−2iβ =

8c212s
2
12c

2
23 − 4c12s12c23s23s13(e

iδ − cos 2θ12e
−iδ) ∓ 8c212s

2
12c

2
23 ∓ 4c12s12s13c23s23 cos 2θ12e

−2iδ

∓s223s
2
13(2 + e2iδ + cos2 2θ12e

−2iδ)

8s23s13c12s12c23e−iδ
.

(27.25)
On calculating α and β from Eqs. (27.22) and (27.23) we have

α = 1

2
tan−1 s23s13(±4c12s12c23 sin δ(2s212 + cos 2θ12) − s23s13 sin 2δ(4s212 sin 2δ ± sin2 2θ12))

4s23s13c12s12c23 cos δ(2 ∓ cos 2θ12 ± 2s212) ∓ 8c212s
2
12c

2
23

±s223s
2
13(4s212 cos 2θ12 − (2 + cos 2δ ∓ cos2 2θ12 cos 2δ ± 8s212 cos2 δ))

(27.26)

β = −1

2
tan−1 s23s13(2 sin δ + sin 3δ − cos2 2θ12 sin δ) + 4c12s12c23 sin 2δ

s23s13(2 cos δ + cos 3δ + cos2 2θ12 cos δ) + 4c12s12c23 cos 2δ
(27.27)

β = −1

2
tan−1 4s23s13c12s12c23 sin 2δ + s223s

2
13(cos2 2θ12 sin δ − 2 sin δ − sin 3δ) − 16c212s

2
12c

2
23 sin δ

4s23s13c12s12c23(cos 2δ − 2 cos 2θ12) − s223s
2
13(2 cos δ + cos2 2θ12 cos δ + cos 2δ) − 16c212s

2
12c

2
23 cos δ

.

(27.28)
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Fig. 27.1 Scatter plot for Majorana versus Dirac CP Phase for case C11 = 0 for NH, where δ is
constrained in the range (5◦, 30◦) and (150◦, 170◦)

Fig. 27.2 Scatter plot for Majorana versus Dirac CP Phase for case C11 = 0 for IH, where the
range of δ = (0◦,190◦)

27.3 Numerical Analysis and Discussion

From plots of Jcp (not presented here) for both the cases it is found that it is consistent
with the experimental data at 3σ confidence level when the Dirac CP phase (δ) is
constrained in the range (0◦, 190◦) for both case C11 = 0 and C12 = 0.

27.3.1 Case C11 = 0

From the scatter plot of Rν (not presented here) it is found that it remains consistent
with the experimental data in the 3σ range when δ is further constrained in the range
(5o, 30o) and (150o, 170o) for NH and (0o, 190o) for IH. On plotting the graph for
Majorana CP-phases(α,β) for the allowed ranges of Dirac CP phase (δ) for case
C11 = 0 we get the following scatter plot.

From the Fig. 27.1 we find that for NH α lies in the range (−20◦, 20◦) and β lies
within (−25◦,−1◦) and (0, 25◦). While from Fig. 27.2 we observe that for IH both
α and β lies within the range (−30◦, 30◦).
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Fig. 27.3 Scatter plot for Majorana versus Dirac CP Phase for case C12 = 0 for NH, where δ is
constrained in the range (145◦, 190◦)

27.3.2 Case C12 = 0

From Rν plot (not presented here) for NH for case C12 = 0 it is found that it remains
consistent with the experimental data at 3σ confidence level when δ is constrained
in the range (145o, 190o). While for IH Rν is inconsistent with the experimental data
for all values of δ. Therefore this case is allowed only for NH. Nowwe plot Majorana
versus Dirac CP phase for the allowed range of δ for NH (Fig. 27.3).

From the scatter plot we find that for NH, Majorana phase α is constrained within
the range (−15◦, 45◦) while β lies within (−100◦, 360◦).

27.4 Conclusion

We have investigated CP-phases (δ, α, β) for neutrino mass matrices with one van-
ishing minor and vanishing sum of neutrino mass eigenvalues. In Case C11 = 0,
based on the allowed ranges of values of JCP and Rν , Dirac CP-phases δ have been
found to be constrained to the range (5◦, 30◦) and (150◦, 170◦) for NH, and (0◦,190◦)
for IH. Such allowed ranges of δ has led to the constrained Majorana phases α to
the range (−20◦, 20◦), and β to the ranges (−25◦,−1◦) and (0◦, 25◦) for NH. Both
α and β for IH lie in the same range (−30◦, 30◦). In Case C12 = 0, following the
similar procedure, we have found δ constrained to the range (145◦, 190◦) for NH,
while for IH δ is forbidden. For NH the ranges of Majorana phases α and β have
been constrained to (−15◦, 45◦) and (−100◦, 360◦), respectively.
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Chapter 28
Programmable Electro-Mechanical Dust
Dispenser for Dusty Plasma
Experimental Device

Nipan Das, S. S. Kausik, and B. K. Saikia

Abstract An electro-mechanical dust dispenser has been designed and developed
for dropping dust into the plasma produced in dusty plasma experimental setup.
Mechanical setup of the dust dispenser has been developed and fabricated in the
laboratory. The frequency of vibration and amplitude of the developed dust dispenser
can be controlled electronically to ensure precise and accurate density of dust in
dusty plasma experiments. Drive circuits have been developed and integrated in the
system that enable voltage and frequency control of the dispenser. Control signals
are generated by LabVIEW software and applied to the inputs of drive circuit. A
provision for predefined time interval for dust dropping time is also incorporated in
the LabVIEWprogram. The dust dispenser has been calibrated for dust density using
laser beam and photodiode arrangement.

28.1 Introduction

A plasma containing suspended dust particles of micron or submicron size, known
as dusty plasma, is encountered in space plasmas [1], the mesosphere of the earth
[2] and specifically designed laboratory experiments [1]. Study of dusty plasma is
interesting because of the presence of dust particles alters the property of plasma
significantly and can be used for development of other experimental devices such as
negative hydrogen ion source reported in ref. [3]. At Centre of Plasma Physics Insti-
tute of Plasma Research (CPP-IPR), there are dusty plasma devices where various
experiments are being conducted. In the same laboratory there is a sophisticated and
complicated experimental device, where most of the instruments and subsystems are
operated remotely from a PXI based data acquisition and control system (DAQ&C).
In such a case, it becomes necessary to design and develop a dust dispenser which
can also be controlled remotely from the same centralized computer with required
level of precession and accuracy. Therefore, an electro-mechanical dust dispenser
is designed, developed and fabricated. Graphical user interface (GUI) to control the
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dust dispenser is also developed. Finally, the dust dispenser is calibrated and the
whole system is integrated for its full functionality. This paper reports details of the
design, development, fabrication and calibration.

28.2 Brief Description of Dusty Plasma Experimental
Device and PXI Based Data Acquisition and Control
System

The experimental device has mainly three sections—Plasma generation chamber,
dust dropping unit and dust collection chamber. A schematic diagram of the
experimental device is shown in Fig. 28.1.

Hydrogen plasma is produced by thermionic emission technique in the plasma
generation chamber at a working pressure of ~ 5 × 10–4 mbar. Produced plasma
is confined by a magnetic cusp arrangement. Tungsten dust particles of size 1–5
microns are dropped from the top of the dust dispenser unit and allowed it to fall
into the plasma. The developed dust dispenser will be used in basic experiments in

Gate Valve-1

Rotary Pump

TMP Plasma Chamber
Gate Valve-2

Gate Valve-3
Dust Dispenser

Magnetic CageFilament

Dust Collection Chamber

Dust Dropping Unit

Gas Inlet

Outlet

Fig. 28.1 Schematic of the experimental device
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dusty plasma as well as for the production of negative hydrogen ions using cesium
coated tungsten dust particles [3]. Since the experimental dusty plasma device is
equipped with various kinds of instruments and subsystems, to acquire data, monitor
and control different parameters, a PXI based DAQ&C is used. The data acquisition
and control system is composed of a real time controller module (National Instru-
ments™, PXIe-8840) and different input/output (IO) modules to meet the require-
ments. Some instruments have built-in measurement mechanism to monitor and
control the parameters that can be accessed remotely from DAQ&C through proper
communication interface. In some cases, parameters measured by sensors are fed to
DAQ&Cwith developed signal conditioning circuit. Plasma diagnostics instruments
are connected to DAQ&C through communication interfaces available to the instru-
ments such as RS232, RS484, Ethernet etc. The whole system is controlled by a Real
Time Controller in supervisory mode. User access is available at a host computer
with the help of a properly developed GUI. Experimental data can be acquired in.csv
format from controller to host computer.

28.3 Electro-Mechanical Dust Dispenser

The electro-mechanical dust dispenser has mainly two parts; suspended dust
container and electro-mechanical striking unit. Schematic of the developed dust
dispenser is shown in Fig. 28.2. A solenoid is used to activate the striker through
the axial direction of the solenoid. The striker or the core is made of soft iron and
aluminium road connected together.A suspension spring arrangement ismade in such
a way that soft iron part stay above the solenoid in absence of excitation current. On
application of excitation current, the soft iron rod enters into the solenoid and the
attached aluminium rod strikes dust container suspension support. The dust container
is made of an aluminium cylinder attachedwith double layer 5µmgrid at the bottom.
On top of the aluminium cylinder an arrangement is made to suspend the container
with the help of two springs and guide rods. The fabricated dust dispenser is shown
in Fig. 28.3.

28.4 Drive Circuit

The drive circuit consists of voltage regulator, feedback network and actuator driver.
The circuit schematic is shown in Fig. 28.4. Drive circuit is powered by a 24 V,
10A power supply (Aplab, L3210). A transistor based series voltage regulator is
designed to set voltage as per requirement such that amplitude of vibration can be
controlled. The series voltage regulator is composed of a darlington pair of Q1 and
Q2 (MJE13007) [4], error detector U1/2 (LM358) [5] and reference supply by U1/1
(LM358). Gain of U1/1 is represented by G and expressed by Eq. 28.1. G is set at 2.
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Fig. 28.2 Schematic of dust
dispenser

Fig. 28.3 Photograph of
fabricated dust dispenser
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Fig. 28.4 Schematic of drive circuit

G = 1+ R2

R1
(28.1)

Error input voltage VE is obtained from the output voltage of potential divider
network composed of R3 and R4 as per the Eq. 28.2.

VE = Vo

R3+ R4
× R4 (28.2)

Capacitor C1 is used to decouple noise coming from solenoid during operation.
On the other hand, capacitor C2 stabilizes the output voltage VO.

Feedback voltageVF to PXI system is obtained from the output voltage of another
potential divider network composed of R5 and R6. Voltage at VF is obtained from
Eq. 28.3. C3 is used as decoupling capacitor.

VF = Vo

R5+ R6
× R6 (28.3)

Operating voltage is set by applying a suitable voltage from 0 to 10 V at Vset by
PXI system. Feedback of the set voltage obtained from VF is fed to the PXI system.
Scaling is done in software.

Darlington pair composed of Q3 and Q4 (MJE13007) is used to drive the solenoid
of dust dispenser. Darlington pair is excited by a TTL signal of appropriate frequency
from PXI based DAQ&C system. Diode D1 is used as flywheel to supress back EMF
produced by the solenoid during operation. The details of the components are given
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Table 28.1 Components
detail of drive circuit

Sl. No Components Part No./ type Value

1 U1 LM358 –

2 Q1,Q2,Q3,Q4 MJE13007 –

3 C1, C3 Ceramic 0.1 µF

4 C2 Electrolytic 1000 µF

5 R1,R2,R3,R5 Carbon film, 0.25w 10k�

6 R4,R6 Carbon film, 0.25w 5 k�

7 R7 Carbon film, 0.25w 4.7 k�

8 R8 Carbon film, 0.25w 100k�

in Table 28.1. A TTL signal is from PXI system is used to drive the solenoid in
required frequency.

28.5 GUI Development

To ensure proper operation and control of the whole system, algorithms have been
developed and implemented on PXI controller. For user access and monitoring
different parameters and instrument settings, a user interface is developed in the
host PC using LabVIEW software. In Fig. 28.5, grounded tab of the developed GUI
is shown. A close up of dust dispenser part is shown in Fig. 28.6. The dust dispenser
has the provision to set operating voltage, vibrating frequency and predefined time
duration for dust dispensing. Using START/STOP button dust dispensing can be
initiated or terminated.

Fig. 28.5 Developed GUI for data acquisition and control
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Fig. 28.6 Close up of dust dispenser control GUI part

28.6 Calibration and Testing

Before using the developed dust dispenser, it is necessary to calibrate the system
and test its performance. The dust dispenser is calibrated using laser and photo-
diode arrangement. Calibration setup is shown in Fig. 28.7. A beam of wavelength
650 nm produced by a laser diode is used to illuminate tungsten (W) dust dropped
from the dust container due to vibration. Intensity of the beam is controlled by a
varying voltage source. Beam of the laser is spread out by a convex lens such that it
uniformly falls on the entire sensing area of the used photodiode. The beam passes
through the dropping dust column. As dust density changes, the amount of light also
changes that falls on the photodiode sensing area and in turn the current through the
photodiode. The change in current is measured by a multi-meter (RISH, multi18S)
in current measurement mode. A 100k� resistor is used to protect the photodiode
from overcurrent. A 20 V power supply is used to supply the current.

Fig. 28.7 Schematic of calibration setup
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28.6.1 Dust Density Measurement

Dust density can be calculated using the formula shown in Eq. 28.4 [6].

I = I0e
−ηπa2lNd (28.4)

where, I is the detector current with dust, I0 is the detector current without dust,
η is absorption coefficient, a is the radius of dust particle, l is the diameter of dust
column, and Nd is the dust density. In our case, η = 1, a = 3 µm and l = 5.24 cm.

28.6.2 Frequency Response

The dust dispenser has been operated at 20 V and varying frequency from 10 to
30 Hz. Data is recorded and calculated the dust density using Eq. 28.4. Frequency
versus dust density is plotted and shown in Fig. 28.8.

Average dust density is found to be 66.29 × 105/cm3 in the frequency range of
10 to 30 Hz when operated in 20 V. Minimum and maximum dust densities in this
range are 9.4 × 105/cm3 and 1.06 × 107/cm3. A minimum of 0.54 × 105/cm3 and a
maximum of 12.71 × 105/cm3 standard deviations are observed in the dust density
measurement.

Fig. 28.8 Frequency versus dust density plot
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Fig. 28.9 Operating voltage versus dust density plot

28.6.3 Operating Voltage Response

The amplitude of vibration for the dust dispenser can be changed by setting different
operating voltages keeping the operating frequency at a constant value. This results
in variation of dust density. The dust dispenser has been tested at three different
frequencies, 15, 20 and 25 Hz. The operating voltages have been changed from 15
to 20 V. Responses of the dust dispenser have been shown in Fig. 28.9.

Linear fit equations for the three frequencies, 15, 20 and 25 Hz are shown in
Eqs. 28.5, 28.6 and 28.7, respectively, where y represents dust density and x repre-
sents applied operating voltage. The residual versus independent plot is shown in
Fig. 28.10.

y = 4.73x − 42.30 (28.5)

y = 5.30x − 48.69 (28.6)

y = 10.81x − 155.09 (28.7)
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Fig. 28.10 Residual versus independent plot

28.7 Conclusions

An electro-mechanical dust dispenser is designed, developed and fabricated to use in
dusty plasma experimental device. The density of dispensed dust can be controlled
by controlling operating voltage and frequency. The dust dispenser is driven by a
circuit that supplies operating voltage defined by PXI system in a specified frequency.
A GUI is developed to control the developed dust dispenser as per user requirement.
The developed system is calibrated using laser and photodiode arrangement. The
dispenser can be operated in the frequency range of 10 to 30 Hz. An average of 66.29
× 105/cm3 dust density was observed when the dust dispenser was operated in 20 V
and 10–30 Hz frequency range. The observed minimum and maximum densities are
9.4× 105/cm3 and 1.06× 107/cm3 respectively. The dust dispenser is tested in three
different frequencies and calibrated. Using calibration equations, the dust dispenser
can be used as per the required dust density.
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Chapter 29
Radiation Exposure Due to Indoor
Radon and Thoron in the Environs
of Jowai Town, Meghalaya, India

A. Pyngrope and A. Saxena

Abstract Assessment of indoor activity levels of radon and thoron has been carried
out in around 20 residential dwellings of Jowai town, Meghalaya, India. Passive
integrated device—single-entry pin-hole dosimeter—based on solid-state nuclear
track detectors (SSNTDs) has been used for the measurement methodology. Activity
concentrations of measured radionuclides were found to vary appreciably amongst
the studied dwellings. Overall, the activity levels were within the action level of 200–
300 Bq.m−3 as prescribed by International Commission on Radiological Protection
(ICRP). The estimated inhalation dose due to radon and thoron was also found to be
within the permissible limit of 3–10 mSv.y−1.

29.1 Introduction

Radon is a naturally occurring radioactive gas that is ubiquitously present in the
earth’s atmosphere. In nature, radon mainly exists in three isotopic forms: 222Rn
(radon), 220Rn (thoron) and 219Rn (actinon). These radioisotopes originate from the
decay series of 238U, 232Th and 235U, respectively. Actinon is often neglected due
to its shorter half-life and hence considered insignificant from the epidemiological
point of view. Thoron also has a half-life of just 55.6 s, thus initially it was given less
importance. But, later it is found that thoron’s contribution to the overall exposure
is notable [1]. Radium, the immediate parent of radon and thoron, is found in trace
amounts in most of the commonly used building materials; this, in turn, can act as a
significant source of indoor exposure. Besides, subsoil emanation beneath the floor
is as well a potential contributor to indoor exposure [2, 3]. Apart from other radiation
exposure, radon is considered to be one of the potential contributors to the overall
exposure in a typical indoor environment and it is well documented that natural
sources of radiation contribute about 82% of the total exposure dose to mankind, of
which 52% is due to exposure to radon alone. The problem of exposure to radon and
thoron in an indoor environment is considered so dire because on inhalation these
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radionuclides can reach the lungs and cause irradiation of the soft epithelium tissues.
Over time, it may cause cancer [4, 5].

The present study is carried out around the densely populated Jowai town, covering
20 residential dwellings, mainly concrete and semi-concrete structures, with an aim
to investigate the difference in the indoor activity levels between these two types of
dwelling. Further, the Jowai plateau is known to be composed of granites, sandstone,
phyllite, limestones etc., which is one of themain reasons for choosing the study area,
as trace amounts of primordial radionuclides are always present in such minerals,
thereby becoming the potential radon/thoron emitters [6].

29.2 Materials and Methods

A new passive integrated instrument named ‘pin-hole dosimeter’ with single face
entry, which is developed at Bhabha Atomic Research Centre, BARC, Mumbai,
has been used for indoor measurement of radon and thoron. This dosimeter system
consists of two chambers separated by a central disc of thickness 2 mm, and this disc
contains four pin-holes of diameter 1 mm and length 2 mm, which basically act as
thoron discriminator. At the entry a filter paper is fitted to trap the particulate radon
and thoron progenies. Each chamber possesses a cylindrical shape of a common
length of 4.1 cm and a radius of 3.1 cm. The dimension is so chosen to resonate
with the sensitivity of the LR-115 detector. To attain a neutral electric field inside
the chamber, metallic powders are coated inside, which helps in maintaining the
uniformity in the deposition of progenies in the chamber volume [7] (Fig. 29.1).

Initially, LR-115 type-II film is fitted in both chambers of a pin-hole dosimeter.
The dosimeter is then hanged at a height of 1.5 m above the floor and at least 10 cm
away from the wall, to avoid possible disturbance during any household activity. The
survey is for a period of three months. When the exposure period is due, detectors
are retrieved and then subjected to chemical etching in 2.5 N NaOH solutions at a
constant temperature of 60 C for about 90 ± 5 min. These films were then washed in
running tap water and kept in a vacuum chamber for drying. The alpha tracks formed
on the films are counted by using the standard spark counter at an operating voltage
of 500 V prior to a pre-sparking voltage of 900 V [8].

Appropriate calibration factors have been used to obtain radon (Cr) and thoron
(Ct) concentrations (in Bq.m−3) from track densities recorded in both the filter and
pin-hole compartments of the pin-hole dosimeter [7].

Cr = T1 − B

d.kr
(29.1)

Ct = T2 − t1
d.kt

(29.2)
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Fig. 29.1 Schematic
diagram of a pin-hole
dosimeter

where kr = 0.0170 ± 0.002 and kt = 0.010 ± 0.001 represent track density
in ‘radon’ compartment and ‘radon + thoron’ compartment of the dosimeter,
respectively, B is the background track density (~4 track cm−2) on the LR-115
film which is usually subtracted from the observed track density, d represents the
number of days of exposure, kr = 0.0170 ± 0.002 track.cm−2d−1(Bq.d.m−3)−1 and
kt = 0.010±0.001 track.cm−2d−1(Bq.d.m−3)−1 are the calibration factors for radon
and thoron, respectively [7].

The inhalation dose due to radon and thoron is estimated using the following
equation:

D(mSv) = 0.007{(0.17 + 9Fr )Cr + (0.11 + 32Ft )Ct } (29.3)

where 0.17, 9, 0.11 and 40 {in unit of nSv (Bq.h.m−3)−1} are the respective dose
conversion factors of radon, radon progeny, thoron and thoron progeny. Fr and Ft

are the respective radon and thoron equilibrium factors [3].
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29.3 Results and Discussions

The indoor activity concentrations of radon and thoron together with the estimated
inhalation dose and the respective GPS coordinates of the study’s dwellings are
given in Table 29.1. The average indoor activity concentrations of radon and thoron
were found to be 39 ± 22 Bq.m−3 and 69 ± 55 Bq.m−3, respectively, and the annual
inhalation dose of the entire study region is estimated at 3± 1.6mSv.y−1. Figure 29.2
indicates appreciable variations of indoor activity of radon and thoron amongst the
studied dwellings; this is attributed to few factors such as ventilation condition, the
lifestyle of the inhabitants etc. It is also seen that the majority of the dwellings
possessed indoor activity levels of both radon and thoron above the world average
standard [9, 10]. Overall, the activity levels were within the action level of 200–
300 Bq.m−3, as prescribed by International Commission on Radiological Protection
(ICRP) [11].

Figure 29.3 gives the box whisker plot of radon and thoron indoor activity in
concrete and semi-concrete structures. From the plot, it is seen that concrete struc-
ture witnessed slightly higher indoor activity compared to semi-concrete, but the
difference is not significant as seen from the t-test statistic (p-value for radon is 0.06,
p-value for thoron is 0.46) [12], and this may be attributed to the typical design of
concrete house structure, where in such house, floor, walls and ceiling are made of
complete concrete, which enhances the process of radon/thoron emanation. Simi-
larly, in the case of semi-concrete structures, the ceiling is made of either concrete
or tin sheet, and the floor is usually of wood and the walls are concrete, so in such
houses as well the contribution to the overall indoor activity is significant.

29.4 Conclusion

The indoor activity concentrations of radon and thoron have been measured in the
environs of Jowai town, Meghalaya, India. It is observed that the values of measured
radionuclides vary significantly amongst the studied dwellings, which is obvious
from the high value of standard deviations of individual measurement. Fortunately,
the overall activity levels were within the action level of 200–300 Bq.m−3, as
prescribed by International Commission on Radiological Protection (ICRP) [11].
The estimated inhalation dose due to these radionuclides was also found to be within
the permissible limit of 3–10 mSv.y−1 [11]. With respect to house structure, it is
seen that concrete witnessed a slightly higher indoor activity of both the radionu-
clides compared to semi-concrete; however, the difference is not significant as it is
evident from the t-test statistic.
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Table 29.1 Indoor activity concentrations of radon and thoron in concrete and semi-concrete types
of dwelling of the study region, togetherwith the estimated inhalation dose level, and their respective
coordinate value

S. No. GPS
coordinate

House type Radon conc.
(Bq.m−3)

Thoron conc.
(Bq.m−3)

Inhalation
dose, D
(mSv.y−1)

1 N–25°27′
80.91”
E–92°11′
38.77”

Semi-concrete 65 ± 6 21 ± 5 2.24

2 N–25°27′
22.10”
E–92°12′
49.99”

Semi-concrete 36 ± 4 58 ± 7 2.34

3 N–25°27′
24.73”
E–92°13′
22.27”

Concrete 26 ± 4 42 ± 6 1.69

4 N–25°26′
01.95”
E–92°11′
25.08”

Semi-concrete 9 ± 2 23 ± 5 0.79

5 N–25°25′
55.59”
E–92°11′
27.54”

Concrete 28 ± 4 81 ± 9 2.65

6 N–25°27′
04.15”
E–92°11′
44.61”

Concrete 56 ± 6 58 ± 8 2.83

7 N–25°27′
22.75”
E–92°12′
54.71”

Semi-concrete 37 ± 5 84 ± 9 2.94

8 N–25°27′
25.79”
E–92°12′
57.39”

Concrete 8 ± 2 23 ± 5 0.78

9 N–25°26′
20.34”
E–92°11′
49.70”

Semi-concrete 9 ± 2 71 ± 8 1.91

10 N–25°26′
17.82”
E–92°11′
50.41”

Semi-concrete 43 ± 5 72 ± 8 2.83

(continued)
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Table 29.1 (continued)

S. No. GPS
coordinate

House type Radon conc.
(Bq.m−3)

Thoron conc.
(Bq.m−3)

Inhalation
dose, D
(mSv.y−1)

11 N–25°25′
57.73”
E–92°11′
47.08”

Concrete 60 ± 6 159 ± 12 5.30

12 N–25°27′
10.61”
E–92°12′
02.57”

Concrete 32 ± 4 70 ± 8 2.48

13 N–25°27′
00.93”
E–92°11′
39.50”

Concrete 70 ± 6 17 ± 4 2.27

14 N–25°27′
08.36”
E–92°11′
50.32”

Semi-concrete 14 ± 3 79 ± 8 2.23

15 N–25°26′
07.65”
E–92°11′
38.65”

Concrete 57 ± 6 12 ± 3 1.81

16 N–25°27′
02.25”
E–92°11′
42.33”

Semi-concrete 30 ± 4 47 ± 6 1.90

17 N–25°27′
02.81”
E–92°11′
40.29”

Concrete 87 ± 7 249 ± 15 8.08

18 N–25°26′
15.60”
E–92°11′
44.59”

Semi-concrete 18 ± 3 21 ± 4 0.99

19 N–25°27′
03.72”
E–92°11′
44.61”

Concrete 54 ± 5 63 ± 7 2.92

20 N–25°27′
25.33”
E–92°13′
27.90”

Semi-concrete 36 ± 4 109 ± 10 3.51

Average (AM) 39 69 3

Standard deviation (SD) 22 55 1.6

aThe uncertainty in the reported values is standard deviations.
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Fig. 29.2 Radon and thoron indoor activity concentrations in individual dwellings of the study
region (with the demarcation of their respective world average values)

Fig. 29.3 Box-plot of indoor activity concentrations of radon and thoron in concrete and semi-
concrete structures
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Chapter 30
Realization of Left-Right Symmetric
Model by Discrete Flavor Symmetries

Bichitra Bijay Boruah and Mrinal Kumar Das

Abstract In this work, we have realized TeV-scale left-right symmetric model
(LRSM), where type-I and type-II seesaw terms arise naturally using A4 × Z2 dis-
crete flavor symmetry. Within the model we have considered type-I dominant case to
study neutrino phenomenology. Neutrinoless double beta decay (NDBD) is studied
in the model by considering different contributions coming from extended particle
content of the LRSM. We basically tried to find the leading order contributions to
NDBD process in type-I dominance case in our work.

30.1 Left-Right Symmetric Model (LRSM) and Neutrino
Mass

Left-right symmetric model (LRSM) [1, 4] has been extensively studied since 1970s
by several groups. In LRSM, the fermions are assigned to the gauge group SU(3)c ×
SU(2)L × SU(2)R × U(1)B−L which is a very simple extension of the standardmodel
gauge group where parity restoration is obtained at a high energy scale. The usual
type-I and II seesaw terms arise naturally in LRSM. TheRHneutrinos are a necessary
part of LRSM which acquires a Majorana mass when the SU (2)R symmetry is
broken at a scale vR . Several other problems like parity violation of weak interaction,
massless neutrinos, CP problems, hierarchy problems, etc. can also be addressed
in the framework of LRSM. The seesaw scale is identified as the breaking of the
SU (2)R symmetry. In this model, the electric charge generator is given by Q =
T3L + T3R + B−L

2 , where T3L and T3R are the generators of SU(2)L and SU(2)R and
B-L being the baryon minus lepton number charge operator.

The Quarks are assigned with quantum numbers (3, 2, 1, 1/3) and (3, 1, 2, 1/3)
and leptonswith (1, 2, 1,−1) and (1, 1, 2,−1), respectively, underSU(3)c×SU(2)L×
SU(2)R×U(1)B−L. The Higgs sector in LRSM consists of a bi-doublet with quantum
number Œ(1, 2, 2, 0) and the SU (2)L ,R triplets, �L(1, 2, 1,−1), �R(1, 1, 2,−1).
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The Yukawa Lagrangian in the lepton sector is given by

L = hi j�L ,iφ�R, j + ˜hi j�L ,i˜φ�R, j + fL ,i j�L ,i
T Ciσ2�L�L , j + fR,i j�R,i

T Ciσ2�R�R, j + h.c. (30.1)

where the family indices i, j are summed over, the indices i, j = 1, 2, 3 represents
the three generations of fermions. C = iγ2γ0 is the charge conjugation operator,
˜φ = τ2φ

∗τ2 and γμ are the Dirac matrices. Considering discrete parity symmetry, the
MajoranaYukawa couplings fL = fR (for left-right symmetry) give rise toMajorana
neutrino mass after electroweak symmetry breaking when the triplet Higgs �L and
�R acquire non-zero vacuum expectation value which leads to 6 × 6 neutrino mass
matrix

Mν =
[

MLL MD

MD
T MRR

]

, (30.2)

where

MD = 1√
2
(k1h + k2˜h), MLL = √

2vL fL , MRR = √
2vR fR, (30.3)

where MD , MLL , and MRR are the Dirac neutrino mass matrix, and left-handed and
right-handed mass matrices, respectively. Assuming ML � MD � MR , the light
neutrino mass, generated within a type-I+II seesaws can be written as

Mν = Mν
I + Mν

I I , (30.4)

Mν = MLL + MDMRR
−1MD

T = √
2vL fL + k2√

2vR

hD fR
−1hD

T , (30.5)

where the first and second terms in Eq. (30.5) correspond to type-II seesaw and type-I
seesaw mediated by RH neutrino, respectively. Here,

hD = (k1h + k2˜h)√
2k

, k =
√

|k1|2 + |k2|2. (30.6)

In the context of LRSM, both type-I and type-II seesaw terms can be written in
terms of MRR which arises naturally at a high energy scale as a result of spontaneous
parity breaking. In LRSM, theMajorana Yukawa couplings fL and fR are same (i.e.,
fL = fR) and the VEV for left-handed triplet vL can be written as

vL = γMW
2

vR
. (30.7)



30 Realization of Left-Right Symmetric Model by Discrete Flavor Symmetries 287

Table 30.1 Fields and their respective transformations under the symmetry group of the model

Field lL lR � �L �R χl χν ε

SU (2)L 2 1 2 3 1 1 1 1

SU (2)R 1 2 2 1 3 1 1 1

U (1)B−L −1 −1 0 2 2 0 0 0

A4 3 3 1 1 1 3 3 1

Z2 0 0 1 0 0 1 0 1

Thus, Eq. (30.5) can be written as

Mν = γ(
MW

vR
)2MRR + MDMRR

−1MD
T . (30.8)

30.2 A Left-Right Flavor Symmetric Model

In the present work, the symmetry realization of the structure of the mass matrices
has been carried out using the discrete flavor symmetry A4 [2, 5], which is a group
of permutation of four objects, isomorphic to the symmetry group of a tetrahedron
with an additional Z2 symmetry. The particle content and the charge assignments
are detailed in Table 30.1.

The Lagrangian of all Yukawa term can be written as

LY = l̄L(Yεε + Yl1χ
l + Yl2χ

l)�lR + ¯lL(Ỹεε + Ỹl1χ
l + Ỹl2χ

l)�̃lR

+l̄ c R(Y 0
R + Y ν

Rχν)iτ2�RlR + l̄ c L(Y
0
R + Y ν

Rχν)iτ2�LlL . (30.9)

30.2.1 Type-I Dominance

In case of type-I dominance scenario, the terms involving �L are omitted since
νl = 0. Again, if we assume vL is sufficiently small, then Dirac neutrino mass matrix
MD and charge lepton mass matrix Ml are given by

Ml = ν2Y + ν1Ỹ , MD = ν1Y + ν2Ỹ , (30.10)

where ν1 and ν2 are VEV of the Higgs bi-doublet and (Y ,Ỹ ) are Yukawa coupling
which are given by

Y = Yε + Yl1 + Yl2, Ỹ = Ỹε + Ỹl1 + Ỹl2. (30.11)
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In our work, we take the flavor alignment to be χl − (1, 0, 0),χν − (1,ω,ω2).
Now, this leads to diagonal charge lepton mass matrix given by

Ml =
⎛

⎝

a + 2b 0 0
0 a + (c − b) 0
0 0 a − (b + c)

⎞

⎠ ,

where a = ν2yl0 + ν1 ỹl0, b = ν2yl1 + ν1 ỹl1, and c = ν2yl2 + ν1 ỹl2.
Now, Dirac neutrino mass matrix (MD) shares the same structure as charge lepton

mass matrix (Ml) which can be further factorized into the form given below:

MD = λ

⎛

⎝

1 0 0
0 r1 0
0 0 r2

⎞

⎠ ,

where λ = ν1yl0 + ν2 ỹl0, r1 = ν1 yl1+ν2 ỹl1
λ

, and r2 = ν1 yl2+ν2 ỹl2
λ

.
The Majorana mass matrix is

MR = aR

⎛

⎝

2z + 1 −ω2z −ωz
−ω2z 2ωz 1 − z
−ωz 1 − z 2ω2z

⎞

⎠ ,

where aR = νR yR0 and z = yR
yR0

. Now, the relevantmass generation formula for type-I
dominance:

mν = MT
DM

−1
R MD. (30.12)

So, light neutrino mass matrix will be

mν = m

3z + 1

⎛

⎜

⎝

z + 1 ωzr1 ω2zr2
ωzr1 ω2 z(3z+2)r22

3z−1
(z−3z2+1)r1r2

1−3z

ω2zr2
(z−3z2+1)r1r2

1−3z
ωz(3z+2)r22

3z−1

⎞

⎟

⎠
.

30.3 Numerical Analysis and Results

We have constructed flavor symmetric model for type-I dominance and studied LNV
(NDBD) [4] for standard as well as non-standard contributions for the effective mass
as well as the half-life governing the decay process in the framework of LRSM. In
standard model contribution to NDBD, the intermediate particles are theW−

L bosons
and light neutrinos. Effective mass governing this process is given by

meff
˚ = U2

Limi, (30.13)
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where ULi are the elements of the first row of the neutrino mixing matrix. UPMNS is
the diagonalizing matrix of the light neutrino mass matrix, mν , such that

mν = UPMNSMν
(diag)UPMNS

T , (30.14)

where Mdiag
ν = diag(m1,m2,m3). In heavy right-handed neutrino contribution to

NDBD, the mediator particles are the W−
R bosons. We have also considered the

contribution to NDBD from the triplet Higgs (�R). Although the contribution of this
can be suppressed if we invoke the constraints from LFV decays. We will discuss
this contribution in certain conditions.

The contribution coming from right-handed current can be written as

mee
N = p2

MWL
4

MWR
4

URei
∗2

Mi
. (30.15)

Here,< p2 >= memp
MN
M˚

is the typicalmomentumexchange of the process,where
mp and me are the mass of the proton and electron, respectively, and MN is the NME
corresponding to the RH neutrino exchange. We know that TeV-scale LRSM plays
an important role in 0νββ decay. We have considered the values MWR = 10 TeV,
MWL = 80 GeV, M�R ≈3TeV, the heavy RH neutrino ≈ TeV which are within the
recent collider limits.

We discuss the impact of scalar triplet contribution in the limit, M�R = Mheaviest.
In this case, we can write down the contribution of scalar triplet (�R) to the effective
mass as

|m�ee | = |p2MWL
4

MWR
4

2MN

M�R

|. (30.16)

From Fig. 30.1, we can say that the effective mass of active neutrinos and new
physics contribution coming from heavy neutrinos that we have obtained abides by

Fig. 30.1 The light neutrino contribution (left) and the total contribution (right) to neutrinoless
double beta decay process considering new physics contribution coming from heavy neutrino, i.e.,
|mN+ν

e f f | for type-I considering both NH and IH cases. The black and the red solid lines represent
the KamLAND-Zen bound on the effective mass and the Planck bound on the sum of the absolute
neutrino mass, respectively. Blue color solid line represents the Legend-1k reach
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Fig. 30.2 The scalar triplet contribution to neutrinoless double beta decay process for type-I (left)
and type-II (right) considering both NH and IH cases. The black and the red solid lines represent
the KamLAND-Zen bound on the effective mass and the Planck bound on the sum of the absolute
neutrino mass, respectively

the upper limit given by KamLAND-Zen experiment for both NH and IH. Also,
it is seen that the lightest neutrino mass is of sub-eV which further implies to the
summation of the neutrinos to obey the Planck limit, viz.,

∑

k=1,2,3 mk < 0.11 eV.
Although some of the points are excluded by Legend-1k reach. Again from Fig. 30.1,
we can conclude that contribution coming from scalar triplet to the NDBD process
lies within the experimental range.

30.4 Conclusion

We have limited our analysis to neutrinoless double beta decay in our flavor sym-
metric LRSM. In the standard light neutrino and total contribution considering new
physics coming from heavy neutrino for type-I (NH/IH) dominance case shows
resultswithin the recent experimental bound for lightestmass varying from (0.00001–
0.1) eV, respectively. Scalar triplet contributions for type-I (NH/IH) dominance are
found to be 10−2 eV and 10−3 eV in the light neutrino mass range (0.0001–0.1) eV
and (0.001–0.1) eV, respectively. It can be firmly concluded that the model is viable
in light of the experiments undertaken to measure the effective neutrino mass.
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Chapter 31
Relation Between the Variability of the
Kilo-Hertz Quasi-Periodic Oscillations
and the Low-Frequency Noise in
4U1608−52

Soma Mandal

Abstract The neutron star low-mass X-ray binary 4U1608−52 is known to show
kHz QPOs as well as low-frequency noise. The energy dependence of the fractional
r.m.s. amplitude of the kHzQPO reflects the underlying radiativemechanism respon-
sible for the QPOs irrespective of their dynamical origin. In this work, we compute
the energy dependence for 26 instances of kHz QPO observed by RXTE. We typi-
cally find as reported before that the r.m.s increases with energy in the slope of∼ 0.4.
This indicates that the variation is in the hot thermal compotonization component
and, in particular, the QPO is likely to be driven by variation in the thermal heating
rate of the hot plasma. For the same data, we compute the energy-dependent r.m.s.
variability of the low-frequency noise component by considering the light curves. In
contrast to the behavior seen for the kHz QPO, the energy dependence is nearly flat,
i.e., the r.m.s. is energy independent. This indicates that the driver here may be the
soft photon source. Thus, the radiative mechanism driving the low-frequency noise
and the high-frequency QPO is different in nature.

31.1 Introduction

Quasi-periodic oscillations (QPOs) are near-sinusoidal variability observed in both
black hole and neutron star systems. QPOs appear as one or more relatively narrow
peaks in the Fourier power density spectra. For neutron star systems, their frequencies
are roughly between millihertz (mHz) and kilohertz (kHz) [1, 2]. Since kHz frequen-
cies are of the same order as the orbital frequency close to the compact object, the
phenomenon is associated with regions close to the surface of the neutron star. KHz
QPOs are often seen in pairs and are named as the higher and the lower kHz QPOs.
The frequencies of the kHz QPOs are strongly correlated with spectral and other
timing properties [3–6]. Several authors have investigated the correlations between
the upper and the lower kHz QPO frequencies [7–12] and these have been used to
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discriminate between various dynamical models proposed for the phenomena. Dif-
ferentmodels have been invoked to explain the physical origin of the kHzQPO.These
include the relativistic precession model [13, 14], the MHD Alfvén wave oscillation
model [15], the resonance model [16, 17], etc. But there is no universally accepted
model that satisfactorily explains all the features of QPO signals and pinpoint a sin-
gle mechanism. Lin et al. [18] studied the frequency relationship between the upper
and the lower kHz QPOs by comparing the observations to some theoretical models.
Each model has its own merits and demerits. The earlier proposed beat frequency
[19, 20] and constant ratio models [16, 17, 21] were not supported by subsequent
observations [10, 11].

All thesemodels typically depend on the identification of the different frequencies
as natural characteristic frequencies of the system and their strength or weakness
depends on their ability to predict the correlations between different frequencies.
While these dynamical models provide insight into the nature of the system, it is also
important to understand the radiative mechanism responsible for the phenomenon.

Since some of the low-frequency QPO are observed to be correlated to the high-
frequency ones, they may have a common origin and typically these properties are
correlated with the spectral state inferred from color-color diagram [22].

Troyer et al. [23] performed a systematic spectral-timing analysis of kHz QPOs
in the RXTE archive with a conclusion that while the production mechanism of kHz
QPOs is the same for all populations of LMXBs, the emission mechanism of two
types of kHz QPOs is different.

In addition toQPOs, low-frequency part of the power spectra is usually dominated
by a broadband noise component, but it is not clear whether these are physically the
same component or not [24].

Whatever their physical origin, the high frequency of these oscillations suggests
that they probably originate in the innermost regions of these system and hence, in
principle, could be used to probe and test effects of general relativity in the strong
field limit. Moreover, a study of the temporal behavior of these systems, particularly
QPO activity, could give new insight into the nature of these systems.

Clues to such underlying processes can also be obtained by studying the energy
dependence of theQPO features like the amplitude and the phase lags.Variation of the
r.m.s. and the time lag as a function of energy of this high-frequency oscillations can
give crucial information regarding the size of the emitting region [25–27]. For the low-
frequency case, there may be a causal connection between the spectral parameters
[28]. Typically, the fractional r.m.s. amplitude increases with energy for neutron star
low-mass X-ray binaries (LMXBs) [29]. It has also been reported that the fractional
r.m.s. amplitude of kHz QPO increases with photon energy at lower energies and
then saturates [2, 30]. Theoretical studies showed that an oscillating hot thermal
corona may contribute to an overall increase of the r.m.s. amplitude with energy
[31]. Kumar &Misra (2014) [26] developed a model to study the time lag due to the
thermal compotonization. Their model predicted the shape of the r.m.s. as a function
of energy as well as expected time lag as a function of energy. The observed energy-
dependent features of the QPO are expected to depend primarily on the radiative
mechanism and its coupling to the dynamic behavior of the system. The energy
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dependence of the r.m.s. amplitude variability can be useful to probe the origin of the
kHzQPO. Study of correlation between this high- and the low-frequency variabilities
can put constraints on the origin of both the variability modes.

Here, in thiswork,wehave carried out a systematic studyof the energydependence
of the r.m.s. amplitude of kHz QPOs and low-frequency broadband noise observed
in the X-ray emission of the neutron star LMXB 4U1608−52, using archival data
obtained with the Rossi X-ray Timing Explorer (RXTE). We have investigated the
relationship between the energy dependence of the r.m.s. variability of both kHz
QPOs and low-frequency broadband noise. We discussed whether this relationship
displays features that could have a physical meaning in terms of the proposed QPO
models.

4U1608−52 is a transient atoll source that shows outbursts with a waiting period
varying between 80 days and several years [32]. Güver et al. [33] reported a distance
of 5.8+2.0

−1.9 kpc and aNSmass ofM = 1.74 ± 0.14M� with a radius of R = 9.3 ± 1.0
kmby studying the interstellar extinction toward the source. There are other estimates
by using different methods [34, 35]. Low-frequency QPOs were discovered with the
Ginga satellite [36] and kHz QPOs were discovered with RXTE [29, 37]. This is a
well-studied source. Timing and spectral properties have been extensively studied by
several authors [38–46]. Barret [44] and de Avellar et al. [47] showed that the energy
and frequency dependence of the Fourier time lag and intrinsic coherence of the kHz
QPOs with a hint of reverberation lag detected in AGN and stellar mass black hole.
Cackett [48] showed that the observed lags in the lower kHz QPO of 4U1608−52
cannot be explained only by reverberation.

31.2 Observations and Data Analysis

We have utilized the data from the RXTE archive for the neutron star system
4U1608−52 taken by the Proportional Counter Array (PCA). 4U1608−52 was
observed 1145 times with the PCA during the lifetime of RXTE. We have taken
data starting from the longest exposure time to ∼ 3 kilosecond (ks) for our analysis.
The analysis was limited to those observations taken in event modes, observations
with no event mode data has been excluded from the dataset. In our dataset, we found
several type-I X-ray bursts and we have excluded those dataset from our analysis.

We used the X-ray timing software GHATS1 version 1.1.0 to generate power
density spectra (PDS). We have extracted power density spectra for each event file
and searched for QPOs. We have checked for all observations taken up to 3 ks
exposure time. For 12 observations, a total of 26 event mode data, we have detected
strong QPO signal. The lists of Observation IDs and the event files along with the
start time of observation are given in Table 31.1.

1 A package of General High Energy Aperiodic Timing Software developed by T. M. Belloni at
INAF—Osservatorio Astronomico di Brera.
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Table 31.1 Log of the observations of 4U1608−52 used in this analysis

Sl. No. Observation ID Event file Start time

1 10072-05-01-00 FS37-4153340-415408a 03/03/1996-19:18:24

2 10072-05-01-00 FS37-41549c0-4155836 03/03/1996-20:54:24

3 10072-05-01-00 FS37-4156040-4156772 03/03/1996-22:30:24

4 30062-02-01-000 FS37-7f315df-7f320aa 24/03/1998-15:37:03

5 30062-02-01-000 FS37-7f32b10-7f3390b 24/03/1998-17:07:28

6 30062-02-01-000 FS37-7f34190-7f34f8b 24/03/1998-18:43:28

7 30062-02-01-00 FS37-7f37030-7f37c8a 24/03/1998-22:02:24

8 30062-02-01-00 FS37-7f38a70-7f3930b 24/03/1998-23:54:24

9 30062-02-01-01 FS37-7f44f90-7f45a06 25/03/1998-13:55:28

10 30062-02-01-01 FS37-7f46610-7f473ce 25/03/1998-15:31:28

11 30062-02-01-01 FS37-7f47c90-7f48a4f 25/03/1998-17:07:28

12 30062-02-01-01 FS37-7f49310-7f49ab7 25/03/1998-18:43:28

13 30062-02-01-02 FS37-7f5a110-7f5abc3 26/03/1998-13:55:28

14 30062-02-01-02 FS37-7f5b790-7f5c54e 26/03/1998-15:31:28

15 30062-02-01-02 FS37-7f5ce10-7f5d503 26/03/1998-17:07:28

16 30062-01-01-00 FS37-7f6de19-7f6e51e 27/03/1998-12:28:09

17 30062-01-01-00 FS37-7f708d0-7f716cf 27/03/1998-15:30:24

18 30062-01-01-01 FS4f-7f84610-7f84f3a 28/03/1998-14:04:00

19 30062-01-01-02 FS4f-7f951d0-7f9584f 29/03/1998-09:06:24

20 30062-01-01-02 FS4f-7f96850-7f97072 29/03/1998-10:42:24

21 70059-01-20-00 FS4f-1054b8a0-1054c660 07/09/2002-03:43:28

22 70059-01-20-00 FS4f-1054cee0-1054dca4 07/09/2002-05:18:24

23 70059-03-01-00 FS4f-105b99b0-105ba1d9 12/09/2002-08:57:20

24 70059-03-02-07 FS4f-105f12c0-105f1d2c 15/09/2002-00:10:40

25 70059-03-02-07 FS4f-105f24f0-105f3370 15/09/2002-02:30:08

26 95334-01-03-04 FS4f-1e7addf0-1e7aebea 16/03/2010-14:52:53

This observation log lists the Serial no. of the science event file, Observation ID, Event File name,
and start time of the observation dataset taken by RXTE PCA

We have taken these event files to compute the fractional r.m.s. amplitude at the
lower kHz QPO frequency. We have taken standard products for background correc-
tion. For the low-frequency broadband noise, same dataset of event files was taken
and a frequency range of 0.6–50 mHz has been taken into consideration to calculate
the r.m.s. amplitude of low-frequency broadband noise. The energy dependence of
the r.m.s. amplitude is plotted for some of the cases. We have fitted a linear function
of these data and found the slope.
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Fig. 31.1 Energy dependence of r.m.s. amplitude of the lower kHz QPO and the low-frequency
broadband noise. The black points represent the r.m.s. amplitude for the lower kHz QPO and the
red points represent the same for the low-frequency broadband noise (0.6–50 mHz)

31.3 Results and Discussions

Figure 31.1 represents the plot of the r.m.s. amplitude as a function of energy for the
lower kHz QPO and the low-frequency broadband noise for some of the sampled
observations considered for our analysis.We have found the slope of the r.m.s. versus
energy plot fitted with a linear function and listed the parameters in Table 31.2. As
a result, this relation can be described by a linear function. The slope is found to
be ∼ 0.4 for the lower kHz QPO. For the low-frequency broadband noise, we have
estimated the slope with an average value ∼ 0.05. The slope of the linear fit of the
r.m.s. versus energy relation in the entire energy range 3–30 keV.We have also found
that there is no correlation between the slope and the QPO frequency. In Fig. 31.2,
we have plotted the slope of the energy dependence of r.m.s. variability with the
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Table 31.2 Slope of the energy-dependent r.m.s. variability of kHz QPO and low-frequency broad-
band noise

Sl. No. Frequency Slope (Khz) χ2 Slope (LFN ) χ2

1 848 0.495±0.073 4.724 0.236±0.005 0.066

2 832 0.658±0.036 2.427 0.161±0.039 3.77

3 832 0.710±0.044 1.904 0.181±0.014 0.243

4 760 0.588±0.103 3.105 0.027±0.024 0.142

5 808 0.657±0.029 0.437 0.162±0.017 0.250

6 768 0.663±0.013 0.059 0.105±0.017 0.162

7 648 0.185±0.112 33.51 0.016±0.007 0.199

8 652 0.225±0.087 9.95 −0.088±0.044 1.317

9 597 0.292±0.006 0.042 −0.068±0.047 1.962

10 566 0.174±0.0003 6.2e-05 −0.012±0.054 6.513

11 568 0.196±0.105 4.736 −0.119±0.001 0.001

12 613 0.222±0.034 0.780 −0.096±0.138 8.811

13 784 0.203±0.099 22.862 0.067±0.016 0.861

14 745 0.141±0.086 9.704 −0.006±0.017 0.803

15 791 0.233±0.120 25.69 0.086±0.005 0.075

16 736 0.424±0.003 0.002 0.055±0.070 1.772

17 776 0.467±0.116 4.146 0.059±0.021 0.413

18 776 0.487±0.083 1.109 0.038±0.040 0.597

19 672 0.582±0.057 0.417 −0.026±0.039 0.260

20 688 0.238±0.089 0.662 −0.180±0.059 0.347

21 656 0.405±0.059 1.731 0.003±0.007 0.059

22 688 0.434±0.113 4.339 0.060±0.037 1.468

23 800 0.449±0.066 0.833 0.062±0.038 0.767

24 776 0.561±0.148 4.037 0.085±0.102 2.037

25 808 0.449±0.084 1.081 0.141±0.010 0.052

26 800 0.721±0.162 3.348 0.154±0.042 0.483

This table lists the Serial No. of the science event file taken for the analysis, the frequency of the
kHz QPO, the slope of energy versus r.m.s. amplitude of kHz QPO, and low-frequency broadband
noise with error

serial no. of the event file. Black triangles represent the slope of r.m.s. versus energy
plot for the lower kHz QPO; red rhombuses represent the same for low-frequency
broadband noise of frequency range 0.6–50 mHz. It is also found that the slope for
high frequency is always higher than the case of low-frequency noise. In case of kHz
QPO, the r.m.s. amplitude increaseswith energywith slope of∼ 0.4. This implies that
the phenomenon should be associated with the high-energy thermal compotonization
component and not the soft blackbody one. If a fraction of the compotonized photons
impinge back into the soft photon source and the system would show the energy
dependence similar to what has been obtained in our analysis. This again indicates
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Fig. 31.2 Slope of the energy dependence of r.m.s. variability. Slope for kHz QPO is always
higher than in the low-frequency broadband noise. Black triangles represent the slope of r.m.s.
versus energy plot for the lower kHz QPO; red rhombuses represent the same for low-frequency
broadband noise of frequency range 0.6–50 mHz

that the variation is in the hot thermal compotonization component and, in particular,
the QPO is likely to be driven by variation in the thermal heating rate of the hot
plasma. The energy-dependent r.m.s. variability of the low-frequency broadband
noise is nearly flat, i.e., with slope ∼ 0.05. This indicates that the driver here may
be the soft photon source. Kumar & Misra [26] applied their model predictions to
compare with the observed 850 Hz oscillation of 4U1608−52 that is well described
by such amodel.Wehave studied the spectrumof the variability for the low-frequency
broadband noise in the frequency range of 0.6 mHz–50 mHz. Our result also agrees
well with their model predictions for the energy-dependent r.m.s. variability. Thus,
the radiative mechanism driving the low-frequency broadband noise and the high-
frequency QPO is different in nature. This is not the case where the QPO is simply
a resonance at a particular high frequency which amplifies the underlying noise.
Alternatively, if the QPO is a resonance, then the origin of the kHz QPO is different
than the low-frequency broadband noise.
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Chapter 32
Review on Magnetism in Nanomaterials
and Superparamagnetism

Bandana Gogoi and Upamanyu Das

Abstract Nanotechnology plays a prominent role in the fabrication of novel mate-
rials by controlling the structure ofmatter at the nanometric scale changing properties
at a molecular level. The particles with nanodimensions change their material prop-
erties in a dramatic way showing uniqueness in behaviour with modified properties.
In many ferromagnetic materials when the size is reduced to the nanoscale level, the
magnetic properties enhance in a unique way, thus leading to a superparamagnetic
state. The magnetic moment of the material randomly flips the direction of their
magnetization, and the random orientations of magnetic spins inside the particles
result in zero remanent magnetization and zero coercivity. An unusual change in the
hysteresis loop shows the magnetization curve passing through the origin, showing
the state of zero magnetization.

32.1 Introduction

At the nanoscopic dimension, the magnetic behaviours of magnetic nanomaterial
show significant differences from those observed at bulk scalewith the same chemical
composition [1–3]. As the size is reduced material property gradually moves from
the regime of bulk material behaviour to molecular-level material behaviour. Drastic
changes in properties took place at the molecular level.

With the reduction of size, the basic magnetic properties or magnetism connected
to different bulk ferro and anti-ferromagnetic material changes to develop in different
modified ways. These changes may be shown to occur from the dimension of the
material which becomes comparable to some of the basic fundamental characteristic
lengths of one or more of various physical properties that are more relevant to the
magnetic properties (e.g. the size of magnetic domains, exchange length etc.). With
reduced size to nanoscale level, translation symmetry of themagneticmaterial breaks
giving rise to specific sites with reduced coordination numbers, broken exchange and
a higher proportion of atoms on the surface increasing surface effect. A high surface
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to volume ratio brings more close contact with the exterior system. The spin-wave
spectrum of the nanometric material also tends to change and this change can be
observed as spin-wave energy becomes comparable to the thermal energy which
plays a prominent role in developing new magnetic properties [3–12].

Nanoscale magnetism has been basically studied to be developing from unpaired
d-orbital electrons as well as the coupling effect of these electrons with nuclear spins.
At nanosized dimension, the surface area gets more exposure to the exterior neigh-
bouring system, as a result of which the material achieves higher modified function-
alities like increased reactivity, higher catalytic action and decreased melting point
due to surface effect. The surface energy increases with increased surface area and
hence surface effect dominates over the other observed effects at nanosized dimen-
sion. This increased surface energy effect also helps in developing extraordinary
magnetic behaviours in magnetic nanomaterials. Particle size plays a significant role
in determining the basic material property of any material like magnetic, electrical,
optical or electronic property. Therefore increasing interest has been developed to
study magnetic nanomaterials in recent times due to their size-dependent properties
[13, 14].

Figure 32.1 shows the typical hysteresis loop of any bulk ferromagnetic material.
In order to observe the changes of magnetic properties of ferro or anti-ferromagnetic
materials with particle size, the magnetic hysteresis curve of normal bulk ferromag-
netic material needs to be understood. In normal ferromagnetic behaviour, the curve
is observed to have a remanence and a coercive field, i.e. the line of magnetization
curve does not pass through zero or origin.

Fig. 32.1 Magnetization curve of ferromagnetic material in a bulk state
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The development of uniqueness in the magnetic property of magnetic materials
can be studied to be originated from the division of magnetic material into distinct
andwell-separatedmagnetic domains withmagnetic moment alignment. The change
in magnetic moment directions in magnetic domains may correspond to the total
cancellation of the magnetic moment or may tend to minimize the total average
magnetization to become nearly zero.

There are various interaction terms in a magnetic system that contribute to the
total internal energy of a magnetic material and can be expressed as

Etot = Eex + EA + Ems + Eext (32.1)

Exchange interaction (Eex) is responsible for the establishment of magnetic
order in magnetic materials. This interaction arises from a quantum effect due to the
indistinguishability of the electron.

H = − 2J Si S j where J is the exchange constant. Si and Sj are spins.
Magnetostatic energy (Ems) or dipolar energy is the measure of the magnetic

energy of a magnetic sample because of its own magnetic field. This field is the
demagnetizing field that arises from the divergence of magnetization.

Magnetic anisotropy (EA) is crystallogenic in origin. The shape of the sample,
the stress in the material and atomic segregation determine the value of magnetic
anisotropy energy. The energy of a magnetically ordered sample depends on the
relative direction of the magnetization and the structural axes; for example, a solid
has an axis along which the energy is at a minimum. The anisotropy energy EA is
written as a function of the direction cosines α1,α2 and α3 defined in relation to the
axes of the crystal.

Uniaxial anisotropy is the approximation that in some samples anisotropy
depends only on the angle θ between the magnetization and a given axis. The
anisotropy energy per unit volume takes the form

EA/V = K1sin
2θ + K2sin

4θ (32.2)

where θ is the angle of magnetization with the single axis, and depending on the
magnitude of anisotropy constants K1 and K2, the sample can have an easy axis or
easy plan.

Magnetoelastic energy andmagnetostriction is the elastic energy of a magnetic
material that arises from the interaction between the magnetization and the strains.
Magnetoelastic energy is the increase in the anisotropy energy of magnetic mate-
rial when submitted to stress. Magnetostriction, the intrinsic property of magnetic
material, is the coupling between magnetic and elastic energy, i.e. when subjected
to magnetic field magnetic material changes shape [3, 14–16].

Exchange interaction is responsible for the ordering of atomic magnetic moments
which causes the atomicmagneticmoments to becomeparallel and showingmagnetic
ordering in ferromagnetic material. But the presence of other interactions such as
anisotropy, dipolar, magnetoelastic etc. leads to the formation of magnetic domains,
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where the magnetic moments are perfectly ordered [3]. As the size of the particle is
reduced, the energy necessary to divide itself into magnetic domains is higher than
the energy needed to remain as a single magnetic domain or monodomain [10, 17].

The size of themagnetic material has a great influence in determining its magnetic
behaviour, e.g. a ferromagnetic material below a critical particle size (15 nm) can
possess a single magnetic domain and can show paramagnetic behaviour above a
characteristic temperature called blocking temperature (TB).With the increase of the
size of the magnet, the number of magnetic domains increases, and as a result, the
number of domain walls also increases. During the whole process, there is a decrease
in magnetostatic energy while there is an increase in the exchange and the anisotropy
energies because of the more number of domain walls [8, 18]. This dependency
of magnetic property on the size of the magnetic material can be illustrated by
considering the coercivity of the magnet and the dependence of coercivity on the
size of the magnet as shown in Fig. 32.2 [3, 16, 19].

For very small particles, with a diameter smaller than the critical diameter of
superparamagnetism (Dspm), the particle shows unstable magnetization with flipping
spin and it results in zero coercivity (Hc). For the diameter in the range betweenDspm

and the critical diameter of a single domain (Dsd), the magnetic moment shows stable
nature and hence coercivity (Hc) does not become zero. Coercivity increases with the
increase of single-domain diameter Dsd and after reaching the multidomain region
with the increasing diameter, coercivity again decreases. Hence the magnet shows
the maximum coercivity when the diameter is equal to the single-domain diameter,
Dsd [8, 10, 20–22].

Fig. 32.2 Dependency of
coercivity on the size of the
particle diameter of magnetic
nanomaterial
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32.2 Basic Concept of Superparamagnetism

Superparamagnetism (SPM) is a type of magnetism that develops in small nanopar-
ticles of ferromagnetic or anti-ferromagnetic materials which possess single-domain
non-interacting magnetic moment grains. Nanosized material with a single magnetic
domain can show superparamagnetic behaviour below TB (blocking temperature)
also when the size is sufficiently reduced below blocking volume (VB), which is the
maximum volume below which superparamagnetism starts at a particular tempera-
ture and that possibly arises due to spin-based momentum of the unpaired electrons
present in the material [21–23].

The energetic stability of a single magnetic domain was theoretically predicted
and established byKittel in 1946 [24].Magnetic nanoparticles generally show a pref-
erence along the direction where magnetic alignment takes place and are said to be
anisotropic along these directions. Nanoparticles generally show uniaxial anisotropy,
which means that there are two easy directions of magnetization pointing in oppo-
site directions (antiparallel) and are separated by an energy barrier. For single-
domain magnetic material, all the magnetic moments are aligned along the preferred
anisotropy axis, therefore the free energy contribution from exchange and anisotropy
becomes zero. Hence the magnetostatic energy becomes the only relevant energy
term.

The critical diameter of the single domain (Dsd) of magnetic material has a close
relationship with the anisotropy constant K. For identical saturation magnetization
(Ms) single-domain diameter Dsd increases with domain wall energy, i.e. Dsd is
proportional to the domain wall energy. When the size reduction of the particle is
sufficiently large then thermal energy overcomes the anisotropy energy. At this stage
ofmagnetizationmagneticmoment shows fluctuating nature rather than stable nature
[8, 20, 21].

At a given temperature, as the size is reduced to a large extent, spin-wave
energy modifies and becomes comparable to thermal energy in single-domain non-
interacting magnetic grain or particle, and thermal energy becomes insufficient to
overcome the spin–spin interaction and can lead to random orientations of magnetic
spins inside the particles. The critical diameter Dspm is the maximum size below
which the superparamagnetic behaviour starts at a particular temperature and the
corresponding volume at which a particle goes from blocked to unblocked state is
called blocking volume (VB) [22, 23].

At blocking temperature (TB), thermal energy overcomes the anisotropy barrier
of nanoparticles. Above blocking temperature (TB), thermal fluctuations dominate
andmagneticmoments are randomly orient. Nanoparticles with a uniaxial anisotropy
randomly flip the direction of their magnetization and show a spontaneous reversal of
magnetization when thermal fluctuation is sufficient enough to overcome the barrier
potential that is supposed to arise from magneto crystalline in origin and due to
magnetoelastic and shape anisotropy. It was Neel [25] who shows that above TB

a stable magnetization cannot be established due to thermal fluctuations acting on
small particles, and as a result, the system shows superparamagnetic behaviour. The
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typical time of average laps between two flips is calledNeel-relaxation time τN . If τm

is considered to be themeasuring time of themagnetic effect of a particular nanomag-
netic material for its observed magnetic behaviour, then the following observations
can be made in a nanomagnetic material [25, 26].

If τm < τN, the material is in a blocked state and the magnetization flip does not
take place.

If τm > τN , magnetic flip occurs and magnetic behaviour alters. The material
shows superparamagnetism.

This shows that the observed magnetic behaviour in nanomagnetic material
depends on measuring time τm. In most practical applications the measuring time
τm is tried to keep constant. The transition between superparamagnetic and blocked
state is used to study as a function of applied temperature.

The first and basic theory that describes the basic understanding of nanoparticle
magnetism is the Stoner-Wolfforth model [14, 27]. In this model, each nanoparticle
is considered as an ellipsoidal homogenous single-domain non-interacting grain.
According to this theory, depending on the spin configuration nanoparticles may
have a single domain, vortex or multidomain state. Nanoparticles in the smallest
range of diameter do not behave as stable magnet but exhibit the phenomenon of
superparamagnetism [3]. However, this model is suitable at T = 0K and is applicable
to nanoparticles with uniaxial anisotropy only. The large surface to volume ratio in
nanoparticles enhances the magnetic moment and anisotropy [27].

32.2.1 BasicTheory

The energy expression for single-domain magnetic grain with uniaxial anisotropy in
the presence of external magnetic field H can be expressed as the sum of magnetic
anisotropy energy and Zeeman energies:

E = KV sin2 (� − θ) − μ0MsV H cos� (32.3)

where V is the grain volume of the nanoparticle, K being the uniaxial anisotropy
constant parameter and Ms is the saturation magnetization. All the three quantities,
external magnetic fieldH, grain magnetization and magnetization easy axis lie in the
same plane. Φ represents the angle between magnetization and magnetizing field
and θ represents the angle between magnetization easy axis and magnetizing field
[10, 17, 25, 28].

In absence of an external magnetic field, two equally energetically favourable
directions exist. Both directions are parallel to the energetically favourable sponta-
neous magnetization direction also called magnetization easy axis for anisotropic
magnetic material and there possess the energy barrier �E between them in KV. At
temperatures higher enough, the thermal energy kT is capable of overcoming the
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barrier potential and alteration of magnetization direction takes place. While in pres-
ence of an external magnetic field, the symmetry of the two magnetization easy axis
directions breaks down.Whenmagnetization direction is along the external magnetic
field, domain energy of the nanoparticle grain decreases and therefore energy barrier
for spin fluctuation becomes high. The reverse is the case whenmagnetization directs
in opposite direction to an externally applied magnetic field, the energy barrier for
spin fluctuation decreases and reversal of magnetization takes place spontaneously.
So nanoparticles with uniaxial anisotropy flip the direction of their magnetization
randomly and spontaneously. The thermally initiated fluctuations of the magnetiza-
tion direction between the two easy axis directions are called superparamagnetic
(Neel) relaxation and the typical expression for Neel-relaxation time τN can be
expressed by the Neel-Brown expression as

τN = τ0exp (�E /kT ) (32.4)

where τ0 is the length of time and is the function of the characteristic of the material
and usually lies between 10−12 s and 10−9 s. τ0 depends weakly on temperature and
various material parameters such as magnetic anisotropy constant, particle volume
and saturation magnetization [10, 16, 17, 25, 28].

In this regard, a definition of blocking temperature TB can be given as the temper-
ature at which the relaxation time τN equals the experimental time τm or TB can
be defined as the temperature between the blocked and the superparamagnetic state
[25, 28].

Equation (32.4) represents the connection between the time τN and the tempera-
ture T.

AtτN = τm TB = �E/kln
(
τm/τ0

)
, (32.5)

A clear distinction between the two states can be expressed as

• The state is blocked when τm < < τNor T < TB.
• The state becomes superparamagnetic when τm > > τNor T > TB.

The first reveal of single-domain particle magnetization presented by Stoner and
Wohlfarth [14] suggested the existence of high coercivity fields below TB. The
anisotropy energy arising from magnetocrystallogenic origin becomes comparable
to thermal energy and the direction of the magnetic moment starts fluctuating sponta-
neously andgoes through a rapid superparamagnetic relaxation.The supposed system
of uniform non-interacting nanoparticles at T > TB overcomes barrier energy and the
magneticmoments started flipping between the easymagnetization directions. AtT <
TB, the magnetocrystalline-originated anisotropy energy barrier cannot be overcome
by the thermal energy and the magnetic moment of each particle rotates from the
field direction back to the nearest easymagnetization axis because of which non-zero
coercivity results. The total magnetization decreases with increasing temperature as
the nanoparticles and the corresponding easy magnetization directions are randomly
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Fig. 32.3 Ferromagnetism in large and small magnetic particle,a large particle magnetism (U1. >
kT), no spin flipping takes place, b small particle superparamagnetism (U2. < kT), with spin flipping

oriented and the randomness increases with temperature [20, 21, 28]. Figure 32.3
shows the ferromagnetism in large particles and superparamagnetism in small
nanoparticles.

32.3 Brief Discussions

The typical behaviour of large particle ferromagnetism and small particle ferromag-
netism can be observed from the thermal energy transition curve. For two vectors
spin directions (vector upward ↑ and vector downward ↓), if spin vector cannot
move from one direction to other, there exist some net magnetization and the mate-
rial shows ferromagnetism, i.e. when exchange energy U1 > kT vector spin cannot
flip or re-orient. In the energy plot (thermal energy as a function of the orientation of
the spin) if one spin magnetic moment vector lies in the first stability zone (minimum
energy) and if it has to come to the next stability zone (with minimum energy) it has
to overcome the energy barrier. The energy barrier is proportional to the grain particle
volume (V ). The energy barrier potential for a large particle is large. If the spin has
to change its direction it has to overcome the large energy barrier. For a small-sized
particle of nanodimension, this energy difference is much smaller; therefore, it is
easy for the magnetic vector to change its direction crossing the potential barrier. At
room temperature also the thermal energy is much greater than the exchange energy
between the magnetic vectors [10, 28].

Hence for large particles, at room temperature, the thermal energy is much less
than the energy required to cross the barrier, but this energy is sufficiently more than
the energy required crossing the barrier in small particles changing the magnetic
vector. Hence there is an automatic reversible change in the direction of magnetic
vector or spin. At normal temperature also this spin flipping can take place in a
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Fig. 32.4 Curve showing
superparamagnetism with
remanence MR = 0 and HC
= 0

nanodimensional particle; hence both the possibilities of stable state are possible in
the system. This spin flipping leads to the property of superparamagnetism in the
nanosystem. Whenever the energy required or exchange energy U2 is less than kT
(thermal energy) then it can have spin fluctuation and it results in superparamag-
netism. Figure 32.4 presents the typical behaviour of the superparamagnetism nature
of magnetic nanoparticles, where the magnetization curve passes through the origin.

32.4 Conclusions

For large particle, the hysteresis loop possesses a particular area. When the particle
size is reduced sufficiently (around 10–12 nm), these particles do not show the
hysteresis loop but a plot that goes through the origin, which is like both rema-
nence and coercive field are zero. This represents the typical paramagnetic behaviour.
Although these particles are small they have several moments comprising ions or
molecules. These moments are flipping among themselves and the resultant is a
paramagnetic behaviour. This is one of the important aspects of the magnetic prop-
erties of nanostructures [29]. When the particle size is large it shows the hysteresis
loop, but for the same material particle when the size is reduced to nanodimension
it does not show hysteresis but passes through the origin with no remanence and
coercive field, i.e. superparamagnetism is a function of the size of the particle.
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Chapter 33
Role of Laser Pre-pulse and Target
Density Modification on the Acceleration
of Protons from a Hydrogen Plasma
Sphere

Ankita Bhagawati

Abstract In all the available high-power laser facilities, the intense main pulse is
usually preceded by a pre-pulse of lower intensity which hits the target and ionizes it
to form plasma. A 3D PIC simulation study is performed using a circularly polarized
femtosecond main pulse interacting with a spherical hydrogen plasma. A finite time
delay between the pre-pulse and themain pulse results in the plasma target to undergo
expansion. The target density thus gets modified with a central peak density and
gradually decreasing nearly isotropically towards the edges. The results are compared
using a homogeneous density sphere in the absence of a pre-pulse and found that
the interaction of the main pulse with an expanded target having a density gradient
results in a stronger acceleration of protons along the laser propagation direction.
The non-uniformity in the density favours the formation of shocks in the decreasing
density gradient which eventually reflects protons to high velocities.

33.1 Introduction

The interaction of a high intensity laser pulse with a thin foiled target is known to
result in the generation of intense and energetic ion beams of Mega-electron-volt
energies. Such ions find relevance in a variety of inter-disciplinary fields, such as a
fast ignitor in the inertial confinement of fusion fuel, as a source in hadron therapy
of tumours and in the diagnosis of Warm Dense Matter. [1, 2]. In the case of a laser
hitting the solid target, a significant amount of the laser energy is reflected, which
proves detrimental to the generation of fast ions. This problem can greatly be avoided
by using a near-critically dense target with density of the order of or slightly higher

than the critical density, nc = meω
2

4πe2
. Here, ω is the laser frequency, andme and e are

the electronic mass and charge, respectively. Such targets absorb a large proportion
of the incident energy [3]. These types of low-density targets are however difficult to
manufacture experimentally, and manipulating the density requires extreme levels of
precision. One way to produce such low-density targets is by letting a solid density
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target to interact with a pre-pulse before the main pulse is incident on it. A pre-pulse
of sufficient intensity will ionize the solid target and form plasma. The expansion of
plasma leads to a drop in the average density of the target [4]. Producing a target of
desired densitywill just require tuning the strength of the pre-pulse and the time delay
between the pre-pulse and the main pulse. It is however worth mentioning that such
targets will have density gradients inside it [4, 5]. The presence of pre-pulses in all the
high-power laser facilities effectively makes the densities of the targets non-uniform
to themain pulse. From a realistic point of view, it is therefore very important to study
the dynamics of the ions using inhomogeneous density targets. The size and shape
of the target has a major role to play in the interaction mechanisms and recently,
microsphere targets have been used due to the lateral confinement provided by such
targets and their ability to produce focused energetic beams [6–8].

In this article, a study is made on the role of the pre-pulse strength and the effect
that the eventual modification of the target properties had on the acceleration of the
protons. With a balanced fine-tuning of the laser and the target characteristics, it is
possible to obtain high-energetic protons exiting out of the hydrogen plasma target.
In Sect. 33.2, a description of the 3D-Particle-in-Cell simulation model is presented.
The effect of the pre-pulse strength on the microsphere target and the subsequent
influence on the dynamics of the energetic protons is also analysed in Sect. 33.2. In
Sect. 33.3, a discussion is made on the shock-like acceleration process that is seen in
some cases of the simulation. The reason behind the formation of these shocks and
the factors on which its occurrence depends are further analysed.

33.2 Model Description and Effect of Laser Pre-pulse

For the simulations, a relativistic three-dimensional PIC code called Picpsi 3D is
used. The simulation model is such that a high-intensity circularly polarized laser is
interacted with a spherical hydrogen plasma target. A laser pulse with wavelength
1µm and period 3.3 fs is allowed to propagate along the Z-axis. The laser intensity
varies in a Gaussian manner both spatially and temporally, with a spatial FWHM
of 10µm and the laser pulse duration (temporal FWHM) of τL = 33 fs. The critical
density for 1µm laser is nc = 1.1 × 1021 cm−3. Throughout this work, the peak
intensity of the main pulse is fixed at I0 = 1.37 × 1020 W/cm2 corresponding to the

normalized vector potential a0 = eE0√
2meωc

≈ 7. To study the effect of the preceding

low intensity pre-pulse, its peak intensity is varied. The simulation box is a cube of
length, 20µm with each side divided into 400 cells. The plasma target is placed
at the centre (10µm) of the box equidistant from its six walls. All the simulations
are performed with 50 macro-particles per cell. The particles and fields vanish upon
hitting the boundary walls of the box.

The hydrogen plasma target considered in the present work is a micron-sized
sphere of solid density (density of solid hydrogen is n0 � 6 × 1022 cm−3 � 53nc).
This density is, however, maintained for the main laser pulse having a0 = 7 only
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when the laser system is free of any pre-pulse, which is realistically almost never
true. In presence of a pre-pulse of lower intensity (ã0 < a0), the target density gets
modified and a density gradient is formed. For a spherical plasma target (as in the
present case), a sufficiently high intensity pre-pulse will ionize the solid hydrogen
target and create a density variation such that the density is peaked at the centre of
the sphere and dropping gradually towards the periphery. The drop in density from
the centre is considered to be isotropic for simplicity.

The pre-pulse intensity is directly correlated with the central peak density (npeak)
and the delay time (Δt) between the pre-pulse and the main pulse using [4]

ã0 = 4.7 × 10−3

√
mi

me
(σ − 1)

R0[µm]
Δt[ps] (33.1)

Here, σ = R

R0
=

(
n0
npeak

)1/3

such that the radius of the target increases from

R0 to R as the density drops when a pre-pulse of normalized vector potential ã0
hits upon it. For these simulations, the peak of the main pulse interaction occurs at
≈188 fs which is assumed to be the time delay (Δt) between the pulses. By varying
the pre-pulse intensity, therefore, the plasma target for the main pulse could be tuned
to obtain the optimum accelerating condition of the protons. We varied ã0 from 0
to 2 and the corresponding values of the modified target radius and the central peak
density is shown in Table33.1.

Figure33.1 shows the maximum proton energy obtained for different values of
ã0. It is seen that ã0 = 0.5 is the optimal energy case with maximum proton energy
≈36MeV. It can be seen that the presence of the pre-pulse favours the generation
of higher energetic protons when ã0 < 1. Figure33.2 shows the longitudinal proton
momentum for four different strengths of the pre-pulse at different times. These
phase space plots give the information about the dominant acceleration mechanisms
that are participating after the interaction with the main pulse. It is seen that in the

Table 33.1 Variation of the modified target radius and the peak plasma density at the centre with
the pre-pulse strength. The time delay between the pulses is 188 fs

Pre-pulse strength, ã0 Radius, R (µm) Peak density (npeak/nc)

0 1.5 (R0) 53 (solid H)

0.1 1.59 45.1

0.5 1.97 24

0.8 2.25 16.08

0.9 2.34 14.24

1 2.5 12

1.2 2.62 10.14

1.5 3.11 6.08

2 3.37 4.78
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Fig. 33.1 The variation of
maximum proton energy
with the pre-pulse strength

no pre-pulse (ã0 = 0) case (Fig. 33.2a), most of the protons gain momentum from
the front side of the target. The sharp vacuum-target interface faced by the main
pulse supports a strong density steepening at the front side of the target caused by
the radiation pressure effect of the pulse. The laser propagation is stopped around
the skin-depth and the plasma heating by the laser remains minimal. For the optimal
energy case of ã0 = 0.5 in Fig. 33.2b, the formation of a shock is visible in the
downward density gradient (Z > 10µm) of the target. The protons reflected from the
shock front gives an additional push to the expanding background protons and is the
reason behind the production of high-energetic protons compared to the other cases.
The shock formation is also seen in Fig. 33.2c for ã0 � 1. The maximum proton
energy achieved in this case is however less in comparison the maximum energy
obtained in the case with ã0 = 0.5. When the pre-pulse strength is further increased
to 1.5, the drop in the central density npeak to 6.08nc makes the target transparent to
the main laser pulse and plasma expansion becomes the dominant mechanism. This
is visible in Fig. 33.2d where the phase space displays a fairly uniform expansion of
the target in both the forward and backward directions. With a further increase in the
pre-pulse strength beyond this case, the maximum proton energy seems to slightly
increase as seen from Fig. 33.1. This is because of a stronger expansion of the target
before the laser main pulse hit upon it, rendering the target under-dense for the main
pulse. As a result, the protons gain energy and are exploded in an isotropic manner.

33.3 Details of the Shock-Like Acceleration Mechanism

As discussed in the previous section, the formation of shock in the decreasing den-
sity region of the plasma has led to the production of high-energetic protons. The
absorption of energy from the intense main laser pulse leads to the electrons attaining
momentum and getting expelled from the central high density region of the plasma.
This results in a strong anisotropic Coulomb repulsion among the left-over protons
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Fig. 33.2 The longitudinal proton momenta (pz) along Z for four different cases with a ã0 = 0, i.e.
no pre-pulse at 246 fs, b ã0 = 0.5 at 271.2 fs, c ã0 � 1 at 307 fs and d ã0 = 1.5 at 388 fs. The colour
axis represents the proton distribution in arbitrary units. The proton momentum is normalized by
the product of proton mass and light velocity (mpc)

in the centre of the target. The fast-moving protons from the inner regions eventually
overrun the slow-moving protons at the outer region. This creates a density spike in
the decreasing density gradient, and the wave-breaking results in the formation of a
shock in this region [9–12]. The protons in the upstream region of this propagating
shockwill get reflected from the shock front to twice the shock velocity. The reflected
protons are visible in the Fig. 33.2b, c, and these protons are expelled through the
rear boundary of the target with the highest energies.

Figure33.3 shows the temporal evolution of the peak value of the longitudinal
electric field (Ez) (black-squares) and the maximum proton energy (blue-circles) for
the two cases where shock formation takes place as seen in Fig. 33.2. In the first case
ã0 = 0.5 (Fig. 33.3a), apart from the principal maxima due to the laser field, there is
another secondary maxima at around 270 fs. This peak is caused due to the shock
formed by the overrunning among the protons. A similar secondary peak is seen in
Fig. 33.3b for ã0 � 1, which signifies the formation of shock which was also implied
from Fig. 33.2c. For this case, the shock-based peak emerges at a later stage (�307
fs). Due to the low density in the central region compared to the previous case, the
fast-moving inner protons take longer time to overcome the outer ions and as a result
the shock formation is seen at around Z � 12.5µm (from Fig. 33.2c). The reflection
of protons from the shock front occurs for a shorter amount of time in this case and
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Fig. 33.3 The time evolution of the maximum longitudinal electric field (black squares) in the
central Z-axis and the maximum proton energy (blue circles) for a ã0 = 0.5 with npeak = 24nc, and
b ã0 � 1 with npeak = 12nc. The electric field (EZ ) is normalized by the laser electric field E0

as a result both the shock reflected proton number and the maximum proton energy
remains low. On the contrary, the shock sustains for a longer amount of time in the
case with ã0 = 0.5 for which npeak � 24nc, and the maximum proton energy as well
as the proton number becomes high. The shock formation is not seen in the other
two cases of Fig. 33.2. For the ã0 = 0 case, the plasma density remains uniform for
the main pulse. The protons attain a uniform expansion velocity and so overrunning
of the protons does not take place which is the precursor of the shock formation for
the other two cases. Again for the case with ã0 = 1.5 and npeak = 6.08nc, the density
gradient becomes too low for the inner protons to overtake the outer ions, and shock
formation fails to occur.

33.4 Conclusion

3D PIC simulations were performed to observe the acceleration of protons from a
micron-sized hydrogen spherewith a density gradient starting from the periphery and
reaching a peak value at the target centre. The density gradient is created by hitting a
uniform solid hydrogen sphere with a pre-pulse, before its interaction with the main
laser pulse. The effect of various pre-pulse strengths has been studied and found that
the presence of the pre-pulse (or the density gradient) helps in increasing the energy
of the protons. The most efficient case of proton energy occurs for ã0 = 0.5 where a
two-stage acceleration process is seen. In the first stage, a strong Coulomb repulsion
accelerates the protons. The presence of a decreasing density gradient induces a
shock, which reflects upstream protons and accelerates them to high energies. This
is the second stage of the acceleration. This process is crucially dependent on the
density gradient and an optimum density gradient must be maintained by tuning the
pre-pulse strength to attain highly energetic jets of protons for applications.
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Chapter 34
Searching the Limits on Heavy Majorana
Mass Spectrum for Different Textures of
Majorana Mass Matrices

Maibam Ricky Devi and Kalpana Bora

Abstract Seesaw mechanisms are used to generate the ultra-small mass of three
active, observable neutrinos, in which three heavy right-handed Majorana neutrinos
are needed. These three heavy Majorana neutrinos have so far remained undetected
in the present-day collider experiments. The limits on this heavy neutrino mass
spectrum can provide us interesting information on some other phenomenological
aspects, such as the absolute mass scale of neutrinos and Leptogenesis, which remain
unknown. In thiswork,we shall present a detailed analysis tomeasure the limits on the
heavy Majorana masses for different textures of Dirac, Majorana and light neutrino
mass matrices. We consider three zeroes texture of light neutrino mass matrix and a
particular texture of Dirac mass matrix from which we can obtain heavy Majorana
masses as well as the unknown neutrino oscillation parameters, viz., the lightest
neutrino mass and the Dirac and Majorana CPV phases.

34.1 Introduction

We know that the light neutrino mass matrix can be evaluated as follows:

mν = UPMNS.Mdiag.U
T
PMNS (34.1)

where the UPMNS mixing matrix can be parametrized as follows:

UPMNS =
⎛
⎝

c12c13 s12c13 s13e−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

⎞
⎠UMaj , (34.2)
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where ci j = cos θi j , si j = sin θi j and δ is the Dirac CP phase. The diagonal matrix
with theMajorana CP phases α, β is given byUMaj = diag(1, eiα, ei(β+δ)). Also from
type-I seesaw we can find mν as follows:

mν = MDM
−1
R MT

D. (34.3)

We compare Eq. (34.1, 34.3) to find the limits of the Majorana masses for selective
textures of the Majorana mass matrix as well as the Dirac and light neutrino mass
matrix.

34.2 Majorana Mass Matrix as a 2× 2 Symmetric Mass

For our work, first we assume a 2 × 2 Majorana mass matrix that requires a 3 × 2
Dirac matrix such that the light neutrino mass matrix turns out to be 3 × 3 after
matrix multiplication. Suppose,

MD =
⎛
⎝
x11 x12
x21 x22
x31 x32

⎞
⎠ , (34.4)

MR =
(
M11 M12

M21 M22

)
. (34.5)

It is seen that after implementing type-I seesawmechanism as given in Eq. (34.3) that
one of the eigenvalues of the light neutrinomassmatrix is zeromaking its determinant
zero too. However, we already know that the neutrino mass matrix is not a singular
matrix and is invertible. Thus, we disfavour this texture of 3 × 2 Dirac mass matrix.

34.3 Majorana Mass Matrix as a 3× 3 Symmetric Mass

Next we take a 3 × 3 Majorana mass matrix such that the Dirac as well as the light
neutrino mass matrices are a 3 × 3 matrix under a particular symmetry which we
shall discuss in the later section. This is done in order to get the determinant as well
as the three eigenvalues of the light neutrino mass matrix to be non-zero.

MD =
⎛
⎝
x11 x12 x13
x21 x22 x23
x31 x32 x33

⎞
⎠ , (34.6)
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MR =
⎛
⎝
M11 M12 M13

M21 M22 M23

M31 M32 M33

⎞
⎠ . (34.7)

However, we know that the light neutrino mass matrix is a symmetric matrix, i.e.
mν = mT

ν . This can be possible only if both the Dirac as well as the Majorana mass
matrices are symmetric too. Thus, we take a new texture of MD and MR such that
xi j = x ji and Mi j = Mji (i, j = 1, 2, 3).

34.4 Numerical Analysis

As mentioned earlier in Eq. (34.1), we know that the light neutrino mass matrix can
be obtained from the parametrized UPMNS matrix and Mdiag . We can re-write Eq.
(34.1) as follows [1–3]

⇒ mν = V .UMaj .Mdiag.U
T
Maj .V

T ⇒ mν = V .B.V T , (34.8)

where

B =
⎛
⎝
m1 0 0
0 e2iαm2 0
0 0 e2i(β+δ)m3

⎞
⎠ =

⎛
⎝

λ1 0 0
0 λ2 0
0 0 λ3

⎞
⎠ , (34.9)

and

V =
⎛
⎝

c12c13 s12c13 s13e−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

⎞
⎠ , (34.10)

where λ1 = m1, λ2 = e2iαm2 and λ3 = e2i(β+δ)m3. Now suppose we take the two-
zero texture of the neutrino mass matrix of the form

mν =
⎛
⎝
0 0 ×
0 × ×
× × ×

⎞
⎠ . (34.11)

This is one of the allowed two-zeroes texture of mν as discussed in ref [1]. By
comparing Eqs. (34.8, 34.11), we get

λ3

λ1
= e−2iδ sec(θ12) sec

2(θ13) sec(θ23)(sin
2(θ13) cos(θ12) cos(θ23)−

eiδ sin(θ12) sin(θ13) sin(θ23))
(34.12)
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λ2

λ1
= 2 sin2(θ12) sin(θ23) − e−iδ sin(2θ12) sin(θ13) cos t (θ23)

2 sin(θ23) cos2(θ12) + e−iδ sin(2θ12) sin(θ13) cos(θ23)
(34.13)

λ2

λ3
= − e2iδ sin(θ12) cos2(θ13) cos(θ23)

sin(θ12) sin2(θ13)(− cos(θ23)) − eiδ sin(θ23) sin(θ13) cos(θ12)
(34.14)

where
λ3

λ1
= e2i(β+δ)m3

m1
,
λ2

λ1
= e2iαm2

m1
and

λ2

λ3
= e2iαm2

e2i(β+δ)m3
.

Since |Mee| = 0 from the above texture, we can write

e2iαC2
13m2S

2
12 + C2

12C
2
13m1 + m3S

2
13e

2i(β+δ)−2iδ = 0. (34.15)

Now after multiplying both sides of Eq. (34.15) with 1/m1, we can substitute the

values of
e2iαm2

m1
and

e2i(β+δ)m3

m1
from Eqs. (34.12, 34.13) into Eq. (34.15) to get

the value of Dirac CPV phase, δ. Thus after computation we get the value of δ ∼
(143.141 − 197.422). These values of Dirac CPV phase along with the values of
mass squared differences from latest global fit values [4] can be substituted into Eqs.
(34.12, 34.13, 34.14) to get the values of the Majorana phases within 3σ global fit
values.

34.5 Results on the Limits of Majorana Masses

We take the textures of the Dirac, Majorana and the light neutrino mass matrices as
shown below

mν =
⎛
⎝
a b c
b d e
c e f

⎞
⎠ , MD =

⎛
⎝
x11 0 0
0 0 x23
0 x32 0

⎞
⎠ , MR =

⎛
⎝
M11 M12 M13

M21 M22 M23

M31 M32 M33

⎞
⎠ . (34.16)

Considering the above matrices as symmetric, we implement type-I seesaw mecha-
nism and then compute the values of the Majorana mass matrix elements as follows:

M11 = x211
(
e2 − 1.d f

)

−1.ad f + ae2 + b2 f − 2.bce + c2d
, (34.17)

M12 = M21 = x11x32(cd − 1.be)

−1.ad f + ae2 + b2 f − 2.bce + c2d
, (34.18)

M13 = M31 = b f x11x32 − 1.cex11x32
−1.ad f + ae2 + b2 f − 2.bce + c2d

, (34.19)
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M22 = x232
(
b2 − 1.ad

)
−1.ad f + ae2 + b2 f − 2.bce + c2d

, (34.20)

M23 = M32 = aex232 − 1.bcx232
−1.ad f + ae2 + b2 f − 2.bce + c2d

, (34.21)

M33 = x232
(
c2 − 1.a f

)
−1.ad f + ae2 + b2 f − 2.bce + c2d

. (34.22)

If we consider the light neutrino mass texture as given in Eq. (34.11), i.e. a = b = 0,
then this put the constraint M2

32 = M22M33 and M22M31 = M21M32 as x11, x32 are
non-zero elements.

34.6 Summary

To summarize, in this work, we considered an ad-hoc texture of Dirac neutrino mass
matrix and a two-zero texture of light neutrinomassmatrix which induces correlation
conditions between the unknown neutrino oscillation parameters mlightest , δCP and
Majorana phases α and β (as shown in Eqs. (34.12, 34.13, 34.14, 34.15). Taking
the latest global fit values for the known parameters we can calculate the unknown
neutrino parameters. After solving these relations, we obtained the Dirac CPV phase,
δ in the range (143.141–197.422 Degrees) which falls within the 3σ range (128–
359 Degrees). Next, we considered the textures as mentioned in Eq. (34.16) and
implemented the type-I seesaw mechanism and compared it with Eq. (34.2), then
computed the values of Majorana mass matrix elements. This analysis can be used
to compute the limits of mass of heavy Majorana neutrinos for a particular texture
of MR obtained from the allowed two-zero texture of mν . This can also be done for
other allowed textures of these matrices, and this work is in progress.
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Chapter 35
Smartphone-Based Colorimetric
Analyzer for Detection of Phosphate
in Water

Priyanka Das, Biprav Chetry, and Pabitra Nath

Abstract This paper reports a low-cost, compact, field-portable smartphone-based
colorimetric analyzer for the detection of phosphate concentration in water medium.
A 3D printed cradle housing the required optical components is integrated with the
built-in camera of the smartphone. Photographs of the reagent-treated test samples
are captured by the camera phone; subsequently, the RGB color model of the images
is converted to the HSV color model. Using an Android application, the RGB color
model is converted to theHSVcolormodel. For the quantification of phosphate, theV-
channel value ofHSV color space is co-relatedwith the phosphate concentration. The
obtained results are compared with the laboratory-grade standard spectrophotometer
by measuring its absorbance at a specific wavelength. The designed smartphone
sensing tool has the ability to measure phosphate concentration with a good accuracy
(%bias < 1%) and precision (RSD < 2%). The sensing technique can be used as an
alternative to the existing phosphate level detection sensors as it provides a fast and
user-friendly analytical platform for in-field applications.

35.1 Introduction

Colorimetric analysis is a well-established technique of determining and analyzing
the concentration of a chemical compound in a solution using a color reagent. It is
a very useful method for the analysis of various kinds of nutrients, biomolecules
[1], hazardous chemicals [2] and important parameters affecting the standard of an
environmental entity. One of the important benefits of this method is that it provides
a visual analysis of the sample which can roughly give us some idea about the
concentration of an analyte present in that sample. However, visual analysis has poor
accuracy and is subjected to the viewer’s visual state and environmental conditions.
In this regard, several laboratory-grade spectrophotometers have been developed to
make use of the colorimetric principle but they are way too costly, complicated and
bulky in nature. Also, to process and analyze the data from the spectrophotometers
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a desktop computer system is required. All these factors related to the spectropho-
tometers give rise to a lot of hurdles for their utilization in resource-poor areas having
financial instability.

To overcome these limitations, we have proposed here a sensing system utilizing
the smartphone’s camera as a sensing device for the colorimetric analysis of the
sample solution. We have utilized the smartphone in this study due to the fact that
nowadays smartphones have a lot of processing power and are also equipped with a
lot of embedded features likeWi-Fi, gyroscope, accelerometer, ambient light sensor,
superior high-resolution cameras, etc. Having a collection of such a large array of
features a smartphone can truly act as a compact, portable, robust and low-cost optical
sensing system and can be utilized for a wide range of sensing applications [3, 4]
in resource-poor areas. Utilizing the built-in sensors and the superior software in
smartphones, many research teams from around the globe have developed various
systems for different sensing applications such as spectrometer [5, 6], pH sensor
[7], phosphate detection in soil [8], protein and carbohydrate detection [9], fluoride
detection [10], water turbidity and salinity measurement [11, 12], and many more.

In this work, we have developed a smartphone-based sensing system to detect
the concentration of phosphorus available in various water bodies using a standard
colorimetric method. The motivation behind selecting phosphorus as the analyte for
estimation is that phosphorus is an integral part of the nutrients present in the aquatic
ecosystem [13]. It is mainly present in water in the form of different phosphates.
Phosphates are mainly present in aquatic animal bodies. The optimal concentration
of phosphorus present in water is naturally in small amounts. But due to the rain-
fall, some amount of phosphorus may be swept from the agricultural lands into the
nearbywater bodies where phosphorus-containing fertilizers may be used [14]. Also,
various human activities may also give rise to an increase in the level of phosphorus
which can lead to a serious process of eutrophication. According to theWorld Health
Organization, the permissible phosphate concentration limit in drinking water is 0.1
mg/l [15]. Also, the allowable phosphorus limits for natural and wastewater are 0.2
and 10 mg/l, respectively [16]. Hence monitoring of phosphorus level in water is
very important in order to attain a balanced ecosystem.

35.2 Methodology

35.2.1 Design of the Experimental Setup

The schematic of the proposed smartphone sensor is shown in Fig. 35.1. A 3D printed
cradle has been designed to house all the optical components together and printed
out using ZW3D software. The setup consists of a white LED that has been powered
by the phone’s battery by using a USB OTG cable. The light emitted by the LED
is collimated by using a plano-convex lens having a focal length of 11 mm. The
collimated beam of light is diffused with a diffuser made up of nylon sheet having a
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Fig. 35.1 Schematic diagram of the designed smartphone-based sensor

thickness of 5 mm and placed at a distance of 4 cm from the lens so that the light is
uniformly illuminated on the sample. The sample solution is kept in a quartz cuvette
which is then illuminated by the light coming from the nylon diffuser. The image
of the illuminated cuvette is taken by the smartphone camera which is at a distance
of 5 cm from the cuvette. The diffused light signal passes through the sample and
subsequently the modulated light signal is received by the camera of the phone. The
nylon sheet diffuser ensures that the bright spot of the LED gets reduced and the
sample is uniformly illuminated. When there is no diffuser present the V value of
the captured image of the sample is found to be saturated, and when the diffuser is
present a fairly linear variation of V component with the change in the concentration
of the sample is seen, which can be efficiently estimated by the use of this setup. The
setup housing all the components is perfectly shielded to avoid any ambient light
entering the unit and interfering with the image.

35.2.2 Reagents and Standard Sample Preparation

All the chemicals used in thisworkwere of analytical grade and procured fromMerck
& Co. All the solutions were prepared in deionized water produced by a water purifi-
cation system. The detection of phosphate is based on the standard ascorbic acid
method where ammonium molybdate and potassium antimonyl tartrate react in an
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acidic medium with orthophosphate to form a heteropoly acid—phosphomolybdic
acid that is reduced to intensely colored molybdenum blue by ascorbic acid. Ten
standard phosphate samples of concentration in the range of 0.1–1.0 mg/l with a step
incremental value of 0.1 mg/l have been prepared for calibration of the designed
sensor. For the colorimetric synthesis three reagents potassium antimonyl tartrate
(dissolving 0.13715 g of potassium antimonyl tartrate in 50 ml of DI water), ammo-
nium molybdate (dissolving 2 g of ammonium molybdate tetrahydrate in 50 ml DI
water) and ascorbic acid solution (dissolving 0.88 g of ascorbic acid in 50 ml DI
water) have been prepared. A 50 ml solution of combined reagent was prepared by
mixing the reagents in the following proportions: 25 ml of 5N solution of H2SO4, 2.5
ml of potassium antimonyl tartrate solution, 7.5ml of ammoniummolybdate solution
and 15 ml of ascorbic acid solution. After preparing all the reagents and standard
solutions, 1.6 ml of the combined reagent was added to each of 10 ml of standard
phosphate samples and allowed the samples to stand for at least 10 min. The samples
slowly turned into light blue color depending on the phosphate concentration present
in the samples. After about 10 min the sample was transferred to a cuvette and the
images of the cuvette were captured by the smartphone sensor.

35.2.3 Android Application for Phosphate Analysis

In order to estimate phosphate concentration present in a medium directly within the
phone itself, two freely available Android-based applications, ‘RGB color detector’
and ‘stanXY’ have been used for data acquisition and analysis. The V channel values
of the photo images of the reagent-treated phosphate sample were obtained by using
the RGB color detector application. In this application, the photo images of freshly
prepared samples can be captured as well as images from the gallery of the phone can
be loaded. After acquiring the V channel values of the respective phosphate samples,
the observed sensor data were loaded in the stanXY application in order to generate
the standard calibration graph and from the plotted calibration graph the phosphate
concentration of an unknown sample can be estimated. The screenshots of the two
used applications have been given in Fig. 35.2.

35.3 Results and Discussions

In the present work, the intensity of colored molybdenum blue has been measured
by using a smartphone-based colorimetric analyzer. As suggested by the standard
ascorbic acid method, the developed blue color in the samples becomes darker with
the increase of phosphate concentration in the samples. The V channel values from
the images of the samples of varying phosphate concentrations have been extracted
for the colorimetric estimation of phosphate. From the obtained data, a calibration
curve has been obtained between phosphate concentration and the V channel values
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Fig. 35.2 Screenshots of the two used Android application

for the concentration range from 0.1 to 1 mg/l. Fig. 35.3 shows the calibration curve
obtained with the designed smartphone sensor. From the calibration curve, it can be
observed that the V channel values decrease linearly with the increase in phosphate
concentration. The obtained data is in accordance with the general idea that the V
value goes toward 1 when the image is brighter and it drops down toward 0 when the
image gets darker. By doing the linear fitting with the data points we have obtained a
good linear fitted curve having regression coefficients, R2 = 0.983. From the linear
fitted curve, the obtained calibration equation is given as

V channel − Value = (−0.15394)phosphate conc.+ 0.77867 (35.1)

From the calibration equation, by putting the V channel value of the captured
image we can determine the unknown phosphate concentration in a sample.

35.3.1 Spectrophotometric Analysis of the Standard
Phosphate Samples

To test the accuracy of the designed smartphone-based optical setup for experimental
investigation, the spectrophotometric analysis of the standard phosphate samples of
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Fig. 35.3 Calibration curve showing the variation of V-channel of HSV color space obtained with
the smartphone sensor within the limit 0.1–1 mg/l

varying concentrationswas carried out using a standard laboratory-grade spectropho-
tometer (UV/Vis spectrophotometer). The peak absorption wavelength for different
standard phosphate samples was observed to be at 880 nm. Figure 35.4 shows the
variation of absorbance value with different phosphate concentrations. From the plot,
it can be observed that the absorbance at the peak wavelength (880 nm) increases as
the phosphate concentration in the samples increases. This variation of absorbance
with concentration is in accordance with the Beer-Lambert law which states that
the quantity of light absorbed by a substance dissolved in a transmitting medium is
directly proportional to the concentration. For the prepared reagent-treated standard
samples, as the phosphate concentration increases the developed blue color of the
sample becomes darker and hence the absorbance of light increases with the sample
concentration.

35.3.2 Sensor Characteristics

The sensitivity of a sensor gives us an idea of how efficiently a sensor can distinguish
between two values relatively close to each other. The sensitivity of the designed
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Fig. 35.4 Absorbance vs concentration plot of reagent-treated standard phosphate samples

system can be obtained from the slope of the linearly fitted calibration curve. The
sensitivity of the designed sensor was found to be 0.15364 AU mg/l.

The accuracy and precision of the designed sensor have been evaluated by consid-
ering five standard phosphate samples with concentrations 0.5, 1, 1.5, 3, and 5
mg/l. The accuracy is expressed as % bias from the calculated mean phosphate
concentration value as

%bias = (Known phosphate conc.− Mean phosphate conc.)

Known phosphate conc.
× 100 (35.2)

The precision is determined in terms of % residual standard deviations (% RSD)
given as

%RSD = Standard Deviation

Mean
× 100 (35.3)

After calculating the %bias and %RSD of the five standard phosphate samples
using the above formulas, the mean bias accuracy value was found to be 0.83%,
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Table 35.1 Measured
phosphate concentrations of
field-collected water samples
by spectrophotometer and
designed smartphone-based
sensing tool

Field-collected
water samples

Designed sensor
measurement
(mg/L)

Spectrophotometer
measurement (mg/L)

Tap water 0.018 ± 0.005 0.015 ± 0.001

Niribili lake water 0.049 ± 0.004 0.053 ± 0.001

Palmaiguli
village water

0.089 ± 0.005 0.081 ± 0.003

while the mean RSD value was 1.75%. Both the values suggest a good accuracy and
precision of the sensor while measuring the phosphate concentration.

35.3.3 Field-Collected Samples

The working of the designed sensor for the in-field applications has been evaluated.
Different water samples have been collected from the Tezpur University nearby area,
namely Niribili Pond in the campus, tap water from the campus and from a pond
in Parmaiguli village in Napaam, Tezpur. Upon treating the field-collected water
samples with the prepared combined reagent, the concentration of phosphate in the
water samples has been determined by the designed smartphone-based sensor. The
concentration of phosphate for the field-collected samples has been measured by
using the proposed colorimetric analyzer, and the results were compared with the
standard spectrophotometer as given in Table 35.1.

35.4 Conclusion

This study demonstrates theworking of a smartphone-based sensing tool to determine
the concentration of phosphate by image analysis technique. The proposed system
offers advantages over a traditional sensing device mainly being low cost, compact
anduser-friendly and canbe used in resource-poor areas. The designed setup is simple
and easy to operate and can be adapted for any smartphone. The proposed setup can
also be utilized for the detection and estimation of other environmentally hazardous
elements such as arsenic, fluorine, etc. by treatment of the water samples containing
such elements with suitable reagents. Moreover, using this simple setup one can
also estimate the unknown quantity of numerous analytes in different environmental
media in an easy and affordable manner.
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Chapter 36
Structural, Morphological and Optical
Properties of Titanium Dioxide
Nanomaterials Prepared by Sol Gel
Technique

Ansh Gupta, Deepak Kumar, Anupam Kumar, Jeeban P. Gewali,
and Ankush Thakur

Abstract Titanium dioxide (TiO2) nanoparticles have been successfully prepared
by using titanium tetrachloride and ethanol as a starting reagent with the help of
sol–gel technique to study insight behaviour of TiO2 nanoparticles under an acidic
environment. The prepared TiO2 nanoparticles have been characterized for struc-
tural, morphological, and optical properties by using X-ray diffraction (XRD),
Fourier transform infrared spectroscopy (FTIR), Field emission scanning elec-
tron microscopy (FESEM) and UV–vis spectroscopy (UV–vis). Structural anal-
ysis confirms the formation of crystalline nanoparticles, and line broadening tech-
nique has been employed to determine the crystallite size. FTIR reveals the lattice
vibration in characteristic absorption frequency band. FESEM explores the surface
morphology of synthesized nanoparticles, and UV–vis spectroscopy has been used
to determine the optical band gap.

36.1 Introduction

In recent years, titanium dioxide extensively attracted the attention of researchers due
to novel and unique properties. TiO2 are often called Titania having structure stability
and biocompatibility [1]. Unique physical, optical and structural properties lead
Titania to be part of a variety of applications like photo-catalysis, solar-photovoltaic,
ceramic material, filler, coating, pigment etc. UV screening properties and optical
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transparency in the visible spectrum make these particles suitable for cosmetics,
resin and paint [2]. Currently, TiO2 nanoparticles are used for its photocatalytic
properties to improve the quality of materials for various applications such as in solar
cells to produce e− and hole pairs, extracting hydrogen gas from water by splitting
water molecules etc. Titanium di-oxide exist in various polymorphs like anatase
(tetragonal), rutile (tetragonal), brookite (orthorhombic), TiO2 (B-Bronze), TiO2 (H-
Hollandite), TiO2 (R-Ramsdellite), Akaogiite (baddeleyite) [3]. Only anatase, rutile
and brookite are found in nature and remaining can be derived in laboratory. Anatase
and rutile belong to I41 /amd and P42 /mnm space group [3]. TiO2 anatase phase
contains four formula unit in unit cell, and rutile contains two formulas per unit cell
[4]. The calcinations at ~ 700°C leads to phase transformation from anatase to rutile
occurredwhich is found to be irreversible process because rutile is highly stable phase
of TiO2. The calcination temperature depends on many factors such as synthesis,
dopant (size and charge), atmosphere and oxygen defects. The substitution of dopant
in TiO2 affects the transition temperature, whereas doping ofmetal oxides with lower
melting point (lower than TiO2) promotes the phase transition [5, 6]. Cationic dopant
has small ionic radii and low valence that help to accelerate transition to rutile due
to increase in oxygen vacancy which definitely leads to instability in initial phase
structure (anatase phase) [7, 8]. Thus, cationic dopant of valence less than four will
promote transition and valence greater than four will inhibit transition. Similarly,
anionic dopant is assumed to fill the oxygen vacancies and promotion or inhibition
of phase transition will depend on its charge effects and size [8]. There are several
methods that have been developed to incorporate the substitution in lattice such
as hydrothermal method, solvo-thermal method, sol–gel method, chemical vapour
deposition method, electro-deposition method, direct oxidation method, microwave
method and sono-chemical method to enhance the properties for desired application
[9]. Since 1971, sol–gelmethod has been opted for the production ofmulti component
oxides due to low cost, ease of fabrication, mixing of ions at atomic level, and
homogeneity of solution can be controlled easily. In present research work, TiO2

has been synthesized and characterized for structural, morphological and optical
properties.

36.2 Synthesis Procedure

In the synthesis of TiO2, anhydrous titanium tetrachloride (TiCl4) is added drop
wise to absolute ethanol in the ratio 1:10 such that volume of total solution will be
20 ml. Mixing is done at room temperature under fume hood due to liberation of
chlorine and HCl gas. This reaction is exothermic in nature, as a consequence the
temperature of the solution increased during mixing. Allowing the solution to restore
its temperature to room temperature and then measured the pH. The pH of solution
is found to be highly acidic in nature. Now the solution is dried in a temperature
range 60–70°C until gel is formed. Obtained TiO2 was calcined for 2 h in furnace
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at 500°C, and the same sample is further calcinated at 900°C (2 h). The obtained
powder is kept in air tight bottle and subjected for further analysis.

Structural properties have been analysedwith the help ofX’Pert Pro diffractometer
using Cu-Kα radiation to gather the information about physical parameters. IR-
Prestige-21-FTIR-8400S, Shimadzu Corporation, has been employed to determine
absorption characterization of prepared nanoparticles in Mid-IR range. Morphology
has been analysed with the help of field emission scanning electron microscopy.
Optical properties of the synthesized sample have been exposed using UV–vis spec-
troscopy. UV-1800, UV–vis scanning spectrophotometer designed under Shimadzu
Corporation has been taken in to consideration for optical property analysis.

36.3 Results and Discussion

36.3.1 Structural Analysis

XRD is one of the important characterization techniques for qualitative analysis of
synthesized nanoparticles with the help of Bragg’s diffraction technique to study the
presence of crystallographic planes. Figures 36.1 a, b represent diffraction pattern of
sample calcinated at 500°C and 900°C, respectively. Structural analysis of the sample
confirms the step formation of rutile phase from titanium tetrachloride (TiCl4) and
ethanol in acidic medium.

Figure 1a reveals the presence of diffraction planes (101), (004), (200), (105),
(211), (204), (116) and (220) with sharp peak corresponding to diffraction angle
at 25.30°, 37.87°, 48.03°, 53.98°, 55.05°, 62.73°, 68.87° and 70.27° confirms the
presence of anatase phase in the crystal [10, 11]. Sharpness of the peaks with small
Gaussian clearly indicates that synthesized TiO2 nanoparticles are highly crystalline
in nature and crystallite size falls in nanometer range. Peak’s sharpness corresponding
to (101), (004) and (200) miller indices or diffraction planes clearly indicates that
arrangements of particles in a sample are highly periodic and maximum height of the
peak corresponding (101) diffraction plane represents preferred crystal orientation
whereas low intensity peaks corresponding to (204), (116) and (220) diffraction plane
represent chaotic arrangement of particles in the sample for given diffraction planes
[11].

Figure 1b depicts the diffraction pattern of TiO2 nanoparticles calcinated at 900°C.
Diffraction peaks at angles (2θ) 27.44°, 36.08°, 39.18°, 41.22°, 44.05°, 54.32°,
56.64°, 62.74°, 64.04° and 69.01° corresponding to (110), (101), (200), (111), (210),
(211), (220), (002), (310) and (301) miller indices or diffraction planes strongly
supports the complete phase transition of anatase phase into pure rutile phase having
no trace of anatase phase and therefore rutile phase is highly thermodynamic stable
phase in pure form. It has been observed that with increase in temperature, broadness
in the peaks of anatase phase found to be decreased and a set of new sharp peak related
to rutile phase at 900°C that indicates the crystallization of TiO2 nanoparticles.
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Fig. 36.1 a X-ray
diffraction patterns of
calcinated TiO2
nanoparticles at 500°C
b X-ray diffraction patterns
of calcinated TiO2
nanoparticles at 900°C

Crystallite size has been calculated by using Debye–Scherrer’s formula:

D = kλ

β cos θ
(36.1)

where D is the crystallite size, λ is the wavelength of the X-ray used, k is usually
taken as 0.89 and β is full width at half maxima. The calculated structural parameters
are listed in Table 36.1.

Increment in particle size is due to the agglomeration of particles in a particular
fashion to achieve periodicity and crystallinity in the sample. The least value of
dislocation density evidently indicates that the arrangement of atoms in the lattice is
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Table 36.1 Various structural parameters of undoped TiO2 nanoparticles

Sample Average
crystallite size
(D nm)

d-spacing (nm) Lattice
parameter (nm)

Unit cell
structure

Dislocation
density × 10–3

(nm−2)

500°C 20.11 0.351 a = b = 0.377
c = 0.949

Tetragonal 2.59

900°C 68.42 0.324 a = b = 0.458
c = 0.295

Tetragonal 0.27

uniformwithminimal distortion in the structure. The structural analysis also confirms
that the opted synthesis conditions are more favourable for the formation of rutile
phase in acidic medium [12, 13].

36.3.2 Fourier Transform Infrared Spectroscopy Analysis

Fourier Transform Infrared spectroscopy is one of the basic characterizations to
know the types of functional groups present in a synthesized sample by analysing
the absorption of frequency in the infrared region. Absorption of frequency or wave-
length depends on natural frequency with which molecules are vibrating at room
temperature. Characterization of TiO2 nanoparticles is done in the range of wave
number 400–4000 cm−1 (Fig. 36.2 a, b). When different molecules are exposed to
infrared radiations, they absorb different frequencies because the vibration frequen-
cies of the molecules are differing from molecule to molecule. As a consequence,
sharp dip is set up in the graph that represent the presence of molecule diversity in
the sample. TiO2 when calcined at temperature 500°C shows a peak at 1653.05 cm−1

which indicates that the presence of C = C bonds with absorption intensity about
93.43 ± 1.09 shows very less concentration of C = C bonds, and another peak is at
1273.06 cm−1 indicates that the presence ofC-Obondwith absorption intensity about
94.50 ± 1.09 also shows very less concentration of C-O bonds and peak absorbed
at 447.5 cm−1 shows the formation of Ti–O bonds with absorption intensity about
65.94 ± 1.02 shows large concentration of Ti–O bonds in the given sample. Peaks
observed at 509.22 cm−1 shows shift in anatase peaks towards rutile peak due to
increase in temperature with O-Ti–O vibrations in a crystal. Peaks in the range of
2300 cm−1—2400 cm−1 represents less concentration of O = C = O bonds and also
no sharp peak is found in the range of 4000 cm−1—2500 cm−1 indicates the absence
of moisture of hydroxyl group which shows perfect synthesis of Titanium dioxide
[14–17].
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Fig. 36.2 a FTIR spectrum of calcinated TiO2 nanoparticles at 500°C b FTIR spectrum of
calcinated TiO2 nanoparticles at 900°C
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36.3.3 Morphological Analysis

FESEM is one of the most prominent characterization techniques to explore and
understand the microstructures and surface morphology of synthesized material.
Morphological analysis of calcinated nanoparticles has been shown in Figs. 36.3
a, b. Calcinations address a different anecdote that particles get agglomerated in
non-uniform way with average particle size falls in the range of 20 nm to 40 nm
having irregular shape for sample heat treated at 500°C. Moreover, as the calcina-
tions increases to 900°C leads to aggregation of particles which is in the thermally
stable phase of TiO2 whose particle size falls in the range of 243 nm–1.14 μm and
growth of rutile phase taken place on the behalf of anatase phase in the crystal.
The reason associated with this agglomeration is nucleation of nanoparticles due
to which increment in particle size is observed in anatase phase of TiO2 nanopar-
ticles [18, 19]. In other word, the appearance of larger grain size with the increase
of calcination temperature may due to re-crystallization at higher temperature. This
is because melting of smaller nanoparticles well below their melting points to form
bigger particles.

Fig. 36.3 FESEM
micrograph of calcinated
TiO2 nanoparticles at
different temperature
(a) 500°C and (b) 900°C
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36.3.4 Optical Analysis

UV–vis spectroscopy will give information about the energy band gap along with
the type of transition associated with it. Transition among the energy band, i.e.,
conduction band and valence band, is either photon assisted or phonon assisted [20,
21]. This transition information gives an insight about the material energy band gap
which is either direct band gap or indirect band gap. The dispersed phase of TiO2

nanoparticles in ethanol is subjected in front of radiations that carry wavelengths
in the range of 200–800 nm [22]. The band gaps of calcinated TiO2 nanoparticles
at 500°C and 900°C for duration of 2 h have shown in Figs. 36.4, 36.5. The band
gap of synthesized particles is determined by using Kubelka–Munk function and
Tauc plot [23]. The plot is extrapolated and made to cut the x-axis. The point at
which the tangent to the curve cuts the x-axis gives the band gap for that sample.
Nanoparticles of TiO2 possess indirect band gap in anatase and rutile phase, and the
assisted electronic transition is phonon based.
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Fig. 36.4 UV–vis spectrograph of sample calcinated at 500°C for 2 h
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Fig. 36.5 UV–vis spectrograph of sample calcinated at 900°C for 2 h

36.4 Conclusion

TiO2 nanoparticles are successfully prepared by using sol–gel technique in the pres-
ence of ethanol as a solvent. Prepared TiO2 nanoparticles are characterized by using
XRD, FTIR, SEM and UV–vis. X-ray diffraction analysis confirms the formation
of crystalline nanoparticles with crystallite size in nanoscale. The diffraction pattern
confirms the presence of both anatase and rutile phase at 500°C and 900°C with
complete phase transition observed at 900°C. Mid-IR analysis of calcinated samples
confirms the presence of stretching vibration of Ti–O indicating the presence of char-
acteristic peaks position. Morphological analysis shows the development of glob-
ular shaped nanoparticles as well as aggregation of particles. The bandgap values
obtained from the Tauc plot shows that the synthesized TiO2 nanoparticles have
indirect bandgap.
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Chapter 37
Structural, Spectral and Optical
Properties of Lithium Sulphate
Monohydrate L-Valine Semiorganic
Crystal

Chandrashekhar M. Bhambere and N. G. Durge

Abstract L-Valine Lithium sulphate LV+ LS crystal of considerably good size is a
nonlinear optical semiorganic type material. It has been grown by slow evaporation
solution technique at elevated temperature (40 °C). LV + LS crystal has enhanced
crystallinity and is sufficiently good for SHG. To get high optical perfection, it is
recrystallized by SEST at 40 °C, from supersaturated solution by stirring it for several
hours. LV+LSwithmonoclinic crystal system is fairly suitable forNLOapplications
because of its wide optical transparency.

37.1 Introduction

Nonlinear optical materials play a central role in the evolution of modern optoelec-
tronics technology and science [1]. In the development of nonlinear optics (NLO),
purely organic second order nonlinear optical materials found practical applications
in the fields of photonics, lasers, electro-optic switches, telecommunication, opto-
electronic, frequency conversion and optical information storage devices [2]. Due to
a non-centro symmetric structure most of the polar organic crystals shows excellent
second order NLO properties. Although due to a lack of extendedπ electron delocal-
ization, the purely inorganic materials have moderate optical nonlinearities, but they
possess excellent mechanical strength, thermal stability, and transmittance. Hence,
new class of semiorganic crystals was grown in order to combine the advantages
of organic and inorganic materials and because of their interest, and stable physio-
chemical properties become important for device fabrication and applied research.
[3–5].

L-valine is a dipolar amino acid, and it contains both an acidic group-a donor
carboxylic (COOH) group and basic group-a proton acceptor (NH2) group. So amino
acid in solid state exists as zwitterions, which create hydrogen bonds, in the form
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Fig. 37.1 Grown crystals of
LV + LS

of N-H+-O-C, which are used in the possible generation of non-centro-symmetric
structures, which is a prerequisite for an effective SHG crystal [6].

This paper describes the synthesis of crystal structure of L-valine doped with
lithium sulphate-monohydrate [LV + LSMH] at elevated temperature (40 °C) above
room temperature. The grown crystal was characterized by powder XRD and is
compared with Lithium Sulphate Monohydrate with amino acid (L-valine) grown at
room temperature of 32 °C [7].

37.2 Material Synthesis and Crystal Growth

L-Valine [C5H11NO2] and Lithium Sulphate-monohydrate Li2SO4·1H2O (Loba
Chemie), both of analytical grade, are used as the starting materials for synthesizing
LM + LS. A solution was prepared by dissolving L-Valine and Lithium Sulphate-
monohydrate in double distilled water and stirred continuously for eight hours and
the solution was vacuum filtered by Whatman’s filter paper to get homogeneous
solution. The solution was kept for slow evaporation. at 40 °C temperature in PID
controlled temperature bath for more than three weeks. The product was purified by
recrystallization process. By continuous evaporation of the solvent, optically trans-
parent and good quality crystals of LV + LS with dimensions of 30 × 15 × 3 mm3

were obtained from the saturated mother solution over the period of 25 days. The
photograph of the as grown crystal is shown in Fig. 37.1.

37.3 Characterizations

X-RayDiffraction data of LV+LSwas recorded on anX-ray diffractometer (Rigaku
UltraX18, 18 kW, Germany, CuKα radiation of wavelength 1.5404 Å) in the range
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Fig. 37.2 Powder XRD
pattern of LV + LS crystal

2θ = 20–70°. The grown crystals were subjected to FTIR spectroscopy to iden-
tify different functional groups of LV + LS. Optical transmission of grown crys-
tals was measured by UV-Visible spectrometer (JASCO UV/VIS/NIR Spectropho-
tometerMODEL-670) in the spectral range 190–1400 nm. The grown crystal exhibits
very excellent transmission range. The SHG efficiency was measured by using Kurtz
and Perry powder method.

37.4 Results and Discussion

37.4.1 Crystal Structure

X-RayDiffraction data of the LV+LS crystal was analysed using PowderX software
(Fig. 37.2). It is found that the grown crystal belongs to monoclinic structure with
non-centrosymmetric space group P21. The lattice parameterswere determinedTable
37.1. Crystallinity of the crystal material is found to be 68.07%.

Table 37.1 shows that there is increase in the volume of the unit cell of LV + LS
grown at elevated constant temperature (40 °C) above room temperature compared
with single crystal of LSM grown at room temperature (32 °C), and the crystal
structure remained the same.

37.5 Optical Transmission Spectra

Optical transmittance is observed for 1.2 mm thin plates of and L-Valine Lithium
sulphate. The transmittance spectrum is shown in Fig. 37.3, and spectral analysis
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Table 37.1 Lattice
parameters of LV + LS
crystals grown at different
temperatures

Lattice Parameters LV + LS at 40 °C L- Valine Doped LSM
at 32 °C

a (Å)
b (Å)
c (Å)
α (°)
β (°)
γ (°)
Volume (Å3)
Space group
Crystal system

10.4980
5.4660
9.5864
90°
101.2958°
90°
550.06
P21
Monoclinic

5.453
4.846
8.174
90°
107.26
90°
206.29
P21
Monoclinic

Fig. 37.3 UVVIS-NIR
Transmission spectrum LV
+ LS crystal

shows that in the ultraviolet region the grown crystal has lower cut off wavelength
around 252 nm. TheUV-Visible spectral analysis shows that the crystal is transparent
in the entire visible region. There is no prominent absorbance in the spectral range
from 252 to 1150 nm; hence, the crystals grown at 40 °C are sufficiently good for
SHG [8, 9]. Figure 37.4 shows absorbance spectrum of LV + LS.

The value of optical absorption coefficients (α) for a wavelength range 190–
1400 nm was calculated using the relation.

∝ = 2.303

d
log

1

T

where ‘T’ is the transmittance and ‘d’ is the thickness of the crystal.
The transparent nature of the crystal in the visible region is the property which

makes the material important for NLO applications. The value of band gap energy of
the grownLV+LS crystal was estimated from the graph between photon energy (hυ)
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Fig. 37.4 UVVIS-NIR
absorption spectrum LV +
LS crystal

Fig. 37.5 Band gap of LV +
LS crystal

and (αhυ)2 by extrapolating the linear portion [10] of the curve to zero absorption
(Fig. 37.5). The bandgap energy calculated is about 4.93 eV for the LV+ LS crystal.

37.6 Determination of Optical Constants

The study of optical constants of a material is important for NLO applications. The
optical band gap energy of the LV + LS crystal is found to be 4.93 eV. The relation
between optical band energy (Eg) and the refractive index (n) of the crystal [11] is
given by
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Egen = 36.3

The calculated refractive index is then used to determine the Reflectance (R) by
applying the formula:

R =
(
n − 1

n + 1

)2

The calculated refractive index and the reflectance of LV + LS crystal are 1.996
and 0.110, respectively. The high value of the refractive index and low value of
reflectance acknowledges that LV + LS crystal is more transparent to transmit light
from 250 nm to above 800 nm [12]. The high transmission, low absorbance, low
reflectance makes the material an important one for anti-reflection coating in solar
thermal devices and nonlinear optical applications [13].

The electrical susceptibility (χ c) was calculated using the following relation:

χ c = εr − 1

Or χ c = n2 − 1
(
∴ εr = n2

)
Hence, χ c = 2.9840

Since electrical susceptibility is greater than 1, thematerial can be easily polarized
when the incident light is more intense [12].

37.7 FTIR Studies

Functional groups that are present in L-valine andLithium sulphatemonohydrate- LV
+ LS crystal are identified by recording FTIR spectrum (ALPHA-II, Bruker, Japan)
in the range between 4000 cm-1 to 400 cm-1. The resulting spectrum is shown in
Fig. 37.6.

FTIR spectrum shows that the SO4− stretching bands are superimposed near
1098.60 cm−1. The deformation bands observed at 1509 cm−1 is due to the proto-
nated amino group NH3+. An intense sharp peak at 1609.12 cm−1 is due to the
bending vibration mode of H2O. The sharp peak at 636.44 cm−1 indicates the pres-
ence of sulphate ion. The C-C deformation is observed at 715.45 cm−1. The mode
at 434.83 cm−1 indicates the vibrational mode δ (Li-O). The broad and weak spectra
show the presence of H2Omolecule and O-H symmetric stretching at 3470.05 cm−1.

FTIR assignments on the grown crystals are given in Table 37.2.
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Fig. 37.6 FTIR spectrum LV + LS crystal

Table 37.2 Vibrational
group assignment of LV + LS
crystal

400 Wavenumber (cm−1) Vibrational group

434.83 Vibrational mode of δ (Li-O)

636.44 Presence of Sulphate ion

715.45 C-C deformation

1098.60 S-O stretching

1509.01 NH3 deformation

1609.12 Bending vibration mode of H2O

3470.05 O-H stretching

37.8 SHG Measurements

The SHG conversion efficiency was measured by analogue setup of Kurtz and Perry
powder method which consists of a: Quanta Ray Spectra Physics Model Q-switched
mode locked Prolab 170 Nd:YAG laser beam of fundamental wavelength 1064 nm
with an input power of 1.2 mJ and pulse width of 10 Hz was made to fall on the
sample. The emission of green light (λ = 532 nm) confirms second harmonic signal
generated from the LV + LS crystals and they have noncentrosymmetric crystal
structure. The moderate SHG efficiency is due to lower polarizing ability of the
material which was measured with digital storage oscilloscope.
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37.9 Conclusions

A semi organic NLO crystal, LV + LS was successfully grown by SEST method
at constant 40˚ C temperature. Powder XRD method reveals the crystalline nature
(Crystallinity 68.07%) of the grown crystal, and it is found to be monoclinic. Various
functional groups present in the crystal are confirmed by FTIR analysis. Analysis
of UV-VIS-NIR spectrum reveals the wide transparency of the crystal. It has low
UV cut off of 252 nm and good transmittance, and the band gap is found to be
4.93 eV. The transmission spectrum reveals that grown crystal have better trans-
parency and have sufficient transmission in UV-Visible and IR region. The lower
cut-off wavelength is found to be 252 nm. Crystal has good polarizability due to
electrical susceptibility greater than one. Also the high refractive index and low
reflectance confirm transparency of L-Valine Lithium sulphate and makes it suitable
for SHG applications.
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Chapter 38
Study of Ion-Acoustic Waves in
Two-Electron Temperature Plasma

G. Sharma, K. Deka, R. Paul, S. Adhikari, R. Moulick, S. S. Kausik,
and B. K. Saikia

Abstract A plasma having two different electron energy groups is produced in a
multi-dipole plasma device. An ion-acoustic (IA) wave is launched in the plasma to
study its damping characteristics in the presence of two-electron groups. The electron
temperatures and densities are varied to see their effects on the damping of the wave.
An analytical treatment of wave damping is also carried out and the outcomes of
the theoretical calculations have been compared with the experimental findings. It
is observed that the presence of energetic electrons has a noteworthy contribution to
the damping of IA waves.

38.1 Introduction

Plasmas having more than one electron group with different temperatures and den-
sities are routinely found in laboratories. They are often termed as two-electron
temperature plasmas in the literature. The presence of an energetic electron group
brings notable changes in their properties where the density and temperature ratios
of the electron groups play the crucial role [1–5]. Due to this reason, the study of
wave propagation in such plasmas has been an exciting field of research for a long
time. The propagation of ion-acoustic waves in two-temperature plasma has been
studied by many researchers theoretically [6–9], but still it continues to be a poten-
tial area of research. In the theoretical studies, basically the nonlinear modulation
of ion-acoustic waves is discussed based on various plasma models. Sharma and
Buti [7] studied modulation properties of IA waves and found that their stability
depends on the densities of hot and cold electron components. Rao and Shukla [2]
reported that the presence of two-electron components introduces a new class of
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supersonic coupled Langmuir–ion-acoustic solitons. Verheest et al. [10] considered
a kappa distribution of electrons and showed that such supersolitons have a para-
metric dependence which in turn has a strong kappa dependence. Lakhina et al. [11]
has studied ion and electron acoustic solitary structures in space plasmas using the
Sagdeev pseudopotential technique. Their model has applications in the auroral plas-
mas. All such theoretical studies provide a deep understanding of various aspects of
IA waves in two-temperature plasmas. The first experiment of IA wave propagation
in two-temperature plasma was performed by Jones et al. [12]. They have success-
fully demonstrated the theoretically predicted effect of second electron component
on the phase velocity of the excited waves. In the present work, an attempt is made to
study the damping characteristics of IA waves experimentally in a two-electron tem-
perature plasma and compare the results with a theoretical model developed on the
basis of the plasma fluid model. The paper is organized as follows. Section38.2 gives
a brief description of experimental arrangement, Sect. 38.3 contains the results of the
experiment and the theoretical findings followed by the conclusion in Sect. 38.4.

38.2 Experimental Arrangement

The experiment is performed in a cylindrical stainless steel chamber of 100cm length
and 30cm diameter (Fig. 38.1). Plasma is produced using a hot cathode discharge
mechanism and full line cusp magnetic cages are used for plasma confinement.
Cusp magnetic field geometry possesses the property of confining primary electrons
due to which two-electron temperature plasma is obtained [13]. The detailed two-
electron temperature plasma production mechanism will be published elsewhere.
A stainless steel mesh grid of diameter 5cm is used for exciting IA waves in the
system. The excited wave is received by a planar probe of diameter 0.9cm. The
exciter and receiver are placed in the central region of the systemwhere two-electron
energy groups are present. A function generator is used for applying a sinusoidal
perturbation in the plasma via the exciter. The detected wave of comparatively lower
amplitude is observed in the oscilloscope.

38.3 Results and Discussion

The chamber is evacuated to a base pressure of 5 × 10−6 mbar. Hydrogen plasma
is produced by maintaining a working pressure of 2 × 10−4 mbar. To measure the
plasma parameters first, a cylindrical Langmuir probe is used. The electron tem-
perature and density are changed by changing the discharge current while keeping
the neutral pressure constant. The electron energy distribution function is plotted
as shown in Fig. 38.2 which has an energetic tail confirming the presence of a hot
electron group in the plasma. Now, an IA wave is excited in the system with a fre-
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Fig. 38.1 Schematic of the experimental setup

Fig. 38.2 Electron energy
distribution function
showing bi-Maxwellian
nature of the plasma

quency of 50 kHz. To observe the effect of the hot component of electrons on the
wave propagation, five regimes were selected where electron densities and tempera-
tures were different. The cold electron temperature varies from 1.2 to 1.7 eV and the
hot electron temperature is varied from 5 to 6 eV. The ratio of hot to cold electron
temperature is defined as τ = Th/Tc and the ratio of hot to cold electron density
is defined as δ = nh/nc. Figure38.3 shows the amplitude of the received signal at
various distances from the exciter for different τ and δ. It is seen that as δ decreases,
i.e. the hot electron density decreases, the wave suffers more damping. The damping
of the wave is believed to be due to collisions between the ions and the background
gas. Later on, it has been also observed that the damping is not independent of wave
frequency. Figure38.4 shows how damping increases with the increase in the applied
frequency. Due to the limitations of the experimental setup, the exciter to receiver
distance cannot be increased to more than 10cm. Still, from the trend of wave damp-
ing as seen in Fig. 38.3, it can be understood that the propagation distance of the
pulse gradually decreases with the decrease of hot electron density.

To understand the physical reason of damping, an analytical expression for the
dispersion relation has been derived using momentum equation for the ions, cold
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Fig. 38.3 Received signal
amplitude at various
distances from the exciter for
different δ

Fig. 38.4 Amplitude of the
received signal for various
frequencies of the wave

electrons and hot electrons (38.1, 38.2 and 38.3) followed by the continuity equations
for each species (38.4, 38.5 and 38.6) and the Poisson equation (38.7), respectively.

mi
∂vi

∂t
= −e∇φ − Ti

ni0
∇ni − miνvi (38.1)

me
∂vc

∂t
= e∇φ − Tc

nc0
∇nc (38.2)

me
∂vh

∂t
= e∇φ − Th

nh0
∇nh (38.3)

∂ni1
∂t

+ ∇.(ni0vi ) = 0 (38.4)

∂nc1
∂t

+ ∇.(nc0vc) = 0 (38.5)
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∂nh1
∂t

+ ∇.(nh0vh) = 0 (38.6)

∇2φ = − e

ε0
(ni1 − nc1 − nh1) (38.7)

where ni0, nc0 and nh0 are the equilibrium ion density, cold electron density and hot
electron density, respectively, ni1, nc1 and nh1 are the perturbed ion density, cold
electron density and hot electron density, respectively, mi is the ion mass, me is the
electron mass and ν is the ion neutral collision frequency.

Assuming the perturbation proportional to exp[i(k.r − ωt)], the following dis-
persion relation has been obtained:

k2 = 1

λ2

ω2 + iνω

ω2
pi

− ω2 − iνω (38.8)

where
1

λ2
= 1

λ2
Dc

+ 1

λ2
Dh

The complex wave vector k can be written as k = kR + ikI . Then the wave can
be represented as ei(kr−ωt) = e−kI r ei(kRr−ωt). The wave will experience damping for
kI > 0 [14]. Solving for (38.8) using k = kR + ikI , the following expressions for kI
and kR has been obtained:

kI =
ω
√

ω2
pi − ω2 − ν2

√
2λ2

[
(ω2

pi − ω2)2 + ω2ν2
]

√√√√
(
1 + ν2ω4

pi

ω2(ω2
pi − ω2 − ν2)2

)1/2

− 1

(38.9)

kR = ωνω2
pi

2λ2kI [(ω2
pi − ω2)2 + ω2ν2] (38.10)

In (38.9), except ν, the values of all other quantities are known. The value of ν
has been estimated from the experiment using the following technique. Figure38.5
shows experimentally observed values of kI for different wave frequencies. While
extrapolating the linear fitting curve, kI = 23.12 m−1 is obtained for zero frequency.
This value corresponds to the collisional damping rate kcoll . Hence, using kcoll =
23.12 m−1, an effective collision frequency has been drawn using the relation ν =
2vpkcoll = 5.2 × 105 Hz [15]. Here, vp is the phase velocity of the wave and it is
measured to be 1.14 × 104 ms−1. Therefore, with an ion density of the order of
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Fig. 38.5 Variation of kI
with respect to frequency of
the applied signal

1017 m−3 and applied frequency of 50 kHz, (38.9) gives kI = 12.1 m−1. Similarly,
using (38.10), the value of kR is estimated to be 13.3 m−1.

But, for 50 kHz signal, the experimentally observed average value for kI is
20.87 m−1. The experimental value is higher than that of the theoretically pre-
dicted one. A probable explanation behind the difference could be the presence
of other damping sources like ion–ion collision and electron–ion collision which is
not included in the theoretical model. Moreover, the dependence of damping on the
frequency of the applied signal indicates that kinetic effects like Landau damping
may be present in the system which cannot be described by the fluid theory.

38.4 Conclusion

In conclusion, the IAwave is excited in a two-electron temperature plasma. Thewave
suffers damping while propagating through plasma, and the amplitude of the damped
signal is measured. It is observed that the presence of energetic electrons in plasma
favors the propagation of ion-acoustic waves while cold electrons try to shield the
disturbance thereby promoting damping of the wave. It is found that the analytical
analysis carried out for the present model can only explain the experimental results
up to a certain extent which includes the contribution from the collisions. The model
is not fully adequate to answer all observations of the experiment since kinetic effects
come into the picture. Hence, a kinetic treatment of the present problemmay bemore
suitable in this regard which will be implemented in due course of time.
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Chapter 39
Study of Plasma Sheath in the Presence
of Dust Particles in an Inhomogeneous
Magnetic Field

K. Deka, R. Paul, G. Sharma, S. Adhikari, R. Moulick, S. S. Kausik,
and B. K. Saikia

Abstract In plasma processing devices, negatively charged dust particles appear
as contaminants in etching, sputtering, and deposition processes. The dynamics of
the dust particles at the edge region of the plasma plays an important role in such
processes. The present study deals with a low-pressure plasma to investigate the
effect of dust particles on the properties of plasma sheaths in the presence of a
non-uniform magnetic field. A multi-fluid model is used to simulate the dynamics
of electrons, ions, and dust particles. The governing equations for all the plasma
species are solved numerically using the fourth-order Runge-Kutta (RK4) method.
It has been observed that the presence of the dust particles significantly affects the
plasma sheath parameters such as potential, electric field, particle density, and particle
velocity. The present study is supposed to help in understanding the dynamics of
negatively charged dust grains in the sheath. Therefore, the study may be helpful in
the plasma processing of materials as well as in plasma wall interactions for various
plasma-aided industrial applications

39.1 Introduction

Theplasma sheath has prime importance inmanyplasmaapplications such as plasma-
assisted material processing, fusion research, and in different types of plasma probes
[1, 2]. The plasma sheath at the wall or probes is formed due to the large difference
in the mobility of the electrons and ions present in the plasma. For the formation of
the electrostatic sheath, the ions must enter the sheath with a velocity greater than
the ion-acoustic speed. This condition is known as the Bohm criterion [3]. Dusty
plasma can be defined as the mixture of electrons, ions, and charged particles having
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sizes in the range of micrometers to nanometers. The dust particles are commonly
observed in most of the laboratory and space plasmas. Due to this, the study of
plasma sheaths in the presence of dust particles has acquired significant attention
among the researchers [4]. The behaviour of a plasma sheath is largely affected by
the presence of dust particles near thewall [5]. Arnas et al. [6] experimentally showed
the modification of the sheath in the presence of dust particles.

In recent times, the plasma sheath in the presence of dust and a magnetic field
has been explored by many researchers [1, 4, 7, 8]. Pandey et al. [7] studied the
dynamics of dust particles in the presence of a magnetic field. They found that the
equilibrium and levitation of dust particles inside the sheath depend on collision
frequency as well as on the magnetization. The structure of the plasma sheath in
the presence of an oblique magnetic field and dust dynamics in the sheath has been
studied by Davoudabadi et al. [9]. In the literature, a large number of studies can be
found dealing with the properties of plasma sheath in the presence of dust particles
and a uniform magnetic field. But no such studies of the dusty plasma sheath in the
presence of an inhomogeneous magnetic field can be found. In this work, an attempt
has been made to explore the properties of the plasma sheath in the presence of
dust particles and an inhomogeneous magnetic field. For the rest of the paper, the
inhomogeneous magnetic field has been represented by IHM for convenience.

The present study has been arranged into five sections. A brief introduction to
the field is given in Sect. 39.1. In Sect. 39.2, the theoretical model and the governing
equations are presented. In Sect. 39.3, the governing equations are normalized. In
Sect. 39.4, the results of the study have been discussed. The conclusions of the study
are made in Sect. 39.5.

39.2 Theoretical Model and Basic Equations

The inhomogeneous magnetic field that contains the gradient as well as the curvature
term is given by [10]

B = B0(1 + αz)î + (B0αx)k̂ (39.1)

The first term of (39.1) is the gradient term and the second term is due to the
curvature of the field. The dimension of the constant parameter α is the inverse of
length.

For the present study, it is seen that the gradient term of the magnetic field domi-
nates over the curvature term. The strength of the gradient term of the magnetic field
is alone comparable with the strength of the total magnetic field. The field is parallel
to the z-axis at the starting point of the simulation. The field gradually starts to align
itself with the wall making a very small angle, the angle of inclination very slowly
increases on moving from the bulk plasma towards the wall (at the wall, the field
makes an angle θ < 190). Further, if the study is confined in the region near the z-axis
of the x-z plane, the angle of inclination becomes even more smaller. Due to this,
the effect of the gradient term dominates over the curvature term on the properties
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Fig. 39.1 Schematic
diagram of the theoretical
model

of the sheath. This enables us to reduce the 2D sheath problem to 1D. Ebersohn et
al. [11] also reduced the 2D plasma flow in a flux tube to 1D flow by considering the
variation of the field only along the axis of the flux tube and the plasma properties
are constant in the flux tube cross-section.

The effect of the external magnetic field on the properties of the sheath is deter-
mined by the term q(v × B). For the 1D sheath formed along the z-axis, i.e. along
the x = 0 line, the curvature term vanishes from the magnetic force term.

A low-pressure plasma consisting of positive ions, electrons, and dust grains has
been considered for the present work. The sheath is perpendicular to the z-axis and
the sheath parameters such as density, potential, velocity, and electric field vary along
the z-axis. A schematic diagram for representing the theoretical model is shown by
Fig. 39.1. All the three components of the plasma, i.e. positive ions, electrons, and
dust particles are described by fluid equations.

The momentum equation for the singly charged cold ions is

minivi z
dvi
dz

= −nie
∂φ

∂z
k̂ + nie(vi × B) − miniviνin (39.2)

The momentum equation for the electrons is

menevez
dve
dz

= nee
∂φ

∂z
k̂ − nee(ve × B) − Te

dne
dz

k̂ (39.3)

The momentum equation for the dust grains is
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mdndvdz
dvd
dz

= −ndqd
∂φ

∂z
k̂ + ndqd(vd × B) + mdndg + nd Fi (39.4)

The continuity equations for the ions, electrons, and the dust particles are

∂

∂z
(nivi z) = νinne − νidnd (39.5)

∂

∂z
(nevez) = νinne − νidnd (39.6)

∂

∂z
(ndvdz) = 0 (39.7)

In the above equations, νni , νin , νen , νid , νed , qd , and Fi represent ionization
frequency, ion-neutral collision frequency, attachment frequency of ions on the dust,
attachment frequency of electrons on dust, charge on the dust grains and ion-drag
force on the dust particles, respectively.

The ion-drag force Fi is the sum of collection drag force and Coulomb drag force
[12–14]:

Fcollection = πb2cnimivs ṽi

Fcoulomb = 2πb20nimivs ṽi ln

[
b20 + λ2

De

b20 + b2c

]

where ṽi = vi − vd is the directed ion speed and vs =
√(

ṽ2
i + 8Ti

πmi

)
is the total ion

speed, i.e. the sum of directed and thermal speed. b0 = eqd
4πε0miv2s

is the impact radius
for a 90◦ deflection. The direct collision impact parameter is given by

bc = rd

√
1 − 2b0

rd

The governing equations for the ions, electrons, and dust particles are closed by
Poisson’s equation:

∂2φ

∂z2
= − e

ε0
(ni − ne + ndqd) (39.8)

Here, ε0 is the permittivity of free space.
The OML theory is used to determine the electron and ion currents to the dust

grains. The electron and ion currents to the dust grains are given by [1, 15]
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Ie = −πr2d e

√
8KBTe
πme

neexp(y) (39.9)

Ii = eπr2d nivi

(
1 − 2KBTey

miv
2
i

)
(39.10)

for y < 0

Ie = −πr2d e

√
8KBTe
πme

ne(1 + y) (39.11)

Ii = eπr2d nivi exp

(
2KBTey

miv
2
i

)
(39.12)

for y ≥ 0 where y = (φd − φ)/KBTe is the normalized potential difference between
the dust and the plasma. In the charging equations, the ion velocity vi has to be
replacedwith total ion velocity vs . The value of y can be calculated from the equations
given as follows:

√
8KBTe
πme

neexp(y) = nivs

(
1 − 2KBTey

miv2
s

)
(39.13)

for y < 0, and √
8KBTe
πme

ne(1 + y) = nivs exp

(
2KBTey

miv2
s

)
(39.14)

for y ≥ 0.
The OML theory for evaluating the charging current is valid only if the strength of

the magnetic field B is less than the critical value Bcr determined from the equation
[1]:

Bcr (kG)rd(μm) = 41.37

√
Te(eV )

3(eV )

39.3 Normalized Equations

To carry out the numerical computation, the physical variables of the governing
equations are normalized using the following variables:

ui = vi x

cs
, vi = viy

cs
, wi = vi z

cs
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ue = vex

cs
, ve = vey

cs
, we = vez

cs

ud = vdx

cs
, vd = vdy

cs
, wd = vdz

cs

η = − eφ

kTe
, ξ = z

L
, L = λni = cs

Z

Ni = ni
ne0

, cs =
√
kTe
mi

, Ne = ne
ne0

Nd = nd
ne0

After normalization, (39.2)–(39.7) take the form:

dui
dξ

= −
(
Lνin

cs

)(
ui
wi

)
(39.15)

dvi

dξ
= γi −

(
Lνin

cs

)(
vi

wi

)
(39.16)

dwi

dξ
=

(
1

wi

)[
∂η

∂ξ
− γivi −

(
Lνin

cs

)
wi

]
(39.17)

di

dξ
= ani Ne − aid Nd (39.18)

due
dξ

= −δ

(
ue
we

)
(39.19)

dve

dξ
= −γe − δ

(
ve

we

)
(39.20)

dwe

dξ
= −

(
we

w2
e − μ

)[
μ

∂η

∂ξ
− γeve + δwe

]
+

(
μ

w2
e − μ

)(
ani Ne − aid Nd

Ne

)

(39.21)
de

dξ
= ani Ne − aed Nd (39.22)

dud
dξ

= +
(

L

mdC2
s

)
Fix (39.23)

dvd

dξ
=

(
qd
e

)
γd +

(
L

mdC2
s

)
Fiy (39.24)
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dwd

dξ
=

(
mi

md

)(
qd
e

)
∂η

∂ξ
−

(
qd
e

)
γd

(
vd

wd

)
+

(
Lg

C2
s

)(
1

wd

)
+

(
L

mdC2
s

)
Fiz

(39.25)
dd

dξ
= 0 (39.26)

γi =
(

eB

mi Z

)
; γe =

(
eB

meZ

)
; γd =

(
eB

md Z

)

δ =
(
Lνen

cs

)
;μ = (mi/me);

i = Niwi ; e = Newe; d = Ndwd

where νdn is the dust neutral collision frequency.

d2η

dξ 2
= a0

[
Ni − Ne +

(
qd
e

)
Nd

]
(39.27)

where, a =
(

L

λD

)2

It can be shown that [16]

Lνin

cs
= K

√
u2i + v2

i + w2
i

where K is the collision parameter.

39.4 Results and Discussion

In the present work, the properties of the plasma sheath have been explored in the
presence of dust particles and an inhomogeneous magnetic field. For this purpose,
the normalized governing equations (39.15–39.27) of the sheath have been solved
numerically using the Matlab routine ode45, which uses the fourth-order Runge-
Kutta scheme for solving the differential equations.

To start the numerical simulation, the followingparameters have been usedη → 0;
dη

dξ
→ 0. The particle velocity u j → 0 and the particle density N j = 1. The suffix j

represents each species in the plasma.
Figure39.2a,b shows that the z-component of the velocity of ions and dust par-

ticles decreases with the increase of the magnetic field strength B0. The magnetic
field always restricts the movement of charged particles perpendicular to the field
direction. The strength of the magnetic field increases gradually towards the wall.
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Fig. 39.2 a Variation of ion velocity wi along the sheath for different magnetic field strengths B0.
b Variation of dust particle velocity wd along the sheath for different magnetic field strengths B0

Fig. 39.3 a Evolution of electric field along the sheath for different magnetic field strengths B0. b
Variation of ion velocity along the sheath for different values of collision parameters K for B0 = 1T

When B0 is more, the strength of the magnetic field at each point of the space co-
ordinate will be more. This reduces the movement of the ions and dust towards the
wall, hence their velocity decreases.

Figure39.3a depicts the evolution of electric field along the sheath for different
magnetic field strengths B0. It has been observed that the electric field decreases with
the increase of the magnetic field strength. The Larmor radius of charged particle is
given by rL = (mv⊥/Bq). It has been seen that for the present study, the electron has
the smallest Larmor radius among the charged species in the plasma. The Larmor
radius of the charged particles decreases with the increase of the field strength, i.e.
the charged particles are more strongly bounded by the field lines. The mobility of
the charged particle perpendicular to the field direction decreases. Due to this, more
andmore electrons will accumulate on the dust grains, and hence the loss of electrons
at the wall decreases. This reduces the space charge and the corresponding electric
field.
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Fig. 39.4 a Velocity profiles of dust particles for different collision parameters K with B0 = 1T . b
Dust density variation along the sheath for different values of collision parameters K with B0 = 1T

Fig. 39.5 a Evolution of electric field along the sheath for different values of collision parameters
K with B0 = 1T . b Variation of dust particle velocity along the sheath for different values of dust
radii rd with B0 = 1T

Figures39.3b and 39.4a show the variation of ion and dust particle velocity along
the sheath length for different values of collision parameters K . It is seen that the
velocity of ions and dust particles decreases with the increase of ion-neutral collision
frequency. In an ion-neutral collision, the ions exchange their energyby collidingwith
theneutral background.With the increase of collision frequency, the energy lost by the
ions is more and hence the ion velocity decreases. The ion-neutral collisions restrict
the movement of the ions towards the wall. So, the wall becomes more negative
with the increasing collision frequency. Due to this, the repulsive force between the
negative wall and negatively charged dust particles increases, and consequently the
dust velocity wd decreases.

The dust density variation along the sheath for different values of collision param-
eter K is depicted by Fig. 39.4b. From (39.26), it is obvious that the flux of dust
particles inside the sheath always remains constant. Figure39.4a shows that the dust
velocity decreases with the increase of collision parameter, therefore, to conserve
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the dust flux in the sheath the dust density increases with the collision parameter as
shown in Fig. 39.4b.

Figure39.5a shows that the electric field increases with the increase of ion-neutral
collision frequency. It has been observed that the electron density is independent of
ion-neutral collision frequency. On the other hand, the ion-density increases with the
increase of collision as more and more ions are deposited in space with collision.
This causes the space charge to increase which in turn causes the electric field to
increase.

Figure39.5b describes the velocity variation of dust particles along the sheath
length for different dust particle radii. It is seen that the velocity of dust particles
increases with the decrease of dust radius. The accumulation of negative charge
(electrons) on the dust grains decreases with the decrease of the dust size [17, 18],
i.e. smaller size dust particles will be less negative. Due to this, the repulsive force
between negative dust and negative wall decreases with the decrease of dust radius.
Therefore, the dust velocity wd increases with the decrease of dust radius.

39.5 Conclusions

In the present work, an attempt has been made to investigate the properties of plasma
sheath in the presence of IHM and dust particles. From the study, the following
observations can be made:

(i) In the presence of dust, it has been observed that the electric field decreases
with the increase of magnetic field strength. The magnetic field restricts the
movement of ions and electrons towards thewall, due towhich the accumulation
of electrons on the dust grain increases. This reduces the space charge and
corresponding electric field.

(ii) As the magnetic field restricts the movement of the charged particle perpendic-
ular to the field direction, therefore, the z-component of ion and dust particle
velocity decreases with the increase of field strength.

(iii) The ion-neutral collision also tends to restrict the movement of ions towards
the wall. It causes the z-component of ion velocity to decrease with the increase
of collision frequency. From the study, it can be seen that ion-neutral collision
and magnetic field have a similar effect on the ion dynamics.

(iv) With the increase of ion-neutral collision, the wall becomes more negative as
it restricts the movement of ions. Therefore, the repulsive force on the dust
particle increases with collision parameter K . As a result of this, velocity of the
dust particles decreases with the increase of collision parameter.

(v) With the increase of ion-neutral collision, the space charge also increases. As
a consequence, the electric field increases.

(vi) The z-component of dust particle velocity increases with the decrease of dust
size. The net negative charge accumulated on the dust grain decreases with the
decrease of dust size. Consequently, the repulsive force between the negative
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wall and the dust particle decreases and so the dust velocity wd increases with
decreasing dust size.

The presence of IHM and dust particles modifies the properties of the plasma
sheath. The magnetic field is always inhomogeneous in magnetic confinement
devices like tokamak. The dynamics of dust particles play a very important role
in the edge region of plasma-assisted material processing as well as in fusion devices
like tokamak. Therefore, the study of a plasma sheath in the presence of IHM and
dust particles may be helpful to understand the physics of plasma-assisted material
processing as well as the edge region of tokamak devices.
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Chapter 40
Study of Radiation Interactions
in Makrofol-E and LR-115 Detectors
Using SSNTD Technique

J. P. Gewali, P. Sheron, A. Thakur, and B. Jaishy

Abstract To understand nature has been the ultimate goal of the mankind in all the
ages, various groups of scientist are working throughout the world to explore the
hidden mysteries of the nature. Here we study the interaction of ionizing radiation
with matter, in particular the organic and inorganic materials with a special focus
on simple and effective technique of solid state nuclear track detector (SSNTD).
Parameters like bulk etch rate, track etch rate, track length, range, and stopping
power were measured for interaction of 11.56 meV/u 58Ni and 11.6 meV/u 93Nb in
Makrofol-E detectors, which when compared with the available experimental result
available in nuclear data tables from Hubert and Northcliff Schilling and theoretical
result from SRIM, DEDXT programs the results are showing a close proximity. Thus
proving its effectiveness to other detection technique.

40.1 Introduction

The ionizing radiation study has been in forefront since the discovery of X–ray by
Roentgens in 1895, with its application not only in physical and chemical sciences
but also in biological sciences. There is no field inmodern physics and allied sciences
where the ionization of radiation has no role to play. The basic property of ionizing
radiation being its penetrating power, i.e., how it can pass through the matter with
the degradation of energy and the disturbances created by it in the balance of elec-
trical forces that hold the atoms and molecules together. But the most salient prop-
erty of ionizing radiations is their great energy, which permits the physicist to deal
with single atomic particles. Just as alpha particles (nuclei of helium) due to its
high kinetic energy, it is individually detected. Thus the study of interaction of high
energy radiation with matter basically have two aspects; what is the effect of radi-
ation on the matter and what is the effect of a matter on radiation when it pass
through it. High-speed particles in a sense permit exploration of the inner structure
of matter. Their deflection during penetration provides a measure of the forces to
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which they are subjected in the interior of atoms and molecules. This we can under-
stand from the experiment conducted by J J Thomson for electron penetration [1]
and by Earnest Rutherford to determine structure of atomic nuclei [2]. The principle
of interaction has been used to understand the arrangement of neutrons and protons
in atomic nucleus also the structure of nuclear particle. This interaction technique
has been used to understand different aspects of quantum theory of physics [3]. Also
its effect on the human health due to both environmental and manmade radiation
effects have motivated the researcher to work on this topic [4–6]. Upon entering
any absorbing medium, the charged particle immediately interacts simultaneously
with many electrons. In one such encounter, the electron feels an impulse from the
attractive Coulomb force as the particle passes its vicinity. Depending on the prox-
imity of the encounter, this impulse may be sufficient either to raise the electron to
a higher-lying shell within the absorber atom (excitation) or to remove completely
the electron from the atom (ionization). The energy that is transferred to the elec-
tron must come at the expense of the charged particle, and its velocity is therefore
decreased as a result of the encounter [3, 7].

40.2 Interaction of Ionization Radiation with Matter

The interaction of each type of radiation with matter depends upon the mass and
the charge (if any) of the radiation as well as upon its energy. Because high-energy
neutrons have no electric charge, they interact feebly with atoms and therefore have
great penetrating power. Eventually they give up their entire initial kinetic energy to
the atomic nuclei that they happen to strike directly. In recoiling from these collisions,
the atoms lose one or several of their orbital electrons and themselves become charged
particles [3, 8, 9]. These energetic electrons, which again are electrically charged
secondary particles, pursue their own paths through the medium, losing energy to it
as would any electron of the same kinetic energy [9, 10].

40.3 Experimental Techniques for the Detection of Heavy
Ions Interactions

A large number of detector systems have been developed over the time to study the
interaction of charged particles with matter. This system tests the degrees to which
the total initial energy, momentum, mass and charge of the system is balanced by
quantities associated with the observed fragments and allows a reconstruction of the
primary-event history. The detecting techniques are involved in the measurements.

The observation of the primary effects of ionizing radiation, the electrical counter
invented by Rutherford and Hans Geiger in 1908, employs high voltages to break
down the gas, once a passing particle has supplied an initial requirement of ions.
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The most common variety, the Geiger counter, has applications ranging from refined
physical experiment to uranium prospecting [1–3, 7].

The second basic method of detection rests upon the emission of light by excited
molecules. When an isolated atom is excited, it must lose its excitation energy and
return to its lowest energy state by emitting one or several photons [11].

Chemical reactions, engendered by both excitation and ionization, furnish a third
important mode of observation and measurement. The blackening of photographic
emulsion, a chemical effect that gave Wilhelm Conrad Roentgen the first clue to the
existence of ionizing radiation, is still useful both for observing individual particles
and for determining total amounts of radiation [12].

The improvement in the detectors has accompanied by the development of more
versatile and reliable electronicsmeasuring instruments, earlier where it was possible
to record only a number of events in a certain detector, now it is quite common to
record a complicated spectral data [10, 13].With the compatibility between the digital
computer technology and nuclear equipment many new technique of nuclear data
processing has come up. Most advance detectors used today use the simple concept
of ionization produced by the passage of charge particles. The principle behind the
use of gas ionization detectors being the ions formed in a gas is exceedingly reactive;
they often undergo chemical changes during the time required to collect them at an
electrode.

Ionization chambers are widely employed to count energetic particles and to
determine their individual energies [3, 8, 9].

All the technique discussed above requires a heavy instrumentation not feasible
in laboratories as are not cost effective. Thus a simple and cost effective technique of
SSNTDs has been developed which gives us good idea about the effect of radiation
on detectors.

40.4 SSNTD Technique of Radiation Detection

The solid state nuclear track detection is simple, inexpensive compared to other
techniques. The interactionswill be registered as the tracks in SSNTD, and it in return
gives the information about the charge/mass and velocity/energy of the fragments
responsible for the creation of such tracks [14, 15].On account of the above advantage
of the SSNTD technique, it has been employed to study the behavior of the heavy
ion interactions with the detectors. The material containing latent tracks if exposed
to some chemically aggressive solution, and the chemical reactions would be more
intensive along the latent tracks. Aqueous solutions of NaOH or KOH are the most
frequently used chemical solutions. During the process, chemical solution etches
the surface of the detector material, but with a faster rate in the damaged region.
In this way, a ‘track’ of the particle is formed, which may be observed under an
optical microscope. The technique based on the application of ‘Solid State Nuclear
Track Detector’ (SSNTDs) has greatly expanded in range, scope and depth since
its discovery in 1958 by Young [16]. In 1959, a rediscovery of Young’s work was
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Fig. 40.1 The geometry of an inclined etched track [10]

done by Silk and Barnes in (1959) [17] by irradiating mica with fission fragments.
In 1960 the team of R.L Fleischer, P.B Price and R.M walker [14] pioneered the
extensive development of this method by transforming the radiation damage trails
into permanent tracks. Later, many other workers developed such tracks in thin films
of different insulating materials.

The track technique is based on the principle that an energetic charged particle
passing through an insulating media creates submicroscopic damage trails in solid
dielectrics. The damage regions forms the latent tracks which can be developed and
fixed by suitable chemical etching technique. These permanent ‘tracks’ after etching
can be observed under an optical microscope. The detail track geometry of which is
discussed in Durrani and Bull 1987 [14] and is represented in Fig. 40.1.

40.5 Applications of SSNTD Technique

Nuclear track technology has been successfully employed in diverse fields like
fusion-fission and particle evaporation, nuclear reaction, detection and identifi-
cation of the synthesized element 104 (Rutherfordium). Fission track dating has
been successfully applied to dating of geological, archeological, and cosmological
samples. In the field of medicine, it has been used in filtering cancer cells from
normal blood cells and in medical diagnostics. It has also been applied for uranium
exploration, earthquake prediction, range and stopping power measurements and has
found application in many more fields [14, 18–21].

We in this paper have calculated the various etching parameters using this
technique for 11.56 meV/u 58Ni14+ ion irradiated Makrofol-E detector.
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(a)Bulk etch rate (VG):Thebulk etch rateVG is the speedwithwhich the undamaged
regular material is dissolved out by an etchant. The track diameter method [14, 15,
22–24] has been used by us to measure VG.

The bulk etch rate along the surface of the detector is given by

VG = �D/
2�t . (40.1)

where �D represents the change in diameter of track with change in etching time
�t.

(b) Track etch rate (VT): The track etch rate VT is the rate at which the material
is chemically etched along the damage trail of the particle trajectory, i.e., the rate
at which the tip of the etched cone moves along the latent track during the etching
process [25–27].

If �l is changed in track length with the change in etching time �t , then VT is
written as

VT = �l/
�t . (40.2)

(c) True track length: The true track length (L) after any etching time (t) greater
than complete etching time (TC) is related to the measured projected length (l) by
the following equations [28–31]

L = l

cos∅
+ VGt

sin∅
− VG(t − TC) (40.3)

where ∅ is the incidence angle of ion, VG is the bulk etch rate, t is the total etching
time, and TC is the time taken to etch the track completely. The second term is the
surface etching correction factor, and the third term is over etching correction factor.

Table 40.1 shows the track length, track diameter, track etch rate, bulk etch rate
calculated using the formulation above for 11.56 meV/u, 58Ni irradiated Makrofol-E
detectors etched at 6 N NaOH solution at 55 °C. It can be seen that the true track
length calculated using Eq. (40.3) above matches quite well with the theoretical
values of DEDXT [32] and SRIM [33] programs.

Other parameters like sensitivity of the detector, efficiency of detector, critical
angle of irradiation, critical time of etching, activation energy, and the annealing
study can be done through this technique as discussed detail in the literature [31].

Table 40.1 Etching parameters for 11.56 meV/u 58Ni14+ ion irradiated Makrofol-E detector

Etching
temp
(oC)

Track etch
rate (µm/hr)

Bulk etch
rate
(µm/hr)

Track
diameter
(µm)

True track
length (µm)

Theoretical
(DEDXT)
(µm)

Theoretical
(SRIM)
(µm)

55 117.2 ± 1.4 0.63 ± 0.01 2.2 ± 0.6 176.9 ± 2.5 210.62 186.2
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Fig. 40.2 A schematic diagram showing the basic idea of the measurement of range and stopping
power [31]

40.6 Range and Stopping Power Measurements

Taking SSNTD as a tool range and stopping power of incident heavy ion can also
be found out the schematic diagram showing the methodology to measure the range
and stopping power using stacks of target and detector assembly is represented in
Fig. 40.2. Using this technology, we have successfully measure the range and energy
loss of heavy ion in target and detectors (both polycarbonate and glass) [31, 34–39].

40.7 Methodology

A collimated beam of a heavy ion 93Nb is allowed to penetrate through the aluminum
targets. For a given target thickness X, the energy loss can be calculated by the
following expression:

E = Ei − EX (40.4)

where Ei and EX are initial and transmitted energies, respectively, after passing
through a target of effective thickness ‘X’, which is given by

X = X2 − X1 (40.5)

where X2 and X1 are thickness of any two consecutive targets.
Hence the stopping power may be determined from the equation
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(
dE

dX

)

−
E,X

= Ei − EX

X2 − X1
(40.6)

where the mean value of energy E and target thickness X are obtained from E =
(Ei + EX )/2 and X = (X1 + X2)/2.

The mean range R(E) can easily be obtained by extrapolating the energy loss
curve to energy EX = 0. From this value the mean ranges R(E) at energy E may be
obtained from the equation

R(E) = R − X (E) (40.7)

where X (E) is the target thickness which reduces the ion energy from Ei to E and
is obtained from the energy loss curve.

Table 40.2 lists the values of aluminum target thickness, measured track lengths in
Makrofol-E of 93Nb ions emerging out of Al targets, and corresponding ion energies
obtained from the calibration curve. From these tabulated data, the mean range is
obtained using Eq. (40.7). It has been found that mean range of 11.56 meV/u 93Nb
is 94 ± 3.2 µm. The ranges of 93Nb in Al absorbers at several different energies are
also obtained and are also presented in Table 40.2. The stopping power for 93Nb in
Al is calculated using Eq. (40.4), which is listed in Table 40.2. The experimental
range and stopping power (energy loss) so calculated for of 93Nb in aluminum found
to be matching with the experimental data tables [40, 41] and theoretical programs
[32, 33], thus validating the claim of higher efficiency of SSNTDs detectors.

Table 40.2 Values of aluminum target thickness, maximum etchable track length of 93Nb in
Makrofol-E detector, energy of the transmitted ion, ranges obtained in aluminum, and stopping
power of 93Nb in aluminum

Target Thickness (µm) Track Length
(µm)

Ion Energy
(MeV/u)

Range
(µm)

Stopping power
(MeV mg−1 cm2)

No Target 176.9 ± 2.5 11.6 ± 0.2 94 ± 3.2 –

64.6 147 ± 2.0 9.1 ± 0.2 71 ± 3.4 38.6

70.1 133 ± 2.1 8.1 ± 0.3 63 ± 3.6 39.6

72.9 128 ± 2.3 7.7 ± 0.3 59 ± 3.6 40.0

87.9 82 ± 2.1 4.6 ± 0.3 38 ± 3.7 43.5

94.9 66 ± 1.8 3.6 ± 0.3 28 ± 3.8 44.7

102.2 42 ± 1.7 2.2 ± 0.3 18 ± 3.8 46.6

106.5 29 ± 1.9 1.5 ± 0.2 11 ± 3.7 47.6
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40.8 Detection of Environmental Radiation Using SSNTDs
Technique

Also the SSNTDs technique has been used for detecting and measuring the radon,
thoron concentration levels and of its decay products. As radon is being a large
contributor to the radiation dose delivered to mankind from the environment which
might leads to many health hazards, the study and measurement of its concentration
has become a prime topic of research all over the world. During the study, track
detectors which are composed of a plastic material are used to assess the tracks of the
alpha particles (release during the decay of radon) and other radioactive materials.
This exposure can be revealed later while etching the samples in the solution of
NaOH. The track detectors that are mostly used are LR-115 (a thin film of colored
cellulose nitrate on an inert backing), CR-39 (poly allyl diglycol carbonate, PADC),
and some polycarbonate detectors [42].

Figure 40.3 shows the alpha tracks on LR115 type 2 detector etched in 6 NNaOH.
The white spots are the alpha tracks which are to be counted by spark counter/optical
microscope [43]. Counting that tracks using optical microscope or spark counter,
we can find out how many alpha particles have hit the detector during particular
period (we have taken 90 days), which is radioactive emission from radon with has
half-life of only 3.8 days. Using this technique, we have installed LR-115 detectors
at different sites in Chandigarh India and calculate the radon concentration of that
region which is depicted in Fig. 40.4. Radon being a naturally occurring radioactive
gas and one of the cause of lung cancer in the world, knowing the concentration
of it and comparing with WHO/UNSCEAR effective dose limit, the risk it pose for

Fig. 40.3 Alpha tracks on LR115 type 2 detectors
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Fig. 40.4 Radon concentration in Chandigarh, India [43]

human being can be ascertained and can beminimizedwith certain precautions[4–6].
From the graph, it can be concluded that the average concentration of radon in the
studied region lies between 40–80 Bq/m3 though higher but is well below maximum
exposure limit of 100 Bq/m3 as recommended by WHO in 2009 [4]. Thus we can
conclude in the studied area radon pose minimal threat to the health of the general
population.

The technique also has been widely used to study the radon and thoron
concentration in soil and water[44].

40.9 Conclusion

In this paper, we stressed on the SSNTDs technique for detecting and studying the
effects of radiation in a matter (detector). The study shows this method is easier
to perform and with less instrumentation, and the high efficiency results can be
obtained compared to other detection technique which requires heavy instrumenta-
tions. Radon, thoron, and other radioactive decay detection using this methodology
has helped to map the radiation content both indoor and outdoor environment thus
serving purpose of mankind.
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Chapter 41
Study of Structural, Electrical
and Magnetic Properties of Nd-Ti
Co-Doped BiFeO3 Nanoparticles

Sanjay Godara

Abstract Single-phase BFO nanoparticles with compositions Bi0.9Nd0.1FeO3 and
Bi0.9Nd0.1Fe0.95Ti0.05O3 have been synthesized by low temperature citric acid
assisted auto-combustion route. Thereafter, effect of the co-substitutions on struc-
tural, electrical and magnetic properties of BFO has been investigated. X-ray diffrac-
tion revealed partial phase transformation from rhombohedral to orthorhombic for
10%Nd-substitutedBFO,whereasNd-Ti sample showed traces of pseudo-tetragonal
symmetry. TEM micrographs confirmed nearly uniformly shaped particles with
particle size under 50 nm. Resistivity of the co-doped sample increased remark-
ably and found to be ρdc = 1.85 × 1011 �-cm. Thus, Ti4+ ion reduced leakage
current by suppressing oxygen vacancies. Ferroelectric nature has been improved on
account of structural distortion induced by Nd-Ti ions as well as decreased leakage
current. Also, dielectric behaviour improved significantly on doping. A broad peak
nearby TN in temperature-dependent dielectric confirmed magnetoelectric coupling
for all the samples. The wasp-waisted type M-H loop was observed with improved
weak ferromagnetism due to structural distortion induced by dopant ions and super-
exchange like interaction between dopants and host ions. Therefore, co-doping of
Nd and Ti ions considerably has enriched the electric and magnetic properties of
BFO nanoparticles.

41.1 Introduction

Multiferroics are thematerials having twoormore ferroic parameters simultaneously.
Magnetoelectrics are sub-class of multiferroic materials that exhibit ferroelectric and
(anti)ferromagnetic orderings simultaneously. Due to coupled ferroic parameter in
multiferroic, there is an extra degree of freedom which enhance their expedient
applications in the field of low energy consuming and highly dense non-volatile
memory devices, spintronics and sensors [1–3].
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Bismuth ferrite (BFO) is the representative room temperature multiferroic with
perovskite structure (ABO3 type) and possesses ferroelectric (TC = 825 °C) and
G-type antiferromagnetic (TN = 370 °C) orderings [2]. However, BFO exhibits the
weak magnetoelectric response at room temperature due to phase instability, high
leakage current and weak magnetism, which limits its technological applications [4,
5]. Numerous ways like low-temperature synthesis, site engineering of BFO and
formation of thin films are being employed to enhance its magnetoelectric properties
[5, 6]. The doping/co-doping of rare-earth and transition metal ions have been found
to improve electrical as well as magnetic properties of BFO [7–10].

In present study, partially substituted (10%Nd and 5%Ti) BFOnanoparticleswith
compositions Bi0.9Nd0.1FeO3 and Bi0.9Nd0.1Fe0.95Ti0.05O3 were synthesized by low
temperature auto-combustion route. The effect of doping on multiferroic properties
was studied with various characterization techniques.

41.2 Experimental Procedure

Nd and Ti co-doped BFO nanoparticles were synthesized by auto-combustion route
using citric acid as complexing agent. For this, Bismuth nitrate, Ferric Nitrate,
Neodymium nitrate and Titanium oxide were used as metal ions sources, which
were dissolved in doubly distilled water as per stoichiometry of the sample and
added some concentrated HNO3. Solutions were maintained at 80 °C with vigorous
stirring to homogenise it. Citric acid in 1:1 mol ratio with respect to each metal
ions was added. As-obtained light brownish solution was dried on hot plate. Dried
residue was powdered and further heated till combustion took place. Finally powder
was sintered at 500 °C for 2 h to remove organic compounds and to get phase pure
doped BFO NPs.

Structural (XRD:RigakuUltima IV;λ= 1.5405Å),morphological (TEM: Tecnai
200 kV; FEI Company) and magnetic (VSM: JDAW-2000D) characterizations were
carried on powder samples, whereas pelletized samples were used for ferroelectric
(Marine India P-E loop tracer), Dielectric study (Agilent E 4980 A LCR meter) and
Conductivity (Keithley 2400) studies.

41.3 Results and Discussion

41.3.1 XRD and TEM Analysis

Figure 41.1 c shows the XRD pattern of Nd and NdTi doped BFO Nanoparticles,
where peaks are indexed according to hexagonal lattice system within space group
R3c ((JCPDS card no.71–2494). The observed pattern confirms the single phase
formation for the samples. The peaks (104) and (110) near 2θ= 32° (Inset) are found
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Fig. 41.1 a TEM micrograph, b SAED pattern and c Powder XRD pattern of BFO NPs

to be merged to a single peak for NdTi-BFO confirms partial phase transformation
on Ti doping at Fe sites. This is a result of slight ionic radii difference between host
ions (Fe3+ ~ 0.645 Å) and dopant ion (Ti4+ ~ 0.605 Å) [6].

Figure 41.1 a shows TEM image of Nd-BFO nanoparticles, which reveals nearly
uniformly shaped particles with particle size under 50 nm. Bright spots on SAED
confirms crystalline nature of NPs as expected.

41.3.2 Magnetic Study

Figures 41.2a, b show room temperature magnetization hysteresis (M-H) loops for
Nd- andNdTi-doped BFO nanoparticles measured with the appliedmagnetic field up
to 22 kOe. All the samples display well-developed M-H loop with non-zero remnant
magnetization (Mr) and coercive field (HC). Magnetic parameters for the samples
are summarized in Table 41.1. For Nd-doped BFO, values of Mr andMmax have been
enhanced significantly as compared to previous reports for undopedBFO,whichmay
be resulted from magnetic activity of rare-earth ion Nd [3, 8]. However, no influence
on magnetism was observed for partial substitution of non-magnetic ion Ti at the
Fe-site.
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Fig. 41.2 Magnetic hysteresis loop for a 10Nd-BFO and b 10NdTi-BFO NPs, c Temperature
dependent Dielectric constant and d P-E loops for co-doped BFO NPs

41.3.3 Dielectric Study

Figure 41.2c presents the temperature dependence of dielectric constant (E’) at
various frequencies forNdTi-BFOnanoparticle sample. Dielectric constant increases
gradually with raising temperature almost up to 250 °C. This may have resulted from
thermally activated dipoles, as more and more dipoles participate toward polariza-
tion with increasing temperature and thus dielectric constant increases [6]. After-
wards, dielectric constant increases rapidly up to certain temperature where dielec-
tric constant attains maximum value and then drops. This type of dielectric anomaly
around antiferromagnetic-paramagnetic transition temperature (TN) signifies strong
coupling between magnetic and electric order parameters [5, 10].

41.3.4 Ferroelectric Study

Electric field dependent polarization (P-E) loops at frequency 50 Hz of Nd- and
NdTi-doped BFO nanoparticles are presented in Fig. 41.2d. The values of remnant
polarization (Pr), saturated polarization (Ps) and maximum applied field (Em) of
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respective samples are given in Table 41.1. For NdTi doped sample, lossy nature of
P-E loop is reduced and strength to sustain maximum electric field is increased, due
to decreased leakage current. Further, ferroelectric nature has also been improved in
the NdTi co-doped sample on account of structural distortion induced by Ti ion [4].

41.4 Conclusion

In summary, Nd- and NdTi co-doped BFO nanoparticles were synthesized by low
temperature citric acid assisted auto-combustion route, and their structural, elec-
trical and magnetic properties were investigated. The XRD studies confirmed the
partial phase transformation on doping from rhombohedral phase of pure BFO. The
enhancement in ferromagnetic nature of the samples was observed due to Nd doping.
The reduced leakage currentwas attributed to decreased oxygen vacancies due to Ti4+

ions and thus improved ferroelectricity were achieved in co-doped sample. Hence,
co-substitution of rare-earth Nd and transition metal Ti stabilized the phase of BFO
as well as enhanced multiferroic properties.

Acknowledgements I am thankful to Prof. Binay Kumar, Crystal Lab, Dept. of Physics & Astro-
physics, University of Delhi, under the guidance of whom this piece of work was carried out for
my Doctoral Research.

References

1. W. Eerenstein, N.D.Mathur, J.F. Scott,Multiferroic andmagnetoelectricmaterials. Nature 442,
759–765 (2006)

2. G. Catalan, J.F. Scott, Physics and applications of bismuth ferrite. Adv. Mater. 21, 2463–2485
(2009)

3. S. Godara, N. Sinha, G. Ray, B. Kumar, Combined structural, electrical, magnetic and optical
characterization of bismuth ferrite nanoparticles synthesized by auto-combustion route. J. Asian
Ceram. Soc. 2, (2014)

4. X. Qi, J. Dho, R. Tomov, M.G. Blamire, J.L. MacManus-Driscoll, Greatly reduced leakage
current and conduction mechanism in aliovalent-ion-doped BiFeO3. Appl. Phys. Lett. 86,
062903 (2005)

5. V. Palkar, D. Kundaliya, S. Malik, S. Bhattacharya, Magnetoelectricity at room temperature in
the Bi0.9-xTbxLa0.1FeO3 system. Phys. Rev. B 69, 212102 (2004)

6. S. Godara, B. Kumar, Effect of Ba–Nb co-doping on the structural, dielectric, magnetic and
ferroelectric properties of BiFeO3 nanoparticles. Ceram. Int. 41, 6912–6919 (2015)

7. A.I. Iorgu et al., Fast synthesis of rare-earth (Pr3+, Sm3+, Eu3+and Gd3+) doped bismuth ferrite
powders with enhanced magnetic properties. J. Alloys Compd. 629, 62–68 (2015)



41 Study of Structural, Electrical and Magnetic Properties … 393

8. N. Hernández, et al., Characterization and magnetic properties of NdxBi1−xFe0.95Co0.05O3
nanopowders synthesized by combustion-derived method at low temperature. J. Magn. Magn.
Mater. 377, 466–471 (2015)

9. X.Y. Li, J.Q. Dai, T.F. Cao, X.W. Wang, Structure and physical properties of (Zn, Ti) co-doped
BiFeO3 ceramics prepared using three different processes. Ceram. Int. 45, 5015–5022 (2019)

10. A.T. Apostolov, I.N. Apostolova, J.M. Wesselinowa, Magnetic field effect on the dielectric
properties of rare earth doped multiferroic BiFeO3. J. Magn. Magn. Mater. 513, 167101 (2020)



Chapter 42
Frictional Effect of Neutrals Hall
Current and Radiative Heat-Loss
Functions on Thermal Instability
of Two-Component Plasma

Sachin Kaothekar

Abstract The problemof neutral friction effects, Hall current and radiative heat-loss
function on thermal instability of viscous two-component plasma has been explored
including the consequences of finite electrical resistivity and thermal conductivity.
A general dispersion relation is acquired taking the normal mode analysis technique
having in account appropriate linearized perturbation equations of the difficulty,
and a tailored thermal situation of instability is explored. It is clear that the thermal
instability situation is amended because of the occurrence of radiative heat-loss func-
tion, thermal conductivity and neutral particle. The Hall current constraint influences
only the longitudinal mode of propagation. Also, it is carried out that the situation
of thermal instability is sovereign of the Hall current, magnetic field strength, finite
electrical resistivity and viscosity of two-components, but depends on the radiative
heat-loss function, thermal conductivity and neutral particle. From the graphs, it is
seen that the temperature dependent heat-loss function, thermal conductivity and
viscosity of two-components show stabilizing effect, while density dependent heat-
loss function and finite electrical resistivity show destabilizing effect. The effect of
neutral collision frequency is destabilizing in longitudinal mode. These results are
helpful in understanding the structure formation in HI region.

42.1 Introduction

Astronomy and astrophysics are a vast, fascinating and evergreen field of research.
In this direction, the process of birth of stars and formation of small and big struc-
tures in interstellar medium is an immense field of research, and the problem of the
thermal instability of interstellar matter is of significant consequence in connection
with proto-star and star formation in magnetic dust clouds. A detailed learning of
thermal instability is given byField [1], he explored the consequence of thermal insta-
bility in the configuration of solar prominences, condensation in planetary nebula and
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condensation of galaxies from the intergalactic medium. Hunter [2] has investigated
the function of thermal instability in star configuration.Aggarwal andTalwar [3] have
explored magnetothermal instability in a rotating gravitating fluid captivating radia-
tive heat-loss function. Bora and Talwar [4] have investigated the magnetothermal
instability with generalized Ohms law captivating the consequences of electrical
resistivity, Hall current, electron inertia, thermal conductivity and radiative heat-
loss function. Bode et al. [5] have explored magnetohydrodynamic thermal insta-
bility in cool inhomogeneous atmosphere. Ibanez [6] has investigated the sound
and thermal waves in a fluid with an arbitrary heat-loss function. Burkert and Lin
[7] have carried out the significance of thermal instability in the configuration of
clumpy gas clouds, and they represented that the thermal instability can lead to
the breakup of large clouds into cold dens clumps. Kim and Narayan [8] have
explored the difficulty of thermal instability in clusters of galaxies with conduc-
tion taking the effects of radiative heat-loss function. Nejad-Asghar and Ghanbari
[9] have studied the configuration of small-scale condensation in molecular clouds
via thermal instability. Prajapati et al. [10] have investigated the self-gravitational
instability of rotating viscous Hall plasma with arbitrary radiative heat-loss function
and electron inertia. Kaothekar et al. [11] have explored the consequence of neutral
collisions and radiative heat-loss functions on self-gravitational instability of viscous
thermally conducting partially ionized plasma. Kaothekar [12] has investigated the
difficulty of thermal instability of radiative plasma with finite electron inertia and
finite Larmor radius corrections for structure formation. Jain et al. [13] have explored
the consequence of FLR corrections on thermal instability of thermally conducting
viscous plasma with Hall current and electron inertia. Kaothekar [14] has investi-
gated the difficulty of star configuration via thermal instability of radiative thermally
conducting viscous plasma with FLR corrections in ISM. Kaothekar et al. [15] have
explored the Jeans instability of partially ionized self-gravitating viscous plasma
with Hall effect FLR corrections and porosity. Kaothekar [16] has examined the diffi-
culty of molecular cloud formation via thermal instability of finite resistive viscous
radiating plasma with finite Larmor radius corrections. Golovnev et al. [17] have
explored the difficulty of thermal instability in nano systems: molecular dynamic
modelling. Recently, Sormani and Sobacchi [18] have studied the impact of rotation
on the thermal instability of the stratified galactic atmospheres-II, the formation of
high velocity clouds. More recently, Kempski and Quataert [19] have investigated
the problem of thermal instability of halo gas heated by streaming cosmic rays.
From the above discussed investigations, it is concluded that the thermal instability
is important for the formation of astrophysical objects.

All the on top of studies in magneto-hydrodynamics are connected to the condi-
tion of fully ionized plasma. Pretty frequently, the plasma is not fully ionized and, in
its place of it, plasma could be infused with neutral atoms. There are few areas of low
temperature in the universewhere a partially ionized plasmamediumwith neutral gas
survives. Cases of such areas are chromospheres and photospheres of stars and HII
regions of cool interstellar clouds. As a sensibly simple approximation for the inter-
stellar gas, it may idealize it as a composite mixture of the hydromagnetic (ionized)
component and neutral component, and due to this reason, two-component theory
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is discussed. Thus, the two-component, i.e. hydromagnetic (ionized) and neutral,
interacts with each other through mutual collisions. The magnetic field interacts
only with the charged particles in the interstellar gas. The collisions (frictional) of
plasma with neutral gas in the clouds are responsible for coupling of magnetic field
to interstellar plasma clouds. In this direction, Mathis [20] has explored the problem
of thermal instability in ionized gaseous plasma. Sharma and Sharma [21] have
discussed the thermal instability of a partially ionized plasma. Sharma andMisra [22]
have investigated the problem of thermal instability of a compressible and partially
ionized plasma. Vandkurov [23] has explored thermal instability in two-component
magnetized plasma. Sharma et al. [24] have examined the problem of Hall effect
on thermal instability of rivlinericksen fluid. Lodato and Clarke [25] have discussed
problem of massive planets in FU orionis discs: implications for thermal instability
models. Fukue and Kamaya [26] have explored the problem of small structures via
thermal instability of partially ionized plasma I condensation mode. Shadmehri et al.
[27] have explored thermal instability in ionized plasma. Khesali [28] discussed the
problem of thermal instability in a molecular cloud, including dust particles, Hall
effect and ambipolar diffusion. Pensia et al. [29] have explored the problemofmagne-
tothermal instability of rotating partially ionized Hall plasma flowing through porous
medium. Recently, Kaothekar [30] has discussed thermal instability of partially
ionized viscous plasma with Hall effect FLR corrections flowing through porous
medium. More recently, Dudorov et al. [31] have explored the magnetic ioniza-
tion thermal instability. Also in the above investigated problems of partially ionized
plasma and two-component plasma Hall effect were not considered.

In totalling to this, the Hall current and electron inertia constraints are signifi-
cant in the dynamics of interstellar matter, magnetic reconnection processes and in
several other astrophysical situations. Tayler [32] has explored a simple hydromag-
netic stability problem involving finite conductivity electron inertia and Hall effects.
Kalra and Talwar [33] have studied magneto-gravitational instability of unbounded
plasma with electron inertia and Hall effect. Sen and Chou [34] have explored the
investigation of gravitational instability of plasma with Hall effect. Cothran et al.
[35] have studied the role of the Hall term and electron inertia in the magnetic recon-
nection experiment of weakly collisional laboratory plasma. Shtemler et al. [36]
have discussed the Hall instability of thin weakly ionized stratified Keplerian disc.
Prajapati et al. [37] have explored the effects of Hall current, finite electron inertia
and electrical conductivity on the self-gravitational instability of anisotropic pres-
sure plasma using generalized polytrope laws. Shukla et al. [38] have studied the
consequence of electron inertia on kinetic Alfven waves. Uberoi [39] has discussed
the electron inertia consequences on the transverse gravitational instability incorpo-
rating the Hall current and rotation parameters. Kaothekar and Chhajlani [40] have
explored the Jeans instability of self-gravitating partially ionized Hall plasma with
radiative heat-loss functions and porosity. Kaothekar [41] has investigated the effect
of Hall current and FLR corrections on thermal instability of radiative plasma for
star formation in ISM. Recently, Sutar et al. [42] have explored the effect of elec-
tron inertia and electrical resistivity on Jeans instability of quantum plasma. More
recently, Sutar et al. [43] have discussed the difficulty of involvement of the quantum
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radiative effects on Jeans instability with electrical resistance and Hall current. Thus,
it is clear that Hall current is the significant issue in conversation of self-gravitational
instability and thermal instability.

From the on top of learning, it is clear that the Hall current radiative heat-
loss function and neutral collision are the significant limitations to converse the
thermal instability of plasma. Thus, in the nearby difficulty, we examine the conse-
quences of neutral collisions, Hall current and radiative heat-loss function on the
thermal instability of partially ionized, finitely conducting, viscous magnetized two-
component plasma with the neutral pressure gradient and neutral viscosity. The on
top of results are pertinent to dens molecular interstellar clouds and cometary plasma
which includes a major fraction of neutral atoms.

42.2 Linearized Perturbation Equations and Dispersion
Relation

Let us assume an infinite, homogeneous, viscous, thermally conducting and radiating
composite fluid consisting of a finitely conducting ionized component of density ρ

and neutral component of densityρn . The uniform magnetic field B(0, 0, B) work
together only with conducting component and it gets combined with the bulk of the
neutral gas through collisions of the two-components. The individual components by
themselves, behave like continuum fluids. Assume the initial velocities of both the
components zero. Let the pressure gradient of both the components be comparable.
If δp, δρ, u(ux , uy, uz), b(bx , by, bz), δT, L are the respective perturbations in
pressure, density, velocity, magnetic field, temperature and heat-loss function and
let subscript n refer to neutral component of the gas, respectively, the linearized
perturbation equations of the system are

∂tu = − 1

ρ
∇δp + 1

4πρ
(∇ × b) × B + υc(un − u) + υ∇2u , (42.1)

∂tδρ = −ρ∇.u, (42.2)

1

γ − 1
∂tδp −

(
γ

γ − 1

)
p

ρ
∂tδρ + ρ

[
Lρδρ + LT δT

] − λ∇2δT = 0, (42.3)

δp

p
= δT

T
+ δρ

ρ
, (42.4)

∂t b = ∇ × (u × B ) + η∇2b − c

4πNe
[∇ × {(∇ × b) × B }] , (42.5)

∇. b = 0, (42.6)
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∂t un = − 1

ρn
∇δpn + υn∇2un − ρ

ρn
υc(un − u), (42.7)

∂tδρn = − ρn ∇. un (42.8)

δpn = δρnc
2
n, (42.9)

Where ρ, υ, η, υc, c,T, λ, γ, LT , Lρ, N , e are the density, kinematic
viscosity, electrical resistivity, ion-neutral collision frequency, speed of the pressure
perturbations, temperature, thermal conductivity, ratio of two specific heats, temper-
ature dependent heat-loss function, density dependent heat-loss function, number
density and charge of electron, respectively.

The variant in perturbation is taken as

exp i(kx x + kzz + σ t), (42.10)

Where σ is the frequency of harmonic disturbance and kx , kzare the components
of the wave vector k, in x, z directions so that

k2 = k2x + k2z , (42.11)

Initiating the displacement vectors ξ = (ξx , ξy, ξz) and ξ n = (ξnx , ξny, ξnz) such
that

u = ∂tξ, un = ∂tξ n, (42.12)

The components of Eq. (42.5) may be given as.

bx = i B

d
kzux − �

d
k2z by, by = i B

d
kzuy + �

d
(k2z bx − kxkzbz),

bz = − i B

d
kxux + �

d
kxkzby,

(42.13)

where d = ηk2 , and � = cB
4πNe

Using Eqs. 42.2, 42.3, 42.4 and 42.13 for plasma components and Eqs. 42.7 and
42.8 for the neutral components along with Eqs. 42.9, 42.10, 42.11, 42.12, it may
be written in the following algebraic equations for the amplitude components of
Eqs. 42.1 and 42.7 as
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ξx

[
ω2 + ω

(
(1 + β)

V 2k2d(
d2 + �2k2k2z

) + � i + υc

)
+ k2x

k2
�2

T

]

−ξy

[
ωV 2k2(1 + β)k2x�(

d2 + �2k2k2z
)

]
− ξnx [ωυc] + kxkz

k2
[
�2

T ξz
] = 0,

(42.14)

ξy

[
ω2 + ω

(
(1 + β)

V 2dk2z(
d2 + �2k2k2z

) + � i + υc

)]

+ξx

[
ωV 2k2(1 + β)k2z�(

d2 + �2k2k2z
)

]
− ωυcξny = 0,

(42.15)

ξz

[
ω2 + ω(�i + υc) + k2z

k2
�2

T

]
− ξnz[ωυc] + kxkz

k2
[
�2

T ξx
] = 0, (42.16)

ξnx

[
ω2 + ω

(
�n + υc

β

)
+ k2x

k2
J 2
n

]
− ξx

[
ω

υc

β

]
+ kxkz

k2
[
ξnz J

2
n

] = 0, (42.17)

ξny

[
ω2 + ω

(
�n + υc

β
ξy

)]
− ω

υc

β
ξy = 0. (42.18)

ξnz

[
ω2 + ω

(
�n + υc

β

)
+ k2z

k2
J 2
n

]
− ξz

[
ω

υc

β

]
+ kxkz

k2
[
ξnx J

2
n

] = 0. (42.19)

We have made the following substitutions:

V 2 = B2

4πρ0
, ρ0 = ρ + ρn, J 2 = c2k2, J 2

n = c2nk
2,

�2
T = �2

I + ωJ 2

B1 + ω
, β = ρn

ρ
, �n = υnk

2 , �i = υi k
2, �2

I = k2A,

A = (γ − 1)

(
T LT − ρLρ + λk2T

ρ

)
, B1 = (γ − 1)

(
TρLT

p
+ λk2T

p

)
.

(42.20)

42.3 Dispersion Relation

The dispersion relation is obtained from the above six Eqs. (42.14, 42.15, 42.16,
42.17, 42.18, 42.19) for longitudinal direction to the magnetic field and conversed
separately.

For wave propagation parallel to the magnetic field k (0, 0, k), Eqs. (42.14, 42.15,
42.16, 42.17, 42.18, 42.19) have non-trivial solutions if the determinant of the
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equations disappears.

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

I −N 0 −ωυc 0 0
N I 0 0 −ωυc 0
0 0 R 0 0 −D

−ωυc/β 0 0 Q 0 0
0 −ωυc/β 0 0 Q 0
0 0 −E 0 0 S

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ξx

ξy

ξz

ξnx

ξny

ξnz

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

= 0, (42.21)

We have made the following assumptions:

I = M + ω(1 + β)V 2k2d

(d2 + �2k4)
, M = ω2 + ω(�i + υc), Q = ω2 + ω

(
�n + υc

β

)
,

R = ω2 + ω(�i + υc) + �2
T , S = ω2 + ω

(
�n + υc

β

)
+ J 2

n , D = (ωυc),

E =
(

ω
υc

β

)
, F = R + ω(1 + β)

V 2k2

d
, N = ω(1 + β)�V 2k4

(d2 + �2k4)
.

(42.22)

The dispersion relation for longitudinal wave propagation from the determinant
of matrix of Eq. (42.21) is given as

(RS − DE)

[(
I Q − ω2υ2

c

β

)2

+ N 2Q2

]
= 0, (42.23)

The dispersion relation has two independent factors which may be independently
discussed.

42.4 Discussion

42.4.1 Longitudinal Propagation

On equating the first term of Eq. (42.23) to zero, i.e. (RS − DE) = 0, on solving
we get
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ω5 +
{
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υi k

2

]
+ υc(γ − 1)

(
TρLT

p
+ λk2T

p

)

×
[
c2nk

2
]

+
[
k2(γ − 1)

(
T LT − ρLρ + λk2T

ρ
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υnk

2 + υc

β

]}
ω

+k2
{
k2(γ − 1)

(
T LT − ρLρ + λk2T

ρ

)
c2n

}
= 0.

(42.24)

The above (42.24) explains the dispersion relation for viscous two-component
plasma having neutral collisions with thermal and radiative consequences. There
is no consequence of magnetic field, Hall current and finite electrical conductivity
of plasma in this case. The dispersion relation (42.24) may be confirmed with the
previous known outcomes. In the absence of neutral particles (i.e.β = 1, υc = 0),
dispersion relation (42.24) reduces to the one obtained by Prajapati et al. [10] for
non-gravitating medium. The condition of instability from constant term of (42.24)
is given as

{
k2

(
T LT − ρLρ + λk2T

ρ

)
c2n

}
< 0, (42.25)

The condition of instability (42.25) for thermal instability is in dependent of
magnetic field strength, Hall current, finite electrical resistivity, density of neutral
component of plasma and the condition is same as that obtained earlier by Field
[1]. In the solar corona and the other astrophysical structures, the heat-loss function
is the basic destabilizing mechanism forcing thermal instability that depends on
temperature and density. These heat-loss functions decrease with temperature and
increase with density, i.e. LT < 0 and Lρ > 0. In these types of conditions, a small
temperature perturbation tends to raise naturally. In the case when we decrease the
temperature, then, cooling increases due to the higher radiative losses. In the solar
corona, as the local temperature decreases, the local pressure decreases, leading to
the condensation of the cool plasmawhich radiates even faster because of an increase
in density Bora and Talwar [4].

For pure plasma component, Eq. (42.24) reduces to
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ω3 +
[
υi k

2 + (γ − 1)

(
TρLT

p
+ λk2T

p

)]
ω2

+
[
υi k

2(γ − 1)

(
TρLT

p
+ λk2T

p

)
+ c2k2

]
ω

+
[
k2(γ − 1)
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(42.26)

The condition of instability from constant term of Eq. (42.26) is given as

[
k2(γ − 1)

(
T LT − ρL p + λk2T

ρ

)]
< 0. (42.27)

The above inequality is same as obtained by Bora and Talwar [4].
For non-viscous and collision-less (i.e. υ = υn = υc = 0) two-component

plasma, Eq. (42.24) gives the dispersion relation
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p
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c2n

}
= 0.

(42.28)

The condition of instability gained from stable term of above Eq. (42.28) is similar
as Eq. (42.25); hence viscosity and collisions of the two-components do not affect
the condition of instability. However, they cause damping effect.

Now Eq. (42.24) can be written in the following form:
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(42.29)

We have used

kρ = (γ − 1)ρLρ

RcsT
, kT = (γ − 1)LT

Rcs
, kλ = Rcsρ

(γ − 1)λ
, (42.30)

To carry out the effect of viscosity, neutral collision frequency and radiative heat-
loss functions on the growth rate of thermal instability, we solve Eq. (42.29) numer-
ically. Therefore Eq. (42.29) can be represented in non-dimensional form with the
help of following dimension-less quantities as given in Field [1]:

ω∗ = ω

kρcs
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i = υi kρ

cs
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cs
k2, υ∗

c = υckρ

cs

(
1 + 1

β

)
,

k∗ = k

kρ

, k∗
λ = kρ

kλ

, k∗
T = kT

kρ

,

(42.31)

Using Eq. (42.31), we write Eq. (42.29) in non-dimensional form as
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(42.32)

The numerical consequences of Eq. (42.32) have been represented in Figs. 42.1,
42.2, 42.3. In thesefigures,wehave represented the dimensional-less growth rate (ω∗)
against the dimensional-less wave number (k∗) for various values of density depen-
dent heat-loss function, thermal conductivity, viscosity of both ionized component
and neutral component of plasma.

Numerical calculations were performed to determine the roots of ω∗ from disper-
sion relation (42.32), as a function of wave number k∗ for several values of the
different parameters involved, taking γ = 5/3. Out of the five modes, only one
mode is unstable for which the calculations are presented in Figs. 42.1, 42.2, 42.3,
where the growth rate is plotted against the wave number to show the dependence of
the growth rate on the different physical parameters.

Fig. 42.1 Growth rate ω∗ against wave number k∗ for three values of parameter L∗
ρ keeping the

other parameters fixed.
(
C∗2
0 = 1, β = 1, L∗

T = 1, λ∗ = 1, υ∗
i = 1, υ∗

n = 1, υ∗
c = 1, K ∗

1 = 1
)
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Fig. 42.2 Growth rate ω∗ against wave number k∗ for three values of parameter λ∗ keeping the
other parameters fixed.

(
C∗2
0 = 1, β = 1, L∗

ρ = 1, υ∗
c = 1, υ∗

i = 1, υ∗
n = 1, L∗

T = 1, K ∗
1 = 1

)

Fig. 42.3 Growth rate ω∗ against wave number k∗ for several values of parameters β and υ∗
c

keeping the other parameters fixed.
(
C∗2
0 = 1, υ∗

n = 1, L∗
ρ = 1, υ∗

i = 1, L∗
T = 1, λ∗ = 1, K ∗

1 = 1
)

β = 1 : (1) υ∗
c = 0.0, (2) υ∗

c = 1.0, (3) υ∗
c = 3.0, (4) υ∗

c = 10.0,

υ∗
c = 0 : (5)β = 0.8, (6) β = 0.4, (7) β = 0.15, (8)β = 0.01.

υ∗
n = 0 : (1)υ∗

i = 0.0, (2) υ∗
i = 1.0, (3) υ∗

i = 4.0, (4)υ∗
i = 7.0,
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υ∗
i = υ∗

n : (5)υ∗
i = υ∗

n = 1.0, (6)υ∗
i = υ∗

n = 2.0, (7)υ∗
i = υ∗

n = 4.0.

It is clear from Fig. 42.1 that the growth rate increases with increasing density
dependent heat-loss function. Thus, the consequence of density dependent heat-
loss function is destabilizing, whereas from Fig. 42.2, we conclude that growth
rate decreases with increasing thermal conductivity. Thus, the impact of thermal
conductivity is stabilizing. Figure 42.3 represents that the growth rate increases with
increasing collision frequency. Thus, the consequence of collision frequency is desta-
bilizing, one can also monitor from Fig. 42.3 that the growth rate increases with
increasing density ratio β. The critical wave number also increases with increasing
density ratio β. From Fig. 42.3, it is clear that the growth rate decreases with increase
in viscosity of the charged component of plasma. Thus, the consequence of viscosity
of charged component of plasma is stabilizing. If the viscosity of neutral compo-
nent of the plasma is also taken into consideration together with the viscosity of the
charged component of plasma, the damping rate increases effectively.

Thus, on top of the conversation, it is finished that the consequences of thermal
conductivity, and viscosity of the two-component of the plasma have a stabi-
lizing influence, whereas the density dependent heat-loss function and the collision
frequency have a destabilizing influence on the thermal instability of two-component
plasma. Hall current does not affect the instability.

On equating second factor of Eq. (42.24) to zero, i.e.[(
I Q − ω2υ2

c

/
β
)2 + N 2Q2

]
= 0, on solving we get
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The above Eq. (42.33) represents the dispersion relation for finitely conducting
two-component viscous plasma including the effects of Hall current, magnetic field
and neutral collisions. The Hall term included in both X and Y shows effect on the
neutral component on plasma.

In the absence of viscosity, collision frequency, finite electrical resistivity and
Hall current, Eq. (42.33) becomes

ω4 + 2ω2(1 + β)V 2k2 + (1 + β)2V 4k4 = 0. (42.34)

The roots of this equation are

ω2
1,2 = −(1 + β)V 2k2. (42.35)

The above mode is Alfven mode modified due to density ratio of the two-
components. This mode exists because of density ratio of the two-components and
magnetic field. In absence of magnetic field or any one of the two-components,
the above mode vanishes. Here, damping rate depends on the density ratio of the
two-components and magnetic field.

If ρ >> ρn then β << 1, so from Eq. (42.35), we get

ω2 + V 2k2 = 0. (42.36)

The above equation shows the stable Alfven mode in its simplest form.

42.5 Conclusion

Thus in the in attendance paper, the effects of collision frequency, Hall current, radia-
tive heat-loss function, thermal conductivity, finite electrical resistivity and viscosity
on the thermal instability of two-component plasma has been investigated. For the
longitudinal wave propagation, stable modes are obtained. The instability conditions
are obtained on the basis of thermal instability criterion. The value of the thermal
instability is depending on radiative heat-loss functions, thermal conductivity and
also depending on the ratio of sonic speeds, density of the two-components in some
particular cases.

In the case of longitudinalwave propagation,we get two separatemodes, one is the
thermal mode having the effects of radiative heat-loss function, thermal conductivity,
viscosity of ionized and neutral components, neutral collision frequency and ratio
of neutral density to ion density. It is concluded that the condition of instability is
unaffected by the presence of Hall current, finite electrical resistivity and viscosity.
Another is a non-thermal Alfven mode modified by the presence of Hall current,
viscosity of ionized and neutral components, finite electrical resistivity, neutral colli-
sion frequency and ratio of neutral density to ion density. From the curves, it is clear
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that the density dependent heat-loss function and thermal conductivity shows mutu-
ally reverse effects on the growth rate of the instability. In other words, the density
dependent heat-loss function has a destabilizing influence, while the thermal conduc-
tivity has a stabilizing role on the growth rate of the system. The collision frequency
has a destabilizing influence on the growth rate of the instability. Also it is clear
from the curves that the growth rate increases with increasing density ratio (β), this
means that system becomes more and more unstable for higher values of the neutral
density. The viscosity of ionized component of plasma has a stabilizing influence on
the growth rate of the system. It is interesting to see that the damping rate increases
effectively when we consider the viscosity of ionized component together with the
viscosity of neutral component of plasma.
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Chapter 43
Transport Coefficients of Dense Stellar
Plasma in Strong Magnetic Field

Soma Mandal

Abstract Following an exact relativistic formalism (Ghosh et al. in Ann Phys 312,
398 (2004) [1]), we study the transport properties of dense stellar electron-proton
plasma in a strong quantizing magnetic field. The transport coefficients, namely the
coefficients of shear and bulk viscosities as well as thermal and electrical conduc-
tivities are obtained from the relativistic version of Boltzmann kinetic equation by
linearizing the distribution function and using relaxation time approximation. The
dependence of the kinetic coefficients on the strength of the magnetic field is dis-
cussed. The variation of these coefficients with magnetic fields are found to be insen-
sitive for the field strengths≤1017G beyond which decreases with magnetic field. As
a consequence, in presence of ultra-strongmagnetic field, the electron-proton plasma
behaves like a superfluid insulator. Since the electrical conductivity of the medium
becomes extremely low (almost zero) in presence of ultra-strong magnetic field, the
magnetic field at the core region must, therefore, decay very quickly. Hence, strong
magnetic field can not exist at the core of magnetars.

43.1 Introduction

The study of the transport properties of hot and dense matter has sharply been
increased in the context of heavy ion collision physics. Knowledge of various trans-
port coefficients is also required in astrophysical problems such as for the description
of various phenomena in supernova and neutron stars [2, 3]. It is, therefore, worth-
while that these transport coefficients be understood and derived rigorously within a
microscopic theory.

There have been a lot of attempts to estimate the transport coefficients involving
different approximation schemes, e.g., relaxation time approximation [4–6], Green-
Kubo formalism [7], Chapman-Enskog formalism [8], weak coupling QCD [9] etc.
Method for the calculation of transport coefficients were probed in description of
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non-relativistic classical gases [10], liquid and gases [11], relativistic gases [12],
cold atomic gases [13], Fermi liquid [14].

The discovery of magnetars opened a new window in the study of the effect of
a strong magnetic field on dense stellar plasma. The surface magnetic fields are
observed to be ∼ 1015G. Then it is quite possible that the field strength at the core
region may go up to 1018G [15, 16]. If the magnetic fields are really so strong, in
particular at the core region, they have an impact on most of the important physical
properties and the physical processes of such stellar objects. The elementary pro-
cesses, in particular, the weak and the electromagnetic processes taking place at the
core region of a neutron star are strongly affected by such ultra-strongmagnetic field.
Further, the rates of the electromagnetic processes in presence of a strong quantizing
magnetic field should modify significantly the transport properties of dense stellar
matter, in particular for electron gas present at the core region of the neutron stars
[17–19]. Since the cooling of neutron stars are mainly controlled by neutrino/anti-
neutrino emissions, the strong magnetic field should affect the thermal history of
strongly magnetized neutron stars [20, 21]. Further, the electrical conductivity of
neutron star matter which directly controls the evolution of neutron star magnetic
field will also change significantly.

Here we study the effect of strong quantizing magnetic field on the transport prop-
erties of dense stellar electron-proton plasma. We developed a relativistic formalism
of Landau theory of Fermi liquid for dense neutron star matter in the presence of
strong quantizing magnetic field with σ − ω meson exchange [1]. Following the
formalism [1], which is to obtain two-body scattering matrix for a wide range of
magnetic field strengths we compute the transport coefficients from the relativistic
version of Boltzmann kinetic equation by linearizing the distribution function and
using relaxation time approximation. We also obtain the relaxation time from the
rates of standard electromagnetic processes taking place inside the electron-proton
plasma andmake necessarymodification in the rate calculation due to the presence of
strong quantizing magnetic field. The formalism we have developed to obtain rates
of electromagnetic processes or the relaxation time is also applicable to evaluate
neutrino emissivity and mean free path in presence of a strong quantizing magnetic
field.

In this work, we have incorporated the quantum mechanical effect of a strong
magnetic field on dense stellar plasma. In our formalism, therefore, the matter is
treated as a dense Landau diamagnetic system, the transverse part of charged par-
ticle momentum gets quantized, which decreases in magnitude with the increase of
magnetic field strength and in the extreme case, it vanishes. As a result, the system
effectively becomes one-dimensional in nature in the momentum space, and from
the symmetry of the problem all the kinetic coefficients should vanish. The system,
therefore, behaves like a charge neutral superfluid.

In presence of strong quantizing magnetic field, the momentum space volume
element becomes
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d3 p

(2π)3
= dpxdpydpz

(2π)3
= eBm

4π2

∞∑

ν=0

(2 − δν0)dpz (43.1)

(we have assumed � = c = kb = 1) where we have chosen the gauge Aμ ≡ (0, 0,
x Bm, 0), so that the constant magnetic field Bm is along the z-direction. We have
considered the simplest possible picture of neutron star matter with n − p − e out
of thermodynamic equilibrium and the neutrinos are assumed to be non-degenerate.
The baryonic components are interacting via σ − ω − ρ meson exchange type mean
field and the electrons are assumed to be freely moving particles.

We shall first calculate the transport coefficients of electron gas. Then the transport
coefficients for proton matter could be obtained just by replacing mass, chemical
potential etc. of electrons by protons and taking into account the proper modification
in presence of σ − ω − ρ meson exchange type mean field [22]. Spinor solutions for
electrons in presence of strong quantizing magnetic fields are then given by

Ψ (↑)(e) = 1√
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exp(−iε(e)
ν t + i py y + i pzz)
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and
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where ↑ and ↓ represent up and down spin states respectively,
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, (43.4)

where Hν is the νth order Hermite polynomial and

εeν =
√

(p2z + m2
e + 2eνBm)
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is the energy eigen value with ν = 0, 1, 2, . . . , the Landau quantum numbers. We
consider the usual spinor solutions for neutron. We have not considered the negative
energy spinor solutions, because the temperature of the system is much less than
the electron chemical potential. We have studied the variation of transport coeffi-
cients in presence of strong quantizing magnetic field to overcome the problem on
the mechanical stability and hence the existence of magnetars. We aimed to show
whether the electrical conductivity which directly controls the evolution of neutron
star magnetic field, becomes sufficiently small in presence of ultra-strong magnetic
field.

Following de Groot [12], we have developed the relativistic version of the Boltz-
mann kinetic equation for fermions in presence of a strong quantizing magnetic field.
We have obtained the expressions for transport coefficients. The effect of magnetic
field on the transport coefficients has been studied and finally, we have discussed the
importance of our results.

43.2 Boltzmann Equation

The relativistic version of Boltzmann transport equation is given by [12]

pμ∂
μ f + eFμν pν

∂ f

∂ pμ
+ Γ

μ
νλ p

ν pλ ∂ f

∂ pμ
= C (43.5)

where the second and the third terms are due to electromagnetic and gravitational
interactions respectively and C is the collision term. The curvature term is neglected
here.

Wemake the relaxation time approximation to obtain transport coefficients namely
the shear and bulk viscosity coefficients, heat conductivity and electrical conductivity
of dense electron gas, given by

C = − p0
τ

(
f (x, p) − f 0(p)

)
(43.6)

where
f (x, p) = f (0)(p) (1 + χ(x, p)) (43.7)

Here f 0 is the (local) equilibrium distribution (Fermi distribution) function,
given by.

f (0)(p) = 1

expβ(εν − μe) + 1
(43.8)

and τ is the relaxation time. We write the four derivative as the sum of a space
like part and a time like part, given by ∂μ = uμD + ∇μ with uμ the hydrody-
namic velocity, D = uμ∂μ is the convective time derivative and ∇μ = Δμν∂ν is
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the gradient operator, with Δμν = gμν − uμuν some kind of projection operator,
gμν = diag(1,−1,−1,−1) the metric tensor. From particle current conservation
∂μNμ = 0, where Nμ = nuμ, we get the equation of continuity which is given
by Dn = −n∇μuμ. Here n is the equilibrium no. density. And from the energy-
momentum conservation ∂μT μν = 0, where T μν = εuμuν − P∇μν ,we get the eqn.
of motion Duμ = 1

nh∇μP . Here ε is the energy density and P is the kinetic pressure.
Similarly we get the eqn. of motion CvDT = −F(T )∇μuμ. This is energy equation
where h = (ε + P)/n, the enthalpy per particle.

We obtain the perturbative part χ, given by

T p0

τ
χ = QX

(
1 − f (0)

) − (
pμuμ − h

)
pνXq

ν
(
1 − f (0)

)

+pμ pνX0
μν

(
1 − f (0)

) + e

[
pμuμ

h
+ 1

]
pνE

ν(1 − f (0)) (43.9)

where
X = −∇μuμ (43.10)

is the driving force for bulk viscosity

Xμ
q = ∇μT − T

nh
∇μP (43.11)

is the driving force for heat conduction,

X0μν = ∇μuν − 1

3
Δμν∇σu

σ (43.12)

is the driving force for shear viscosity and Eν is the driving force for electric current
(Eν for ν = i = 1, 2, 3 are the components of electric field vector). The quantity Q
is given by

Q = −1

3
Δμν pμ pν + (pμuμ)

2 F(T )

T
(1 − γ)

+
(
T 2(1 − γ)

F(T )

T

∂

∂T

( μ

T

)
− n

∂μ

∂n

)
pμuμ (43.13)

where F(T ) = P(T )/n(T ), P(T ) and n(T ) are the equilibrium local kinetic pres-
sure and number density and γ = Cp/Cv the ratio of specific heats at constant
pressure and constant volume respectively. For a non-relativistic Boltzmann gas
F(T ) = T , where T is the local temperature of the system.

Now from the definition, the heat flow four current is given by
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I μ
q = eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p0

(pνuν − h) pμ f (x, p)

= I (0)μ
q + I (1)μ

q (43.14)

In the equilibrium contribution, the first term is identically zero. So the irreversible
term can be written as

I (1)μ
q = I μ

q

= eBm

4π2

∑

ν

(2 − δnu0)

∫ +∞

−∞
dpz
p0

pμ(pνuν − h)

f (0)(p)χ(x, p) (43.15)

Again using the definition
Iq

μ = λμνXqν, (43.16)

we have the heat conductivity coefficient

λ = 1

3
Δμνλμν

= − 1

3T 2

eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p20

τ

(pσuσ − h)2 f (0)(1 − f (0))Δμν pμ pν (43.17)

The energy-momentum tensor is given by

T μν = eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p0

pμ pν f (x, p) (43.18)

We can write T μν as T μν = T (0)μν + T (1)μν . The equilibrium value is given by

T (0)μν = eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p0

pμ pν f (0)(p)

and the non-equilibrium part

T (1)μν = T μν

= eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p0

pμ pνχ(x, p) f (0)(p)

Let us now consider a model assuming a flow of electron gas with cylindrical
symmetry. Considering μ = r , ν = z, we have
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T (1)r z = −ηs
duz

dr
(43.19)

Hence the shear viscosity coefficient is given by

ηs = eBm

4π2T

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p20

(pr pz)2 f (0)(1 − f (0))τ (43.20)

where pr = (2νeBm)1/2 is the transverse component of electron momentum.
We next consider the pressure tensor to obtain an expression for bulk viscosity

coefficient, given by
Πμν = Δμ

σT
στΔν

τ + PΔμν (43.21)

where the reversible part
Π(0)μν = 0 (43.22)

and the non-equilibrium part

Π(1)μν = Δμ
σT

στ (1)Δν
τ

= eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p0

Δμ
σΔν

τ p
σ pτχ(x, p) f (0)(p) (43.23)

Now, we have the traceless part of pressure tensor

Π = −1

3
Πμ

μ

= −1

3

eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p0

ΔσμΔ
μ
τ p

σ pτ f (0)(p)χ(x, p)

= ηv∇μu
μ (43.24)

Hence we have the bulk viscosity coefficient

ηv = 1

3T

eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p20

Δτσ p
τ pστQ(1 − f (0)) f (0) (43.25)

We shall now calculate the the electrical conductivity for electron gas. The electric
four current is given by

jμ(x) = eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p0

pμ f (x, p) (43.26)
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The reversible part jμ(0) = 0 and the non-equilibrium part is given by

jμ(1) = jμ

= eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz
p0

pμ f (0)χ(x, p)

Then using the covariant form of Ohm’s law

jμ = σμνEν (43.27)

the electrical conductivity tensor is given by

σμν = e2

T

eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
τ
dpz
p20

pμ pν

(
pαuα

h
+ 1

)

f (0)(1 − f (0)) (43.28)

The zz-component of electrical conductivity is given by

σzz = e2

T

eBm

4π2

∑

ν

(2 − δν0)

∫ +∞

−∞
dpz

τ

p20
p2z

(
1 + pαuα

h

)

f (0)(1 − f (0)) (43.29)

The ⊥⊥-component of electrical conductivity is given by

σ⊥⊥ = e2

T

eBm

4π2

∑

ν

(2 − δν0)(2νeBm)

∫ +∞

−∞
dpz

τ

p20(
1 + pαuα

h

)
f (0)(1 − f (0)) (43.30)

and finally the ⊥ z-component of electrical conductivity is given by

σ⊥z = σz⊥

= e2

T

eBm

4π2

∑

ν

(2 − δν0)(2νeBm)1/2
∫ +∞

−∞
dpz

τ pz
p20(

1 + pαuα

h

)
f (0)(1 − f (0)) (43.31)

From 43.30 and 43.31 it is quite obvious that just like the shear viscosity coeffi-
cient, both σ⊥⊥ and σ⊥z components of electrical conductivity vanish for νmax = 0,
i.e., in the ultra-strong magnetic field limit. This is of course not at all evident for ηv ,
λ and σzz .
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43.3 Rate of Electromagnetic Processes

Now to obtain the numerical values of all these transport coefficients, or their vari-
ations with the strength of magnetic field we have to know the relaxation time τ ,
given by

1

τ
=

∑

i

Wi (43.32)

where Wi is the rate of i th electromagnetic process and the sum is over all possible
electromagnetic processes taking place involving the electrons.

Therefore, to obtain the relaxation time we evaluate the rates of the basic electro-
magnetic processes, given by e + e → e + e, and e + p → e + p. Now in the case
of e − e- scattering it is necessary to consider both direct and exchange processes,
whereas in the case of e − p scattering only the direct term contributes.

Numerically we have estimated the rate of the e − e and e − p scattering process
and we also obtain relaxation time by using 43.32 and finally evaluate the kinetic
coefficients from 43.17, 43.20, 43.25, 43.29, 43.30, 43.31 for different values of
magnetic fields Bm , temperature T and matter density nB . The variation of kinetic
coefficients with magnetic field strength is shown in Fig. 43.1.

43.4 Conclusions and Discussions

From Fig. 43.1 it is seen that the kinetic coefficients are almost independent of mag-
netic field for moderate strengths (< 1017G), but all of them decrease rapidly for
magnetic field strength beyond 1017G. And all the three components of electri-
cal conductivity go to almost zero in presence of an ultra strong magnetic field
(> 1017G). Therefore, at ultra-strong magnetic field, the matter (electron or proton
matter) behaves like a neutral superfluid.

We have noticed that the electrical conductivity of themediumbecomes extremely
small in presence of ultra-strong magnetic field (≥1017G). The magnetic field at the
core region of a magnetar must, therefore, decay very rapidly (time scale ∼ a few
mins.) and becomes moderate or low enough. As a consequence, there will be in
principle no problem with the existence of magnetars with very low or moderate
core magnetic field.
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Fig. 43.1 Variation of kinetic coefficients with magnetic field Bm . (1) : Shear viscosity coefficient
ηs vs. Bm/Bm

(c)(e), (2) : Bulk viscosity coefficient ηv versus Bm/Bm
(c)(e), (3) : Heat conductivity

coefficient λ versus Bm/Bm
(c)(e), (4) : zz component of electrical conductivity coefficient σzz vs.

Bm/Bm
(c)(e), (5) : ⊥⊥ component of electrical conductivity coefficient σ⊥⊥ vs. Bm/Bm

(c)(e), (5) :
z ⊥ component of electrical conductivity coefficient σz⊥ vs. Bm/Bm

(c)(e). Bm
(c)(e) is the critical

value of the magnetic field strength for the electron. Curve (a): T = 5MeV and nB = 5n0, Curve
(b): T = 15MeV and nB = 5n0 and Curve (c): T = 30MeV and nB = 5n0
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Chapter 44
Variation of High and Low Energetic
Electron Densities Across a Magnetic
Filter in a Hot Cathode Discharge

Jocelyn Sangma and Monojit Chakraborty

Abstract In hot cathode discharges, at a pressure (equal to or more than) 10–4 mbar,
two electron temperature groups are found to exist. In our experiment, a magnetic
filter acts as an electron cooler which divides the whole chamber into two regions:
Source and Target. Plasma produced in the source region diffuses towards the target
region. The density of high energetic and low energetic electron groups is calculated
at different experimental parameters, and a comparative study has been carried out.
By changing the plasmaproduction conditions, the density of high energetic electrons
and low energetic electrons is observed in the target side. In spite of the use of the
magnetic filter, high energetic electrons were still found in the target region, though
their density is lower than that of the low energetic electrons. With an increase
of working pressure, the density of both high and low energetic electron groups
decreased, but as the filament current is increased, there is a significant increase in
the density of the two electron groups. On the other hand, with increase in discharge
voltage, the density of low energetic electrons increases while the density of high
energetic electrons decreases slightly.

44.1 Introduction

The formation of distinct electron energy groups has been observed in low-
temperature plasma and is found to be similar to that of the solarwind,which has three
groups: Core, Strahl, and Halo [1]. Experimentally, different electron temperature
groups have also been observed in helicon plasma [2] as well as in magnetron sput-
tering plasma [3]. In the double plasma device, when the space potential became
almost equal to the filament potential, two-electron temperature was found by
Yamazumi and Ikezawa [4]. Mishra et al. reported the control of high (primary)
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as well as low (plasma) electron temperature groups. They stated that the primary
electrons have maximum energy up to the applied discharge voltage, while the
temperature of the plasma electrons depends on the rate of collision [5].

Control of electron temperature is an area of great interest for various researchers
as this allows methods to control various processes like material processing and
plasma processing, finds application in fusion devices and also to perform basic
plasma studies.

The two-electron temperature groups are important in the production of negative
ions by volume production technique, where the high energetic electron groups are
responsible for vibrationally exciting the molecule and the low energetic electron
group is essential for the production of negative ions by dissociative attachment with
the vibrationally excited molecule [6]. However, the high energetic electron group is
also responsible for the destruction of negative ions by electron detachment [6]. And
so, filters made up of magnets or grids are used as electron coolers [7], by restricting
the flow of high energetic electrons from diffusing through the magnets or grids and
only allowing low energetic electrons to diffuse through, such that the whole plasma
volume is divided into two regions, the source region with a combination of low
energetic and high energetic electrons and target region containing low energetic
electrons.

In our work, magnets are used as a filter and its effect on the two electron temper-
ature is observed. Various parameters such as working pressure, filament current and
discharge voltage are varied, and its effect is observed on the two-electron tempera-
ture densities. Section 2 describes the experimental setup; Sect. 3 is the description
of the experimental results, and Sect. 4 gives the conclusion of the manuscript.

44.2 Experimental Setup and Procedure

The Double Plasma Device of CPP-IPR consists of a cylindrical device of length
1.2 m and diameter 0.3 m as shown in Fig. 44.1a. Two multipole magnetic cages,
which are made up of 14 magnetic channels, are placed inside the chamber each
of length 0.32 m and diameter 0.25 m (Fig. 44.1b). A detailed description of the
experimental setup is given in the references [8–10]. Two magnetic channels placed
at a distance of 15 cm with each other, between the two magnetic cages, act as the
magnetic filter (MF) (Fig. 44.2). The surface field strength of the magnetic channels
which act as filter are of (~) 110 G each. A planar Langmuir probe of diameter ~3 ×
10–3 m is used to collect the data from the source and target regions, and analysis is
done using Hiden ESPsoft.

From the classical theory of diffusion, the cross field diffusion co-efficient is given
as [9],

D⊥ = kTemeν

e2B2
, (44.1)
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Fig. 44.1 a Schematic diagram of the double plasma device. The source and target regions have
multipole magnetic cages. Here, L is the planar Langmuir probe, F is the filament, Vf and Vd are the
filament and discharge voltage applied between the multipole cage of the source and the filaments.
MF is the magnetic filter. b The cross-sectional view of the magnetic cage

Fig. 44.2 The magnetic field strength of the magnetic filter when a measured radially from one
channel to the other along the x-axis and bmeasured axially at the radial distance of 7.5 cm from a
point where the field strength is zero (0 cm) along the y-axis, up to the point where the field strength
is zero again (14 cm) c is the schematic diagram of the magnetic filter with its axes
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where, me is the mass of an electron, k is Boltzmann’s constant, ν is the collision
frequency and Te is the electron temperature.

Also [9],

ν = neKT−3/2
e , (44.2)

where K is a constant ≈ 2 × 10−6Z ln� such that Z is the charged state of the ion
and ln� ~10 is the Coulomb logarithm.

Using Eqs. (44.1) and (44.2):

D⊥ = KmekT
−1/2
e ne

e2B2
. (44.3)

Equation (44.3) shows that as the temperature and magnetic field strength is
increased, the cross field diffusion of electrons decreases.

By subtracting the ion current from the total probe current [11] and by using the
semi-log plot method, the temperature of the two electron groups is calculated. The
electron temperature calculated in the plot above the floating potential gives the low
energetic electron temperature (Tle), while below the floating potential is the high
energetic electron temperature (The) [12].

Using themethodbyYamazumi and Ikezawa [4], the density of both high energetic
and low energetic electrons are measured:

Nhe = 4IheS(
eA

√
8kThe
πm

) , (44.4)

Nle = 4IleS(
eA

√
8kTle
πm

) , (44.5)

whereNhe andNle are the densities of high energetic and low energetic electrons, IheS
and I leS are the ion saturation current of high energetic and low energetic electrons,
A is the probe area, and The and Tle are the temperatures of high and low energetic
electrons.



44 Variation of High and Low Energetic Electron Densities … 427

44.3 Experimental Results and Discussions

44.3.1 Source Versus Target with Variation of Working
Pressure

Figure 44.3 shows the temperature and density of high and low energetic electron
groups in both source and target regions as theworkingpressure is gradually increased
from 10–4 mbar to 10–3 mbar for discharge voltage 50 V and filament current 24.5 A.
It can be observed that both temperature and density of the two groups in the target
region is lower than that in the source region because of the presence of the magnetic
filter.

With the increase in working pressure, the temperature of both the groups in
source and target regions gradually started to decrease as can be seen in Fig. 44.3a.
In the target region, because of the magnetic filter, most of the high energetic elec-
trons are restricted from diffusing towards the target region, and hence we observe a
decrease in the temperature of both the high and low energetic groups. In the source
side, as the working pressure is increased, the temperature of high energetic elec-
trons gradually decreases from ~9 eV to 6 eV. Across themagnetic filter, this electron
group further decreases from ~7.7 eV to 3 eV. The decrease in the temperature due
to the filter in the target region is observed even in the case of the low energetic elec-
trons. In the source region, with the increase in working pressure, the temperature
decreases from ~2.5 eV to 1.1 eV and in the target region, the temperature decreased
further from ~2 eV to 0.7 eV.

Since the number density of neutral particles increases with the increase in
working pressure, the ionization rate also increases, which leads to the increase
in the density of the low energetic electrons ~4.2 × 1015 m−3 to ~1 × 1016 m−3 as
observed in Fig. 44.3b. This is because low energetic electrons are produced as a
result of ionizing collisions between the neutral particles and the high energetic elec-
trons [5, 13]. On the other hand, for the high energetic electrons which are attributed
to the primary electrons [13], no change is observed as theworking pressure is varied,
since the filament current is kept constant.

As the high energetic electrons undergovarious collisional processwith the neutral
particles, it loses its energy and so a decrease in temperature for the high energetic
electrons is observed as the working pressure is gradually increased. Also, as the
density of low energetic electron group increased as working pressure was increased,
its temperature started to decrease.

However, in the target region, with increase in working pressure, the density of
both the high and low energetic electrons decreased from ~2.1 × 1013 m−3 to 4.8
× 1012 m−3 (Nhe) and from ~2.2 × 1015 m−3 to 5.4 × 1014 m−3 (Nle) (Fig. 44.3b).
Most of the high energetic electrons are restricted by the filter from diffusing towards
the target region as seen from Fig. 44.3a, and the electrons (~7.7 eV and below)
that manage to escape towards the target region further loses their energy to the
neutral particles in the target region via elastic collision. This leads to the decrease
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Fig. 44.3 Comparison of source and target side parameters at discharge voltage 50 V and filament
current 24.5 Awhere a is electron temperature of high and low energetic electron groups as working
pressure is varied and b is the density of high and low energetic electron groups as working pressure
is varied

in ionization at the target region and hence the density of the low energetic electron
group also starts to decrease.

44.3.2 Variation with Discharge Voltage in the Target Region

Figure 44.4 shows that the variation of temperature and density of high and low
energetic electrons as the discharge voltage is increased from 50 to 80 V, for filament
current 24.5 A and working pressure 10–3 mbar in the Target region. It is observed
that as the discharge voltage is gradually increased, temperature of high energetic
electrons gradually increased from ~3 eV to 5 eV, while there was little or almost no
change in the temperature of the low energetic electron group (~0.72 eV to 0.9 e V).

Fig. 44.4 Effect of increase
in discharge voltage on the
temperature and density of
high and low energetic
electron groups for working
pressure 10–3 mbar and
filament current 24.5 A in
the Target region
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On the other hand, the density of low energetic electrons increased from ~9.2× 1013

m−3 to 2.5 × 1014 m−3, while very slight decrease in the density of high energetic
electrons was observed (~5 × 1012 m−3 to 3.7 × 1012 m−3).

With increase in the discharge voltage, the primary electrons in the source side get
highly energized and their energy ismaximumup to the applied discharge voltage [5].
Hence the temperature of high energetic electrons increases as the discharge voltage
is increased. This leads to an increase in electron flux from the source towards the
target side, resulting in the increase in ionization rate in the target region [5, 13]. This
increase in the ionization rate in the target side leads to the increase in the density of
low energetic electrons as the discharge voltage is increased. Hence, an increase in
the density of low energetic electrons is observed in the target region. On the other
hand, the density of high energetic electrons in the target side decreases slightly due
to the ionization process with the neutral particles.

44.3.3 Variation with Filament Current in the Target Region

In Fig. 44.5, the filament current is increased from 24.5 A to 25.5 A at fixed discharge
voltage of 50 V and working pressure 10–3 mbar and its effect on the temperature
of high and low energetic groups and also on its density are observed in the target
side. It has been observed that the temperature of high energetic electrons gradually
increases, while there was little to no increase in the temperature of the low energetic
electrons (~0.7 eV to 0.86 eV). On the other hand, the density of both the high and
low energetic electron groups started to increase as the filament current increased.

As the filament current is increased, more primary electrons are emitted from the
filament in the source region and hence more energetic electrons are able to escape
towards the target region through the magnetic filter from the source side. Therefore,
we see an increase in the density of high energetic electrons from ~4.8× 1012 m−3 to
1.6 × 1013 m−3. With increase in the density of the high energetic electrons in both
the source and target region, the ionization rate also increases in both the regions. This

Fig. 44.5 Effect of increase
in filament current on the
temperature and density of
two-electron groups at
discharge voltage 50 V and
working pressure 10–3 mbar
in the Target region
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increase in ionization rate of high energetic electrons with that of neutral particles
has led to the slight increase in the density of the low energetic electrons in the target
side as well from ~9.2 × 1013 m−3 to 3.1 × 1014 m−3.

44.4 Conclusion

It has been observed that experimental parameters like working pressure, discharge
voltage and filament current affects the temperature and density of the high and low
energetic electron groups. It was found that the magnetic filter restricted the flow
of high energetic electrons from diffusing towards the target region and hence the
temperature in the target region was quite low than the temperature in the source
region. However, this also affected the density of the electron groups which was
found to be lower than that in the source side.

By changing the various parameters, like working pressure, it was found that even
though the density of low energetic electrons increased slightly in the source side, an
opposite trend was observed in the target region for both the electron groups. This
is due to electrons in the source side losing their energy to the neutral particles via
collisions. When the discharge voltage was gradually increased, the temperature of
the high energetic electrons increased since they start to acquire very high kinetic
energy [13], leading to the increase in the ionization rate and so the density of low
energetic electrons start to gradually increase. On the other hand, as the filament
current was gradually increased, the density of the high energetic electrons in the
target side started to increase as more primary electrons emitted from the filament in
the source side resulted in more high energetic electrons escaping towards the target
side. This increase in the density of high energetic electrons in the target side led
to the increase in ionization rate and so the density of low energetic electrons also
started to increase.

The control of the temperature of both the high and low energetic electron groups
is important to create a suitable environment for the production of negative ions.
The electron temperature in the target region should not be high so that the negative
ions are not destroyed by electron detachment [6, 7]. Also, while lowering the elec-
tron temperature in the target region, it must be noted that it should not lower the
density of the low energetic electrons which assists in production of negative ion by
dissociative attachment in volume production technique [7].
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