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1 Introduction

Orientation imaging microscopy (OIM) has long been the
quest of material scientists and microscopists, as it provides
an immense amount of quantitative data about the
microstructure of a material, which can then be related to its
processing and also to the performance of the component.
There are several techniques which can provide orientation
information, some of which are electron channeling contrast
imaging (ECCI) in SEM to convergent beam electron
diffraction (CBED) and selected area diffraction (SAD) in
transmission electron microscope (TEM). Each of these
techniques is good in themselves in providing orientation;
however, each of them is beset by some drawbacks which
have subdued their utilization. A major limitation of these
techniques is that they are not suitable for automation which
allows to obtain orientation data from various points on a
large scanned area. However, it must be pointed out that
TEM-based EBSD has also now gained traction and it is
gaining applicability among researchers.

In simple terms, electron channeling contrast is obtained
due to difference in density of atoms along different direc-
tions, which results in varied intensity of backscattered
electrons (BSEs) (Joy et al. 1982; Wilkinson and Hirsch
1997; Zaefferer and Elhami 2014). A schematic to explain
this effect is shown in Fig. 1. If the electron beam is rastered
in two-dimensional space of the sample surface, then one
can expect that several lattice planes would together

contribute to the electron contrast. One can expect high
contrast from planes which are close to normal to the sur-
face, while those away from the normal would show low
contrast. Overall, backscattered beam would have a contrast
in the form of bands, which carry information about orien-
tation and lattice defects. The bands reflect the inherent
symmetry of the orientation of the point, while local features
reflect defects in the lattice. Coates was the first person to
obtain patterns based on this technique (Coates 1967). This
technique is not easy to automate because accurate and
automated rocking of beam is not allowed in most electron
microscopes. Moreover, the beam rocking process is very
slow, and hence getting scans from a large number of points
makes the process tedious (Kamaladasa and Picard 2010).
Nonetheless, this process has been very successful in
understanding lattice defects (Zaefferer and Elhami 2014;
Ahmed et al. 1997).

In TEM, when thin foils are subjected to high-energy
parallel beam, it leads to diffraction due to lattice points. If
the beam illuminates a single crystal, then various planes of
the crystal diffract to produce pattern of points. The sym-
metry and orientation of these points can be directly related
to the orientation of the crystal and hence can be used for
orientation imaging microscopy. A schematic of the process
and the pattern obtained is shown in Fig. 2. Another related
technique is convergent electron beam diffraction, which
utilizes convergent beam, instead of parallel beam, and
results in disks, instead of points in the diffraction pattern.
This, too, can be used for understanding the orientation of
the crystal.

Orientation recognition from SAD pattern has been
commercialized, and it has also become a good tool for
orientation imaging microscopy, particularly when the grains
or precipitates are small in size.
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2 Origin of Kikuchi Pattern

Kikuchi pattern was first observed by S. Nishikawa and S.
Kikuchi in 1928 during diffraction of cathode rays by calcite
(Nishikawa and Kikuchi 1928a,b). In one of these publica-
tions, they presented transmission Kikuchi patterns (TKPs)
(Nishikawa and Kikuchi 1928b), and in the other, they
presented backscatter Kikuchi patterns (BKPs) (Nishikawa
and Kikuchi 1928a). While most of the work in the early
phase was concentrated on transmission Kikuchi diffraction
(TKD), last three decades have seen a lot of attention being
given to SEM-based backscatter Kikuchi diffraction, which

has widely come to be known as electron backscatter
diffraction (EBSD). It has further gained prominence due to
automation and improvement in hardware which have
accelerated acquiring and analyzing speed of these Kikuchi
patterns (Kunze et al. 1993).

Kikuchi patterns are formed by the backscattered elec-
trons that satisfy the diffraction condition for a given set of
planes. A schematic of the same is shown in Fig. 3. When
the electron beam falls on the material, interaction of elec-
tron and atoms takes place, and scattering of the incoming
electrons occurs. The point of scatter becomes the source of
secondary waves which has varying intensity at different
orientations. Now, these secondary waves of electrons can

Fig. 1 a Orientation variation of incoming beam. b Its effect on BSE intensity. c Rocking of beam in 2 directions. d Schematic of the generated
ECCI pattern. a and b adapted from Wilkinson and Hirsch (1997)

Fig. 2 a Schematic of the SAD
pattern generation in TEM and
the diffraction pattern
corresponding to b amorphous
material. c Polycrystalline
material. d Single crystalline
material
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further interact with the lattice points and result in diffrac-
tion, very similar to that in X-ray diffraction. One major
difference with X-ray diffraction, however, is that wave-
length of the electron waves is very small, leading to a very
small Bragg’s angle (h) in Bragg’s equation, nk ¼ 2d sin h.
For the sake of comparison, wavelength of Ka radiation
originating from Cu source during X-ray diffraction is *
1.54 Å. On the other hand, wavelength of electron at 10 kV
accelerating voltage is * 0.12 Å. Since the wavelength of
these electron waves is an order of magnitude smaller than
that of X-rays, Bragg’s angles also come out to be much
smaller than that obtained in X-ray diffraction.

Another major difference with X-ray diffraction is that
since the ‘source’ of electrons is inside the material,
diffraction may take place in ‘forward’ as well as ‘backward
direction,’ as depicted in the schematic. Thus, in this
diffraction, there is always a pair of diffracted cones. When
these cones intersect with a planar detector, we observe a
pair of hyperbolae. But due to the small values of Bragg
angles, the curvatures of these hyperbolae are so small that
they appear as parallel lines. These parallel lines are known
as Kikuchi lines or Kikuchi bands. Because of the nature of
its origin, one of the cones has higher intensity than the
background, while the one which diffracted from the back-
ward moving waves has intensity lower than the back-
ground. Thus, we obtain what are called as ‘defect cone’ and
‘excess cone.’ These cones and corresponding Kikuchi lines
are formed in both transmission mode and backscatter mode.
The geometry of the two modes is somewhat different and
would be discussed in next section.

Since the Kikuchi patterns are formed by a fundamental
phenomenon of diffraction, they show certain characteristics
that help in understanding the structure and orientation of
material. Each band in the Kikuchi pattern represents
diffraction from a family of planes. Thus, each band has a
one-to-one relation with family of planes. This, in turn,
implies that intersection of these bands represents intersec-
tion of planes, viz. zone axes. Moreover, angle between the
bands represents angle between planes. These characteristics
of the Kikuchi pattern are exploited to identify the

orientation of the individual point of the sample. In scanning
electron microscope (SEM), the beam rasters over a region,
moving from point to point in a serpentine fashion. Thus,
one can obtain orientation of each of these points and
recreate a micrograph representing the orientation map of the
scanned region. Another important characteristic of these
patterns is that the width of each of the bands is proportional
to the spacing of the planes of that family. It can be easily
shown that the angular separation between the two parallel
lines of the Kikuchi band is twice the Bragg angle. From
this, it can be extrapolated that if there are defects in the
material which can cause variation in the average planar
spacing, then it would reflect in the bands. This characteristic
has also been exploited in EBSD to quantify the strain in the
lattice (Wilkinson and Britton 2012).

3 Automated Indexing of Kikuchi Patterns

We pointed out earlier that application of EBSD has seen an
exponential growth in last two decades. This is driven pri-
marily by automation of pattern indexing across a selected
grid in the scan area. This automation has allowed indexing
of patterns from area as large as several 100 µm along both
the directions. Automatic indexing has been achieved on the
foundation of improvement in software as well as hardware
capabilities. On the hardware front, there is a phosphor screen
on which the Kikuchi patterns are formed, and the illumi-
nated pattern is captured by a camera that is located behind
this screen. The capabilities of the camera and screen have
improved immensely over the years, so that the screen cap-
turing rate has reached in excess of 2500 frames per second.
Faster scanning rate has resulted in obtaining large maps in
very short times. Once the images are captured, they are
analyzed to identify the orientation and phase of the given
point. In the next few paragraphs, we explain the method of
recognition of Kikuchi pattern and indexing of the orientation
of a given point from the obtained Kikuchi pattern.

Once the camera captures the Kikuchi pattern, identifi-
cation of various lines from the Kikuchi pattern is carried out

Fig. 3 Schematic showing generation of a backscatter Kikuchi diffraction in a bulk sample and b transmission Kikuchi diffraction in a thin foil
(‘S’ is the scattering event which acts as source, ‘D’ is part of the defect cone, and ‘E’ is part of the excess cone)
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using Hough transform. In this technique, the line is trans-
formed from Cartesian coordinate to a space where it is
represented only by its length ‘q’ and angle ‘h’. To under-
stand this, let us imagine a square image containing just one
line. If we want to transform each pixel of this image space
into ‘q’ and ‘h’ parameter space, then each pixel on the
image would transform to a sinusoidal curve in the ‘q–h’
space. This is because each pixel can be imagined to be a
part of infinite number of straight lines passing through it.
Set of these straight lines would form a curve as represented
in Fig. 4 (left). Now, wherever a line exists in image space,
it will be represented as intersection of several of these
sinusoidal curves at one point, as shown in Fig. 4 (right).
This intersection point in the ‘q–h’ space has value of ‘qi’
and ‘hi’ which represents the given line in the image space.
In the present context, ‘q’ varies from ‘�qmax’ to ‘qmax’ and
‘h’ varies from 0 to 180°. Now, if we assign intensity value
to each of these pixels in image space, then the intensity
value of this particular ‘qi’ and ‘hi’ would be much higher
than that of its neighborhood. When all of Kikuchi pattern is
transformed into ‘q–h’ space, this is called Hough trans-
formation. In the Hough transformed image, third direction
represents the intensity, and each straight line in image space
is represented by a ‘Hough’ or a mound, which has relatively
higher intensity value compared to its neighbor. The bright
lines can be easily identified by the relatively large peaks in
the Hough transform space. Once these lines are identified,
calculating the angle between the planes is much easier in
this ‘q–h’ space, as one can easily identify the equation for
each and every line which is given as: qi ¼ x cos hi þ
y sin hi.

Kikuchi pattern is a set of bands with parallel lines, and
each of these bands represents a family of planes of the
crystal structure of the given phase. The centerline of each of
these bands represents the trace of orientation of the given
family of planes. Hence, by identifying the lines, as descri-
bed in the previous paragraph, and by calculating the angle
between any pair of bands, we are essentially calculating the
angle between corresponding pair of family of planes. This

angle between various sets of planes can be compared to the
reference values of the crystal structure of the possible
phases. At least 3 different sets of mutually intersecting lines
and their corresponding angles must match, to uniquely
identify the phase and define the crystal orientation of the
point on the crystal. In general, 5 to 8 bands or reflectors
need to be matched to get confidence in the result and to
improve the accuracy of the orientation.

4 Geometry of EBSD Setup

In EBSD, it is very important to understand the geometry of
the setup so that appropriate corrections can be made for the
geometry during analysis. Intensity of the backscattered
electrons has an angular distribution, and this angular dis-
tribution is also dependent upon the angle of incidence of the
electron beam on the sample (Berger and Niedrig 1999).
When the electron beam falls normally to the sample surface,
highest intensity of the backscattered electrons lies normal to
the plane. However, this distribution is very different when
the electron beam has an acute incidence angle. A schematic
of the angular density of the backscattered electrons in these
two cases is shown in Fig. 5. In general, it is found that
maximum intensity is found at an angle which is equal to the
angle of incidence of the beam on the sample, as shown in
the schematic (Berger and Niedrig 1999). Ideally, one would
like to keep the sample normal and the detector right at the
pole piece. However, due to constraints of space this is not
feasible, and the next best configuration is to keep the
sample oriented at some steep angle and keep the detector
where one can get the maximum intensity of backscattered
electrons. EBSD researchers have found that yield of the
backscattered electron is highest at 70° tilt. The overall
geometry of the sample with respect to the EBSD detector
and the pole piece is shown in Fig. 6a. Figure 6b shows a
typical Kikuchi pattern. This particular pattern was obtained
from a single-phase material with FCC crystal structure at an
accelerating voltage of 20 kV.

Fig. 4 Hough transformation translates each pixel in image space to a curve in the ‘q–h’ space, and consequently, a line in the image space
appears as an intersection of several of these curves in the ‘q–h’ space
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The tilted sample geometry has a significant role on the
overall spatial resolution and also the fact that the lateral
resolution is different from the longitudinal resolution of the
scanned sample. Figure 7a shows the schematic interaction
of the beam with the sample. The depth from which
backscattered electrons can escape the surface to reach the
detector is denoted by dz. Its absolute value depends on the
accelerating voltage and the atomic number of the given
material. In general, its value ranges from 50 to 100 nm,
which is a very small depth. This also implies that the sur-
face must be polished and must be free of any asperities at
least up to this depth. If there are any remnant strains or
scratches due to polishing which are of this order, then
obtaining Kikuchi pattern is not possible. This also explains
why sample preparation is a very delicate and dedicated step
for EBSD. There is dedicated equipment that has been
designed in the past few decades, particularly for the
preparation of the samples for EBSD. Some of the dedicated
equipment is vibratory polishing machine and electropol-
ishing machine.

In Fig. 7a, the largest cross section of the teardrop
interactive volume represents the spatial resolution in lateral
and longitudinal directions. It is obvious from the figure that
this cross-sectional area is much larger than the spot size of
the beam. A larger cross section also suggests that the yield
of the backscattered electrons would be high. Secondly, it is
also clear that due to the tilt of the sample, longitudinal
resolution dy is much larger (poorer) than the lateral reso-
lution dx. On a first order of approximation, it can be said
that dy ¼ dx= cos h, based on the geometry of the sample,
which is tilted at an angle h from the direction of the electron
beam. A schematic of the variation of lateral and longitu-
dinal resolution with change in accelerating voltage is shown
in Fig. 7b. The absolute values of resolution can range from
50 nm to few µm. By applying very low accelerating volt-
ages, researchers have achieved resolution as low (good) as
10 nm (Dingley et al. 2005; Chen et al. 2011). This
improvement is achieved as the interaction volume decreases
with decrease in accelerating voltage.

The fact that resolution is dependent upon the geometry
of sample and the interaction volume has been exploited for
transmission Kikuchi diffraction in SEM. Here, like in TEM,
a thin foil is used whose interaction volume is very small,
and thus, the resolution is also small (better). A schematic of
the same is shown in Fig. 8. In effect, the resolution is as
good as the spot size of the beam falling on the sample can
be obtained using this geometry. Resolution up to a few nm
can be obtained using this technique (Wang et al. 2016).

5 Data Acquisition Parameters

Previous sections clearly outline the theory that lies behind
EBSD-based OIM. Like any experimental technique, there
are several other parameters related to hardware and soft-
ware that need to be optimized in order to obtain
good-quality data. In this section, we will discuss some of
these important parameters and what points to keep in mind
when acquiring data. First and foremost step in good-quality
data acquisition is sample preparation. As pointed out ear-
lier, during EBSD, data is acquired from only up to a depth
of 50–100 nm from sample surface. This puts a huge obli-
gation of preparing a surface that is free from any polishing
artifacts up to a depth of few 10’s of nm. However, we will
not delve into sample preparation here, and readers are
directed to read some of these in-depth studies on sample
preparation for EBSD (Wang et al. 2016; Nowell et al. 2005;
Michael and Giannuzzi 2007).

Once the Kikuchi patterns from a well-prepared sample are
discernible, then the objectives of the users are to obtain high
accuracy data and at high frame rate. High accuracy refers to
high probability of getting correct identification of the ori-
entation, and high frame rate refers to acquisition of a large
number offrames and its analysis per unit time. Both these sets
of objectives require different sets of parameters, and hence,
there is a need to optimize them. The SEM operating condi-
tion should be set such that the current in the SEM is on the
higher side. This is particularly true for FESEMs as the total

Fig. 5 a Schematic representation of the three-dimensional angular distribution of backscatter electrons. b Schematic representation of variation
of differential scattering coefficient with scattering angle, assuming sample has a 70° tilt. Adapted from Berger and Niedrig (1999)
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current in field emission SEMs is quite low. Good current is
necessary for obtaining high-contrast diffraction bands. The
accelerating voltage has direct implication on the resolution of

data, and it is usually kept at 10 kV. For resolving small
particles, one may need to reduce the accelerating voltage to
much lower values (Singh et al. 2018).

In the data acquisition window, we get to optimize the
contrast of the patterns again, using gain and exposure time.
Increasing the gain improves the signal, but the
signal-to-noise ratio also deteriorates. On the other hand,
increasing the exposure time improves signal as well as
signal-to-noise ratio, but the acquisition rate goes down.
Additionally, the gain needs to be just sufficient so that there
is no saturation in the signal. Another important parameter
that affects pattern quality and image acquisition rate is the
binning size of the Kikuchi pattern. Usually, the Kikuchi
pattern is obtained as a high-resolution image (e.g.,
1024 � 1024 pixels). The binning size refers to the number
of pixels that would be averaged when analyzing the
Kikuchi pattern. Thus, a 1 � 1 binning would imply that all
the 1024 � 1024 pixels (1,048,576 pixels) would be ana-
lyzed. However, a 4 � 4 binning would imply that only
65,536 pixels would be analyzed. This greatly reduces the
analysis time, and hence, the acquisition rate increases
drastically. The downside is that this also leads to reduced
resolution of the Kikuchi pattern, and hence, it may

Fig. 6 a Geometry of the sample
with respect to the incident beam
and the EBSD detector (PC refers
to pattern center). b A Kikuchi
pattern obtained from a
single-phase FCC crystal

Fig. 7 a Schematic
representation of interaction of
beam with the sample in
backscatter diffraction mode, also
showing the largest cross section
from which backscatter electrons
escape. b Schematic of the
variation of lateral and
longitudinal resolution with
change in accelerating voltage

Fig. 8 Schematic representation of interaction of beam with thin foil in
transmission Kikuchi diffraction mode. Also showing the large cross
section, which represents the resolution of the geometry
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deteriorate the accuracy. This is explained schematically in
Fig. 9. Depending on the material and the polishing condi-
tion, one needs to identify the highest binning that can give
accurate results and thus improve the acquisition rate. Data
acquisition software also allows the user to improve the
image contrast by subtracting background signal. Back-
ground signal refers to the signal being received from several
other neighboring grains that can reduce the overall image
contrast. By subtracting or dividing this background signal
from the obtained signal, the contrast of the pattern obtained
from the immediate point is improved significantly.

Once the pattern acquisition parameters are set, the user
needs to define the step size for the scan area. Step size is the
distance between two consecutive points from which ori-
entation is obtained and thus defines the total number of
points that will be acquired in a given scan area. If the step
size is very small, one would be able to get very
high-resolution micrograph with no visible jig-jag-type
structure in the grain boundary; however, this also implies
a significantly longer time to acquire the image. Usually, the
electron beam inside the SEM has a gradual drift, and for
very large scans, the total beam drift may be too large, and
the OIM micrograph would yield elongated structures. On
the other hand, using a very large step size takes very short
time, albeit it sacrifices resolution. In fact, some very small
grains may not get detected if the step size is too large.
Hence, it is imperative to select an optimal step size. As a
rule of thumb, step size should be taken as grain size divided
by 10. This would yield on an average 100 points per grain,
and the scan speed would also not be compromised. How-
ever, if the micrograph consists of very fine grains, then one
has to ensure that all these grains are captured. Another rule
of thumb is that at least 10 pixels should be present in a
region for it to be defined as grain. So, this serves as another
guide in selecting the step size. The users should also be
aware of the smallest step size that yields meaningful result
in their respective SEM. As a point of reference, the smallest

step size that gives meaningful result using the Oxford
Instruments’ Nordlys EBSD detector installed in the
FESEM JEOL JSM-7100F in the ACMS facility at IIT
Kanpur is 50 nm. This would imply that the smallest grain
that can be detected would have an area of 10 pixels �
(0.05 µm)2, which is approximately 0.025 µm2 or a square
with *158 nm length.

6 Data Analysis

In the earlier sections, we discussed the theory of electron
backscatter diffraction, and then we discussed the data
acquisition process and the important parameters to keep in
mind in order to obtain high-quality data at fast scan rates.
Next, we need to understand how to interpret this data so
that quantitative microstructural information can be extrac-
ted. Later, we will provide some case studies where these
analyses are put in application. Data that is acquired from the
EBSD acquisition software is simply the crystal orientation
data for each and every point. Next few paragraphs will
elaborate how this information alone is sufficient to extract
quantitative information about several microstructural
parameters. Some additional data is also collected at each
point, which aids in analyzing and quantifying results.
EBSD pattern at each point can also be saved, and these are
used in special cases to analyze the results to a greater depth.
First and foremost, we need to understand what is the
mathematical form of these orientations and what is the
reference frame with respect to which this orientation data is
gathered.

6.1 Orientation Analysis

Orientation is always defined with respect to some reference
coordinate. In this sense, orientation is the rotation from the

Fig. 9 Effect of binning size on the resolution of the image: Two straight lines are drawn on a grid of 48 � 48 at three different binning sizes.
a 1 � 1 binning. b 2 � 2 binning. c 4 � 4 binning
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specimen coordinate system to crystal coordinate system.
Mathematically, this can be described by rotation vector ‘g’.
A schematic is shown in Fig. 10a which represents orien-
tation as rotation from specimen coordinate system to crystal
coordinate system. Usually, the three primary orientations of
sample coordinate system are denoted as ‘rolling direction,’
‘normal direction,’ and ‘transverse direction,’ and three
coordinates of the crystal are defined by < 100 > , < 010
>, and < 001 > . Another way of representing orientation
or transformation is using the Euler angles, which is defined
in terms of three angles (u1; ;;u2Þ: These sets of angles are
also called yaw, pitch, and roll and are explained in Fig. 10b.
It can be readily shown that the rotation matrix ‘g’ and the
Euler angles are related by the following equation:

It is also possible to obtain the Euler angles from the
rotation matrix ‘g’ (Herter and Lott 1993; Shoemake 1994).
There are some more mathematical ways of representation of
orientation and the misorientation between the points, e.g.,
Rodrigues vector and quaternions (Heinz and Neumann
1991; Morawiec and Field 1996). We will not get into
details of other kinds of representation, and for now, it is
sufficient to understand that orientations can be represented
in mathematical form and that they can be stored in terms of
the above-mentioned parameters. We should also realize that

each of these representations is interchangeable, and one can
get orientation parameters of one type of representation from
other forms of representation.

With orientation data for each point of scan area, one can
generate an orientation map giving unique color to each
orientation. An easy way to define unique color to each
orientation is by using a standard inverse pole figure
(IPF) triangle of the crystal structure, with three primary
colors (red, green, and blue) at three corners (Nolze and
Hielscher 2016). The intermediate points are represented by
a mix of these primary colors. Since the IPF represents all
the possible orientations of a crystal, the colors provide an
easy guide to the orientation of various points in the
map. One such pseudo-colored orientation map, where each

point was assigned a color based on the color of the corre-
sponding orientation in the inverse pole figure (also shown),
is depicted in Fig. 11a. An Inconel-718 sample was taken for
this scan, which was found to be single phase. Usually,
Inconel contains several precipitates, but this particular
sample was processed such that it was mostly single phase.
Regions or domains with similar colors depict points with
similar orientation and hence represent one crystallite or one
grain. Black dots represent points from where Kikuchi pat-
tern could not be obtained or could not be indexed. This scan

Fig. 10 Orientation of an individual crystal in a sample. a Crystal
coordinate system (xc, yc, zc) is described with respect to sample
coordinate system (xs, yz, zs). b This rotation can achieve three

consecutive rotations, performed about the zs-, x’-, and z”-axes by
magnitude u1; ;; andu2, respectively

g ¼
cosu1 cosu2 � sinu1 sinu2 cos ; sinu1 cosu2 þ cosu1 sinu2 cos ; sinu2 sin ;
� cosu1 sinu2 � sinu1 cosu2 cos ; � sinu1 sinu2 þ cosu1 sinu2 cos ; cosu2 sin ;

sinu1 sin ; � cosu1 sin ; cos ;

�
�
�
�
�
�

�
�
�
�
�
�
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was taken with a step size of 150 nm over an area of 100 �
75 µm. This translates to 667 points along the horizontal
direction and 500 points along the vertical direction, giving a
total of 333,500 points to generate the orientation map. The
reference inverse pole figure of cubic crystal structure with
its color scheme is also shown in the inset. SEM micrograph
of the material is also shown in Fig. 11b for reference, and
the region from which scan was taken is marked on the SEM
micrograph.

Another very useful map that is almost always generated
using EBSD analysis tools is called band contrast map or
pattern quality map, depending upon the manufacturer of the
instrument. The primary information displayed in these
maps is the contrast or average intensity of the Kikuchi
bands for each and every point. If the sample is stress-free
and generates good Kikuchi pattern, then these points will
appear bright. On the other hand, points which are deformed
or strained or cannot generate Kikuchi pattern for any other
reason appear dark. The map so generated gives an idea
about which regions contain defects and which regions are
defect-free. Thus, this map can also be equated with the
bright field image of TEM where defects usually appear
darker relative to the brighter strain-free region. Band

contrast map of the above-mentioned sample is also pre-
sented in Fig. 11c. Based on similar orientation, grains can
be demarcated and random color is assigned to them. This is
called random colored grain map, as shown in Fig. 11d.

In microstructural analysis, identification of grains, size,
and morphology is a very important parameter. However,
orientation map based on IPF color scheme is not sufficient
to differentiate between grains. There is a possibility that two
grains have similar normal orientation, but they differ in
azimuthal orientation; thus, they will be assigned similar
colors and hence may seem to be part of the same grain. An
example from the EBSD map, discussed above, is shown in
Fig. 12. In such cases, Euler maps can be used as a handy
tool. Euler maps assign color to different points based on the
value of one of the Euler angles. Since there are three dif-
ferent Euler angles to define an orientation, thus there are
three different kinds of Euler maps that can be generated.
These maps can be used in conjunction with IPF maps to
differentiate between grains. However, Euler maps have their
own limitations, and other means are needed to identify and
quantify information about grains.

Since EBSD is able to extract information about points
which have similar orientation and hence form a grain, its

Fig. 11 EBSD of Inconel 718 sample. a Orientation map based on pseudo-colors of IPF (shown in inset). b SEM micrograph showing the region
from where EBSD scan was taken. c Band contrast map. d Random colored grain map (scale bar = 25 µm, where not mentioned)
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analysis engine can identify the grains and even add unique
random color to each of them. It must be noted that this color
is not based on the orientation of the grains or Euler angles,
but a random unique color so as to be able to identify them
easily. A map with grains in random color is also presented
in Fig. 11d. Each of these grains has a particular orientation
of the crystallite, and it has been superimposed on the map
showing the grains. At this point, it is important to caution
the readers that grains in EBSD are not exactly the same as
grains understood in metallography. In EBSD, grains are
defined mathematically, and hence, one has to define the
cutoff misorientation between grains. As long as two
neighboring points have misorientation below this critical
value, they will be considered part of the same grain, and
when they have misorientations greater than this cutoff
value, then the two points will be considered as part of two
different grains. Usually, this cutoff is taken as 10°, and the
random grain map shown in Fig. 11d is based on this defi-
nition. A grain may also be composed of some ‘sub-grains’
where the misorientation between the different parts is less
than 10°, and when the grain definition is changed to a small
value, say 2°, some of these ‘grains’ may start to appear.
Band contrast map of a selected region of the original map is

shown in Fig. 13a. Figure 13b and c shows random grain
maps with 10° grain definition and 2° grain definition,
respectively. It is obvious from the figure that when the grain
definition is reduced, lot more grains ‘appear,’ and some of
these are highlighted in the figure. Grain statistics obtained
from the analysis software show that there are 42 grains in
Fig. 13b, while there are 83 grains in Fig. 13c. With all the
requisite data for individual grains, grain-related parameters
like grain size, grain morphology, grain area, etc., are easily
quantified by the analysis engines.

Identification of crystal structure and its orientation also
allows the EBSD analysis engine to differentiate between
various phases. In some cases, where phase differentiation
becomes difficult, another SEM-based technique, viz.
energy-dispersive spectroscopy (EDS), is brought to use.
EDS is another powerful tool which allows one to get
quantitative information about composition of a given
material along with its spatial distribution. This technique,
combined with EBSD, can provide very accurate identifi-
cation of various phases present in a given material system.
Figure 14 shows EBSD maps for duplex steel, which con-
tain both ferrite and austenite phase. Figure 14a shows the
IPF map with grain boundaries, while Fig. 14b shows the

Fig. 12 a A small region from the orientation map is highlighted.
b Orientation map of the highlighted region showing the two grains
(grain-1 and grain-2) with similar color. c Two different grain scans

have same IPF color because they may have same normal orientation,
but different azimuthal angles. d Additional information from Euler
map helps in differentiating between the grains
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phase map of the same region, which differentiates between
the two phases present in the material. Based on EBSD, it
was determined that this material contained 34% austenite
and 66% ferrite. This was also confirmed by ferrite scope
study of the material.

6.2 Misorientation Analysis

Once we have the orientation information for each and every
point or pixel in the scanned area, we can realize that most
other microstructural parameters obtained in EBSD are just a
derivative of this data. Since orientation is defined by the
rotation matrix ‘g’, misorientation between two grains inside
the same sample whose orientations are defined by rotation
matrices ‘g1’ and ‘g2’, respectively, can be given by:
M ¼ g�1

1 g2. Thus, misorientation data for any pair of points
or pair of grains can be readily calculated. For data on grain
boundaries or phase boundaries, misorientation data only
from the neighboring points is considered and assigned as
interface between the two points. The matrix form of rep-
resentation of misorientation is very convenient for

mathematical transformations and calculation, but misori-
entations are usually represented as axis–angle pair. Axis–
angle pair are not unique, and depending on the symmetry of
the crystal, one may obtain several sets of these axis–angle
pairs. For instance, for cubic symmetry there are 24 sym-
metrically equivalent orientations, and this leads to 576 (=24
� 24) symmetrically equivalent misorientations. In such
cases, the misorientation with the lowest angle is considered
as the misorientation angle or also known as disorientation
angle.

One of the simplest representations of misorientation data
is the misorientation plot, which presents the frequency of
occurrence of various misorientation angles between the
neighboring grains of a particular microstructure (Randle
et al. 2001). Misorientation plot for the Inconel sample is
given in Fig. 15a. As stated earlier, misorientation angle is
just one aspect of the misorientation data, and for a complete
understanding of the interface between grains, one needs to
also identify the misorientation axis and the boundary plane.
In general, an interface between two grains is defined by five
degrees of freedom. Three of these parameters are associated
with misorientation and other two with the interface plane.

Fig. 13 a Region of interest from the original scan is highlighted. b Grain map with 10° grain definition. c Grain map with 2° grain definition,
showing several ‘new’ grains which have been highlighted by arrow

Fig. 14 Duplex steel. a Orientation map micrograph based on IPF color (shown here). b Corresponding phase map for duplex steel showing
austenitic and ferritic phases (scale bar = 100 µm)
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For certain types of boundaries, misorientation angle is not
sufficient, and they must be presented in terms of axis–angle
pair. A set of axis–angle data obtained from Inconel 600,
which is a single-phase material, is presented in Fig. 15b.
This data shows the distribution of axis for various angle
ranges. Another type of boundary of interest is coincident
site lattice (CSL) boundaries, which have certain axis–angle
pair that show distinct properties. These boundaries can also
be extracted from the orientation and grain data and provide
useful information to analyze the microstructure of the
material. EBSD has come out as a powerful technique for
this field of study, usually called grain boundary engineer-
ing. A case study has been provided for appreciation of the
utility of EBSD in getting in-depth information about
microstructure of material and thereby improving its
characteristics.

6.3 Micro-strain Analysis

Residual strain inside the material is an important
microstructural parameter that can also be extracted from
EBSD data. Plastic strain in the material gets stored as an
array of dislocations, which lead to misorientation inside the
grain. These misorientations can be calculated in various
ways to get different types of information. Some of the most
widely used EBSD parameters to represent strain are kernel
average misorientation (KAM), grain orientation spread
(GOS), and grain reference orientation deviation (GROD).
KAM is basically average misorientation of each point with
respect to all its neighbors. This parameter is very useful in
visualizing localized strains in a sample. Schematic repre-
sentation of definition of KAM is shown in Fig. 16a.

GOS, on the other hand, represents average spread of the
orientation of each grain. This is very useful in

understanding average level of strains for individual grains
and thus differentiating between the recovered and recrys-
tallized grains from deformed grains. Grains with very low
GOS value can be considered as recrystallized grain and free
of any strains, while grains with very high GOS value can be
considered deformed and still strained. Schematic repre-
sentation of the definition of GOS and a GOS map for
Inconel 718 is shown in Fig. 16b and d, respectively.
Another data that is useful in understanding strains inside
individual grains is intra-grain misorientation. One way to
represent this is by using GROD, where the average
misorientation of each point is calculated with respect to the
mean orientation of the grain. This is very useful in bringing
out the substructures inside a grain. KAM and GROD are
similar in character and represent the deviation of individual
pixels. The primary difference between the two parameters is
that KAM is deviation calculated with respect to immediate
neighbor orientations while GROD is deviation calculated
with respect to the average orientation of the grain. A GROD
map for Inconel 718 is shown in Fig. 16c. Some examples
on the use of KAM and GOS to quantify the residual strain
present in the material can be found in Sahu et al. 2019;
Yadav et al. 2018; Yadav et al. 2019.

6.4 Micro-texture Analysis

We pointed out earlier that a complete understanding of
orientation cannot be obtained from the orientation map or
any other map for that matter. Maps represent only one
parameter of the orientation (e.g., normal direction, Euler
angle value, etc.), while orientation has at least three
parameters (e.g., three perpendicular orientations or three
Euler angles, etc.). It is possible to present the orientation
data in three-dimensional space of the Euler angles, and this

Fig. 15 a Misorientation distribution map for Inconel 718 sample. (Gray line indicates theoretical distribution of misorientation for a perfectly
random polycrystalline material.) b Misorientation axis distribution of the Inconel 718 sample for four different angle ranges
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is called orientation distribution (OD). OD does not contain
any information on spatial distribution of the pixels, and it
only provides information related to density of pixels in this
three-dimensional space. It is possible to obtain mathemat-
ical probability of orientation distribution, and in that case, it
is called orientation distribution function (ODF) (Bunge and
Haessner 1968; Bunge 2013). OD and ODF have served as
powerful tools in texture analysis of materials. Occurrence of
high density of crystal orientations in a particular Euler
space denotes particular properties or phenomena in the
material. A schematic of various texture components found
in the cubic system in Euler space is shown in Fig. 17a
(Humphreys 2001). Since plotting and analyzing a 3D
information is difficult, this 3D space is cut into slices of 5°
along the u2-axis. Hence, ODF is a 2D representation of
Euler space. Orientation distribution (in 2D) of Inconel 718
sample is presented in Fig. 17b.

Another powerful tool for representation of texture is pole
figures and inverse pole figures. Pole figure represents the
orientation of a particular crystallographic plane with respect
to sample coordinates. It basically shows the alignment of
sample coordinates with the crystallographic pole. The term
‘pole’ refers to the normal of a given crystallographic plane
intersecting a hemisphere and projected in two-dimensional

plane (see Fig. 18). Pole figures can be generated for any
particular crystallographic plane, but are meaningful only for
certain low-index planes. Schematic of {111} pole figure of
a cubic system giving rise to cube texture, copper texture,
and brass texture is shown in Fig. 19. Here, RD, ND, and
TD refer to the rolling direction, normal direction, and
transverse direction, respectively, of the sample coordinate
system. It is useful to recall that pole figures represent data
with respect to the sample orientation, and hence, symmetry
of the sample will also get reflected in the pole figure.

Inverse pole figure (IPF), as the name suggests, is an
inverse representation of data. In IPF, all the crystallographic
orientations are represented with respect to a particular
sample direction (usually ND). Basically, IPF shows the
alignment of crystallographic poles with a specified sample
direction. Here too, crystal symmetry is reflected in the
inverse pole figure. For cubic systems, we know that there
are 24 symmetrically equivalent orientations, which are
represented as 24 triangles in the stereographic projection
(see Fig. 20a). Hence, for cubic crystal systems, represen-
tation of only one standard stereographic triangle is suffi-
cient, shown in Fig. 20b. We can add unique colors to the
orientations at the three corners of the triangle, leading to a
mix of these colors for all other orientations, as shown in

Fig. 16 Schematic explanation
of the calculation of a KAM and
b GOS. (Each hexagon represents
individual point or pixel of EBSD
map.) c GROD map and d GOS
map of Inconel 718 sample
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Fig. 20c. This pseudo-colored IPF triangle is utilized for
generating the pseudo-colored orientation maps shown ear-
lier for Inconel 718, which has cubic symmetry. For lower
symmetry crystal structures, there will be lesser number of
the fundamental repeating unit from this stereographic pro-
jection, which can be used to add pseudo-color to the ori-
entation map.

7 Case Studies

In the previous section, we gave a brief glimpse of various
quantitative analyses that is possible from the data acquired
using EBSD-based OIM. In this section, we will showcase
some case studies where EBSD analysis is put in application

Fig. 17 a A schematic of various texture components found in cubic system in Euler space (adapted from ref Humphreys (2001)). b ODF map for
Inconel 718

Fig. 18 Origin of pole figure: A crystal plane is shown whose normal
intersects with the surface of positive hemisphere at point ‘O’. ‘S’ is the
light Source Which when passes through ‘O’ is projected in 2D plane at
‘P’, which is called the pole of the crystal plane. Adapted from ref
Schwartz et al. 2009

Fig. 19 Schematic of {111} pole figure of a cubic system giving rise to a cube texture, b copper texture, and c brass texture. (RD and ND refer to
rolling direction and normal direction of the sample coordinate system.). Adapted from ref Schwartz et al. (2009)
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to improve our understanding of the process–structure and
structure–property correlation of material.

7.1 Study of Grain Boundary Engineering Using
EBSD

EBSD technique is of particular interest, and in fact a
necessity, in the field of grain boundary engineering
(GBE) (Watanabe 1984; Randle 2004). Specifically, it helps
to characterize various interfacial parameters like the frac-
tions of low-R coincidence site lattice (CSL) boundaries,
grain boundary misorientation deviation, triple junction
distribution, and grain boundary connectivity.

The CSL model is used to explain the ‘special’ properties
of some high-angle grain boundaries (HAGBs), which are
highly resistant against intergranular degradation than ran-
dom HAGBs. At some particular misorientation relation-
ships, lattices of the two adjoining grains notionally coincide
with each other and give rise to another three-dimensional

sub-lattice, known as coincidence site lattice. The degree of
coincidence is quantified by a symbol, ‘R’ (sigma), which
indicates the reciprocal of the volume density of coinciding
lattice sites, without consideration of the grain boundary
plane (Brokman and Balluffi 1981). A deviation in the
misorientation angle from the exact coincidence is allowed
within which the properties of material do not vary much.
The most commonly used criterion for the deviation is

Brandon criterion (Brandon 1966), given as Dh ¼ hm=R
1=2

where Dh is the maximum deviation angle allowed from the
exact CSL misorientation and hm = 15°. The value of low-R
CSL is taken for R � 29, as R > 29 have only a negligible
effect on grain boundary characteristics. R1 is the same as
low-angle grain boundaries. Similar to grain boundaries,
triple junctions may also affect intergranular characteristics.
Gertsman and Tangri (1995) and Gertsman et al. (1996)
classified different types of triple junctions (in 2D) into four
kinds, represented as Ji (i = 0 to 3), depending upon the
number of CSL boundaries they connect. Here, i represents
the number of low-R CSL boundaries meeting at the triple

Fig. 20 a Stereo net for the representation of inverse pole figure and the standard stereographic triangle for the cubic system is highlighted.
b Schematic of IPF triangle showing the cube texture. c IPF triangle with pseudo-colors which are used for orientation mapping

Fig. 21 IPF map of SA and GBE samples
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junction. Thus, junctions J2 and J3 are considered as
special/secure junctions for their higher probability to arrest
intergranular crack propagation. Junctions J0 and J1 are
described as non-special/weak junctions for their lower
ability in checking the propagation of intergranular degra-
dation. The generation of special triple junctions is also
necessary for the effective disruption of the connectivity of
random HAGBs networks.

Here, we present a particular case study demonstrating
the capabilities of EBSD for the GBE study. In this work,
hot rolling and annealing were used as an industrially fea-
sible GBE route to improve the grain boundary structure
and, consequently, the functional property (viz. sensitiza-
tion) of nickel-based superalloy, Alloy 600. Detailed infor-
mation about this work can be found in Sahu et al. (2019,
2018).

7.1.1 Process–Structure Correlation
EBSD was used to understand the effect of thermomechan-
ical processing on the evolution of microstructure and grain
boundary structure. Figure 21 shows the IPF map of solution
annealed (SA) and GBE sample conditions. It can be
observed that thermomechanical processing leads to a large
reduction in grain size by dynamic recrystallization. The
variation of colors in the IPF maps in both the conditions
indicates that there is no strong texture in either the SA
condition or after the processing. The effect of processing on
grain boundary structure has been quantified by measuring
the fractions of special grain boundaries (3 � R � 29) and
special triple junctions (J2 + J3), and it is shown in Fig. 22.
It can be observed that the thermomechanical processing
leads to an increase in not only the fraction of special
boundaries but also the fraction of special junctions. In other
words, this particular processing condition leads to grain
boundary engineering as well as triple junction engineering
in Alloy 600. This plot also distinguishes the characteristics
of solution annealed and grain boundary engineered sample
conditions. Even though *60% special boundaries in the
case of solution annealed sample are a fair fraction, a low
fraction of special triple junctions makes it unsuitable to be
called as grain boundary engineered condition. To further
appreciate this effect, information regarding disruption of
HAGBs network with the introduction of twin boundaries
was collected with the help of twin-related domain
(TRD) analysis (Reed and Kumar 2006; Gertsman 2001;
Reed et al. 2004). TRD represents a cluster of grains, which
are mutually connected by R3n grain boundaries. Thus, a
TRD much larger than the grain size would represent
extensive multiple-twinning effects leading to high disrup-
tion of HAGBs network. The number of grains per TRD for
SA and GBE condition has been shown in Fig. 22. This
value is very high (15.9) for GBE sample condition in
comparison with that of SA (5). Thus, grain boundary map

of GBE condition can be expected to show disruption of
grain boundaries, while SA condition would show a mutu-
ally connected HAGBs network. This is very well reflected
in the grain boundary maps of these two particular condi-
tions shown in Fig. 23.

7.1.2 Structure–Properties Correlation
After investigating the effect of thermomechanical process-
ing on grain boundary structure, its correlation with func-
tional property (in terms of sensitization effect) was studied.
For it, these two samples were given sensitization heat
treatment at 650 °C for 24 h, and the sensitization effect was
studied with the help of double loop electrochemical
potentio kinetic reactivation (DLEPR) test (Čı  hal Vr, Štefec
R. 2001). Figure 22 shows the DOS values of the two par-
ticular conditions. As expected, a modified grain boundary
structure after thermomechanical processing led to a sharp
decrease in DOS value for GBE condition in comparison
with that of SA sample.

The aforementioned results show an unambiguous cor-
relation between grain boundary structure and sensitization
effect; however, the role of individual boundaries on chro-
mium carbide (Cr23C6) precipitation is not clear from this
experiment. In order to analyze the role of individual
boundaries, GBE sample was aged at 704 °C for various
times between 0.5 and 100 h, and then, the precipitation of
chromium carbides on individual boundaries was studied
using EBSD-based OIM map and scanning electron micro-
scopy (SEM) micrograph (showing the distribution of car-
bides) in the same regions. A typical subset of the EBSD
map showing various kinds of boundaries and the corre-
sponding SEM micrograph showing the precipitation of
chromium carbides in 0.5 h aged GBE specimen have been
demonstrated in Fig. 24. It can be seen that random HAGBs

Fig. 22 Effect of thermomechanical processing on the evolution of
grain boundary structure and consequently on DOS
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are very prone to the precipitation of carbides. On the other
hand, low deviation R3 boundaries can be viewed to be void
of any carbide precipitation. However, with an increase in
misorientation deviation (shown by arrows in Fig. 24), even
R3 boundaries start precipitating chromium carbides. Simi-
larly, R9 boundaries are observed to have a low density of
carbides.

Some more reports on the application of EBSD to study
process–structure and structure–property correlation can be
found in Yadav et al. 2016, 2018, 2019; Joham et al. 2017;
Sharma and Shekhar 2017; Vaid et al. 2016. In conclusion,
this case study showcases the capabilities of EBSD as a
powerful quantitative characterization tool.

7.2 Study of Geological Materials Using EBSD

Quartz is one of the most common rock-forming silicate
minerals, available in a wide range of crustal rocks, and is an
important component to determine the rheology and overall
dynamics of the crust. The mineral dominantly occurs in
granite and granitoids, sandstones and shales, quartzites and
schists. Quartz is also exclusively present in quartz veins and

pegmatite dikes. Being a crystalline material, quartz deforms
plastically following the laws of dynamic recrystallization
under suitable pressure, temperature, and differential stress
(Nicolas and Poirier 1976). A typical quartz crystal
(right-handed) has several possible slip planes, activation of
which is a function of temperature (Fig. 25). The systematic
evaluations of such deformation, especially the study of
microstructure and texture of the deformed quartz aggre-
gates, provide a series of critical information. This infor-
mation interprets the ambience, mechanisms, kinematics,
and stress magnitude of the overall deformation (Bell and
Etheridge 1976; Lloyd and Freeman 1994; Stipp and Tullis
2003; Twiss 1986; Halfpenny et al. 2012; Hunter et al.
2018). Quartz typically deforms maintaining three defor-
mation regimes based on the ambient temperature (Hirth and
Tullis 1992)—(i) low temperature (<300 °C); (ii) intermedi-
ate temperature (300–600 °C); and (iii) higher temperature
(>600 °C). The strain rate is also a crucial factor, which
generally decreases at elevated temperatures. Each regime
has their characteristic set of microstructures and textures.
Optical microscopy with or without universal stage attach-
ment and automated electron backscattered diffraction
(EBSD) are two of the most common and popular methods

Fig. 23 Band contrast map
overlaid with grain boundaries
showing the effect of
thermomechanical processing on
the grain boundary connectivity

Fig. 24 (Left) Band contrast
map and (right) SE image
showing the effect of aging time
on carbide precipitation on
different kinds of boundaries
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in order to study the qualitative and quantitative
microstructures of quartz.

Here, we present the texture analysis of naturally
deformed quartz aggregate. The samples were collected from
southern granulite terrain (SGT) in India, and a rock suite
underwent metamorphism up to granulite facies (Ghosh
et al. 2004). SGT hosts high-grade rocks, like charnockites,
khondalites, and other granulite facies metamorphic rocks.
The concerned quartz unit typically occurs as discrete
stratigraphic unit within the granulites as alternating layers
of quartz and iron oxides (magnetite and hematite), popu-
larly referred to as ‘banded hematite quartzite’ and ‘banded
magnetite quartzite.’ The ultrahigh temperature and pressure
granulite facies metamorphism (1000 ± 50 °C/5–9 kbar) in
SGT dates back to 2.5 billion years (Raith et al. 1997;
Janardhan 1999), which followed a counterclockwise PTt
path and exhumation processes due to differential upliftment
active in recent geological past.

Observations of the samples under a transmitted light
optical microscope reveal that quartz (Qtz) grains are domi-
nantly present as elongated thin micro-bands along with
opaque minerals (iron oxides, IOx) and pyroxene
(Pyx) grains (Fig. 26a). The quartz grains are dynamically
recrystallized; in a few places, triple junctions along the grain
boundaries are observed, and a large number of grains show

undulose extinctions (Fig. 26b). Pyroxene grains remain as
porphyroclasts and often show weak shear kinematics
(Fig. 26a). Polished sections of the samples observed under
the scanning electron microscope in backscatter electron
(BSE) mode reveal equant shaped iron oxide grains occurring
together in the stretched oxide segments (Fig. 26c).

Fig. 25 A typical single quartz crystal (right-handed) showing the
different slip planes. The orientation of the c-axis is shown by the
arrow. The basal plane a is orthogonal to the c-axis

Fig. 26 Transmitted optical (a, b) and backscatter SEM images of the
studied samples observed on the XZ plane of the bulk strain ellipse. In
(b), the yellow and orange arrowheads point undulose extinctions and
triple junctions, respectively, in the quartz grains. Qtz: Quartz; IOx:
iron oxides; Pyx: pyroxene. The width of plates a and b is 10 and
2 mm, respectively
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We performed EBSD analysis to study the texture of the
quartz grains. A representative sample was cut along the XZ
section of the bulk strain ellipsoid and prepared for the
analysis following the standard protocols of the EBSD pol-
ishing. The EBSD analysis was performed using a field
emission scanning electron microscope (JSM 7100F)
equipped with an EBSD detector (Oxford Instrument
NanoAnalysis, UK) keeping the scan surface of the samples
tilted at 70°. The EBSD patterns were collected with 20 mm
working distance, 2–5 lm step size, 20 kV accelerating
voltage, and * 13 nA beam current. Data acquisition from
the sample and crystallographic patterns were indexed
automatically by Aztec Software (Oxford Instrument
NanoAnalysis, UK). MTEX (Mainprice et al. 2011), an
open-source MATLAB toolbox (version 5.1.1), was
employed to post-process data. Data points with confidence
index < 0.1 were removed using the software package. The
critical misorientation angle to reconstruct individual quartz
grains was chosen to be 10°. The data of the quartz grains is
presented in phase map, grain orientation spread (GOS) map,
kernel average misorientation (KAM) map, inverse pole
figure (IPF) map, and pole figures.

We present the results of EBSD analysis in Fig. 27. The
phase map shows that the quartz grains dominate the area
with a few smaller hematite and magnetite grains (Fig. 27a).
The GOS is noted to be within 5° (Fig. 27b). The IPF map
reveals the fact that quartz grains are deformed, and in few,
they also show sub-grain boundaries (Fig. 27c). The KAM
for majority of the grains lies within 0.004, with few grains
characterized by thin bands of high values (>0.016,
Fig. 27d). One-point-per-grain pole figures (Fig. 27e–h) are
calculated and presented using de la ValléePousin kernel and
half width of 15°. The pole figures are contoured to multi-
ples of uniform density (m.u.d). The 〈c〉-axis pole figure
exhibits a well-defined central girdle. Its obliquity to the XY
plane indicates top-to-left sense of shear (Fig. 27e). The
cylindricity index (Larson 2018) was calculated to be 0.9,
indicating that the quartz grains are highly
strained/deformed. Moreover, the maxima of the 〈c〉-axis
pole figure suggests both rhomb-〈a〉 and prism-〈a〉 planes
were dominantly active, implying deformation within 400–
500 °C (Passchier and Trouw 2005). The location of the
maxima of the 〈a〉-axis pole figure (Fig. 27f) also confirms
the same.

7.3 Study of the Effect of Machining Parameters
on Subsurface Deformation Using EBSD

Machining is known to make structural changes to not only
the surface, but also the subsurface of a machined compo-
nent (Abolghasem et al. 2012; Shekhar et al. 2012; Wang
et al. 2017). The strain, strain rate, and associated

temperature rise and eventual microstructural changes in the
chip and surface depend largely on the machining configu-
ration. This microstructural transformation leads to change
in the functional (Majumdar et al. 2015; Prakash et al.
2015a, b) as well as the mechanical response of the
machined component (Gidla 2017; Verma 2014). Surface
characteristics like roughness and hardness are known to
have an impact on material failure that initiate from the
surface such as fatigue failure, fretting fatigue, wear, and
stress corrosion cracking as the surface is in contact with the
environment (Yuri et al. 2003; Al-Samarai et al. 2012). The
surface characteristics of a machined component are also
resultant of the machining conditions used during the final
shaping operation of the component. Thus, machining
parameters affect the surface characteristics as well as the
subsurface microstructure of the finished components, which
in turn play an important role in deciding the mechanical and
functional response of the material.

The overarching goal of this study was to optimize the
machining parameters to improve surface characteristics and
improve material performance. The specific objective of this
work was to understand the effect of machining parameters
on the subsurface microstructure and correlate it with surface
characteristics. In this regard, simple orthogonal machining
of SS316L using tungsten carbide tool was performed on
CNC machine. We selected wear volume and hardness as
our measure of surface characteristics and microstructure
was characterized using EBSD technique. Steel rod was
machined at two different speeds (30 and 180 mm/min) for
two different feeds (0.05 and 0.2 mm/rev) at two different
depths of cut (DOC) (0.1 and 0.5 mm) keeping tool
parameters constant, i.e., rake angle (zero degree) and nose
radius (0.4). 8-mm disks were taken from the rod, and
overall, we had 8 sample conditions as listed in Table 1.
Each of these samples was characterized for roughness using
optical profilometry. Ball on disk method was used to con-
duct tribological studies. Tungsten carbide ball has 6-mm
diameter, and the sample was made as the disk having
diameter 55 mm and thickness 8 mm.

EBSD technique was utilized for characterizing the sub-
surface microstructure of the machined surface. Small sam-
ples from close to the machined surface were taken, and
rectangular scans were taken on the transverse region from
near the surface toward the inside of the sample. Orientation
maps (overlaid on band contrast map and grain boundary
map, shown in black) from an area of 120 µm � 40 µm for
various sample conditions are presented in Fig. 28. The
machined surface is shown by the direction of the arrow.
Most of the samples show severe deformation near the
surface. The black dots near the surface represent the
un-indexed points, which point to some strain in the matrix.
The extent of depth of these black dots indicates the extent
of subsurface deformation. In some of the conditions, one
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Fig. 27 Selected results of the EBSD analysis. a Phase map, b grain
orientation spread (GOS) map, c inverse pole figure (IPF) map along
with the key at the inset, d kernel average misorientation

(KAM) map. One-point-per-grain pole figures of e 〈c〉-axes, f 〈a〉-
axes, g {m}-planes, h {r}-planes, and i {z}-planes of the quartz grains.
The scale is shown only for a so as to avoid repetition

Table 1 Details of machining
parameters that were selected for
machining of SS316L

Sample Speed (mm/min) Feed (mm/rev) Depth of cut (mm) Rake angle Nose radius

S1F1D1 30 0.05 0.1 0 0.4

S1F1D2 30 0.05 0.5 0 0.4

S1F2D1 30 0.2 0.1 0 0.4

S1F2D2 30 0.2 0.5 0 0.4

S2F1D1 180 0.05 0.1 0 0.4

S2F1D2 180 0.05 0.5 0 0.4

S2F2D1 180 0.2 0.1 0 0.4

S2F2D2 180 0.2 0.5 0 0.4
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can see some very refined grains very close to the surface,
but it is not there in most of the other conditions. One can
conclude that grain refinement, if it happened, was limited to
few micrometers near the surface. However, the subsurface
deformation does extend much below this. In order to get a
better understanding of the subsurface deformation, GROD
maps were generated from the EBSD data.

Roughness values and wear volume were plotted for
various sample conditions along with the corresponding
GROD map in Fig. 29. Here, one can very easily find a
correlation between the smaller subsurface deformation and
good (low values) roughness condition on the surface
(S1F1D1 and S2F1D1). It is likely that subsurface defor-
mation leads to massive slips on various planes, which leads
to poor roughness (S1F1D2, S1F2D2, and S2F2D2). On the
other hand, best wear resistance is obtained when we have
very large subsurface deformation (S1F2D2 and S2F1D2). It
is expected as subsurface deformation results in higher

hardness near the surface, yielding better wear resistance.
However, we found that some sample conditions yield good
surface roughness as well as good wear resistance (S2F1D1
and S2F1D2). This most likely happens when there exists a
very thin layer of subsurface deformation. A thin layer of
subsurface deformation results in minimal upheaval on the
surface while still resulting in high hardness for good wear
resistance. A closer look at the data also suggests that
roughness improves with an increase in speed, decrease in
feed, and DOC.

This study clearly establishes that EBSD technique can
provide a wealth of information about microstructure. In this
work, we were able to relate the surface characteristics to the
machining parameters and, in turn, to the subsurface
microstructure. This improves our understanding in opti-
mizing the machining parameters to obtain better
microstructure as well as better surface characteristics.

Fig. 28 Orientation maps (overlaid with band contrast map and grain boundary map shown in black) for samples machined under various
conditions (scale bar = 50 µm; same for all micrographs)
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8 Accuracy and Limitations of EBSD

The accuracy with which an absolute orientation of a crys-
tallite can be measured using EBSD is typically *1°
(Humphreys 2001; Schwartz et al. 2009; Humphreys and
Brough 1999). This value is dependent on the EBSD
acquisition parameters, calibration of the EBSD system, and
sample alignment conditions. Although the accuracy of the
measurement of an orientation is an important factor in
determining the usefulness of EBSD, applications of EBSD
in the characterization of grain boundaries and their corre-
lation with properties require very accurate measurement of
the relative orientation between the neighboring pixels
(Humphreys 2001; Humphreys et al. 1999). Accuracy in the
relative orientation becomes even more critical in the case of
low-angle grain boundaries, especially the interfaces
between sub-grains in the deformed samples (Humphreys
et al. 1999; Prior 1999; Wilson and Spanos 2001). Since this
relative orientation, or misorientation, is calculated using the
absolute orientation data, the accuracy of the measurement
of misorientation is related to the precision with which the

absolute orientation of individual crystallites can be
obtained.

Ideally, all the absolute orientations within a same crys-
tallite should be same, and there should not be any scatter in
the orientation data. However, due to the inherent limitations
of EBSD, there is a definite value of this orientation noise,
ranging from 0.5 to 1° (Wilkinson 2001). These limitations
include various factors such as accuracy of pattern solving
using Hough transform, CCD camera settings, detector cal-
ibrations, accuracy of band detection, and sample alignment.
This orientation noise also creates a scatter in the measured
data of misorientation between the individual orientations.
While this scatter in misorientation data is relatively smaller
(*0.2° for misorientation angles higher than 2°) for higher
angle grain boundaries, scatters even higher than the actual
misorientation for low-angle grain boundaries make an
accurate determination of small misorientation angles very
difficult (Wilkinson 2001). This further inhibits the study of
finer details of a microstructure using misorientation-based
parameters like grain average misorientation (GAM), grain
orientation spread (GOS), and kernel average misorientation
(KAM). Similar to misorientation angles, accurate

Fig. 29 Variation of roughness and wear volume for various sample conditions (machined surface is toward the top side of each micrograph)

56 S. Shekhar et al.



determination of the misorientation axis also poses certain
challenges and is also dependent on the noise of absolute
orientation data. Scatter in misorientation axis is not sig-
nificant for higher misorientation angles. However, the
measured misorientation axis for low misorientation angles
(<5°) can cover almost complete inverse pole figure, hence
making the accurate determination practically impossible
(Wilkinson 2001).

Tables 2 and 3 provide a summary of the values of the
scatter in the measured orientation and misorientation data,
respectively. Average and maximum scatters in the mea-
sured orientation data are 0.5 and 1.4°. This scatter is a result
of the low precision in the measurement of an individual
orientation. As discussed earlier, this precision in the mea-
surement of absolute crystal orientation becomes a limiting
factor in the estimation of relative crystal orientation and
hence in the characterization of very low-angle grain
boundaries. It also makes the application of conventional
EBSD potentially inadequate for the characterization of
microstructures having deformation features.

Misorientation data is tabulated for 3 different actual
misorientation angles, viz. 20, 2, and 0.2°. Maximum scatter
in the data of misorientation angles is the standard deviation
of the data for each case. It can be seen that for very small
misorientation angles such as 0.2°, the scatter in misorien-
tation angle is 0.4°, which is even higher than the actual
misorientation angle, and hence, the accurate determination
of small misorientation angle is very difficult. In the case of
misorientation axis, angles between the measured misori-
entation axis and the actual misorientation axis are first
calculated. Mean scatter and maximum scatter for the
misorientation axis are then the mean and maximum value of
this data set. Maximum scatter in the misorientation axis for

very small misorientation angles reaches such a high value
that it becomes practically indefinite, hence written as ‘in-
definite’ in the table.

Improvement in the overall angular resolution of the
EBSD technique requires the minimization of the scatter in
misorientation data generated. This can ensure the routine
and more reliable characterization of very small misorien-
tation angles (<2°). One of the ways to minimize the scatter
is either by statistically averaging the orientation data
(Humphreys 2001; Wright et al. 2015) or by subtracting a
Gaussian-type noise function (Humphreys 1999; Sharma
and Shekhar 2018). Although this approach can lead to an
improvement in misorientation angle distribution at smaller
misorientation angles, improvement in the individual
misorientation is not achieved. Changing the operating
conditions such as probe current to enhance the quality of
backscattered patterns is yet another way to improve the
angular resolution (Humphreys and Brough 1999). How-
ever, this approach would lead to a decrease in the pattern
collection speed and hence will be limited for very smaller
area maps. Another approach is to improve the fundamental
pattern detection, matching, and solving techniques,
including cross-correlation (Bate et al. 2005; Brough et al.
2006; El-Dasher et al. 2003; Wright et al. 2017). These
methods are essentially based on the recording of small
changes in the absolute positions of similar features in the
two patterns from adjacent pixels.

Since this method improves the angular resolution sig-
nificantly, the EBSD technique with the improved pattern
solving method is also known as high-resolution electron
backscatter diffraction (HR-EBSD) (Schwartz et al. 2009).
Table 4 shows the typical scatter values obtained using a
routine HR-EBSD technique. It can be seen that maximum
scatter in misorientation angle is only 0.02° even for
misorientation angles as small as 0.2°. Maximum scatter in
the misorientation axis is also lowered to a definite value
of *14°. This data shows that the EBSD technique with
these improved pattern-solving capabilities can be confi-
dently utilized for the routine characterization of deformation

Table 2 Typical angular resolution of EBSD in the form of scatter in
the measured orientation data (Wilkinson 2001)

Scatter type Average scatter Maximum scatter

Absolute orientation 0.5° 1.4°

Table 3 Typical angular
resolution of EBSD in the form of
scatter in the measured
misorientation data (Wilkinson
2001)

Actual misorientation 20° 2° 0.2°

Misorientation angle (maximum scatter) 0.2° 0.25° 0.4°

Misorientation axis (mean scatter) 2° 15° 50°

Misorientation axis (maximum scatter) 5° 40° -Indefinite-

Table 4 Typical angular
resolution of HR-EBSD in the
form of scatter in the measured
misorientation data (Wilkinson
2001)

Actual misorientation 0.2°

Misorientation angle (maximum scatter) 0.02°

Misorientation axis (mean scatter) 5.7°

Misorientation axis (maximum scatter) 13.9°
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constituents. This way, the HR-EBSD technique has proved
to be pathbreaking in the characterization of localized strains
with high resolution (Wilkinson et al. 2014).

It should also be noted that these methods are quite
resource-intensive and require a lot of computer space for
storing all the electron backscatter pattern (EBSP) data and,
in turn, resulting in the increased cost for overall EBSD
characterization. However, such limitations are gradually
waning with the improvement in computing and storage
capabilities.

9 Summary

It is clearly established that EBSD is a very powerful tech-
nique that can be applied to all types of crystallographic
materials, ranging from metals to ceramics to semiconduc-
tors. We provided fundamentals on the origin of Kikuchi
pattern and how this data is acquired by the hardware to
identifying the orientation of a given material. We have also
provided a glimpse of various fundamental analyses that can
be carried out with the data extracted using EBSD. Analysis
of the data can provide various in-depth understandings of
the microstructure and its properties, and this was clearly
brought out with the help of some of the case studies dis-
cussed here. Toward the latter part, we have also discussed
the limitations of this instrument, particularly in terms of the
accuracy of the data obtained. This must be kept in mind
when interpreting the results and deriving conclusions. It
should also be noted that there are several journal articles
and books available on the topics listed above, which discuss
at length each of these issues. The purpose of this article is to
provide the beginners all the necessary information at one
place, without getting distracted by great many details.
Readers who are looking to gain an in-depth understanding
of the subject are directed to the references cited in this
article.
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