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Preface

Machine Vision and Augmented Intelligence—Theory and Applications: Selected
Proceedings ofMAI2021brings together academicians, researchers, industry people,
and students to come together and discuss the current state-of-the-art developments
in their fields. The book had provided a benchmark and platform to the “AATM
NIRBHAR BHARAT” by using modern augmented intelligence. The theme of the
book encompasses all industrial and non-industrial applications in which a combina-
tion of hardware and software provides operational guidance to devices in the execu-
tion of their functions based on the capture and processing of images. Today, manu-
facturers are using machine vision and Augmented Intelligence-based metrology to
improve their productivity and reduce costs. Machine vision and Augmented Intel-
ligence integrates optical components with computerized control systems to achieve
greater productivity from existing automated manufacturing equipment. This will
become very useful to improve the efficiency in different fields like security, crime
detection, forensic, Inventory control, etc.

Jabalpur, India
2021

Manish Kumar Bajpai
Koushlendra Kumar Singh

George Giakos

v
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Stock Market Predictions Using
FastRNN, CNN, and Bi-LSTM-Based
Hybrid Model

Konark Yadav, Milind Yadav, and Sandeep Saini

1 Introduction

Forecasting is the process of predicting the future value of any series by considering
the previous patterns or long historical data. For example, if the price of gold is
increasing every year at Christmas time, then we can predict a similar trend for the
current year as well and plan the purchase well in advance to avoid the high rates
at Christmas time. Similarly, computational models can help us in predicting the
weather for the next day, week, or month as well. With the high volume of money
involved, stock market values have attracted the attention of computer scientists as
well to design models and architectures for precise stock value prediction. A lot of
such systems have been developed with high accuracies during the past decades as
well.

Stock values are not a simple time series with only one factor affecting the
outcome. These can either be univariate or multivariate. Univariate stocks are rare
and they are dependent on only one factor or only one company’s performance. With
the emerging partnerships and dependence of every big company on its partner’s
stocks, the second type of stock, i.e., multivariate is more common now. So in such
cases, the prediction of exact future stock values can help a lot of investors and
stakeholders. This is the motivation behind our proposed model.

One of the first computational models to predict the outcome of a time series
was first proposed by Ahmed and Cook [1] in 1979. In this work, Auto Regressive

K. Yadav · S. Saini (B)
Department of Electronics and Communication Engineering, The LNM Institute of Information
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IntegratedMovingAverage (ARIMA)modelwas introducedwhich is one of themost
trusted models for time-series forecasting even now. This is also a reason behind the
fact that a lot of conventional models are based onAuto Regression (AR) andMoving
Average (MA) and exponential smoothing [2].

In this decade, the focus has shifted to deep learning-based models. Ding et al. [3]
developed an event-driven deep learning model. In this model, a variant of Convolu-
tional Neural Network (CNN), i.e., Deep CNN was used to predict the stock values.
The events are extracted from the news articles and stored as dense vectors, trained
using a novel neural tensor network. This dense network was trained using the Deep
CNN. Akita et al. [4] applied deep learning models Paragraph Vector, and Long
Short-Term Memory (LSTM), to financial time-series forecasting. The model also
utilized the news article data and converted those into the Paragraph vector which
was then fed to LSTM to foretell the stock prices. Thismodel was texted on the Tokyo
Stock Exchange. Fischer et al. [5] also proposed a similar LSTM based architecture.
The model outperformed a deep neural net (DNN), a logistic regression classifier
(LOG), and a random forest-based model. Convolutional Neural Network (CNN)
has been used by several researchers for the problem. Hoseinzade et al. [6] proposed
CNNpred, which was a CNN-based model for establishing the relations between
different stock markets across the globe and showed the positive correlation between
the trends across the global stock exchanges. Eapen et al. [7] presented a hybrid
model that was made using CNN and Bidirectional LSTM (Bi-LSTM) [8, 9]. The
proposed model was 9% better than a single network-based model.

After considering the shortcomings in terms of their computational time and
RMSE values, we have proposed the hybrid model in this work. We have focused
on two performance parameters, i.e., execution time and RMSE. A model can be
very accurate in prediction but very slow in computing the output. Such a model
cannot be applied for live stock value prediction, but is very useful for long-term
predictions. On the other hand, a faster model with acceptable RMSE can be utilized
for live predictions as well. The proposed model is designed by considering a better
performance in both these aspects.

2 Proposed Model

In designing a stock market price prediction model, the most important obligation
is the accessibility of a suitable dataset. We have considered four companies for our
study and those are Facebook Inc., Uber Inc., Apple Inc., and Nike Inc. from the
New York Stock Exchange (NYSE). We have obtained the stock values from Yahoo
finance.1 The dataset includes information about day stamp, time stamp, transaction
id, the stock price (open and close), and volume of stock sold in each minute interval.
In our model, we have used the close price for each stock. Our work also aims on
creating a prototype for live prediction. We consider a working duration of 8 h and

1 https://finance.yahoo.com.

https://finance.yahoo.com
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divide those hours into training and testing time. We are predicting the future prices
of each minute for the next 50 min by keeping the initial 7 h 10 min data in training.
The most suitable window size was picked out by calculating the root mean squared
error for various window dimensions.

We kept the size of the data the same for all the stocks, i.e., each stock has 430 rows
and trained the model on 40 epochs. We have considered the error and computation
time of each model for our study. If the loss (mean squared error) for the current
epoch is lesser than the value procured from the previous epoch, the weight matrix
for that particular epoch is stored. After the completion of the training process, each
of these models was tested on the remaining 50 values. In this process, the model
with the least RMSE (Root Mean Squared Error) is taken as the final model for
prediction.

To compare our model with existing similar models, we have initially considered
a few baseline models and then the advanced models. These baseline models have
their advantages and disadvantages. For example, FBProphet is the fastest model
but under-performs in terms of error. Similarly, the hybrid model based on CNN
and LSTM provides very little error but takes more time in predictions. A single
neural network-based model performs well on one aspect of the problem while lags
behind on the other front. Thus, we decided to exploit the good features of multiple
networks.

2.1 FastRNN + CNN + Bi-LSTM-Based Hybrid Model

We aim to maintain the fast computation with improved accuracy for the live stock
values predictions. In this direction, we propose a hybrid model that exploits the
good features of multiple networks. We use FastRNN as our first network that will
provide faster results and augment it with CNN and Bi-LSTM networks to enhance
the accuracy of the forecast. Bi-LSTM was proposed in 1997 [10]. This model is
designed to learn in both directions and is one of the best-suitedmodels for a sequence
to sequence learning. For time-series forecasting as well, the model has been proven
to be a good fit. The encouraging results from these recent works have inspired us
to consider Bi-LSTM as our last network. We have taken the conventional CNN in
between FastRNN and Bi-LSTM to stabilize the network. A convolutional neural
network (CNN) has similarities with an artificial neural network (ANN) but it takes
specific suppositions about the input data which lets it achieve higher invariance
when encoding properties of input data into the network. CNN needs to be trained on
large training data to create deep learning models that achieve higher generalization
accuracy. The proposed architecture of the hybrid model is shown in Fig. 1.

In the suggested model, we have taken a 3-stage pipeline consisting of FastRNN,
CNN, and Bi-LSTM. In the first model, we have explained the added advantages of
FastRNN for time-series forecasting. The CNN layer is one-dimensional in nature
with a ReLU activation function. The kernel size is kept as 3 and keeping padding
as “same” followed by Maxpooling. 1-D CNN is used to take out the higher-level
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Fig. 1 FastRNN, CNN, and Bi-LSTM-based hybrid model for higher accuracy stock market
predictions

features only. These take out features are nourished to the final stage, i.e., Bi-LSTM
network. Bi-LSTM is followed by 2 dense layers. In the proposed model, the Bi-
LSTM unit learns from both the backward and forward sequence of data and uses
concatenation tomerge the two sequence outputs. Therewas no over-fitting observed,
that is why we haven’t added a dropout layer. Here, using Bi-LSTM also prevented
us from the vanishing gradient problem.

2.1.1 Network Parameters

Asmentioned before, we as using 430 stock values as input, and the 1-D CNN layers
use 3-kernel windows to return another sequence of smaller size. The output from
the 1-D CNN is then fed into the Bi-directional LSTM layer group and is giving
an output sequence of length 50. The output of this group is then fed to a dropout
layer which gives 25 units and 1 unit output, respectively. As it can be considered
as a classic regression problem, we have taken into account root mean squared error
(RMSE) as the loss function to calculate the error in the forecasted versus actual
data. We have to keep input and output rates identical and are critical for time-series
forecasting.

Let us assume that x = x1, x2, x3, . . . xn is the one-dimensional input for the
1-D CNN layer. The equation makes a feature map after it gets convoluted with the
convolution operator and is passed through a filter W ∈ R fd , where f denotes the
inherent features from the input data producing as its output. A new feature set fm
from the set of features f is represented in the following equation:

hl f mi = tanh
(
w f mxi :i+ f −1 + b

)
(1)

Every set of features f uses the filter hl in the input defined by[
x1− f , x2− f +1, . . . , xn− f +1

]
. This operation generates a feature map denoted by[

hl1, hl2, · · · , hln− f +1
]
.
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Convolution layer outputs are obtained as a sum of weighted inputs after multiple
linear transformations. For a non-linear feature extraction problem, linear transfor-
mations do not perform with satisfactory success, and thus we have to add non-
linear activation functions. In this model, we have chosen the Rectified Linear Unit
(ReLU) activation function which applies max(0, x) on each input. The output is
down-sampled in the next step to reduce the information so that computation time
can be improved. In our model, we have used max-pooling for that which is repre-
sented by hl = max(hl). Here, pooling helps the model to select the most relevant
information and the output of the max-pooling layer can be denoted as follows:

x
′
i = CNN (xi ) (2)

where xi is the input data vector to the CNN network and x
′
i is the output of the

CNN network which will be further passed to the Bi-LSTM network. To understand
Bi-LSTM, we introduce the LSTM with the forget gate structure. The formulation
is denoted by

it = σ
(
Wi

[
xt , yt−1

])
(3)

ft = σ
(
W f

([
xt , yt−1

]))
(4)

ot = σ
(
Wo

([
xt , yt−1)

])
(5)

gt = tanh
(
Wg

([
xt , yt−1

]))
(6)

(7)

(8)

where i, f, o, g and c are input, forget, output and input modulation gate, respectively.
Keep in mind that these are in n-dimensional real vectors. In Eqs. (6–8), the σ is a
sigmoid function and Wi , W f , Wo, and Wg are fully connected neural networks for
the input, forget, output, and input modulation gates, respectively. The issue with
the LSTM model is that it only takes into account one-directional information on a
sequence which leads to the reduction of the potency of the LSTM model. Besides,
multi-directional information on the sequence can have valuable information. There-
fore, bi-directional long short-term memory (Bi-LSTM) was developed which joins
backward and forward directions in the series.
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The order for the forward LSTM is [x1, x2, . . . .xn]while for the backward LSTM
is

[
xn, xn−1, . . . x1

]
. After training both backward and the forward LSTMs separately,

they are unified by fusing their outputs in the previous stepwhich is denoted inEq. 9 as

yt = yF (t)yB(n − t + 1) (9)

where yF and yB are the outputs of the forward and backward LSTMs, respectively.
The proposedmodel is developed onGoogle Colab. Details of the experimental setup
and results are provided in the next section.

3 Experimental Results and Discussions

3.1 Experimental Setup

We have used a free version of Google Colab with AMD EPYC 7B12 CPU as our
execution environment with 12 GB (adjustable) assigned RAM, with one socket, two
threads per core, 13684Kof L3 cache, CPUof around 2250MHz, andwithNoPower
level. We have created our proposed model using the Python programming language
(Python 3.5). We used Keras (with Tensorflow backend) library for making our deep
learning models. For making the data into a suitable format, we have used Pandas,
and for dividing our data into test and train, we have used Numpy. For visualization,
we have the matplotlib library. The dataset and the corresponding codes are available
at GitHub.2

3.2 Results

We have used 430 stock values for training and 70 for testing. We have tested our
models on the stock values of 4 companies, i.e., Apple, Facebook, Nike, and Uber.
These proposedmodels are comparedwith 9 other advancedmodels.We have trained
the models for 40 epochs. The RMSE values and the computation time for each of
the 9 models along with 2 proposed models for 4 companies, i.e., Apple, Facebook,
Nike, and Uber are shown in Table 1.

The training process is fast and could be carried out on a CPU because the data
size was not very high. The values of loss functions for each of the 4 companies’
data training are shown in the graphical form in Fig. 2.

2 https://github.com/MilindYadav-97/Hybrid_FastRNN-for-stock-predictions.git.

https://github.com/MilindYadav-97/Hybrid_FastRNN-for-stock-predictions.git
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Table 1 Root mean square error (RMSE) and computation time calculated for the state-of-the-art
and proposed models for apple, facebook, nike, and uber stock values

Model Name Apple Facebook Nike Uber

RMSE Time(S) RMSE Time(S) RMSE Time(S) RMSE Time(S)

ARIMA [11] 0.1639 – 0.8666 – 0.4658 – 0.1639 –

CNN_2_LSTM_2
[12]

0.0258 17.8949 0.1699 17.2931 0.0718 18.3898 0.0258 17.8949

CNN_Bi-LSTM
[7]

0.0214 17.2251 0.1710 17.2284 0.0529 18.3757 0.0214 17.2251

FBProphet [13] 0.0640 0.5428 1.5905 0.4136 0.5509 0.5437 0.0640 0.5428

LSTM (1 Unit)
[14]

0.0226 6.9058 0.1767 6.9554 0.0442 8.0340 0.0226 6.9058

LSTM (50 Units)
[14]

0.0227 7.4888 0.1616 7.8642 0.0455 7.8041 0.0227 7.4888

LSTM_Attention
[15]

0.0214 17.2251 0.1710 17.2284 0.0529 18.3757 0.0214 17.2251

LSTM_CNN [16] 0.0300 12.5301 0.1644 9.3029 0.0488 14.1855 0.0300 12.5301

Proposed 0.0213 11.7473 0.1492 11.9100 0.0421 11.8980 0.0213 11.7473

From Table 1, it can be observed that the proposed models, not only have lesser
RMSE, but also they perform better in terms of their computation speed, which
gives a clear indication that these models can be useful for making live next minute
predictions of a stock price which will help the investor to buy stocks more wisely
as the market can crash anytime due to any reason. The proposed models work best
on multiple stocks, which can be seen in the mentioned tables that proposed models
have outperformed other classical and hybrid models in terms of both RMSE and
computation time. There is a visualized comparative study in Fig. 2, which shows
how the validation loss (Mean Square Error) on the validation dataset is improving
after each epoch for all the studied stocks. Figure 3 shows the comparative study of
the actual and predicted values of the baseline model and our proposed models for
the next 20 min and it can be observed that the proposed models’ predictions were
closer than the actual stock values for each of the visualized stocks.

4 Conclusion

Financial data prediction can be very beneficial for companies and investors. Deep
learning-based models have been quietly effective for such predictions in recent
years. In this work, we have proposed two models for this purpose.

The first model that is based on FastRNN, can provide faster predictions when
they are out in comparison with other state-of-the-art models (except ARIMA and
FBProphet). While improving the speed of prediction, it also provides better or at
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Fig. 2 Comparison plots of validation losses (Mean Square Error) of our proposed and baseline
models at each epoch for all the studied stocks

par RMSE values as well. Thus, compared to FBProphet and ARIMA, this is a
better choice for a reliable model. The second model improves the first proposed
model while keeping the speed almost the same. It compromises a bit on the speed
of perdition but improves the RMSE values. In the future, these models can be used
with other time-series prediction problems as well.
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Fig. 3 Predicted stock values with the proposed model and baseline models
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Feature Extraction and Comparison
of EEG-Based Brain Connectivity
Networks Using Graph Metrics

Mangesh Ramaji Kose, Mithilesh Atulkar, and Mitul Kumar Ahirwal

1 Introduction

The human brain is responsible for controlling the cognitive as well as physsical
activities of a person [1]. Various disorders cause degradation in brain functionality.
Epilepsy is one of themost common neurological disorders characterized by seizures
causing abnormal functioning of the brain. About 37million people around the world
are suffering from epilepsy disorder [2]. The traditional approach for EEG-based
epilepsy diagnosis includes two steps: (1) extracting features from time-series signal
using signal processing technique and (2) applying classification algorithms to the
extracted features for predicting whether the disorder is present or not. Many authors
have applied this technique for the automated diagnosis of epilepsy disorder [3].

Antonio Quintero-Rincón et al. proposed a technique for the classification of
epileptic EEG signals based on a Fast statistical model. The purpose of this technique
is to identify the frequency band of the EEG signal where the epileptic seizure
occurs and the classification of an epileptic seizure. They divided the EEG signals
into different frequency bands and applied feature extraction and classification on
different bands simultaneously [4]. Deriche et al. proposed a new feature extraction
algorithm based on eigenspace time–frequency for epileptic seizure detection using
EEG signals. The extracted features are classified using different classifiers and
achieved an accuracy of 99.5% accuracy using a decision tree classifier [5]. Sharaf
et al. [6] have introduced a novel approach for classifying the epileptic seizure and
seizure-free EEG signals based on tunable Q-wavelet and firefly feature selection
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algorithm. The firefly algorithm is used to reduce the dimension of extracted features.
After applying the random forest classification algorithm, 98% accuracy is obtained.

The feature-based techniques ignore the basic fact that the human brain is
composed of different functional regions that work together to perform some task.
In order to diagnose epilepsy, a functional connectivity network (FCN) of the whole
brain needs to be considered. FCNdefines the pattern of connection between different
functionally characterized brain regions [7]. The connectivity of different func-
tionally characterized brain regions is modeled using a graph also called network
[8], henceforth, the terms network and graph will appear interchangeably. Applying
graph-based approach to the field provides a systematic framework for comparing
FCN related to different brain conditions.

This study focuses on the selection of graph-based metrics for comparing BCN
corresponding to different brain conditions. The choice of graph theory-based
measure varies for comparing the BCN having the same number of vertices and
BCNs having different numbers of vertices. For comparing the BCNs having the
same number of vertices, vertices/node-dependent graph metrics can be calculated,
whereas for comparing the BCNs with different numbers of vertices, graph metrics
independent of the number of vertices/nodes are calculated. The paper is arranged
as follows: Sect. 1 presents the introduction of the study; Sect. 2 describes the
methods and materials used; Sect. 3 presents the result and observations; and Sect. 4
is dedicated to conclusion and future scope.

2 Methodology

Initially, the section describes the dataset used for the study. After that, the BCN
construction process is described in detail followed by graph metrics that can be
extracted.

2.1 Dataset

TUH EEG epileptic dataset can be freely downloaded from [9]. TUH EEG epilepsy
database consists of 1,648EEGsignal records,where 1,360 records are obtained from
133 subjects with epileptic seizure and 288 records are obtained from 104 healthy
subjects. Themajority of the EEGdatawas sampled at 250Hz frequency. To generate
a brain connectivity network and extract a graphmatrix for both the epileptic and non-
epileptic signals, channels other than EEG have been removed from the record, so
that each record will have only EEG-related channels. The EEG signals were filtered
using an FIR bandpass filter with a bandpass frequency range 1–45 Hz. The final
database contains 19-channel EEG signals from a total of 28 participants including
14 epilepsy patients and 14 healthy participants. The 19 channels include Fp1, Fp2,
F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, and Pz [10].
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2.2 Brain Connectivity Network

The BCN represents the association between functionally characterized brain
regions. The process of constructing a functional brain connectivity network includes
the following steps:

Define vertices/nodes of the BCN: In the case of EEG-based brain connectivity
network, vertices are nothing but the channels used to record EEG signals. Hence,
the location of vertices in the network is defined based on the location of the scalp
used while recording the EEG data. The number of vertices in the functional brain
connectivity network is equal to the number of EEG channels. Figure 1 represents
node placement for brain connectivity network using 19-channel EEG signals record.
Each blue filled circle represents one of the 19 channels of the EEG signal record,
considered as the node for the brain connectivity network.

Calculating similarity measure between each pair of nodes: After defining the
vertices of the brain connectivity network, the next step is to find the link between
the pair of vertices. To connect the pair of nodes using the link, they must share some
similar properties. In another way, if the pair of nodes is related to each other, the
link will exist between those vertices; otherwise, the link will not exist. There are
various connectivity/similarity measures available in the literature to evaluate the
similarity between pair of vertices. In this study, the correlation coefficient is used
as a similarity measure for identifying the correlation between pair of nodes [11].
The correlation coefficient (ρXY ) is the measure of similarity between pair of EEG
signals in time domain [12]. The correlation between channels X and Y is calculated
using Eq. (1) [13] as follows:

ρXY = 1

M

M∑

m=1

(X (m) − φX )(Y (m) − φY )

�X�Y
(1)

Fig.1 Defining nodes for
19-channel EEG
signal-based brain
connectivity network

Inion

Nasion

Left earRight ear
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Here, M is the length of the signal;φX and φY are the mean value of signals X
and Y, respectively; and �X and �X are the standard deviation from signal X and
Y, respectively. The range of the correlation coefficient is −1 to + 1. The value of
+ 1 means that the signals are positively correlated and −1 means the signals are
negatively correlated. A value of 0 means the signals are not correlated.

Establishing a link between pair of vertices based on threshold value: After
calculating the correlation between all the possible pairs of EEG channels, the next
step is to establish a link between pair of vertices. The threshold value θ is required to
put a lower limit on correlation value for establishing the link. The pair of nodes with
a correlation value greater than chosen threshold value θ will have a link between
them; otherwise, no link will be established. Equation (2) interprets the logic of
deciding whether the link should be present or not based on the threshold value. The
value of threshold θ must be chosen wisely [14]. The lower value of threshold results
in a denser brain connectivity graph and a large value of threshold will produce a
sparser network.

I f ρXY ≥ θ, then link will be established
Otherwise, no link will be established

}
(2)

There is no standard value for the threshold mentioned in the literature. Following
Fig. 2a, and c represents the effect of threshold on brain connectivity network from
EEG signals of subject no. 1 from the healthy category of the used database. In this
study, the correlation value 0.8 is considered as the threshold value θ .

After constructing the brain connectivity network, the next step is to compare
the networks obtained from different categories of EEG signals (i.e. epileptic and
normal). Comparison of brain connectivity networks can be performed on the basis of
structural or/and quantitative analysis. Structural analysis is nothing but, identifying
the topological patterns of the FCN. On the other hand, in the case of quantitative
analysis, the graph-based measures are extracted from the FCN. There are various
graph-based measures available in the literature that can be extracted from FCN.
The choice of graph measures to be extracted varies based on whether the number

(a) (b) (c)

Fig.2 Brain connectivity network for threshold value a 0.4,b 0.6, and c 0.8 of correlation coefficient
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of nodes in all of the FCNs is equal or not. The following section describes different
graph-based measures according to their dependency on the number of nodes.

2.3 Graph-Based Measures/metrics

As the brain connectivity is modeled as a graph, various graph-based measures
need to be calculated for the purpose of comparing different brain networks based
on quantitative analysis. The graph-based measures are categorized as (A) node-
dependent measures and (B) node-independent measures. These different types of
graph measures are discussed below in detail.

Node-independent graphmeasures (Network-level measures): For comparing
the FCNs having a variable number of nodes, this category ofmeasureswas extracted.
This category includes the following graph measures:

Characteristic path length: Integration is an important characteristic of a network.
It represents the ability of a network to become interconnected and exchange infor-
mation. This ability of the network is quantified using characteristic path length [15].
The characteristic path length is calculated using Eq. (3).

L = 1

N

N∑

i=1

li (3)

where li is the average shortest path length between node i and every other node, and
it is calculated using Eq. (4).

li = 1

N − 1

∑

i �= j

li j (4)

Here, li j is path length from node i to node j and N is the number of nodes in the
network.

Assortativity coefficient [16, 17]: This is an important measure also called as the
degree of correlation. It represents the tendency of a node with many connections
in the network to connect to the other nodes with many connections and vice versa.
The value of the assortativity coefficient (r) lies between −1 and + 1, where −1
means the network is disassortative and + 1 means the network is fully assortative.
The assortative coefficient of the network can be calculated using Eq. (5).

r =
l−1∑

(i, j)∈Lki k j −
[
l−1 ∑

(i, j)∈L
1
2 (ki+k j )

]2

l−1
∑

(i, j)∈L
1
2 (ki

2 + k j
2) −

[
l−1

∑
(i, j)∈L

1
2 (ki+k j )

]2 (5)
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where ki is the degree of node i, L is the characteristic path length, and l is the number
of edges with a degree greater than k.

Modularity [18, 19]: It is the measure of segregation of the network. Modularity
represents themeasure of the ability of the network to get divided intomodules,where
the module is nothing but the collection of nodes having denser internal connections
and sparser external connections. The modularity of the network with nodes N is
calculated using Eq. (6).

Q = 1

2N (N − 1)

∑

xy

(
Axy − Kx Ky

N (N − 1)

)
δ(ωxωy) (6)

Here, ωx and ωy are the different modules containing node x and node y, respec-
tively. Axy is connectivity matrix having value 1 if there is a link between node x and
y, otherwise 0. Kx is the degree of node x and Ky is the degree of node y.

Link density [20]: It is also called as connectivity density, which represents the
ability of the network to resist connection failure. It is defined as the ratio of the
number of edges present to the maximum possible number of edges that can be
present in the network. It can be calculated using Eq. (7).

L = 2E

N (N − 1)
(7)

where N is the number of nodes in the network and E is the number of edges/links
available in the network.

Network transitivity [21, 22]: It is the variant of the classical clustering coefficient.
It reflects the connectivity of a specialized region to its neighbors. This measure
represents the ability of the brain to segregate into independent, local neighborhoods.
Network transitivity can be calculated using Eq. (8).

T =
∑

iεN 2ti∑
iεN Ki (Ki − 1)

(8)

where ti is the number of triangles around node I and Ki is the degree of node i.
Node-dependent graph measures: To extract these measures, FCNs must have

the same number of nodes; otherwise, the obtained results will be biased. The node-
independent graph measures are as follows:

Node degree [7, 23]: It is an important elementary measure of brain connectivity
network. The degree of a node represents the number of links connecting that node
to all the other nodes. It is used to show whether the node is important in the network
or not, i.e. a node having a maximum degree is more important in the network. The
node degree for node i can be calculated using Eq. (9).

Ki =
∑

i �= j

Ai j (9)
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Here, A is the adjacency matrix. ′ A′
i j will have value 1 if there is a link between

node i and j, otherwise 0.
Betweenness centrality [7]: This graph-based measure represents the impact of a

particular region in information flow over the brain network. It counts that howmany
times a particular node acts as a bridge along the shortest path of two other nodes.
The betweenness centrality for ith node can be calculated using Eq. (10).

Cb(i) = 2

(N − 1)(N − 2)

∑

j �=h �=i

nh j (i)

nhj
(10)

Here, nhj (i) is the number of shortest paths between node h and j that pass through
node i. nhj represents the total number of shortest paths between node h and j.

Closeness centrality [24]: It is the most important measure of centrality; it
measures the closeness of a node with all the other nodes. The closer to all the other
nodes will have higher closeness centrality. This measure represents the indirect
impact of the brain region over other brain regions. It is calculated using Eq. (11).

Cc(i) = N − 1∑
i �= j li j

(11)

Here, li j is the shortest path length between node i and j. N is the total number of
nodes.

Participation coefficient [25]: Participation coefficient is an important measure
that represents the edge distribution of the node. The node having the same number
of links to all the modules in the network will have participation coefficient 1. The
node having all the links within its own model will have a participation coefficient
equal to 0. The participation coefficient for node i from module μ in the network
having total C modules can be calculated using Eq. (12).

PCi = 1 −
C∑

μ=1

(
Ki,μ

Ki

)
(12)

Here, Ki,μ represents the degree of ith node within module μ.
Within module degree(Z-score) [25]: The Z-score represents the strength of

connectivity of a node in a module, i.e. how well a node i is connected to the other
nodes in the same module. The Z-score of a node can be calculated using Eq. (13)
as follows.

Zi = Ki − Kμ

�Kμ

(13)

Here, Ki is the degree of node i in module μ, Kμ is the average degree of all the
nodes in module μ, and �Kμ

represents the standard deviation of K.
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3 Results

After calculating graph measures mentioned in the above section, from epileptic and
non-epileptic EEG signal-based brain connectivity network, the significance of each
of the features is calculated. Classification and regression tree (CART) provides
an approach for assigning the importance score for the input features depending
on their ability to predict the class label. The CART represents the simple but very
powerful approach for prediction. Thedifferentiating factor from the linear regression
approach is that it does not develop any predictive equation. The input data get divided
into subsets, and the whole process is represented by a decision tree [26]. Detailed
information and related mathematical expressions regarding decision tree regressor
are available in [27].

Table 1 represents the individual as well as the average importance score assigned
to each of the node-dependent features calculated from BCN. From the table, it
is observed that, among all the node-dependent features, participation coefficient
assigned the maximum individual as well as average importance score.

Table 2 lists the importance score assigned to each of the node-independent
features calculated from BCN. The importance score for the features varies for each
trial hence, the average importance score from each of the 10 trials is considered
to identify the most important feature. From Table 2, it is observed that among
the node-independent features, the network transitivity achieves maximum impor-
tance. Finally, comparing Tables 1 and 2, it is observed that the node-dependent
feature participation coefficient is the most important feature obtained for BCN
corresponding to epilepsy diseased and healthy subjects [25].

The results presented in Tables 1 and 2 are the importance score assigned to the
respective features/graph metrics. Table 1 presents the 10 trials of importance score,

Table 1 Importance score for node-dependent features

Trial Node-dependent features

Node degree Betweenness
centrality

Closeness
centrality

Participation
coefficient

Within module
degree

1 0.17 0.00 0.12 0.42 0.29

2 0.00 0.27 0.07 0.42 0.24

3 0.00 0.00 0.07 0.59 0.34

4 0.00 0.07 0.10 0.47 0.36

5 0.07 0.12 0.10 0.49 0.22

6 0.00 0.10 0.17 0.42 0.31

7 0.05 0.19 0.00 0.59 0.17

8 0.05 0.10 0.07 0.47 0.31

9 0.07 0.10 0.05 0.49 0.29

10 0.00 0.15 0.07 0.42 0.36

Average 0.04 0.11 0.08 0.48 0.29
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Table 2 Importance score for node-independent features

Trial Node-independent features

Characteristic
path length

Assortativity
coefficient

Modularity Link density Network
transitivity

1 0.20 0.22 0.18 0.11 0.29

2 0.32 0.12 0.08 0.33 0.15

3 0.20 0.03 0.18 0.33 0.26

4 0.14 0.09 0.31 0.03 0.43

5 0.11 0.10 0.30 0.24 0.26

6 0.20 0.11 0.30 0.10 0.29

7 0.20 0.03 0.30 0.21 0.26

8 0.11 0.11 0.40 0.13 0.26

9 0.25 0.22 0.29 0.00 0.24

10 0.21 0.25 0.08 0.11 0.36

Average 0.20 0.13 0.24 0.16 0.28

i.e. the value of importance score varies each time, hence the average value of impor-
tance score for each of the graphmetrics is considered for final comparison among all
the graphmetrics. The average importance score from node-dependent graphmetrics
is presented in Table 1. Observing Table 1, it is found that the maximum importance
score is assigned to the participation coefficient and the minimum importance score
is assigned to the node degree metrics. The participation coefficient is more effective
for categorizing the networks belonging to different groups.

Similarly, observing Table 2, it is found that among the graph metrices, inde-
pendent of the number of nodes in the network, the maximum importance score is
assigned to the network transitivity and the minimum importance score is assigned
to the assortativity coefficient. That means that the network transitivity graph metrics
of the node-independent graph metrics gives more effective differentiation between
diseased and healthy subject. Now, comparing Table 1 with Table 2, it is found that
among all the types of graph metrics, with maximum importance score the partici-
pation coefficient is the most significant feature for brain disorder detection. Finally,
the minimum importance score is assigned to the node degree.

4 Conclusion and Future Scope

This study implements an advanced approach for brain functionality analysis. The
EEG signal-based BCN is constructed corresponding to epilepsy diseased as well
as healthy subjects. To perform the analysis of the BCN, the graph metrics which
can be used as features for classification tasks are calculated. The calculated features
are of two types of graph-based metrics, i.e. the node-dependent metrics which
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are calculated when all the EEG records in the dataset have the same number of
channels. On the other hand, the node-independent metrics are calculated, if the
EEG datasets used for constructing BCN have different numbers of channels for
different EEG records. This study compares these two types of features and finds
the most important feature using the decision tree regressor-based importance score
assigned to each feature. From the obtained results, it is observed that the node-
dependent feature participation coefficient assigned the maximum importance score
among all the features.

The study can be further extended by applying various classification algorithms
on the most important features selected based on importance score and comparing
the performance of classification algorithms. Instead of considering binary graphs
the weighted graph-based features might provide more descriptive BCNs.
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Mathematical Model with Social
Distancing Parameter for Early
Estimation of COVID-19 Spread

Saroj Kumar Chandra, Avaneesh Singh, and Manish Kumar Bajpai

1 Introduction

COVID-19 has emerged as a life-threatening outbreak disease. World Health Orga-
nization has declared COVID-19 as a pandemic in January 2020 [1]. The first case
has been reported in Wuhan city of Hubei Province in South China on 31, December
2019 as unidentified pneumonia [2, 3]. COVID-19 disease has been identified as
a member of the Severe Acute Respiratory Syndrome (SARS) that outbroke also
in South China in 2002–2003 [4]. This disease is developed in the human body in
the presence of a coronavirus. Tyrell and Bynoe have described the coronavirus in
1966 [5]. The virus is divided into four categories namely alpha, beta, gamma, and
delta. Bats are a major source of alpha and beta virus category of the coronavirus.
While gamma and delta originate from pigs and birds. Among these viruses, beta
can infect human beings. The most common symptoms of COVID-19 are fever,
tiredness, and dry cough. Some patients may have aches and pains, nasal conges-
tion, runny nose, sore throat, or diarrhea. Around 1 out of every 6 people who get
COVID-19 becomes seriously ill and develops difficulty breathing [6]. COVID-19
is a transmissible disease. Hence, people get infected with coronavirus from others
(COVID patients) by coughs or sneezing [7]. No vaccine or antiviral treatment is
available until now. The mortality rate is increasing day by day. The rapid spread of
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the COVID-19 may be due to multiple causes. One cause is the lacking of informa-
tion transparency at the early stage of the epidemic outbreak. Releasing the epidemic
information in a timely and accurateway is extremely important for the anti-epidemic
response of the public. The authentic and transparent information could have prohib-
ited the spread of the COVID-19 at the early stage. The other cause is the lacking
of the scientific diagnostic criterion for the COVID-19. As preventive measures, all
the major countries have canceled events and classes in schools and colleges, and
businesses have pushed work from home policies. All of these measures are adopted
to slow the spread of the disease. These measures are broadly referred to as social
distancing. In the present manuscript, a mathematical model is being developed
for estimating COVID-19 disease. In addition, the proposed model incorporates the
social distancing parameter for better spread estimation.

Mathematicalmodeling has gainedmore attention and awareness in epidemiology
and the medical sciences [8–11]. It has been used for cancer detection, segmentation,
and classification [12, 13]. These models are useful in cases where disease dynamics
are not unclear. It estimates the number of cases in worst and best-case scenarios.
Susceptible-Infected-Removed (SIR) and Susceptible-Exposed-Infected-Removed
(SEIR)models are themost studied andusedmodels to estimate disease spread.These
models are helpful in estimating the effect of preventive measures on disease spread.
The SIRmodel originated from the study of the plague almost one hundred years ago.
This model estimates spread by using contact rate and infection period only. It has
been observed that this model is not suitable for estimating the spread in which the
incubation period is involved such as COVID-19. Hence, the SEIRmodel is a suitable
model for estimating COVID-19 spread since it incorporates the incubation period.
However, the SEIRmodel failed to estimate the spreadwhere preventivemeasures are
adopted such as social distancing. In the present manuscript, a modified SEIR model
is presented estimating COVID-19 spread. The proposed model has incorporated the
social distancing parameter for a more accurate estimation of COVID-19 disease.
Our main contribution is to include the social distancing parameter and to analyze
the spread scenario and its effect. The novelty of current work is to include the
social distancing parameter in two scenarios: first, before lockdown, and second,
after lockdown.

The present work is organized as follows. Themathematical model for COVID-19
spread estimation is presented in Sect. 2. Section 3 discusses the results obtained by
the proposed mathematical model.

2 Proposed Methodology with Social Distancing

In this section, amodifiedSEIRmathematicalmodel is being presented for estimating
COVID-19 spread. The proposed model uses the basic SEIRmodel to design a novel
mathematical model. The SEIR model is a compartmental model for estimating
disease spread in the population. It’s an acronym for Susceptible, Exposed, Infected,
and Recovered. When a disease is introduced to a population, the people move from
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one compartment to another compartment. When people has reached to R state, then
the people either survived the disease or out of the population. The classical SEIR is
defined by the following equations:

ds

dt
= −β × S × I (1)

dE

dt
+ β × S × I − α × E (2)

dI

dt
= α × E − γ × I (3)

dR

dt
= γ × I (4)

Here, Eqs. (1), (2), (3), and (4) represent four Ordinary Differential Equations
(ODEs). The three parameters are α, β, and γ . These are defined as follows:

α is the inverse of the incubation period.
β is the average contact rate in the population.
γ is the inverse of the mean infectious period.

Equation (1) is the change in people susceptible to the disease and is moderated by
the number of infected people and their contact with the infected. Equation (2) gives
the people who have been exposed to the disease. It grows based on the contact rate
and decreases based on the incubation period whereby people then become infected.
Equation (3) gives us the change in infected people based on the exposed population
and the incubation period. It decreases based on the infectious period, so the higher
γ is, the more quickly people die/recover and move on to the final stage in Eq. (4).
The proposed mathematical model is shown in Fig. 1.

Fig. 1 Proposed mathematical model with social distancing
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In the proposed model, a novel factor ρ has been introduced as a social distancing
parameter. Social distancing is maintained in transmissible diseases like COVID-19.
It includes avoiding large gatherings, physical contact, and other efforts to mitigate
the spread of infectious diseases. This parameter controls contact rate, β. The social
distancing parameter ρ lies in the range 0 and 1, where 0 indicates everyone is locked
down and quarantined while 1 is equivalent to our base case above. Equations (1)
and (2) are being multiplied with a parameter to have a social distancing effect. The
modified equations are defined as follows:

dS

dt
= −ρ × β × S × I (5)

dE

dt
= ρ × β × S × I − α × E (6)

3 Results and Discussion

All the experimental studies have been performed on PYTHON. The machine used
for performing simulationwork has CPU clock speed 1.60GHz, 8GBRAM, 256KB
L1 cache, 1.0 MB L2 cache, and 6.0 MB L3 cache hardware configuration. The
proposed mathematical model has been validated in cases of COVID-19 in India
[14]. The day-wise COVID-19 cases are shown in Fig. 2. The state-wise active
COVID-19 cases in India are shown in Fig. 2 [15]. It can be analyzed from Fig. 2
that COVID-19 cases are increasing day by day.

The state-wise COVID-19 cases are Tabulated in Table 1. It can be easily
analyzed from Table 1 that Maharashtra, Delhi, Tamil Nadu, Uttar Pradesh, Madhya

Fig. 2 Day-wise active COVID-19 cases in India
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Table 1 Total number of
confirmed state-wise cases in
India till 17-March-2020

Name of state/
UT

Total
confirmed
cases

Cured/
discharged

Death

Andaman and
Nicobar Islands

11 10 0

Andhra Pradesh 534 20 14

Arunachal Pradesh 1 0 0

Assam 35 5 1

Bihar 74 29 1

Chandigarh 21 7 0

Chhattisgarh 33 17 0

Delhi 1578 42 32

Goa 7 5 0

Gujarat 871 64 36

Haryana 205 43 3

Himachal Pradesh 35 16 1

Jammu and Kashmir 300 36 4

Jharkhand 28 0 2

Karnataka 315 82 13

Kerala 388 218 3

Ladakh 17 10 0

Madhya Pradesh 1120 64 53

Maharashtra 2919 295 187

Manipur 2 1 0

Meghalaya 7 0 1

Mizoram 1 0 0

Nagaland 0 0 0

Odisha 60 18 1

Puducherry 7 1 0

Punjab 18 27 13

Rajasthan 1023 147 3

Tamil Nadu 1242 118 14

Telangana 698 120 18

Tripura 2 1 0

Uttarakhand 37 9 0

Uttar Pradesh 773 68 13

West Bengal 231 42 7
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(a) Before applying social distancing  (b) After applying social distancing 

(c) Cases due to breakage in social (d) Overall COVID-19 spread scenario

distancing

Fig. 3 Active COVID-19 cases spread scenarios in India

Pradesh,Telangana, andRajasthan aremajor affected stateswithCOVID-19diseases.
The COVID-19 spread behavior with different measurements such as before and
after applying social distancing and spread due to breakage in maintaining social
distancing have been shown in Fig. 3.

Figure 3a shows polynomial spread behavior with degree 2 before applying social
distancing. The effect of social distancing can be seen in Fig. 3b which shows a
reduction of spread behavior from polynomial to linear. Exponential behavior has
been analyzed by breaking the social distancing as can be seen in Fig. 3c. The
overall spread behavior up to 10 April 2020 is shown in Fig. 3d. Figure 3d shows
how spread behavior has been changed from polynomial of degree 2 to polynomial
of degree 3. The overall population has been considered as susceptible cases. The
experimental studies have been performed on 10,000 population. The cases which
do not belong to susceptible cases either belong to exposed, infected, or recovered.
The people who have contacted recently infected people move to exposed cases.
The exposed cases move to infected after completion of the incubation period. The
infected people’s moves recover cases after successful completion of coronavirus
cycle, clinical process, or death.

The value of incubation period α has been fixed with 0.2, and an infection period
of 0.5 days has been considered in allmodes for validating the proposedmethodology
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[16, 17]. The performance of the proposedmathematicalmodelworks in twodifferent
modes. The first mode works on the classical SEIR model in which the value of the
social distancing rate ρ is fixed to 1. In this mode, the spread of disease depends only
on the contact rate β. The result obtained by the proposed mathematical model with
ρ = 1 and β = 1.5, β = 1.75, and β = 2.0 has been shown in Fig. 4. The green
line shows COVID-19 spread with β = 1.5, similarly red and blue line shows spread
with β = 1.75 and β = 2.0, respectively. It can be easily analyzed from the green
dotted line that spread is about 3% in 21 day, which is approximately the same as
COVID-19 disease spread before applying social distancing in India. It can be also
analyzed that if this spread has been followed, then the maximum 35% population
could have been suffered from COVID-19 disease in 30 days.

The second mode is with different social distancing rates. The results obtained
have been shown in Fig. 5. It has been analyzed with about 300 active cases. It can
be easily analyzed from the green dotted line that spread is about 10% in 10 days,
which is approximately the same as COVID-19 disease spread after applying social
distancing in India. Hence, it can be also analyzed that spread behavior is linear
in nature. In addition, it can be said that if this spread has been followed, then the

Fig. 4 COVID-19 Spread before applying social distancing with ρ = 1

Fig. 5 COVID-19 spread after applying different social distancing rates
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Fig. 6 COVID-19 spread due to breakage in social distancing

maximum 30% population could have been suffered from COVID-19 disease in
30 days.

The sudden increase has been analyzed after 30 March 2020. This is due to the
breakage of social distancing as a gathering of people. It can be easily observed
from Fig. 6 that spread is about to 60% people in 10 days which closely resembles
COVID-19 spread after gathering. Hence, it can be said that due to this gathering,
the spreading behavior has been changed from linear to a polynomial of degree 3. In
addition, it is found that 60 days of lockdown is required in the current scenario to
complete recovery of COVID-19 disease.

4 Conclusion

The present work has investigated the problem of COVID-19 spread in India in
current scenarios. A mathematical model has been established, which follows the
actual data trend of COVID-19 spread in India. It has been proved from analyt-
ical (based on mathematical modeling) and simulation results that social distancing
plays an important role in spread estimation. The effect of social distancing has
been discussed with different social distancing rates. It has been found that social
distancing can reduce the spread from polynomial to linear. It has been also observed
breakage in social distancing can rise spread from linear to exponential. The
maximum cases and recovery periods are also analyzed. It has been found that in the
current spread scenario 60 days of lockdown is required for complete recovery.
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NVM Device-Based Deep Inference
Architecture Using Self-gated Activation
Functions (Swish)

Afroz Fatima and Abhijit Pethe

1 Introduction

Neural-inspired computing has become a compelling area of research in the past
decade with applications in varied field such as robotics, image, speech and video
recognition, cyber security [1]. The implementation of neurons and synapses in the
conventional neuromorphic processors had been in the CMOS process and the more
recent ones have been designed using memristors and hybrid technology (CMOS
with memristors) due to the scaling limits of transistors. Resistive Random-Access
Memory (RRAM) have been proven suitable candidate for designing both the neuron
circuits and electronic synapses. The RRAM devices generally consume low power,
have better data density than DRAM, perform faster than FLASH memory, and are
reliable and resilient in nature [2]. When an input arrives at the pre-neuron circuit,
it gets combined with their respective synaptic weights and fires an action potential
signal to the post-neuron circuit. This process continues depending upon the number
of input neurons and synapses considered. A typical structure of neuron and synapse
is shown in Fig. 1.

The neuron function (independent of bias) can be expressed as

Output Neuron = f (w1x1 + w2x2 + . . . + wnxn) (1)

where ‘f’ is the non-linear activation function; w1, w2…wn are weights; and x1,
x2…xn are inputs.
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a. Biological Neuron b. Electronic Synapse (RRAM model3)

c. Artificial Neuron d. Mathematical Representation of Neuron
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Fig. 1 Neuron-synapse structure

Typically, a linear function is not conducive in solving complex problems in
deep neural networks as linear activation function in the hidden layer outputs only
a linear function of the inputs and this keeps happening, no matter how much deep
the neural network is [4]. Consequently, a non-linearity is added at the end of the
output to provide a constructive solution for deep neural networks. A substantial
list of activation functions had been demonstrated in software for machine learning
applications, whereas the hardware implementations of the activation functions have
been sub-ordinate in literature. In this paper, we present the design of non-linear
Self-Gated Activation Function (Swish) [5] for analog hardware applications using
the RRAM devices [3]. The electronic synapse has been implemented using the
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1T-1RRAM crossbar structure. This design speeds up the dot-product operation, is
energy efficient and has low latency counts [6]. Themain aspect ofRRAMis its nature
of changing the conductance state when a positive or negative voltage is applied. The
switching of conductance state signifies that the weights have been applied to the
neural network. RRAM is a 2-terminal device with Metal–Insulator-Metal stack as
depicted in Fig. 1b. The model consists of metal-oxide-based RRAM devices with
bipolar switching characteristics.

This paper exhibits key aspects of artificial neural networks such as suitable acti-
vation functions for NVM applications, details on how the deep neural architecture is
designed and implemented for inference of the neural network across three datasets.
The paper is further organized as Sect. 2 presents the background about the infer-
ence architecture by highlighting some recent neuromorphic processors that has
proven NVM technology as a viable solution to replace CMOS, Sect. 3 discusses the
importance of non-linear activation functions in neural networks and compares the
proposed Swish Activation Function using RRAM to the existing Activation Func-
tions from literature, Sect. 4 details on the implementation methodology of the deep
inference architecture using RRAM and showcases the datasets being employed for
classification tasks, Sect. 5 gives comprehensive details on the results obtained and
Sect. 6 concludes the paper.

2 Background

Different classes of NVM technologies such as Resistive Random-Access Memory
(RRAM), Phase Change Memory (PCM), Spin Transfer Torque-Magnetic RAM
(STT-MRAM) have been extensively used for the design of neural crossbar architec-
tures for performing dedicated tasks of inferring and training the deep neural network
in order to further propose unique circuit-level solutions [7, 8]. Recent results show
that the semiconductor industry has heavily invested in NVM technologies with
their fabricated process being commercially available to the market, some exam-
ples include TSMC’s 40 nm RRAM, Intel’s 22 nm RRAM, TSMC’s 40 nm PCM,
Intel’s 22 nm STT-MRAM, Samsung’s 28 nm STT-MRAM, and an emerging 22 nm
FeFET from Global Foundries [9, 10]. Besides the above, the recent prototype chips
relying on the NVM technologies include IBM’s PCM, UMass and UMich’s RRAM
for ‘training’ and Panasonic, NTHU and ASU/ GaTech’s RRAM for ‘inference’ of
the deep neural network architectures [9, 10]. RRAMs have been preferred in this
paper due to its advantages such as high density, low leakage power, non-volatility,
parallel-readout operation multi-level programming, fast switching (sub-ns), good
retention (>10 years), and high endurance (>Megacycles) [11, 12].Another important
consideration while designing the neural network is the ‘activation function’ as this
helps in generating the action potential or spike from the present layer and transmit
it to the next layer. The name itself signifies that it activates the circuit for firing a
signal. Recently, the Swish Activation Function from Google Brain has been proven
successful across a number of datasets as it improves top-1 classification accuracy
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on ImageNet by 0.9% for Mobile NASNet-A and 0.6% for Inception-ResNet-v2
[5]. However, only ReLU and Sigmoid function have been investigated for analog
circuits using memristors. In this paper, we have considered the Swish Activation
function using RRAMs for the task of classification using the deep neural network
across multiple datasets.

3 Activation Functions

3.1 Role of Activation Functions in Neural Networks

Activation Functions generally represent the rate of firing a signal depending upon
the input applied. The rate at which the signal is fired is called as firing potential or
action potential signifying the potentiation (Na+) and depression (K+) in the form
of a spike signal activity. In biology, these action potentials are abstracted when the
neurotransmitters release the Ca2+ and Mg2+ ions by opening their voltage-gated
channels and fire an activation signal at the output and this activity lasts for a few
milli-seconds in the brain. The action potentials can be controlled by increasing or
decreasing the input current.

Activation functions may be linear or non-linear. Linear activation functions
mostly fail in complex neural networks, if we compute two linear functions then, the
result would be linear itself which is inappropriate in deep neural networks. The non-
linear functions are responsible for the mappings between the inputs and response
variables with the main aim to convert an input signal of a node in a neural network
to an output signal which will be used as an input in the next layer in the stack.
Unless we add some non-linearity in the deep neural network, the system will not
produce accurate results as it is same as not having a network deep enough or having
just a shallow network, because using a linear activation function would only lead to
producing outputs which are again linear in nature. Due to the limitations of linear
activation functions, it is rarely used except in some circumstances like prediction of
house prices [4]. Non-linear activation functions are considered good at performing
complex tasks when the network is deep with many hidden layers.

There is a diverse list of activation functions in neural networks having specific
working range and mathematical property of a function. Some of the most widely
used activation functions in machine learning applications are Sigmoid, TanH, Recti-
fied LinearUnit (ReLU), Exponential LinearUnit (ELU), Gaussian Error LinearUnit
(GELU), Sigmoid Linear Unit (SiLU/Swish), Sinusoid, etc., having different math-
ematical property and range of operation. The above functions have been widely
adopted in the software for machine learning applications, whereas only a few
have been investigated using hardware circuits. In this paper, we have consid-
ered the Sigmoid Linear Unit or Self-Gated Activation Function (Swish) for the
implementation of deep inference architecture using the 1T-1RRAM crossbars.
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3.2 Implementation of Self-Gated Activation Function
(Swish) Using Resistive Random-Access Memory
(RRAM)

Swish is a smooth, non-monotonic function with one-sided boundedness at zero.
Swish was initially designed to improve the performance characteristics of ReLU
function for deep models and challenging datasets. Experimental results show that
Swish outperforms ReLU for deep neural networks for applications such as image
classification and machine translation [5].

Swish activation function is defined as [5],

f (x) = x

1+ e−x
(2)

where ‘x’ is the input and ‘f (x)’ is the output.
Besides being smooth and non-monotonic, swish is unbounded above and

bounded below and this makes it different from the other activation functions [5].

3.2.1 Working Principle

Swish activation function has been designed using 5 pairs of CMOS transistors of
Length = 180 nM and Total Width = 2 uM each, 2 RRAM devices and a 2-input
multiplier circuit as defined in (2) and shown in Fig. 2. The circuit is controlled by
a dc voltage and the bias voltages (±Vβ) from T1-T2 are used to turn ‘ON/OFF’ the
transistors T3-T10. Initially when a high voltage is given to the input ‘x’, i.e., the

-Vβ

Out

Vdd

Vβ

In(x)

Multiplier 
Circuit 

T1

T2

T3 T4

T5 T6

T7 T8

T9 T10

RRAM1

RRAM2
x1

Fig. 2 Design of self-gated activation function (Swish) using RRAM
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Table 1 Comparison of NVM device-based activation functions in analog circuits

Parameters Sigmoid [13] ReLU [14] Swish [This work]

Cell structure 10 T-2 M 1Comparator-2 M 10 T-2RRAM-1Multiplier

Device Memristor Memristor RRAM

Operating voltage ± 3 V - 1.2 V

Total power 3 mW - 498 uW (peak)

Ron - 125 k� 267.8 k�

Roff - 125 M� 11.4 k�

On/Off ratio - 10ˆ6 23.49

gates of the transistors T3 and T5, it will cause the ‘nmos’ to conduct and ‘pmos’
not to conduct, while a low voltage on the input will cause it to reverse and causes
the RRAM1 and RRAM2 to switch their state from High Resistance State (HRS) to
Low Resistance State (LRS) (the set process) and LRS to HRS (the reset process) by
making both the ‘nmos’ and ‘pmos’ transistors to conduct briefly during the switching
period thereby inducing a signal at ‘x1’ of the multiplier circuit. The signal ‘x1’drives
the output for sigmoid equation (1/(1 + e−x)) and this signal is combined with the
initial input ‘x’ using themultiplier circuit for generating the final output signal of the
swish equation (x/(1+ e−x)). The output signal obtained is a smooth, non-monotonic
function with a one-sided boundedness at zero as illustrated in Fig. 5 which satisfies
the Swish property. Table 1 of Sect. 5 presents the swish-RRAM (this work) and
sigmoid-ReLU-memristor device results (from [13, 14]).

4 RRAM-Based Deep Inference Architecture Using
Self-Gated Activation Function (Swish)

4.1 Deep Neural Network Architecture

A 2-layer artificial neural network with 4 input neurons, 4 hidden layer neurons, and
4 output neurons is considered as shown in Fig. 3 and two 4 × 4 crossbars fit in
as synapses (weights) using the 1T-1RRAM structure as shown in Fig. 4. When a
neuron receives a signal at the input layer, the respective layer weights get combined
and processes the final output as discussed in Sect. 1.
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Fig. 3 Two layer artificial
neural network
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4.2 Deep Inference Architecture Using NVM Devices
and Self-Gated Activation Functions

The deep neural network has been designed using two 4× 4 crossbar array structures
comprising of 1T-1RRAM cells acting as switches. The crossbar structure consists
of large array of wires and in between each pair of wires there is 1T-1RRAM cell.
Initially, all the cells are open (OFF) and no information is passed but if we start
closing (ON) some of the cells, we can program the crossbar with the desired infor-
mation. When a positive/negative voltage is applied, the RRAM device moves the
oxygen molecules down/up by switching the RRAM’s resistance state from HRS
(OFF state) to LRS (ON state) or vice-versa. Depending upon the voltage (Vi) and
weights applied, the parallel multiply and accumulate operation draws a current (I)
at the end of each column as defined in (3). The dot product works on the principle
of Ohm’s and Kirchhoff’s law [6, 15].

The columnar output current can be expressed as

I =
∑

(Gi j × V i) (3)

where i and j = 1,2,3…n (depending on size of the network).
The linear current driving at the end of each column is processed by applying the

non-linear self-gated activation function as depicted in Fig. 4. and given to the next
crossbar layer as the input, the same process continues until a final output at the end of
the second layer is obtained. The above process is executed in forward-propagation
mode for the deep neural network considered. The proposed architecture has been
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Fig. 4 Design of 2-layer neural networks using 4 × 4 crossbars (SA = swish activation circuit)
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Fig. 5 Analog hardware characteristics of swish activation function

Table 2 Figure of merits: 1T-1RRAM cell

Parameters 1T-1RRAM

Technology node 180 nm

Switching time 2.28 ns

Conductance 17.39 mhos

Ron 267.8 k�

Roff 11.4 k�

On/Off ratio 23.49

trained ‘offline’ onFisher’s Iris [16],Balance scale [17], andBanknote authentication
[18] datasets to perform the classification task using forward-propagation/inference
method on the deep neural network. Table 2 of Sect. 5 presents the device metrics
of the proposed architecture. This design can be extended for deeper networks with
‘n’ number of hidden layers.

5 Results and Discussion

The simulation results of the proposed architecture are presented below along with
a comparative analysis of the Self-Gated activation function using RRAM with
Sigmoid and ReLU using memristors. The swish activation function with RRAM
devices outperforms sigmoid and ReLU with memristors on parameters such as
operating voltage, total power, and device resistance states (ON & OFF). The swish
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Table 3 Performance
metrics of the deep inference
architecture on different
datasets

Metric Iris Balance scale Bank note
authentication

No. of
samples

150 625 1372

Test samples 10% 5% 5%

Application Classification Classification Classification

Training
confusion

0.0167 0.0924 0.0105

Validation
confusion

0.0667 0.0645 0

Test
confusion

0 0.129 0

activation function using RRAM has low operating voltage of 1.2 V and low power
consumption of 498uW (Peak) when compared to the sigmoid activation function
with memristors that used ± 3 V operating voltage and almost 3mW of total power.
The resistance switching characteristic from ON state to OFF state is observed at
2.38 ns with a conductance of 17.39mhos in the 1T-1RRAMcell structure of the deep
inference architecture as in Table 2. Further, the performance metrics of the archi-
tecture on three datasets have been shown in Table 3. The iris and bank note authen-
tication dataset have a test confusion rate of ‘0’ which signifies that the network has
classified correctly from the trained samples and have a 100%classification accuracy,
whereas the balance scale dataset has a test confusion rate of 0.129 with a classi-
fication accuracy of 99.87% for the deep neural network considered. The outputs
obtained for the deep inference architecture using three datasets have been plotted
in Fig. 6. depicting the activations for the desired combination of inputs.

6 Conclusion

The role of non-linear activation functions in analog hardware was demonstrated
through a comparative analysis of the Swish activation function with RRAM on
Sigmoid and ReLU functions with memristors. The simulation results illustrate that
the swish function has low operating voltage of 1.2 V, low power consumption of
498uW as opposed to sigmoidwithmemristors and the resistance switching behavior
was observed at 267.8 k (ON state) and 11.4 k (OFF state) as opposed to the ReLU
function withmemristors. Also, the deep inference architecture with swish activation
function using RRAM devices have resistance switching speed at 2.38 ns with 100%
classification accuracy on iris and bank note authentication datasets and 99.87%
classification accuracy on balance scale dataset.
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Fig. 6 Inference outputs of
the deep inference
architecture

a. Outputs of Iris Dataset. 

b. Outputs of Balance Scale Dataset. 

c. Outputs of Bank Note Authentication Dataset. 
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Development of Universal Polynomial
Equation for All the Sub-phases
of Human Gait

Astha Verma, Vijay Bhaskar Semwal, and Koushlendra Kumar Singh

1 Introduction

To understand problem of the patients who has a walking disability and to provide
rehabilitation training, gait training robots have been developed. These robots assist
the patient in performing the gait cycle. Robot-based assistance is better than tradi-
tional manual artificial lower limbs rehabilitation andmedical equipment for rehabil-
itation which do not meet the requirements of disabled people [1]. For these robots,
motion planning is needed to train people. Motion planning is done by generating
trajectories through human walking model. So in real-time system, the motion of
normal human walking can be simulated by 3-link manipulator. The bipedal robot
walk be simulated using the human walking model. So in our work OpenSim is used
which is a real-time system having human walking model. Here, trajectories are
generated for normal humanwalk. Trajectories are generated by solving inverse kine-
matics. This method provides accurate joint angle results in less amount of time [2].

Earlier for gait retraining, researchers have used direct kinematics in real time
for calculation of joint angles assuming markers are attached to segments. Joint
angles are computed as biofeedback variables, instead of inverse kinematics. Inverse
kinematics globally optimizes generalized coordinates of model to minimize marker
tracking errors. The joint angles computed by direct kinematics are less accurate,
and it takes more time for calculation [3].
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1.1 Author’s Contribution

The first Contribution of our work is that a model-based method for solving inverse
kinematics in real time is presented. Joint trajectories of knee, hip, and ankle joint
angles for two different models of OpenSim are computed [4].This method provides
accurate joint angle results in less amount of time.

The other Contribution is to design the polynomial equations for all sub-phases of
human gait by using time series gait data. This data is generated by solving inverse
kinematics in OpenSim for Gait 2354model, which generate human like trajectories.
Then generated equation trajectories are compared with both the OpenSim model
gait2354 and gait 2392 models. It is observed that the polynomial equations are
universal and can act alternative for human walk [5].

1.2 Organization of Paper

This paper is organized as follows. In Second Section, different methods proposed
by some earlier researchers for solving inverse kinematics are explained. In Method
Section, our method for solving model-based inverse kinematics in real time is
explained. In Sect. 4, the algorithm for solving the inverse kinematics in OpenSim is
discussed. In Result Section, Comparison of polynomial equation generated trajecto-
ries with bothOpenSimmodel trajectories is shown. Next, in the Conclusion Section,
summary of our work is presented.

2 Literature Review

Nearchou et al. in 1998 has presented idea on solving the inverse kinematics problem
of redundant robots that are operating in complex environments through a modified
genetic algorithm [6].

Dutra et al. in 2008 has presented idea on solution of the inverse kinematics
problem using Simulated Annealing [7].

Semwal et al. in [8] has presented idea on Generation of Joint Trajectories Using
Hybrid Automate-Based Model [9].

3 Method

InOpenSim, for every time frame,we calculate inverse kinematics, using thewalking
data which is experimentally collected. It computes joint angles for a walking model
by reducing weighted sum of marker errors [10].
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1. To minimize the marker error, OpenSim solves a weighted least square
optimization problem.

2. Marker error is the distance between the location of experimental marker and
corresponding model marker location.

3. Each marker has its own weight value, which tells by how much that marker’s
error term should be reduced in least square problem.

Theminimization of weighted sum of marker errors can be expressed by this
equation

minq
[∑

i ∈markers Wi
∥∥Xiexp − Xi(q)

∥∥2
]

(1)

where
q = vector of calculated joint angles.
xiexp = cartesian position of the experimental marker i.
xi(q) = cartesian position of the corresponding model marker i (it depends on q)
wi = weight value of marker i.

4 Implementation

Algorithm explaining the procedure to solve inverse kinematics for gait analysis.

Algorithm 1 Solving Inverse Kinematics

Input: subject01_simbody.osim - scaled model 
gait2354_ Setup_ IK.xml - This file has pre-configuredsettings for inversekinematics tool
to compute joint angles for time varying coordinates, including marker tracking
weights.
subject01_ walk1.trc - Experimental marker trajectory file.

Output: subject01_walk1 ik.mot - Inverse Kinematics Solution will save in motion 
file(i.e. file contains the joint angles computed by IK).

Begin:
//Load model

load muskuloskeletal model (gait2354 simbody.osim). 

//Scale model
provide Scale setup xml file to the model.
( This file will scale the model to the dimensions of a subject whose experimental data is
used here).

We will get scaled model with name subject01 with pink markers. 

//Setup inverse kinematics analysis

provide ik tool setup file subject01_ Setup_ IK.xml to the model
//Solve inverse kinematics problem

When model walks for one complete gait cycle, then Inverse Kinematics problem 

starts to solve for each time frame of experimental data by minimizing root mean

square error for each time frame.

EndBegin
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Experimental Marker File (Table-I) This is the input dataset which contains
markers that are placed on the body segment of the model. These markers describe
the cartesian position of different segments of leg during motion [11] (Table 1).

Below table shows Root Mean Square Error for each time frame:

This table shows minimization of root mean square error for each time frame while
solving inverse kinematics in OpenSim (Table 2).

5 Result

This is the output dataset which is motion file generated after solving inverse kine-
matics.This file contains 6 joint angles(left and right ankle,hip,knee) of leg varying
with time during motion. This data is for one gait cycle ranges from 0.4 s to 1.6 s at
1 m/s speed (Table 3).

Generating the polynomial equations for each phase

The time series gait data of gait2354 model is divided into different phases of gait.
The divided data is then used for generating equations in python [12]. The equations
are generated using curve fitting (Tables 4, 5 and 6).

The data is plotted for a certain range of time values and the curve is fitted for
that. After curve fitting we get the polynomial equation of different orders which
depends on the accuracy of fitting of the curve[13] (Tables 7, 8 and 9).

Here, equations are generated for each phase of gait cycle, so to get less error
in each phase and more accuracy, the polynomial equations of degrees which varies
from second order to eight order are generated [14].

The polynomial functions for all the joints and for all the seven phases of
human gait cycle are given below.

The trajectory of actual gait (OpenSimmodel gait2354 and gait 2392 model)
and polynomial function generated trajectory are compared.

It is observed that joint trajectories by polynomial equations are same as the human
like trajectories of both OpenSim models [15]. So these are generalized equations
with time as input [16]. So these equations are correct and can be used for finding joint
trajectories of any model [17]. Figure 1 shows the comparison between the Gait2392
model, Gait2354 model and our developed polynomial equation trajectories for all
the different joints, i.e., right and left hip, knee and ankle.

6 Conclusion and Futuristic Research Directions

This section consists of conclusion of this research article and future research
direction.
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Table 2 Root mean square error

Time(sec) Root mean square error

0.4 0.0210096

0.417 0.0210009

0.433 0.0211359

0.45 0.021289

0.467 0.0214533

0.483 0.0214502

0.5 0.0214141

0.517 0.0212732

0.533 0.0212037

0.55 0.0211697

Table 3 A motion file containing the joint trajectories computed by IK

Time r Hip flexion r Knee angle r Ankle
angle

l Hip flexion l Knee angle l Ankle
angle

0.4 20.16323127 −55.18730856 2.73637463 −5.79549243 −7.33535694 5.39710797

0.417 20.63387013 −50.31535853 2.7472313 −7.28440892 −6.33404953 5.62863786

0.433 20.96628697 −44.98985076 2.64343298 −8.72478157 −5.3167808 5.88912383

0.45 20.78903614 −39.2013406 2.37092498 −10.30761725 −4.47841451 6.24166928

0.467 20.7798154 −33.1576252 1.94532109 −11.49059775 −3.84790562 6.64969224

0.483 20.17300853 −26.49001002 1.39318234 −12.96257351 −2.9398077 6.9878691

0.5 19.64774636 −19.896284 0.91078464 −14.38123778 −2.07650312 7.3261432

0.517 19.16114122 −13.68136495 0.62807694 −15.66585779 −1.46152018 7.75051873

0.533 18.6821211 −8.10851422 0.6415855 −16.80471433 −1.13023352 8.31867189

Table 4 Polynomial functions and Values of Coefficients a1, a2, a3, a4, a5, a6, a7 of the trajectory
polynomial for all the seven phases for right ankle joint

for loading response phase, terminal stance phase polynomial function is

a1 x4 + a2 x3 + a3 x2 + a4 x + a5

for preswin g phase, midswing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2+ a5 x +a6

for initial swing polynomial function is

a1 x5 +a2 x4 +a3 x3 + a4 x2+ a5 x +a6

for midstance,terminal swing polynomial function is

a1 x6 +a2 x5 + a3 x4 + a4 x3+a5 x2+ a6x+a7

Gait subphases a1 a2 a3 a4 a5 a6 a7

Loading Response 4.172e+04 -7.374e+04 4.854e+04 -1.412e+04 +1534 0 0

midstance -1.634e+06 6.096e+06 -9.4e+06 7.667e+06 -3.49e+06 8.408e+05 -8.378e+04

terminal stance 1.051e+04 -3.539e+04 4.443e+04 -2.462e+04 5074 0 0

Pre Swing 3.2e+06 -1.516e+07 2.873e+07 -2.721e+07 1.288e+07 -2.439e+06 0

Initial Swing -2386 7698 -5002 -7524 1.122e+04 -3999 0

Mid Swing 2.169e+05 -1.406e+06 3.641e+06 -4.705e+06 3.036e+06 -7.824e+05 0

Terminal Swing -5.32e+06 4.805e+07 -1.807e+08 3.62e+08 -4.076e+08 2.446e+08 -6.108e+07
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Table 5 Polynomial functions and Values of Coefficients a1, a2, a3, a4, a5, a6, a7, a8, a9 of the
trajectory polynomial for all the seven phases for left ankle joint

for loading response phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6

for midstance polynomial function is

a1 x8 +a2 x7 + a3 x6 + a4 x5+a5 x4+ a6x3+ a7x2 +a8 x+ a9

for terminal stanc e polynomial function is

a1 x7 + a2 x6 + a3 x5+a4 x4+ a5 x3+ a6 x2 +a7 x+ a8

for preswing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6

for initial swing polynomial function is

a1 x6 +a2 x5 + a3 x4 + a4 x3+a5 x2+ a6x+a7

for midswing phase polynomial function is

a1 x7 + a2 x6 + a3 x5+a4 x4+ a5 x3+ a6 x2 +a7 x+ a8

for terminal swing polynomial function is

a1 x6 +a2 x5 + a3 x4 + a4 x3+a5 x2+ a6x+a7

Gait subphases a1 a2 a3 a4 a5 a6 a7 a8 a9

Loading Response 5.856e+05 - 1.326e+06 1.198e+06 - 5.399e+05 1.213e+05 - 1.087e+04 0 0 0

Mid Stance 3.102e+08 - 1.493e+09 3.139e+09 - 3.764e+09 2.814e+09 - 1.344e+09 4.001e+08 - 6.794e+07 5.036e+06

Terminal Stance 4.402e+07 - 2.373e+08 5.46e+08 - 6.948e+08 5.281e+08 - 2.398e+08 6.018e+07 - 6.442e+06 0

Pre Swing -2.019e+06 9.554e+06 - 1.808e+07 1.71e+07 - 8.079e+06 1.526e+06 0 0 0

Initial Swing 8.773e+04 - 7.254e+05 2.384e+06 - 4.042e+06 3.761e+06 - 1.831e+06 3.656e+05 0 0

Mid Swing 2.162e+06 - 1.64e+07 5.099e+07 - 8.195e+07 6.904e+07 - 2.436e+07 - 2.29e+06 2.816e+06 0

Terminal Swing -5.115e+05 4.545e+06 - 1.682e+07 3.316e+07 - 3.676e+07 2.171e+07 - 5.341e+06 0 0

Table 6 Polynomial functions and Values of Coefficients a1, a2, a3, a4, a5, a6, a7, a8, a9 of the
trajectory polynomial for all the seven phases for left hip joint

for loading response phase polynomial function is

a1 x6 +a2 x5 + a3 x4 + a4 x3+a5 x2+ a6x+a7

for midstance,initial swing,midswing phase, polynomial function is

a1 x8 +a2 x7 + a3 x6 + a4 x5+a5 x4+ a6x3+ a7x2 +a8 x+ a9

for terminal stance polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6

for preswing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6

for terminal swing polynomial function is

a1 x8 +a2 x7 + a3 x6 + a4 x5+a5 x4+ a6x3+ a7x2 +a8 x+ a9

Gait subphases a1 a2 a3 a4 a5 a6 a7 a8 a9

Loading Response 2.694e+08 - 7.248e+08 8.113e+08 - 4.837e+08 1.62e+08 - 2.891e+07 2.146e+06 0 0

Mid Stance 4.545e+08 - 2.177e+09 4.55e+09 - 5.423e+09 4.031e+09 - 1.913e+09 5.661e+08 - 9.552e+07 7.035e+06

Terminal Stance 5497 9497 - 6.96e+04 1.021e+05 - 6.029e+04 1.281e+04 0 0 0

Pre Swing 5.124e+06 - 2.429e+07 4.605e+07 - 4.362e+07 2.066e+07 - 3.91e+06 0 0 0

Initial Swing 1.752e+07 - 1.626e+08 6.591e+08 - 1.523e+09 2.197e+09 - 2.023e+09 1.162e+09 - 3.809e+08 5.449e+07

Mid Swing 4.034e+08 - 4.194e+09 1.907e+10 - 4.951e+10 8.03e+10 - 8.331e+10 5.399e+10 - 1.998e+10 3.234e+09

Terminal Swing -3.578e+06 4.166e+07 - 2.119e+08 6.15e+08 - 1.114e+09 1.288e+09 - 9.287e+08 3.817e+08 -6.844e+07

Table 7 Polynomial functions and Values of Coefficients a1, a2, a3, a4, a5, a6, a7, a8, a9 of the
trajectory polynomial for all the seven phases for right hip joint

for loading response phase polynomial function is

a1 x6 +a2 x5 + a3 x4 + a4 x3+a5 x2+a6x+a7
for midstance phase polynomial function is

a1 x8 +a2 x7 + a3 x6 + a4 x5+a5 x4+ a6x3+ a7x2 +a8 x+ a9

for terminal stance,terminal swing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6

for preswing,initial swing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6
for mid swing polynomial function is

a1 x6 +a2 x5 + a3 x4 + a4 x3+a5 x2+ a6x+a7

Gait subpha ses a1 a2 a3 a4 a5 a6 a7 a8 a9

Loading Response 3.647e+08 - 9.834e+08 1.103e+09 - 6.595e+08 2.215e+08 - 3.962e+07 2.949e+06 0 0

Mid Stance -3.493e+08 1.675e+09 - 3.51e+09 4.194e+09 - 3.127e+09 1.49e+09 - 4.427e+08 7.506e+07 - 5.559e+06

Terminal Stance -2.931e+04 1.244e+05 - 2.094e+05 1.748e+05 - 7.233e+04 1.19e+04 0 0 0

Pre Swing 1.305e+07 - 6.192e+07 1.174e+08 - 1.113e+08 5.274e+07 - 9.99e+06 0 0 0

Initial Swing 1.157e+05 - 6.352e+05 1.393e+06 - 1.525e+06 8.339e+05 - 1.821e+05 0 0 0

Mid Swing -3.8e+06 2.957e+07 - 9.582e+07 1.655e+08 - 1.606e+08 8.311e+07 - 1.79e+07 0 0

Terminal Swing -8.842e+04 6.572e+05 - 1.953e+06 2.9e+06 - 2.152e+06 6.38e+05 0 0 0



52 A. Verma et al.

Table 8 Polynomial functions and Values of Coefficients a1, a2, a3, a4, a5, a6 of the trajectory
polynomial for all the seven phases for left knee joint

for loading response,midstance,preswing,initial swing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6

for terminal stance, midswing,terminal swing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6
Gait subpha ses a1 a2 a3 a4 a5 a6

Loading Response -4.278e+06 9.66e+06 - 8.708e+06 3.918e+06 - 8.795e+05 7.88e+04

Mid Stance -1.461e+05 4.342e+05 - 5.151e+05 3.042e+05 - 8.934e+04 1.042e+04

Terminal Stance 9.225e+04 - 4.161e+05 7.465e+05 - 6.647e+05 2.931e+05 - 5.117e+04

Pre Swing -4.397e+06 2.087e+07 - 3.962e+07 3.76e+07 - 1.783e+07 3.382e+06

Initial Swing -4.264e+04 2.192e+05 - 4.547e+05 4.764e+05 - 2.521e+05 5.379e+04

Mid Swing 1.44e+04 - 1.199e+05 3.857e+05 - 6.044e+05 4.639e+05 - 1.4e+05

Terminal Swing 9.042e+04 - 6.754e+05 2.016e+06 - 3.005e+06 2.237e+06 - 6.651e+05

Table 9 Polynomial functions and Values of Coefficients a1, a2, a3, a4, a5, a6, a7, a8, a9 of the
trajectory polynomial for all the seven phases for right knee joint

for loading response phase polynomial function is

a1 x3 +a2 x2 + a3 x +a4

for midstance,preswing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6

for terminal stance,midswing,terminal swing phase polynomial function is

a1 x5 + a2 x4 + a3 x3 + a4 x2 + a5 x+a6
for initial swing phase polynomial function is

a1 x8 +a2 x7 + a3 x6 + a4 x5+a5 x4+ a6x3+ a7x2 +a8 x+ a9

Gait subpha ses a1 a2 a3 a4 a5 a6 a7 a8 a9

Loading Response -2178 3620 - 1576 135.3 0 0 0 0 0

Mid Stance -4.177e+05 1.308e+06 - 1.623e+06 9.964e+05 - 3.022e+05 3.618e+04 0 0 0

Terminal Stance 8.051e+04 - 3.258e+05 5.242e+05 - 4.186e+05 1.657e+05 - 2.596e+04 0 0 0

Pre Swing -1.123e+07 5.327e+07 - 1.01e+08 9.574e+07 - 4.535e+07 8.591e+06 0 0 0

Initial Swing 1.4e+09 - 1.233e+10 4.753e+10 - 1.046e+11 1.438e+11 - 1.264e+11 6.941e+10 - 2.177e+10 2.986e+09

Mid Swing 2.861e+05 - 1.836e+06 4.71e+06 - 6.036e+06 3.864e+06 - 9.886e+05 0 0 0

Terminal Swing 7.047e+04 - 5.329e+05 1.611e+06 - 2.433e+06 1.833e+06 - 5.515e+05 0 0 0

Conclusion

For fast and accurate model-based inverse kinematics calculations, an inverse kine-
matics solution in real time using experimental data is presented to compute the joint
angles for a musculoskeletal model during movement [18, 19]. To analyze a move-
ment of model, the hip, knee, and ankle trajectories have been generated from both
models of OpenSim [20]. Our other contribution is the generation of polynomial
equations using gait data of gait2354 model [21], and then generated joint trajecto-
ries of bipedal motion using polynomial equations. These equations are suitable for
generating walking trajectories of any bipedal robots [22]. Since these equations are
designed using actual normal human gait captured data, so they are stable.

Comparison of trajectories generated by these equations with the OpenSimmodel
gait2354 and gait2392 trajectories shows the equations which we have developed are
correct [19].
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(b) Shank Joint Trajectory

(d) Ankle Joint Trajectory

(a) Hip Joint Trajectory

(c) Knee Joint Trajectory

(e) Thigh Joint Trajectory (f) Foot Joint Trajectory

Fig. 1 Gait pattern of different joints for Gait 2354 model, polynomial function trajectories and
Gait2392 a hip joint b shank joint c knee joint d ankle joint e thigh joint f foot joint
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Futuristic research directions

May be the calculation of torques and net forces at each joint, which produces a
given movement of joints, by using inverse dynamics algorithm [24].

For the dynamics of the manipulator, these joint trajectories which we have gener-
ated by solving inverse kinematics are required as input to the model [25]. These
forces and torque control the movement of joints of biped robots, so the controller
should be generated which resembles with normal human walk [26].
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Application of Equipment Utilization
Monitoring System for ICU Equipment
Using Internet of Things (IoT)

Barath Kumar Babu and Bhoomadevi A

1 Introduction

Medical devices vary in both their intended use and indications to be used. Exam-
ples range from straightforward, low-risk devices like tongue depressors; medical
thermometers, disposable gloves, and bedpans to complex, high-risk devices that are
implanted and help sustain life. The planning of medical devices constitutes a serious
segment of the sector of biomedical engineering. Albeit medical devices are indis-
pensable for all aspects of healthcare, many appropriate technologies are inacces-
sible to the bulk of the people that need them, particularly in low and middle-income
countries.

In India, the lack of proper management of medical equipment has limited the
capacity of health institutions to deliver adequate health care. It is estimated that
only about 61% of medical equipment found in Indian public hospitals and other
health facilities are functional at any given time. Medical equipment management
defines the organization and coordination of activities that make sure the successful
management of kits associated with patient care during a clinic.

This study is meant to spot the reported reasons that contributed to availability
also as utilization of medical devices within the respective hospitals. This may
help hospital administrators and other stakeholders to make awareness as a way
of resolving problems through communication and take informed actions for better
healthcare delivery.
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1.1 Need for Monitoring System

Monitoring systems are liable for controlling the technology employed by a hospital
to research their operation and performance and to detect and alert the possible errors.
An honest monitoring system is in a position to watch devices, infrastructures, appli-
cations, services, and even business processes. Monitoring may be a tremendously
broad and sophisticated activity; it is not a closed concept, but it depends on the
requirements of every company. However, monitoring systems often have a variety
of common features, including the following:

a. Analysis in real-time
b. Regular system alerts
c. Graphic visualization
d. Production of reports
e. Record the availabilities
f. Distinction supported user type.

1.2 Traditional Monitoring Versus Real–Time Monitoring

1. Traditional monitoring requires data to be entered manually. For instance, patient
wheel-in time andwheel-out time in an ICU is employed to calculate the ICU charges
for a patient; whereas in real-time monitoring, the wheel-in, wheel-out times are
directly pushed to the HIS of the hospital in order that the billing is often done easily.

2. Traditional monitoring consumes man-hours, whereas real-time monitoring
does not involve man-hours because automation is done.

3. Real-time monitoring provides answers in real-time, whereas traditional
monitoring post analysis has got to be done to get user-friendly statistics.

1.3 Internet of Things (IoT)

The Internet of things (IoT) is the extension of Internet connectivity into physical
devices and everyday objects. Embedded with electronics, Internet connectivity, and
other sorts of hardware (such as sensors), these devices can communicate and interact
with others over the web and that they are often remotely monitored and controlled.

1.3.1 IoT in Healthcare

The Internet ofMedical Things (also called theweb of health things) is an application
of the IoT for medical and health-related purposes, data collection and analysis for
research, and monitoring.
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IoT devices are often want to enable remote health monitoring and emergency
notification systems. These health monitoring devices can range from vital sign and
pulse monitors to advanced devices capable of monitoring specialized implants, like
pacemakers, Fit bit electronic wristbands, or advanced hearing aids. Some hospitals
have begun implementing “smart beds” which will detect once they are occupied and
when a patient is attempting to urge up. It also can adjust itself to make sure appro-
priate pressure, and support is applied to the patient without the manual interaction
of nurses. A 2015 Goldman Sachs report indicated that healthcare IoT devices “can
save us quite $300 billion in annual healthcare expenditures by increasing revenue
and decreasing cost.” Moreover, the utilization of mobile devices to support medical
follow-up led to the creation of ‘m-health’, used “to analyze, capture, transmit and
store health statistics frommultiple resources, including sensors and other biomedical
acquisition systems”.

Advances in plastic and fabric electronics fabrication methods have enabled
ultra-low-cost, use-and-throw IoMT sensors. These sensors, alongside the specified
RFID electronics, are often fabricated on paper or e-textiles for wirelessly powered
disposable sensing devices. Applications are established for point-of-care medical
diagnostics where portability and low system-complexity are important.

As of 2018 IoMTwas not only being appliedwithin the clinical laboratory industry
but also being appliedwithin the healthcare and insurance industries. IoMTwithin the
healthcare industry is now permitting doctors, patients, et al. involved (i.e., guardians
of patients, nurses, families, etc.) to be a part of a system, where patient records
are saved during a database, allowing doctors and therefore, the remainder of the
medical staff to possess access to the patient’s information. Moreover, IoT- based
systems are patient-centered, which involves being flexible to the patient’s medical
conditions. IoMT within the insurance industry provides access to raise and new
sorts of dynamic information. This includes sensor-based solutions like biosensors,
wearables, connected health devices, and mobile apps to track customer behavior.
This will cause more accurate underwriting and new pricing models.

The application of the IOT in healthcare plays a fundamental role in managing
chronic diseases and in disease prevention and control. Remote monitoring is formed
possible through the connection of powerful wireless solutions. The connectivity
enables health practitioners to capture patient’s data and applying complex algorithms
in health data analysis.

2 Literature Review

[1] considered that a lot of technologies can reduce overall costs for the preven-
tion or management of chronic diseases. Among these technologies are devices that
monitor health indicators, automatic administration therapies, or devices that track
health data in real-time when a patient self-administers therapy. Because high-speed
Internet access and smartphones have increased, many patients began using mobile
applications (applications) tomanage various health needs. Thesemobile devices and
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applications are increasingly used and integrated with telemedicine and tales aloud
through the medical Internet of Things (mIoT) [2] explained that new operational
data sources will cause a replacement design of systems to supply health services
and ways to support operational planning and decision-making. Technologies like
Real-Time Location Systems (RTLS) provide unique insight and understanding of
how healthcare adjustments behave and answer operational design changes. This text
usesRTLSdata fromanoutpatient clinical environment to spot the acceptable number
of planned providers to enhance clinical space utilization while balancing the nega-
tive effects of clinical congestion [3] study show that the important motivation for
this research is to develop an efficient system that will monitor the health parameters
of multiple patients simultaneously and effectively provide data to patients where it
is stored permanently. The present traditional health monitoring is achieved by indi-
vidual PCs attached to every patient bed. The varied parameters that are monitored
are vital signs, temperature, ECG, and EEG. Our research explores the potential of
WSN together, send, and process these multiple multi-patient parameters simultane-
ously and in real-time. This research manages to show the patient’s traditional indi-
vidual monitor and requirements into a tool capable of reliably monitoring the varied
parameters of up to six patients at an equivalent time, in real-time [4] described that
accurate motion tracking can provide detailed information through qualitative and
quantitative chemical analysis of patient movements within the field of rehabilitation
and, therefore, it is often an efficient tool for handling motion problems. Patients are
usually doing rehabilitation training programs under the guidance of their supervisor
just for a couple of small fragments (1–2 h) of the day. Remote motion monitoring
can allow qualified medical personnel to closely monitor patient training activities
reception throughout the day, so in various parts (morning, afternoon, night) training
sessions are often easily included in lifestyle, and in some cases (e.g., stroke reha-
bilitation) this will significantly improve the healing process and may cause better
restoration results. This text focuses mainly on its internal architecture and its usage
scenarios within the sector of telerehabilitation.

3 Methodology

There are several ways to measure the utilization of equipment. There are no right or
wrong ways but only ways that best fit the need(s).A study on Application of Equip-
ment Utilization Monitoring System for ICU Equipment using Internet of Things
(IoT) was conducted in MGM Healthcare Pvt. Ltd, Chennai, with the support of
Tenx Health Technologies Pvt. Ltd, Coimbatore, in order to enhance the process of
monitoring equipment throughout the hospital. The study was confined to the ICU
owing to time constraints.

This study was conducted to enhance the monitoring of vital equipment in the
ICU using IoT technology. This enables the equipment to be remotely monitored and
used in automated billing when integrated to the HIS of the hospital.
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Equipment included in the study are Ventilators, Monitors, Syringe pumps, and
Infusion pumps.

The research design of this project is Proof of concept (POC) based Descrip-
tive Research. Proof of Concept is a type of research where a small demonstration
of certain ideas in certain disciplines is carried out in order to prove the practical
potential of the idea.

This POC based Descriptive Research design focuses on providing an accu-
rate description of the ideas that have practical potential. It involves observing and
describing the behavior of a subject without influencing it in any manner.

The primary data was collected through an observational checklist to track the
movement of nurses in the ICU.

4 Results

4.1 Real Time Location System (RTLS)

Due to time and cost constraints, Medium Integration was done to ensure that both
the patient and staff are present at the same location. By ensuring this, it is assumed
that the equipment is utilized as both of them are in the same location hence fulfilling
the purpose of the equipment.

Figure 1 depicts the technician that is in the Nursing Station—considered to be
a ICU for a period of 9 h 58 min and also shows the patient named Mr. Raman was
in the same nursing station for 36 min. Since both the patient and the technician
were present in the same location along with the equipment, it is considered that
the equipment in the ICU was utilized for 36 min. Thus the utilization for all the
equipment can be found in the same way.

Fig. 1 Screenshot of Patient named Raman and Screenshot of Technician
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4.2 Raspberry Pi-Based IoT

The Raspberry Pi is a series of small single-board computers developed in the United
Kingdom by the Raspberry Pi Foundation in order to promote basic computer science
knowledge in schools and in developing countries. The original model has become
far more popular than anticipated. It does not include peripherals like keyboards
and cases, but some accessories have been included in several official and unofficial
bundles (Fig. 2).

CONFIGURING CoMeT CONNECT™ EDGE DEVICE

1. Connect the CoMeT Connect™ Edge Device to a Computer via a Standard Cross
Over Cable (LANCable). Then Set the Ethernet IP of the Computer to 192.168.0.10
(Figs. 3 and 4).

Windows 10

1. Go to Settings > Network and Internet > Ethernet > Change Adapter options
2. Right click on the Ethernet connection

Fig. 2 Raspberry Pi based IoT

Fig. 3 Comet connect to computer via LAN
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Fig. 4 Comet connect webpage

3. Go to Properties and select

‘Internet Protocol Version 4(TCP/IPV4)’

4. Click on the Properties button
5. Select the radio button, ‘Use the following IP address’
6. Change the IP Address to “192.168.0.10” and ‘Subnet Mask’ to

“255.255.255.0”.

Mac OSX

1. Go to System Preferences > Network > Select the LAN
2. Change ‘Configure IPv4’ to “Manually”
3. Enter ‘IP Address’ to “192.168.0.10” and ‘Subnet Mask’ to “255.255.255.0”
4. Open aweb browser (preferably Google Chrome) and enter “192.168.0.1:5000”

in the address bar.
5. The following web page opens:

2. Fill the form:

a. Configure Wi-Fi network.

i. Select the Wi-Fi network SSID from the drop-down list.
ii. Enter password.

Please note: CoMeT Connect™ Edge device only supports 2.4 GHz Wi-Fi
networks. If you are unable to find some Wi-Fi Network SSIDs in the list, it could
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be due to different network types like 5 GHz. It is advised to work with the network
administrator and arrange for a 2.4 GHz Wi-Fi network.

b. Configure Time and Date:

i. Select the time zone from the drop-down list.
ii. Select the date/time format from the drop-down list.

If you are unable to find the time zone or date time format you are looking for,
please contact the Cohere Med Solutions support team.

c. Configure Medical Device Connection:
i. Enter the medical device manufacturer serial number.
The Manufacturer Serial Number is used as a unique identifier for the medical

device. It is an important piece of information which helps to identify the medical
device from which the data is being acquired and would be used for further
identification by other receiving applications.

d. Configure Server Connection:

i. Enter theREST end pointURL for theWeb servicewhich is hosted andmanaged
by any compatible information system for further processing the device data.

3. Click “Apply Settings” button:

The changeswill be applied and theCoMeTConnect™EdgeDevicewill be restarted.
Please do not close the browser window and allow the page to refresh automatically.
It may take a few minutes to refresh the page.

4. Success

The formwill be presentedwith theWi-FiNetwork displaying the status “Connected”
and other entered values will be populated (Figs. 5 and 6).

5. In case of Failure:

The form will be presented with the error message. Please take necessary action
(Fig. 7).

Troubleshooting Tips:

1. Check the Connecting Cable for loose connections.
2. Check the Medical Device to see whether it is powered on.
3. Check the CoMeT Connect™ Edge device to see whether it is powered on.
4. Check the Wi-Fi network for connectivity/change of password etc.
5. Check the RESTful Web service to see whether it is up and running.

The configuration to be done in each device is listed below:

1. Philips IntellivueMX450:
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Fig. 5 Comet connect—settings success

Fig. 6 Comet connect—settings success

The initial configuration requires the LAN port of the IoT device must be connected
with the monitor through a RJ 45 cable (Fig. 8).

To configure the IP address of the monitor manually switch the monitor into
service mode.

After that under Main Menu → Bed Information change the IP configuration
as shown in following figure:

By selecting “IP Config” a new dialog will appear. Please change the setting
“BootP” to “Manual”. Now you can edit the fields to enter a new IP address and
subnet mask (Fig. 9).
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Fig. 7 Comet connect—settings failure

Fig. 8 Philips monitor settings

Finally select “Store” at the bottom menu bar to save the new settings (Fig. 10).

2. Macquet Ventilator:

The initial configuration of the Macquet Ventilator just requires an RS 232 to USB
cable to be connected. The RS 232 port is connected in the ventilator, and the USB
port is connected in the IoT device. There are no other configurations to be done
in the device. Troubleshooting: In order to obtain the values from the device in the
initial stage (without a patient being connected with the ventilator), a test lung can
be connected to the ventilator to check if the vitals are being charted (Fig. 11).

3. Syringe and Infusion Pump:
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Fig. 9 Philips
monitor—network setup

The initial configuration of the Syringe pump (Graseby-2100) and infusion pump
(Graseby-1200) requires an RS 232 to USB cable to be connected. The RS 232 port
is connected in the pump, and the USB port is connected in the IoT device. There
are no other configurations to be done in the device. To check vitals, enter random
values in the pumps and select start.

Thus the device is configured with the IoT device. It is then used to extract the data
from the equipment using the respective drivers. Two types of data can be extracted
from the device.

i. Online/Offline status of the equipment ii. Vitals from the equipment

Every equipment in the hospital is connected to the IoT device. The IoT device gives
the Online/Offline status of the equipment throughout (Figs. 12, 13 and 14).

From the above image the following can be obtained:
Device Type: Type of equipment that is connected example, Monitor, Ventilator,

etc.
Device Name: Device name can be renamed and can be associated with the model

of the equipment used and the bed linked to it.
Serial No: Serial number refers to the device number that is connected.
Status: Status is the ON/OFF status of the equipment.
Total Up Time: It refers to the total working time of the equipment.
Last Location: Location of the device last used.
Last active: Date when the equipment was last active.
From the above information, the following data can be obtained:
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Fig. 10 Connecting Macquet ventilator to the IoT

Fig. 11 Connecting infusion and syringe pump to the IoT

i. The ON/OFF status of the equipment is obtained in JSON format which is
then converted into csv file. The csv file is then pushed to the URL where the
utilization details are displayed.

ii. The entire equipment in the hospital can be monitored remotely—Refer figure
above.
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Fig. 12 Online/Offline Status of the equipment

Fig. 13 ON/OFF status obtained in JSON

iii. The total usage of the device can be found which provides useful insights like
total equipment utilization, etc.

iv. The downtime of the equipment is obtained which is used to interpret the
effectiveness of the biomedical engineers.

v. The equipment that are not put to use can also be calculated which enhances
decision making to downsize the equipment.

vi. The billing can be automated in the ICU for the utilization of equipment based
on the actual time used rather than the round off value.

ii. Vitals from the Equipment:

Themonitor, ventilator, and the pumps can be connected to the IoT to obtain the vitals
of the patient connected to the respective equipment. This can be directly connected
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Fig. 14 Device time status

with the Electronic Medical Records of the hospital. Due to this the time taken by
the nurses can be reduced to a great extent (Fig. 15).

The above figure indicates the values obtained for every 30 minutes. The values
are obtained from all the equipment for a particular patient, and it is displayed. These
values are directly imported to the EMR of the hospital (Figs. 16, 17, 18, 19 and 20).

The UI displays the following:

Fig. 15 Vitals from the equipment
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Fig.16 IoT dashboard

Fig.17 Vitals trend i.e., data
from monitor & ventilator of
the patients are charted

Vitals Flowchart: The vitals from the monitor and ventilator are displayed here
Fluid Flowchart: The vitals from the syringe and infusion pumps are displayed

here
The benefits obtained from the data obtained are as follows:

i. The patient vitals are updated automatically to the EMR which reduces the
time taken by the nurses to note it down manually (the checklist is attached in
the report below).

ii. An alert is provided to the doctors and other staff nurses for the critical patient
values (threshold values) that are obtained from the monitor and ventilator.
This reduces the compulsion and need for doctors to always be on rounds.
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Fig. 18 Fluid trend

Fig. 19 Doctor’s
document–procedure

iii. By obtaining these records the discharge process can be made simpler.

Process flow in an ICU:
Process flow after IoT based equipment monitoring:
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Fig. 20 Doctor’s
document—history

4.3 Observation of Traditional Process Flow Versus Process
Flow After IoT Application

a. In the traditional process flow, manual entry of equipment and patient data makes
the process slow (Figs. 21, 22, 23, 24 and 25).

b. When the equipment is connected to an IoT, the manual data can be avoided
and the patients can be monitored remotely. This avoids the nurses to enter the data
manually for every 30 min which is a standard for NABH.

When the data is remotely monitored, alerts can be provided for the doctors and
staff nurses which makes it convenient for the doctors to attend the patients at the
time of emergency (Figs. 26, 27 and 28).

Checklist for tracking nursing time spent:
Average time taken by the patient = Total time/Number of samples

=2581/30
=86.03 secs/patient

The nurse on an average takes manual readings for every 30 min.
When the work time of the nurse is considered to be for 8 h, then the nurse takes

16 readings per day.
So the total time taken by one nurse = 16 * Average time taken by the patient.

=16 * 86.03
=1376.48 secs (or) 22.94 mins

When the data are remotely monitored, the nurse time can be saved as much as
22.94 min on an average per day.

So calculating the same per year,
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Fig.21 Nursing document

Fig.22 Nursing document



Application of Equipment Utilization Monitoring System … 75

Fig. 23 Discharged patient’s
reports

Total time saved per year = 22.94 min/ day * Number of days.
(Considering the average working per year is 262 days) = 22.94 * 262.
=6010.28 mins (or) 100.17 hours
Considering an average of 262 days, a nurse time can be saved up to 100 h.
Traditional discharge process vs IoT based discharge process:
In the traditional discharge process, the following processes take place,
1. Discharge decision taken by the physician and the discharge process is initiated.

Here time is consumed for manually checking the case reports of the patients.
2. Preparation of discharge note by the physician and the time is consumed for

getting the investigation report to be merged with the discharge note.
3. Further processing of discharge note by ward secretary. Centralized discharge

summary preparation process takes place. Time consumed for proof reading.
4. Preparation of rough discharge summary by the editor. Time consumed for

getting billing and insurance clearance.
5. Completed discharge summary after proof read and signed by the physician.
6. Handover of discharge summary to the patients.
In the IoT based discharge process, the following steps takes place.
1. Discharge decision taken by the physician, and hence he collects all the records

which are captured through the IoT device.
2. Data is proof read by the physician and it is signed.
3. Handing over off discharge summary after being signed by the physician.
Lean Quality tool—Jidoka:
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Fig. 24 Normal process flow taking place in an ICU

These are the four basic principles of Jidoka. These principles will be discussed
in detail below:

i. To detect a problem: The details required for the discharge is not provided by
the staff nurses and doctors on time.
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Fig. 25 Process flow after IoT based equipment monitoring

ii. To stop the process: This can be avoided by not obtaining the data from the
doctors and nurses.

iii. Fix the problem immediately: The solution to this is by obtaining the data from
remote devices i.e., an IoT device.

iv. Investigate the cause of the problem: The cause of the problem is because of
the two reasons. One is busy schedule of the doctors and nurses. The other
is because of the human error done by the nurses at the time of entering the
manual data

It is suggested that doctors and other staff nurses can make use of IoT device to
remotely monitor the vitals of the patient and prepare discharge summary (Figs. 29
and 30.
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Fig. 26 Checklist

Alerts can be set for the patient for threshold values so that the doctors can make
prior arrangements and do the necessary. The summary from the IoT device can be
integrated with the HIS and EMR of the hospital so that the discharge summary can
be easily prepared. Based on the utilization rate prepared by the IoT device, decision
making can be done. Decisions like purchase of new equipment, downsizing the
equipment in the hospital can be taken with the statistical values obtained from the
device. Medico-legal cases can be easily handled through the EMR reports generated
by the IoT device. Cases like failure of equipment, etc. can be easily proved with the
data generated by the device. Third Party Administrators (TPA) before approving
the claims can verify if the utilization is based on the actual coverage. Once the
equipment utilization monitoring system is introduced throughout the hospital, the
standards can be improved and it can be remotely monitored by the NABH and JCI
assessors. They do not have the necessity to come and visit the hospital at regular
intervals. These are the suggested cases where the IoT can also be utilized.

5 Limitations of the Study

The study is confined only to four critical equipment in the ICU, namely, monitor,
ventilator, syringe, and infusion pump. The HIS integration was done only for the
IdeaMed Hospital Information System, and it is not configured to the other HIS used



Application of Equipment Utilization Monitoring System … 79

Fig. 27 Normal discharge process
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Fig. 28 IoT based discharge process

commonly. The cost of maintaining the IoT device is high. Since the IoT device is
configured to the Wi-Fi of the hospital with the TCP enabled, it is more prone to
cyber security attacks.
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Fig. 29 Equipment
utilization time/duration

Fig. 30 Equipment
utilization charges
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6 Conclusion

In a hospital, the ICU is considered to be generating higher revenue compared to other
departments and hence its effective utilization is considered to be of high importance.
Traditional monitoring systems consume a lot of time and perform unnecessary data
generation which can be avoided through IoT-based equipment monitoring. The
Quality department can easily use these data for decision making. Data like Average
Length of Stay, Bed Occupancy Rate, etc. are generated by the IoT based on the data
gathered (when implementation is done throughout the hospital). Based on these
data, upscaling or downscaling of equipment can be done.

It is an inevitable fact that IoT is emerging in the field of medicine, and it may
take a longer time to come under practice. Application of IoT in healthcare is quite
challenging as the infrastructure of the existing hospitals and the equipment that are
used in them do not readily support IoT-based healthcare delivery. In order to apply
IoT in healthcare, every process of the department must be understood. Once the
process is understood, it can be improved with IoT-based health systems. RTLS is a
disruptive IoT technology that can be used vastly in the field of Healthcare. IoT in
healthcare has over 100 different used cases, and RTLS is one among them. Different
POCs were done based on RTLS in MGMHealthcare Pvt. Ltd as a part of this study.
Doctors, staff nurses, equipment, etc. can be tracked using the RTLS device which
makes it simpler for the non-clinical department to function smoothly.
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Suryanamaskar Pose Identification
and Estimation Using No Code
Computer Vision

Ujjayanta Bhaumik, Siddharth Chatterjee, and Koushlendra Kumar Singh

1 Introduction

Suryanamaskar, or Salute to the Sun, is a sequence of yoga asanas that originated
from the old Indian yogic traditions [1]. It is a sequence of twelve asanas: Prana-
masana, Hastauttanasana, Hasta Padasana, Ashwa Sanchalanasana, Dandasana,
Ashtanga Namaskara, Bhujangasana, Dandasana, Ashwa Sanchalanasana, Hasta
Padasana, Hastauttanasana, and Pranamasana. Five pose pairs are identical: first
and twelfth, second and eleventh, third and tenth, fourth and ninth, and fifth and
eighth. The sequence of asanas is designed in a way that each asana complements
its previous one. Suryanamaskar has been known to reduce blood pressure, resting
pulse rate, and improve cardio-vascular rates in individuals [2]. The current research
examines a Suryanamaskar pose in isolation and aims to identify the pose as one of
the seven different poses defined earlier. The developed software has been trained
with multiple pose images and can accurately classify poses in real time. Microsoft
lobe, a no code machine learning tool, has been used for the classification purpose.
700 images each of the seven poses were used in the training phase, and the accuracy
obtained was 98%.
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2 Literature Review

With the advent of deep learning, human posture recognition has been addressed in a
lot of research. Posture recognition has founduse inmanyfields likeHuman computer
interaction, physical training, and awareness of surroundings. Huang et al. developed
a posture recognition system based on indoor positioning technology by considering
keypoints in the human body [5]. Barros et al. studied natural communication using
hand gestures in human beings and their application in robotics [3]. Yan et al. used
convolutional neural networks to predict whether particular driving postures are
safe or unsafe [4]. Posture recognition can be a real boon in analyzing physical
training as wrong postures can cause harm to the body. The recognized postures can
be analyzed and compared to correct postures. Thar et al. proposed a method for
finding out abnormalities in Yoga poses for self-learning using multipart detection
with a PC camera [6]. Islam et al. proposed a technique for yoga posture recognition
using Microsoft Kinect to aid the user in performing yoga [7]. They explored the use
of Kinect with multiple methods like decision trees, support vector machines, naive
bayes, and neural networks. The currentwork focuses particularly onSuryanamaskar,
and Microsoft Lobe is used to detect the poses to aid the user in doing the asana.

Traditionally, machine learning is associated with lots of code. But in the past
decade, there has been a rise of “no-code” approach in implementing web technolo-
gies, machine learning, app development, and so on [8–10]. No code approach would
generally present users with a graphical user interface to guide them in designing
elements without any coding requirements. No code gives one the ability to achieve
the same things as one can do with code. It is more like programming in the visual
domain. The current work uses this approach to tackle a machine learning problem
in the form of yoga pose detection. The Microsoft Lobe platform is a graphical user
interface that allows both automatic and manual labeling of images, and training is
donewith no code aswell. All the programming abstractions and coding complexities
are avoided in no code approach.

3 Data

This research data has been collected from Suryanamaskar videos by participants
who decided to take part in the study. Frames were extracted from the videos using
Python and labeled manually for each of the seven individual asanas. The images
collected were taken in different conditions like different lighting conditions and
different angles. Seven different individuals took part of the study. In total, there
were 700 images each for each of the different asanas.
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4 Methodology

The 700 different Suryanamaskar pose images are passed through the ResNet50V2
model with 50 layers (Fig. 1).

The extracted poses are automatically put into seven groups: Pranamasana,
Hastauttanasana, Hasta Padasana, Ashwa Sanchalanasana, Dandasana, Ashtanga
Namaskara, and Bhujangasana. Some image preprocessing is done in order to
enhance the quality of input images, and also image augmentation is done to increase
input points. The ResNet-50V2 architecture is trained in the backend by Microsoft
Lobe [12]. Following the training, the inferencing is done in real-time as the users
perform Suryanamaskar in front of the camera.

The key frames adopted from videos are then used for keypoint detection and
pose estimation. For the pose estimation part, COCO keypoint dataset has been
used. This step involves estimating where different body joints are located. Posenet

Fig. 1 Pose detection,
identification, and estimation
steps
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is a computer vision model where human pose estimation can be done in real time,
for example, where someone’s elbow shows up in an image (Fig. 2).

The reason behind using the COCO keypoint dataset is that it is a multi-person 2D
pose estimation dataset that is incredibly robust. The pose estimation steps include
removing the image background to focus on the human subject, extracting features
from the image to build a confidence map to identify keypoints. The keypoints
detected in order from 0 to 18 in the image below correspond to nose, neck, right
shoulder, right elbow, right wrist, left shoulder, left elbow, left wrist, right hip, right
knee, right ankle, left hip, left knee, left ankle, right eye, left eye, right ear, left ear,
and background (Fig. 3).

Fig. 2 Residual learning
building block

Fig. 3 Detected Keypoints
for Pose Estimation
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5 Experiments and Results

Microsoft Lobe allows classification by manual labeling of images or automatic
labeling of images. In this case, the images were automatically labeled (Fig. 4).

Lobe is a no code app that uses machine learning in the backend to do computer
vision tasks. The model was optimized for accuracy and not for speed which meant
that the model gave slow but accurate results. The ResNet-50V2 model has been
used for classification. ResNet-50V2 has 50 neural network layers where the weight
layers are pre-activated. Batch normalization and ReLU activation are applied to the
input before being multiplied with the weight matrix [11, 12]. Small variations of
data are created during training to include more variations (Fig. 5).

The model predicted 99% of the images correctly. Some of the results are shown
here:

Fig. 4 Training stage

Fig. 5 Prediction results
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6 Conclusion and Future Scope

The current work analyzes the utility of computer vision and machine learning in
analyzing Suryanamaskar. The designed model achieved an accuracy of 99% in
recognizing Suryanamaskar poses. The model also worked in real-time. As an exten-
sion, pose estimation done using models like the Coco model can be compared with
an expert for further diagnosis.
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A Review on Digital
Watermarking-Based Image Forensic
Technique

Sanjay Kumar and Binod Kumar Singh

1 Introduction

Advances in digital imaging technology have raised new concerns and prob-
lems about verification and integrity regarding digital images [14, 33]. Ensuring
the integrity of obtained images and original possession for possible flaws in the
security of non-private internet poses a challenge. The analysis of the authenticity
of images along with their elements, recognizing source, and detection of forgery is
termed digital image forensics [7]. By applying different methods for authenticating
digital images, digital forensics has popped up in the past years. Active and passive
are the two categories in which the approaches for authentication for images can be
classified [1, 4, 13, 20]. Advanced knowledge of components related to the cover
image is required in the active methods. Passive techniques do not require any prior
knowledge about the original image. Active authentication techniques are classified
further into two techniques: digital signatures and digital watermarking [20]. In a
watermarking-based image forensics technique, insertion of the watermark within
the cover image takes place. Fragile, semi-fragile, and robust are the three classes
in which the watermarking scheme can be classified. For authentication fragile and
semi-fragile watermarking schemes are used.

Apart from digital forensics watermarking is also used in applications like copy-
right protection, copy control, data aggregation, etc. [9–12]. In the recent Covid-19
outbreak, there has been a fast growth of telemedicine where medical images are
mainly used for diagnosis [2]. This lead to a rise in concern for the privacy and
security of medical images. Watermarking-based techniques can be used to protect
privacy as well as security of medical data. In the case of the region of interest
(ROI)-based watermarking, the information produced from the ROI is embedded
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into the region of non-interest (RONI). Watermark embedding and extraction are the
two steps in the process of watermarking. Traditionally, watermarks are embedded
in the cover image either in the frequency domain or in the spatial domain [10,
14]. But in the last few decades, several hybrid domain watermarking schemes are
proposed [18, 26, 29]. Spatial domain watermarking is suitable for data authenti-
cation, whereas frequency domain and hybrid domain watermarking are generally
suitable for copyright protection.

The major benefaction of this work is:

1. A comprehensive literature review of watermarking-based image forensics is
carried out.

2. Comprehensive analysis of active and passive image forensics is disused.
3. Various issues and challenges of active image forensics are discussed.

The outline of the rest of the paper is as follows: In Sect. 2, an overview of digital
image forensics techniques is briefly discussed. Digital watermarking is briefly
discussed in Sect. 3. In Sect. 4, some of the recent state-of-the-art watermark-based
image forensics are disused. The issues and challenges of active image forensics are
discussed in Sect. 5, and in Sect. 6 conclusion is drawn.

2 Digital Image Forensics Technique

Digital image forensics is an investigation sphere that focuses on the ratification of
the authenticity of images [22]. To date, several techniques are developed to vali-
date digital images and are broadly classified into two classes: active and passive
[1, 4, 20]. Further, active techniques can be subdivided into two sub-classes: digital
watermarking and digital signature. Cryptography algorithms like hash functions
are used to gain the signature information when techniques based on signature are
applied to an image. High security to the key agreement and unchanged cover image
during authentication are the advantages of digital signature-based image forensics.
However, a disadvantage of digital signature-based techniques is that the detection
and localization of the corrupted regions of the changed images are not possible [5,
16]. On the contrary, binary sequence, binary logo, or information data are inserted
as a watermark on the unrevealed regions of the image in watermarking-based tech-
niques. In order to detect corrupted or altered areas of the image extractedwatermarks
are put to use. In addition to image authentication and tamper detection,watermarking
is used in several other applications like copyright protection, copy control, finger-
print, etc. The various characteristics that an image authentication technique must
have are discussed in the following [32]:

• Invisibility/imperceptibility: The watermark inserted into the cover image must
be not visible.

• Sensitivity: The watermarking system must be able to sense malicious manipula-
tions.
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• Tolerance: Watermarking system should endure losing some information (lossy
compression).

• Payload: The higher size of authentication datamay alter the quality of the original
image.

On the contrary, the passive techniques can be subdivided into five subclasses:
geometry-based, format-based, pixel-based, physical environment-based, and
camera-based. Passive techniques are based on the hypothesis that the underlying
statistics could change, even if visual evidence is not left by forgery as a result
of tampering [20]. Figure 1 depicts various image forgery detection techniques.
Table 1 shows the comparison between the digital watermark-based and passive
image forensics techniques.

Fig. 1 Classification of image forensics techniques
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Table 1 Comparison between digital watermarking and passive techniques

– Digital watermarking Passive technique

Accuracy High Low as compared to watermark-based
technique

Computational complexity Low High

3 Digital Watermarking

Digital watermarking can be defined as the method of inserting some information
(watermark) into a digital multimedia element (image, video, or audio), probably
in an undetectable way such that the quality of the content didn’t get degraded.
At any later level, such embedded data are detected for various functions, including
proof of ownership, detection of tamper, and control of access. A watermark-
based image authentication system comprises two phases: watermark embedding
and tampering detection. Digital watermarking techniques are classified into robust,
fragile, or semi-fragile. In a robust watermarking scheme, watermarks can be
extracted even though the watermarked images are violated by commonly used
image processing techniques, for example, JPEG compression [23]. In fragile water-
marking, the watermark is extremely sensitive to tampering, even though there are
only minor alterations in the image. Whereas semi-fragile watermarking methods
focus on resisting the allowable content-preserving changes and notice malevo-
lent content changes. Pixel-wise fragile watermarking and block-wise fragile water-
marking are two major classes of fragile watermarking [25]. In pixel-based fragile
watermarking scheme watermark information is gained from the grayscale value of
each pixel of cover. Besides, this watermark information is embedded into the list
of significant bits (LSB) of that pixel itself or to the corresponding pixel which is
mapped. In case, if any grayscale value got changed, corresponding to that pixel the
inserted watermark will also change hence each altered pixel can be localized with
ease. Each block created by the small block division of the cover image contains
watermark information in the case of block-wise fragile watermarking. Here if the
image got changed intentionally or unintentionally, the watermark contained in that
block and the corrupted block will not match. In comparison with a pixel-based
fragilewatermarking scheme, block-based fragilewatermarking schemes are compu-
tationally efficient. The effectiveness of the fragile watermark technique is primarily
estimated with two criteria: security strength and tamper localization accuracy [15].
Table 2 depicts the comparative analysis of pixel-based and block-based fragile
watermarking schemes.
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Table 2 Comparison
between pixel-based and
block-based fragile
watermarking

– Pixel-based fragile
watermarking
scheme

Block-based fragile
watermarking
scheme

Complexity High low

Imperceptivlity Low high

Tamper localization
accuracy

High low

Security Vulnerable to
attacks

Can resist various
attacks

4 State-of-the-Art

Recently, several works are carried out in the field of digital watermarking-based
image forensics techniques. In this section, some of the recent digital watermarking-
based image forensic techniques are summarized below.

Tiwari et al. proposed an image watermarking scheme based on vector quan-
tization (VQ) for image authentication [31]. Experimental results exhibit that the
average false rate of this scheme is 0.00021, whereas 0.0014 is the average false
negative rate achieved. In [28] a semi-fragile watermarking scheme using integer
wavelet transform (IWT) and discrete cosine transform (DCT) is proposed. Here two
different watermarks, namely authentication watermark and recovery watermark, are
used. The use of a tamper detection map and normalized hamming similarity (NHS)
increases the performance of this watermarking scheme. Thanki and Borra have
presented a hybrid domain non-blind fragile watermarking scheme for the detection
of tamper and copyrights of sensitive images [30]. As this scheme uses a non-blind
technique so only the authorized person can extract thewatermark. For image authen-
tication pixel-based fragile watermarking is proposed by Zhang et al. [33]. Further,
Arnold transform is used twice at the time of watermark embedding for the secu-
rity of the watermark. Kamili et al. proposed a dual watermarking framework for
tamper detection and content authentication for industrial images [8]. DCT domain
is used for robust watermarking whereas in the spatial domain the fragile watermark
is embedded. For protecting the authenticity and integrity of medical images, Liu
et al. proposed a reversiblewatermarking scheme [17]. This scheme consists of a total
of four phases, i.e., watermark generation; watermark embedding; watermark extrac-
tion; and security verification. Here, without dividing ROI and RONI watermarks are
inserted into the entire medical images.

Gul and Ozturk proposed a block-based fragile watermarking scheme using the
SHA-256 hash function and LSB substitution [5]. Here, the cover image is divided
into blocks of size 32× 32 which are non-overlapping. Further, each of these blocks
is subdivided into four subblocks of size 16 × 16. From the first three subblocks,
the binary watermark is generated using SHA-256 and is embedded into the fourth
subblock. In [6] self-embedded fragile watermarking technique is proposed with
triple recovery information embedding method. Here, the MD-5 hash function and
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LSB substitution technique are used. In [24] self-embedding fragile watermarking
scheme using block truncation coding (BTC) is proposed. Further, LSB substitution
is used to embed the watermark. For the efficient localization of corrupted image
content, Prasad and Pal proposed a fragile watermarking scheme [21]. This scheme
robustly detects forged image content at the block level. Here, a watermark is created
by Hamming code from the most significant bit (MSB) of each pixel. Haghighi et al.
proposed a semi-fragile watermarking technique for the detection of tamper and
recovery with the use of LWT, DCT, and feed-forward neural network (FNN) [3].
Here, one level of LWT is applied over the host image, and DCT is applied to each 2
× 2 block of diagonal details. Further, by correlatingDC coefficients a randombinary
sequence is inserted in every block. For color images to deliver effective image tamper
detection and self-recovery, Sinhal et al. proposed a fragile watermarking scheme
[27]. Here, for inserting each channel of the RGB image is split up into 2 × 4 size
blocks which are non-overlapping. Further, in these blocks watermark is embedded
using LSB techniques. The summary of the recent state-of-the-art techniques is
depicted in Table 3.

5 Issues and Challenges of Digital Signature
and Watermarking-Based Image Forensics Techniques

One of themajor limitations of the active image forensic technique is that watermarks
or signatures need to be embedded in the image before distribution. However, most
cameras in the market nowadays are not equipped with the function of watermark
embedding. The digital signature-based technique cannot detect and localize the
tampered regions of the altered images. Also in the case of the digital signature, it is
very challenging to keep private keys safely [7]. For signature-based authentication,
the time complexity is very high for key generation and verification. Further, the
storage of all previous keys is another issue. The digital signature approach fails to
provide confidentiality to the images. In the field of medical imaging, confidentiality
is its prime concern.

One of themajor challenges for thewatermarking-based approach is that to embed
thewatermark, specialized hardware or software is needed. In a digitalwatermarking-
based approach there is always a trade-off between its various features [10]. Further-
more, in various watermarking techniques, blocks that are small in size are used
for the watermark inserting process. However, the visual quality of images that are
watermarked gets reduced when a huge amount of data is inserted into small blocks.
However, an area like fine artwork, military image, or medical images requires
restoring of original host images. This indicates that irreversible image verifying
schemes cannot protect integrity suitably in this area [19]. From the above discus-
sion, it is clear that a lot of work can be done in the area of watermark-based image
forensics.
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Table 3 Summary of state-of-the-art techniques

References Technique Used Result Remarks

[31] Vector quantization,
modified index
key—based method

Average FPR = 0.00024,
average FNR = 0.0012,
average PSNR = 42 dB,
accuracy = 99.8%

Can recognize crop, text
addition, and cut attacks
as malicious attacks

[28] IWT, DCT Average PSNR =
40.84 dB

NHS and tamper detection
map improve the
performance of this
scheme

[30] CS theory, discrete
wavelet transform (DWT),
and non-subsampled
contourlet transform
(NSCT)

For grayscale watermark
average PSNR =
42.66 dB, average CC =
0.9971

This method can be used
for authentication along
with detection of tamper
of sensitive color images

[33] Singular value
decomposition (SVD),
LSB substitution, Arnold
transform

Average PSNR =
51.16 dB

Experimental outcomes
reveal that the
watermarked images
obtained have an
acceptable visual effect

[8] DCT, chaotic, and DNA
encryption

Average NCC for signal
attack = 0.95, average
NCC hybrid attack =
0.90, for a payload of
8192 bits PSNR is more
than 41 dB

This scheme can be used
for protecting vital and
precious industrial images

[17] Integer wavelet transform,
block truncation coding,
Slantlet transform, SVD

Average PSNR =
41.29 dB, average SSIM
= 0.9607, average BER =
0.0476

To avoid the threats
caused due to
segmentation of the image
in a spatial manner, here
watermarks are inserted
into complete medical
images

[5] SHA-256, LSB
substitution

For 1024 × 1024 size
image average PSNR =
57.16 dB, watermark
embedding time =
7.328386 s, tamper
detection time= 7.480778

The proposed scheme
uses the quarter part of
non-overlapped blocks for
embedding the watermark

[6] MD-5, LSB substitution Watermarked image
PSNR = 44.14, recovered
ımage PSNR = 30.49

Every block of the image
holds recovery
information of the other
three blocks that offers a
triple chance of tampered
area recovery

(continued)
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Table 3 (continued)

References Technique Used Result Remarks

[24] Block truncation coding,
LSB substitution

Average PSNR = 39.0 dB The proposed scheme
gives high-quality
recovery fidelity along
with negilagble blocking
artifacts

[21] Block-level pixel
adjustment process,
pixel-value differencing,
Hamming code

Average PSNR =
42.08 dB, average SSIM
= 0.9993, average IF =
0.9839

As this scheme offers
indirect data hiding
process, the watermark
embedding technique
causes less distortion

[3] LWT, feed-forward neural
network, DCT

Average PSNR =
44.23 dB, average SSIM
= 0.9925

It is appropriate for
real-time applications
because of IALF
efficiency and simplicity

[27] LSB substitution Accuracy = 99%, PSNR
= 49.68

Controlled random
watermark as presented in
this work makes the
technique more strong
against block-wise attacks

6 Conclusion and Future Direction

Watermarking is one of the computationally efficient approaches for image authen-
tication. In this paper, an overview of active and passive image forensics tech-
niques is briefly discussed. Further, digital watermarking in image authentication
is discussed in this work. We have also presented various issues and challenges of
watermark-based image forensics technique. From the extensive discussion in this
work, it is noticed that there is always a trade-off between the different features of
the watermarking scheme.

A lot of work can be done by the researcher to satisfy these trade-offs. Also, in the
field of medical image watermarking, it is challenging for the researcher to develop
a watermarking scheme such that along with authentication the confidentiality of
the medical image is also ensured. Also for authentication, several works have been
carried out for the grayscale images, but it is a burning research issue for color and 3D
image authentication. The authors believe that this paper will prove to be an aid for
the researcher to further work in the direction of watermark-based image forensics.
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An IoT-Enabled Smart Waste
Segregation System

Subham Divakar, Abhishek Bhattacharjee, Vikash Kumar Soni,
Rojalina Priyadarshini, Rabindra Kumar Barik, and Diptendu Sinha Roy

1 Introduction

Enormous development in technology in the field of Internet of Things (IoT) has
changed how people used to live and work. It is a rising technology and represents
the future of the entire world. IoT provides exchange and linkage between low-
energy devices and interactions through the Internet [1, 2]. IoT is making machines
smarter day by day. But a bit of caution is that IoT consumes energy and produce
e-wastes, so this does not seem to be environment-friendly. We should always go for
the technology which contributes to reduce emissions, low pollutions and minimize
power consumption [3–5].Wastemanagement becomes a cause of concern these days
for the world. In a recent survey, it was recorded that 2.1 billion tons of municipal
solid waste generates every year and 35% of the waste materials are not able to
manage in an environmentally safe manner. Owing to this in many smart cities, IoT-
enabled waste management system service is present, which not only focuses on
the collection of waste materials but also transports the waste materials to its given
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locations [6]. IoT-based waste management model performs an important role in
improving the way of living and human well-being by increasing energy efficiency,
enhancing governance and reducing cost [7, 8]. With the increase in waste in this
growing world, we also need a solution to manage, control and understand the waste
generated in our day to day life. If done so then waste management and control will
go hand in hand with protecting the environment. This paper deals with such waste
management which was achieved with IoT and deep learning (DL) technology [9]. It
shows howwe can separate waste materials into two categories: (1) organic waste (2)
and recyclable waste. The use of IoT was such that the waste bins are smart bins that
are fitted with IoT components such as Raspberry Pi, infrared sensors and a camera.
The DL comes to action with the help of IoT components as infrared sensors detect
thewaste and trigger the camera and the camera, in turn, takes the images of thewaste
and the trained DL model helps to separate the waste. The training of the models is
explained further in the paper below. Thismethod of separation ofwaste is unique and
can help out in any environment and word-related works. The major contributions of
this work are as follows: (1) Automatic segregation of waste by capturing the images
ofwaste. (2) Use ofDL-based intelligent solutions to categorize thewaste. The rest of
the paper is divided into five sections. The first section is the introduction, the second
section talks about related works, the third section deals with our proposed work in
detail, followed by the fourth section which talks about results and discussion, and
the last section discusses the conclusion and future scope.

2 Related Works

The use of sensors in waste management is studied in this section and discussed
over here. Misra et al. in their work showed the use of ultrasonic sensors and various
gas sensors to detect hazardous gases and the maximum limit of waste. They also
used cloud and mobile app-based monitoring systems [10]. Singh et al. used infrared
sensors connected to a Raspberry Pi board to collect real-time data from the waste
bins to check the level of waste present in the bins and communicated the results to
the waste managers [11]. Hong et al. in their proposed work developed an IoT-based
smart garbage system for food management. They connected many smart garbage
bins together with routers and servers and collected the data and status from each
waste bin and the solution focused on reducing the waste and saving cost [12].
Malapur and Pattanshetti in their suggested work discussed an IoT-based approach
where they collected the information of waste from the bins to get the details of
the volume of waste being generated and developed an efficient trip planning for the
collection of thewaste according to their density. This optimal trip planning helped to
reduce cost and time for waste collection [13]. Kumar et al. in their paper checked the
waste level of garbage bins using sensor systems [14]. Once the limit of the garbage
in the bin exceeds the limit, then the concerned authorized garbage collection agency
is informed using a GPRS/GSM system placed in the waste bin itself. Bharadwaj
et al. showed how by making use of sensors they collected data from the garbage
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bins and sent them to a gateway using LoRa technology [15]. They sent the data from
various garbage bins to the cloud over the internet using the MQTT (Message Queue
Telemetry Transport) protocol. The main advantage of their proposed system is the
use of LoRa technology for data communication which enables long-distance data
transmission along with low-power consumption as compared to Wi-Fi, Bluetooth
or Zigbee.

The majority of the cited work tries to find the level of waste to generate a noti-
fication that can be used to plan an effective way for the management of the waste.
Some of the work focused on developing an efficient as well as economical solution.
Our proposed work combines the power of IoT and DL to come up with an automatic
waste segregation system that also alerts the government/user when the bin is full.
It is no longer only IoT or only DL that is working, but both working together and
that too in real time. Automatic segregation of waste enabled by machine learning
algorithm is a useful idea and seems to be effective also. In this case the images of
waste could be captured by the camera and then these real images are passed through
a trained machine learning model that can classify waste into different types. This
classification process further helps tomonitor thewaste and to better plan the strategy
tomanage this. But the real challengewhile developing an automatic segregation unit
is the constrained computing power of IoT devices. In this work we tried to develop
a DL model that could work in this constrained environment. Thus this becomes the
key contribution to the project.

3 Proposed Work

In this work a synergy of DL and IoT is employed which could be used to develop a
solution for waste disbursal and management. This work is around a waste collection
and segregation technique. The designed system is a centralized one and can be easily
installed by the government authorities for proper waste collection and segregation.
The proposed system is composed of three main components as depicted in Fig. 1.

– Cloud: The cloud is the most important aspect of any IoT system because it is
the cloud through which the data is sent or received. Also in our proposed system
we have not only used the cloud for communication but also for storing the saved
deep learning model.

– Smart bin: The smart bin contains Raspberry Pi, an ultrasonic sensor to find a
full dustbin and a camera module for taking live snapshots of the waste put on

Fig. 1 Workflow diagram of
proposed work showing the
three entities and the data
communicated between them
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the tray of the bin. The camera module picks up snapshots and the deep learning
model classifies the waste, and accordingly, the tray tilts to the R or O side.

– Receiver: The core implementation of the project lies in the receiver end for it
can be used at home and also by the government authorities who are the receivers
who will receive the signal from the bin when it is full.

Inside the dustbin, the person puts the waste on the tray in the dustbin. Owing to
real-time running camera, it takes the snapshots in real time and the deep learning
model immediately classifies the image as R or O (R—recyclable or O—organic)
and the tray tilts either to the right side or left side depending upon R or O category.
The tilting of the tray is managed by the motors connected with the Raspberry Pi.
Thus the automatic waste segregation happens and also the ultrasonic sensors tell
whether the bin is full or not and if it is full, it sends an alert.

3.1 Hardware Implementation

The hardware consists of one Raspberry Pi module, one motor, one camera module
and one ultrasonic sensor. The camera is connected to Raspberry Pi with the internet
via Wi-Fi.

3.2 Deep Learning-Based Waste Segregation

DL has been used extensively nowadays with the evolvement of computing power;
however, as far as IoT is considered,DL falls a little behind because of the lowcompu-
tational power available with the IoT devices as compared to modern computers.
However, with the recent developments by NVIDIA, they have developed DL-based
IoT boards like Jetson Nano, yet the price seems to be an issue. In our proposed
work we have taken a public available dataset from Kaggle [10], which contains
two categories of data belonging to O—organic waste and R—recyclable waste. It
contains data already divided into train and test categories. The train part contains
9999 images belonging to the O category and 12,565 images belonging to the R
category. The test part contains 1401 images belonging to the O category and 1112
images belonging to the R category. Thus we have used train set for training and
test set for testing, upon which the accuracy of the classifier is evaluated. We have
used the process of transfer learning for training the models because it not only saves
time but also is very efficient in terms of accuracy when the dataset contains images
belonging to the general category of images. In this paper we have also used the
process of fine-tuning the layers of the pre-trained models for achieving better accu-
racy. We have used four pre-trained models, which are (1) Inception, (2) VGG16,
(3) VGG19 and (4) MobileNetsV2. These are pre-trained models. For our paper we
have used the models trained on the Imagenets dataset. The full code is available on
Kaggle and can be accessed from the link [16]. The results obtained from eachmodel
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are discussed below along with their comparison. Also we have shown two states of
each model and the accuracy after fine-tuning. Figure 2 shows the plots of training
accuracy versus validation accuracy and training loss versus validation loss for the
Inception model. Similarly, Figs. 3, 4 and 5 present the accuracy and loss functions
for VGG16 model, VGG19 model and MobileNetsV2 model, respectively.

Fig. 2 Plots of accuracy and
cross-entropy for inception
model

Fig. 3 Plots of accuracy and
cross-entropy for VGG16
model
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Fig. 4 Plots of accuracy and
cross-entropy for VGG19
model

Fig. 5 Plots of accuracy and
cross-entropy for
MobileNetsV2 model

4 Results and Discussion

The entire experiment is executed in a Python environment. All the used DL models
are tested in the same environment. Tensorflow and Keras are the backend in which
DL models are implemented. It makes use of several libraries present in OpenCv
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Table 1 Accuracy, precision
and F1 score for inception,
VGG16 and VGG19 model

Used model types Accuracy in
percentage

Precision F1 score

MobileNetsV2
model

0.8993 0.9077 0.8977

Inception model 0.8917 0.8976 0.8903

VGG16 model 0.8730 0.8784 0.8713

VGG19 model 0.8746 0.8802 0.8729

and Sklearn as well. The comparison of all four models along with their accuracy,
F1 score and precision are shown in Table 1 and sorted in decreasing order of their
accuracy. From Table 1, it is evident that MobileNetsV2 is the best model as it
has the highest accuracy among all the models. This result has been obtained on a
separate test dataset as mentioned in Sect. 3.1. Also, we cannot rule out that this high
accuracy is almost similar for the top-two models, thus both could perform well in
real scenarios. However, for the purpose of implementation, we used MobileNetsV2
since it had the best accuracy.

5 Conclusion and Future Scope

Thus in thiswork,we have presented a deep learning and IoT-basedwaste segregation
system which can be implemented by the government authorities or at home for
proper waste segregation. The use of IoT and deep learning together open up a
whole new way of achieving new milestones, and the purpose of this paper is to
show that when deep learning is combined with IoT the whole IoT system becomes
more intelligent and it gives digital brains to the system. Energy efficiency is an issue
in the present system, which needs to be addressed. The future scope of this project
lies in the ability to make models lighter than the MobileNetsV2 so that less use
of API calls is done which will make the system faster and more reliable than the
present ones.
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Akbar Sheikh Akbari, and Koushlendra Kumar Singh

1 Introduction

Human traits cannot be stolen or forgotten because of which it is extremely bene-
ficial to use these traits for recognition and verification in all security spheres [1].
Behavioral and physiological characteristics are utilized by theses systems in order
to perform human recognition. Structural and shape-related information of a human
body fall under the category of physiological characteristics. These include ear, face,
palm print or hand geometry, iris, fingerprint, retina, veins, etc. Human behavior
and habitual traits fall under behavioral characteristics [2, 3]. These include voice,
signature, gait, keystroke dynamics, etc. Human identification and verification have
seen ear to be a very promising candidate among all the other physiological charac-
teristics because of its reliability and scalability [4]. There are various reasons behind
the growing popularity of ear biometrics. It falls under passive biometrics, meaning,
it seeks very little human intervention for getting the accuracy right. The fact that the
shape of ear changes from 4 to 8months and then after 70 years gives it credibility for
being a stable means. Ear biometrics is consistent to a great extent as it is expression-
invariant and has a relatively good size, smaller than the face but larger than the thum
or iris [5]. Automated ear recognition has seen several approaches in the literature.
Burge and Burger gave a technique using formable colors for ear detection [6]. They
also came up with the approach of vernoi diagrams. 2D and 3D images were used
for ear recognition in various systems. Nanni and Lumini, came up with fusion of
color spaces for authentication of ear [2]. Force field feature extraction was used by
Hurley, Nixon, and Carter for ear biometrics [7]. Alvarez et al. used a void model for
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developing a fitting ear contour [8]. Two line landmarks were used for ear recognition
by Yan and Bowyer [9]. A technique based on skin color and contour was proposed
by Yuan and Mu [10]. The proposed technique is able to detect subject’s ear across
its similar ear image instances. Identification of individual become challenging if
the systems database consist of subject’s ear without variations, and the verifica-
tion check is done after certain variations in pose and angle is observed [11]. The
implemented method proves that individual verification is being achieved, despite of
slight changes that occurs in subject’s ear due to variations in pose and angle [12].
Subject’s ear is captured and feeded into the computer after taking a photo of it [13,
14]. Various preprocessing steps are applied on this captured image [15]. After this,
edge detection and approximation of these edges are carried out on the picture. The
processed ear is then used to extract features likemean, standard deviation, skewness,
and pixel counts [16, 17]. Matching is being conducted between subject’s captured
ear images with all the images previously stored in the database. To decide the iden-
tity of the person, this match is compared against predefined ranges and threshold
values.

2 Proposed Methodology

The ear localization and validation technique comes across various challenges. This
is because, the ear may vary in terms of pose, out-plane rotation, in-plane rotation,
scale, and piercing. An efficient design and development of an ear biometric system
for ear localization from a side face image and validation using ear candidate set is
done through a technique which will be shape-, rotation-, and scale-invariant. The
technique involves a combination of several steps like

2.1 Color-Based Skin Segmentation

An image falling under RGB color space gives information about color as well as
luminance which differs according to lighting conditions of different areas of the
face. So, utilization of RGB color space in order to determine skin and non-skin
region becomes undependable and unreliable. We have thus chosen a method where
we can separate chrominance and luminance information. This can be achieved
through YCbCr color space, where Cb and Cr components provide only the infor-
mation related to color and separates any luminance information attached. The image
segmentation is performed in this color space, and a proper thresholding is done after
which skin regions are denoted as white and non-skin regions are denoted by black
pixels. All the detected skin regions will not contain the ear, and hence, ear local-
ization technique will have to be used to some extent in order to locate ear in all the
skin-like segments.
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2.2 Skins-Region Edge Computation

Edge computation is the next step following the color-based skin segmentation. For
this purpose, a canny edge operator is used. Edge points are connected together into
a pixel coordinate pair sequence for computing the edges and populating the edge
list. In this process, we need to be careful whenever an edge junction is encountered.
If an edge junction comes across, for each branch, a separate sequence of edge points
is generated after terminating the edge. It is then added to the list. The edge list, thus,
consists of a set of edges containing two end points.

2.3 Approximation of Edges

The edges obtained after performing the edge-detected algorithm may contain some
edges, which may be a part of ear or may not be a part of it. There would be certain
number of junctions, which are needed to be removed. For doing so, thinning is
performed on the binary image of edges to get thinned edges. If a point at the end is
connected to the edge with only one point, then that point belongs to a thinned edge.
If we take a thinned edge and pick any point on it, we can observe that every point is
connected to one neighborhood pixel. If a case arises where two neighborhood pixels
are found to be connected to any point on the edge, then there exists a junction. In
the process of thinning, the junction with that point is then removed from that edge.

2.4 Feature Extraction

We considered five features for matching the captured and stored images which are
as follows:

A.. Count of white pixel: This gives us the count of pixels which fall in the edge
region.

B. Difference of Black and White Pixels: This gives us the measure of how
many pixels are not belonging to edge regions relative to those pixels which
fall in the edge region.

C. Mean: This feature helps in mean value calculation of the image.
D. Standard deviation: It gives us the average distance from the mean of the data

set to a point. For calculating this, we can compute the squares of the distance
from each data point to the mean of the set.

E. Skewness: This feature gives us the measure of symmetry of an image. If a
dataset or a distribution looks the same to the left and right of the center point,
it is said to be symmetric.
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2.5 Matching

Matching is performed after all the required features are extracted from the ear image.
Subject’s ear image is taken to be as the source image. Its features are compared with
the features of all the images stored in the database, and depending upon the threshold
range computed, its match is found and accuracy rate of matching is determined.
This is done for all the images in the dataset, and overall accuracy of matching is
determined for the system.

3 Algorithms

/*This algorithm is used for skin segmentation in YcbCr color space and for
thresholding.*/

i. ALGORITHM 1:
Skin Segmentation=[Input: I, cb, cr, w, h, Output: Segmented image]

Input: I, cb, cr, w, h 
I:    Original image 

cb:  blue difference 
cr:   red difference 

 w:    width 
 h:     height

Output: Segmented image 

begin 
Read the original input file  
Convert it into a double format 
Convert rgb color space to hsv color space 
Calculate cb = 0.148*I(:,:,1) - 0.291*I(:,:,2)+0.439*I(:,:,3)+128 
Calculate cr = 0.439*I(:,:,1) -0.368*I(:,:,2)-0.071*I(:,:,3)+128 

for i=1 to w 
for j=1 to h 

if  140<=cr(i,j) && cr(i,j)<=165 && 140<=cb(i,j) && cb(i,j)<=195 && 
0.01<=hue(i ,j) && hue(i,j)<=0.1 

Segment(I,j)=1
else 

Segment(I,j)=0 
end if 

end for 
end for 

end

*This algorithm is used for obtaining an edge detected image from a segmented
image*/
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ii. ALGORITHM 2:
Edge Detection = [Segmented image, edge detected image]
Input: Segmented image 

segment:  Skin segmented image
EI:  Edge detected image

Output: Edge detected image
begin

EI = edge(segment, ‘canny’)
end 

/*This algorithm is used for approximation edges in an edge detected image*/

iii. ALGORITHM 3:

Thinning = [EI, EMorph] 
Input: Edge Detected Image

EI :             Edge Detected Image
EMorph:   Thinned Image

Output: Image After Thinning
begin 

EMorph = bwmorph(EI, ‘thin’)
end 

/*This algorithm is used for calculation of major features of an image after the
edge approximation is complete*/

iv. ALGORITHM 4:
Features = [EMorph, mean, standard_deviation, skewness, whitePixels, DiffBlackWhite ]
Input: Thinned Image

EMorph:   Thinned Image 
mean: Table of  mean difference 
standard_deviation: Table of standard deviation 

difference 
skewness: Table of skewness difference 
whitePixels: Table of white pixels difference 
DiffBlackWhite: Table of black and white pixels difference

Output: mean, standard_deviation, skewness, whitePixels, DiffBlackWhite

begin 
for each image in the directory  

find all the features and store in an array 
for all images in the directory 

calculate the  difference of all the 
features considered and store in respective tables

end 

/*This algorithm is used for calculating the accuracy of each class of image
based on the difference tables of mean, standard deviation, skewness, white pixels
and difference of black and white pixels*/
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v. ALGORITHM 5:

AccuracyCalculation=[Input: mean, standard_deviation, skewness, whitePixels, 
DiffBlackWhite  Output: AccuracyPercentage]
Input: mean, standard_deviation, skewness, whitePixels, 

DiffBlackWhite   
mean: Table of  mean difference
standard_deviation: Table of  standard deviation difference 
skewness: Table of  skewness difference 
whitePixels: Table of  white pixels difference 
DiffBlackWhite: Table of  black and white pixels difference

Output: AccuracyPercentage

begin 
set the ranges for each class for respective feature categories 

for all the images in the directory 
set the class each time 
for all the images in the directory 

calculate the count of images falling in the ranges 
determined for the class but don’t belong to that class
calculate the accuracy based on the count for that class 

end for 
end for 

end

/*This algorithim is used for matching an input image against the ranges of
each class calculated and stored previously. The class and accuracy of matched
image is returned afterwards*/

vi. ALGORITHM 6:

Matching=[Input: I  Output: class, accuracy]
Input: I 

I: input image
class: class of matched image 
accuracy: accuracy of matched image

Output: class, accuracy

begin 
calculate features of input image 
calculate the feature difference array of input image with respect to 
all the images in the dataset 

for all the images in the directory
compare the  feature difference with computed ranges of 
respective classes and return the matched class and accuracy 
percentage  

end for 
end 
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4 Experiments and Results

The proposed algorithm has been tested on data base of AMI which contains the
total 60 images of different peoples of different color. The both left and right ears of
the same person are also in the data base (Figs. 1, 2, 3, 4, 5, 6, 7 and 8).

Figures 1 and 5 show the raw RGB images directly taken from the dataset.
These images undergo various preprocessing steps. After the color-based skin
segmentation is performed, they turn out to be like the Figs. 2 and 6. Canny edge
operator is then used on these images in order to obtain edge-detected images like
in Figs. 3 and 7. Final step of preprocessing is applied to carry out approximation
of theses edge segments by thinning, and this results in Figs. 4 and 8.

Fig. 1 For a left ear sample
original RGB image

Fig. 2 For a left ear sample
skin segmented image
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Fig. 3 For a left ear sample
edge detected image

Fig. 4 For a left ear sample
thinned image

Soon after the image is obtained as an output from the preprocessing steps,
required features are calculated like mean, standard deviation, skewness, count of
white pixels, and count of difference of black andwhite pixels for all the images. This
data is shown in Table 1. These features are then used to calculate corresponding
difference tables for mean (Table 2), standard deviation in Table 3, skewness has
been tabulated in Table 4, the value of white pixels has been shown in Table 5, and
difference of black and white pixels in Table 6.
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Fig. 5 For a right ear
sample original RGB image

Fig. 6 For a right ear sample
skin segmented image

5 Conclusions

The results of the experiments performed clearly show that the colored image is
segmented into skin andnon-skin regions.All detected skin regions donot necessarily
contain ear, but since ear is rich in edges and is the only part which shows much
variations in pixel intensities in a side face image, we have thus tried to exploit this
fact in our further steps. We took a dataset of 60 images from AMI (Applied Market
Information Limited) and performed color-based skin segmentation, edge detection,
and thinning as preprocessing steps on it. Then, we calculated various features like



118 A. Rastogi et al.

Fig. 7 For a right ear
sample edge detected image

Fig. 8 For a right ear
sample thinned image

the count of white pixels, mean, standard deviation, skewness, and the count of
difference of black and white pixels. We exploited these features to determine the
extent to which they help in matching images which are similar to each other with
an overall system accuracy of 80 percent.
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Table 1 Feature calculation

Mean Standard deviation Skewness White pixels Difference of black and
white pixels

Image 1 2.3240 30.4216 7.9626 1927 341,530

Image 2 3.2681 26.8294 9.0953 1505 342,374

Image 3 2.3774 22.9809 10.698 1118 343,148

Image 4 2.6169 24.0877 10.183 1243 342,898

Image 5 2.2667 22.3989 10.9815 1079 343,226

Table 2 Mean difference

Image 1 Image 2 Image 3 Image 4 Image 5

Image 1 0 0.9441 0.0534 0.2929 0.0573

Image 2 0.9441 0 0.8907 0.6512 1.0014

Image 3 0.0534 0.8907 0 0.2395 0.1107

Image 4 0.2929 0.6512 0.2395 0 0.3502

Image 5 0.0573 1.0014 0.1107 0.3502 0

Table 3 Standard deviation difference

Image 1 Image 2 Image 3 Image 4 Image 5

Image 1 0 3.5921 7.4407 6.3339 8.0226

Image 2 3.5921 0 3.8486 2.7418 4.4305

Image 3 7.4407 3.8486 0 1.1068 0.5819

Image 4 6.3339 2.7418 1.1068 0 1.6887

Image 5 8.0226 4.44305 0.5819 1.6887 0

Table 4 Skewness difference

Image 1 Image 2 Image 3 Image 4 Image 5

Image 1 0 1.1327 2.7354 2.2204 3.0189

Image 2 1.1327 0 1.6026 1.0877 1.8862

Image 3 2.7354 1.6026 0 0.515 0.2835

Image 4 2.2204 1.0877 0.515 0 0.7985

Image 5 3.0189 1.8862 0.2835 0.7985 0

Table 5 White pixels difference

Image 1 Image 2 Image 3 Image 4 Image 5

Image 1 0 422 809 684 848

Image 2 422 0 387 262 426

Image 3 809 387 0 125 39

Image 4 684 262 125 0 164

Image 5 848 426 39 164 0
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Table 6 Difference of black and white pixels

Image 1 Image 2 Image 3 Image 4 Image 5

Image 1 0 844 1618 1368 1696

Image 2 844 0 774 524 852

Image 3 1618 774 0 250 78

Image 4 1368 524 250 0 328

Image 5 1696 852 78 328 0
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Study of Communication Pattern
for Perfect Difference Network

Sunil Tiwari, Manish Bhardwaj, and Rakesh Kumar Katare

1 Introduction

This paper presents communication patterns of Perfect Difference Network (PDN)
and explores topological properties [1]. This communication pattern is a class of
connectivity of nodes. The algorithm helps in the distribution and exchange of infor-
mation between processing elements of the interconnection network [2]. The study
of communication pattern is useful in various forms based on the application of inter-
connection patterns, such as Fast Fourier transform (FFT) might cause the shuffle
permutation like sorting applicant and fluid dynamics simulation exhibit neighbour
pattern [3]. The current study approach is to find an augmenting communication
pattern in the interconnection network. The thought of the study is based on the
reachability from the source node to the sink node covering all the links in the inter-
connection network, a message packet is sent on one of the paths. All the possible
paths of the network are covered from source to sink node. It is assumed that at any
moment, each node can transmit on at most 2δ incident links, where δ is prime or
power of a prime.

James Singer had represented point and line in form of a perfect difference set
(PDS). Further, Parahmi and Rakov contributed to developing the topological prop-
erties and graphical model for the analysis of perfect difference set. Data transfer and
message communication play an important role in the usefulness of an interconnec-
tion network. Other research groups have made Perfect Difference Network popular
by evaluating this model through variousmetrics: degree, diameter, average distance,
bisection width, blocking and non-blocking network and static and dynamic. The
communication aspect of the interconnection network is also discussed in a paper,
which is used to measure the cost and performance of the interconnection network
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Fig. 1 PDN with
communication pattern

to solve the problem. We critically examine and analyse the structure of PDN. The
following isomorphic structures have been contemplated:

Graphical, Functional, Ordering, Equivalence, Algebraic and Discrete Mathe-
matical Perfect Difference Network constitutes a class of robust, high-performance
interconnection network for parallel processing. The rich connectivity of PDN
makes it possible to circumvent faulty nodes and links with negligible increase in
communication distance and performance of the network.

2 Communication Pattern

Communication has a very wide range of applications in real-world problems such as
engineering, science, linguistics and in numerous other areas. The study of commu-
nication patterns can be used to represent almost any communication situation
involving broadcasting, multiplexing and discrete relationship among objects. We
consider a PDN [4, 5] where n = (δ2 + δ + 1), δ = 2 and PDS = {0, 1, 3} Fig. 1.
PDNwith the shortest path from node 0 to all other nodes is highlighted and labelled
with corresponding differences.

Perfect difference networks constitute a class of robust, high-performance inter-
connection networks for parallel and distributed computation [6, 7]. PDNs may not
be desirable for large networks with wired connectivity, but they offer attractive
alternatives for wireless and optical smaller interconnection networks in hierarchical
architectures. So, network flow in PDN is possible in numerous ways as discussed
below:

Node ‘0’.
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Ring Link (clockwise network flow) Ring Link (anti-clockwise network flow)

n0  + 1 n1 n0  - 1 n6

n1 + 1  n2 n6  - 1  n5

n2 + 1  n3 n5  - 1  n4

n3 + 1  n4 n4 - 1  n3

n4 + 1  n5 n3 - 1  n2

n5 + 1  n6 n2 - 1  n1

n6 + 1  n0 n1 - 1  n0

Chordal Ring network flow:

n0 + sj (mod n)  n3

n0 - sj (mod n)    n4

n0 + sj (mod n) - 1  n2

n0 - sj (mod n) +1 n5

n0 - sj (mod n) +2 n6

n0 + sj (mod n) - 2 n1

The chordal link or circular links [8], 9 are capable to broadcast any message in
a perfect difference network individually. In PDN, if any node fails, then there is
an alternate link to complete communication. But it is critical for large δ to tolerate
more faulty (mix of circular and chord) of links. Now, we convert connectivity in
PDN into a matrix through formulation ni ± 1 and ni ± sj (mod n).

1 represents a communication link, and
0 represents a path with no direct communication link.
Remainder theorem N = D*Q + R where N: numerator, D: divisor, Q: quotient

and R: remainder, andmodular arithmetic has explored the connectivity of PDN. The
node number in PDN is labelled as 0,1,2,…, δ2 + δ, and the rules for operation are
the same as arithmetical operation with modular arithmetic. According to modular
arithmetic, if a number Q (output) equals or greater than N(δ2 + δ + 1), it is divided
by δ2 + δ + 1, the Q is discarded and the remainder is used in place of Q. Themodulo
(δ2 + δ + 1) is shown below:

+ 0 1 2 3 4 5 6

0 0 1 2 3 4 5 6

1 1 2 3 4 5 6 0

2 2 3 4 5 6 0 1

3 3 4 5 6 0 1 2

4 4 5 6 0 1 2 3

5 5 6 0 1 2 3 4

6 6 0 1 2 3 4 5
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ni + Sjmod (δ2+ δ + 1) 3 3 3 3 3 3 3

0 3

1 4

2 5

3 6

4 7 = 0

5 8 = 1

6 9 = 2

From the above table, we verified that the set 0, 1, 2, …, δ2 + δ with the addition
or modulo arithmetic δ2 + δ + 1 is a field because δ2 + δ + 1 is a prime number.
Such a field is also called a Galois field GF(2). The above table is also explored as
follows:

Let i = 1
n1 + 1 = n2, n1−1 = n0 and n1 + 3(mod δ2+ δ + 1) = n4.
n1−3(mod δ2+ δ + 1) = 1–3 mod 7 = −2 mod 7 = 5 = n5

1 1 1 1

Let i = 2
n2 + 1 = n3, n2−1 = n1 and n2 + 3(mod δ2+ δ + 1) = n5.
n2−3(mod δ2+ δ + 1) = 2–3 mod 7 = −1 mod 7 = 6 = n6

1 1 1 1

Let i = 3
n3 + 1 = n4, n3−1 = n2 and n3 + 3(mod δ2+ δ + 1) = n6.
n3−3(mod δ2+ δ + 1) = 3−3 mod 7 = 0 = n0

1 1 1 1

Let i = 4
n4 + 1 = n5, n3−1 = n3 and n4 + 3(mod δ2+ δ + 1) = n7 = n0.
n4−3(mod δ2+ δ + 1) = n1

1 1 1 1

Let i = 5
n5 + 1 = n6, n5−1 = n4 and n5 + 3(mod δ2+ δ + 1) = n8 = n1.
n5−3(mod δ2+ δ + 1) = n2
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1 1 1 1

Let i = 6
n6 + 1 = n7=n0, n6−1 = n5 and n6 + 3(mod δ2+ δ + 1) = n9 = n2.
n6−3(mod δ2+ δ + 1) = n3

1 1 1 1

Hence, 9 mod 7 = 2 is the connective node for node 6.
Similarly,we canfind all connectivity of corresponding node number in thePerfect

Difference Network. Therefore, it is possible to make communication either circular
or chord link with these network flow patterns. It helps to balance the load and fault
tolerance in PDN. Now, we discuss PDN with GF(2), then every number has seven
bits can only be either 0 or 1. If PDN is considered a complete graph, 27 vectors are
possible. The following representation shows a vector in a (δ2 + δ + 1) dimensional
vector space over the field GF(2).

N0

(0 1 0 1 1 0 1)

N1

(1 0 1 0 1 1 0)

N2

(0 1 0 1 0 1 1)

N3

(1 0 1 0 1 0 1)

N4

(1 1 0 1 0 1 0)

N5

(0 1 1 0 1 0 1)

N6

(1 0 1 1 0 1 0)

Lemma 1: The degree of each node of the perfect difference network is even.

Proof: A PDN has δ2 + δ + 1 node [10] where δ is a prime or power of prime. The
corresponding value of δ and PDS [11, 12] is shown below:

Table1 shows that the value of δ can be even or odd.
The multiplication of odd or even number is:
Table 2 also shows that multiplication is associative and commutative. If we

regroup terms, the result will never change, 4*5 = 5*4 = 20. The result of.
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Table 1 PDS of order δ in normal form and n = δ2 + δ + 1

δ N PDS of order δ in normal form

2 7 0, 1, 3

3 13 0, 1, 3, 9

4 21 0,1,4,14,16

5 31 0,1,3,8,12,18

7 57 0,1,3,13,32,36,43,52

8 73 0,1,3,7,15,31,36,54,63

9 91 0,1,3,9,27,49,56,61,77,81

11 133 0,1,3,12,20,34,38,81,88,94,104,109

13 183 0,1,3,16,23,28,42,76,82,86,119,137,154,175

16 273 0,1,3,7,15,31,63,90,116,127,136,181,194,
204,233,238,255

Table 2 Nature of operation

Operation Result Example

Even * Even Even 4*4 = 16

Even * Odd Even 4*5 = 20

Odd * Even Even 5*4 = 20

Odd * Odd Odd 5*5 = 25

2 * δ = δ * 2.
From the definition of PDN, the degree of a node is 2δ. For the multiplication of

even number with even or odd number, the result will be even.

δ Degree (2*δ)

2 2*2 = 4 even*even = even

3 2*3 = 6 even*odd = even

4 2*4 = 8 even*even = even

5 2*5 = 10 even*odd = even

7 2*7 = 14 even*odd = even

8 2*8 = 16 even*even = even

9 2*9 = 18 even*odd = even

11 2*11 = 22 even*odd = even

13 2*13 = 26 even*odd = even

16 2*16 = 32 even*even = even

Therefore, the product of any δ value with 2 is always even. The degree of each
node is also even. Hence, it is proved that the degree of each node of PDN is always
even.
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3 Study of Connectivity Between Nodes in PDN

Set theory and algebraic structure are powerful tools in connectivity as well as in
the network flow. They assist in a thorough understanding of communication pattern
and to do analysis or manipulating it algebraically, if we wish to enlist the aid of
an interconnection network in reducing the connectivity and complexity of PDN.
Subsets N0, N1, N2, N3, N4, N5, N6 are collection of some of the nodes of PDN. The
two most common combinations between vectors, the union(∪) and intersection (∩),
are contemplated. PDN has closure with respect to union.

N0 0 1 0 1 1 0 1

N1 1 0 1 0 1 1 0

N0 ∪ N1 1 1 1 1 1 1 1

Unionwith any two vector of PDN shows perfect difference network is connected.
PDN is associated with respect to union.

(N0 ∪ N1) ∪ N2 = N0 ∪ (N1 ∪ N2).

N0 ∪ N1 1 1 1 1 1 1 1

N2 0 1 0 1 0 1 1

(N0 ∪ N1) ∪ N2 1 1 1 1 1 1 1

N0 0 1 0 1 1 0 1

N1 ∪ N2 1 1 1 1 1 1 1

N0 ∪ (N1 ∪ N2) 1 1 1 1 1 1 1

Intersection between twovectors of PDN represents those vectors that are alternate
PE to complete the communication between processors.

4 Conclusion

A comprehensive study of communication patterns of the interconnection network
has been performed. The topological properties of PDN were also highlighted with
their importance. Efforts have been made to find the inter-relationship between the
communication patterns of the PDN and FFT. This helps the distribution of informa-
tion between nodes of the interconnection networks. The study of communication
patterns is useful in various forms based on application and interconnection patterns,
such as fast Fourier Transform. It may cause the shuffle permutation and neigh-
bour simulation pattern in fluid dynamics. This study helps in finding augmenting
communication patterns in interconnection networks for parallel and distributed
systems.
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An Approach for Denoising
of Contaminated Signal Using Fractional
Order Differentiator

Koushlendra Kumar Singh, Ujjayanta Bhaumik, Anand Sai, Kornala Arun,
and Akbar Sheikh Akbari

1 Introduction

Calculus is an integral part of our life, and from everything imaginable, from artificial
intelligence to social networks, every minute visualization can afford a shadow of
calculus [1]. From taking baby steps to finding the derivative of a linear function to
realizing the verisimilar graphics in movies and games, calculus is intermingled in
every detail. But there is a more subtle side to the story, and an even more beautiful
side expands when the fractional side is considered. Fractional calculus is something
that has gained immense popularity in recent years. Riemann–Liouville, Caputo,
Grunwald–Letnikov, and several others defined fractional derivatives in their own
ways which proved breakthroughs in the calculation of fractional derivatives [2,
3]. Robotics, algorithms in genetics, basic sciences, telecommunication, diffusion,
and different image processing applications are just some of the areas upon which
fractional derivative has bestowed its grace and this is just a sneak peak of the
list [2]. Fractional order SavitzkyGolay differentiator has been also used for image
enhancement [4, 5]. Singh et al. designed a new fractional order differentiator based
on Chebyshev polynomial and successfully detected the internal structure of wood
with this differentiator [6]. Chen et al. designed a new method based on fractional
order differentiator for finite impulse response [7]. Chen et al. also discretized a
fractional order differentiator and integrator for signal reconstruction [8]. Especially
with regards to signal processing, fractional differentiation has helped make scalar

K. Kumar Singh (B) · U. Bhaumik · A. Sai · K. Arun
Department of Computer Science and Engineering, National Institute of Technology Jamshedpur,
Jamshedpur, Jharkhand 83014, India
e-mail: koushlendra.cse@nitjsr.ac.in

A. S. Akbari
Leeds Beckett University, Caedmon, 207, Headingley Campus Leeds, UK

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. K. Bajpai et al. (eds.), Machine Vision and Augmented Intelligence—Theory
and Applications, Lecture Notes in Electrical Engineering 796,
https://doi.org/10.1007/978-981-16-5078-9_12

129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5078-9_12&domain=pdf
mailto:koushlendra.cse@nitjsr.ac.in
https://doi.org/10.1007/978-981-16-5078-9_12


130 K. Kumar Singh et al.

advances [9]. The SavitzkyGolay differentiator based on fractional order differen-
tiation helps in approximating a signal using regression technique on polynomials
[10, 11]. Digital Fractional Order differentiator, in fact, can be utilized as a model
for studying how digital signals behave under differentiation, and both continuous
and discrete time-based modes are available. There are various methods available
for the continuous domain, like methods of Roy, Chareff, Carlson, and Matsuda,
whereas the discrete domain is supported by Taylor and Newton series, expansion
using continued fraction. But the methods in popular use are not that effective when
a contaminated signal is used as an input [12–16].

Recently, there has been a lot of interest in fractional calculus, and different appli-
cations have been proposed, like those in control systems by Podlunby, processing of
signals in bio-medical systems by Margin, noise processing by Ninness, processing
splines and wavelets by Usher and Blu [17–19]. Many different techniques were
proposed by Baba et al. to use Savitzky Golay filter to enhance geophysical signals,
Bai et al. to devise anisotropic diffusion using fractional order derivative, and Magin
et al. to use fractional differentiation in bioengineering [20–22]. Pu et al. created
masks by utilizing the concepts of Grunwald–Letnikov and Riemann–Liouville frac-
tional derivative definitions [23]. There has been remarkable progress in the field of
signal processing and denoising too.

The authors have proposed a noble method of signal denoising that involves
breaking a signal into parts and treating them, so that the irrelevant or the redundant
noise components could be removed, and high frequency and low frequency noises
both could be removedwith relevant techniques. Signal denoisinghelps in reconstruc-
tion of the original signal and also helps in estimating the nature and source of noise.
Fractional order SavitzkyGolay differentiator is amanifestation of the SavitzkyGolay
differentiator, so that the order is changed from integer to fraction according to the
Riemann–Liouville definition. The authors propose an alternative approach bywhich
fractional order SavitzkyGolay differentiator can be used with smaller differentiator
lengths to approximate the derivative of the original signal with a large number of
sample points. The proposed Digital Fractional Order SavitzkyGolay Differentiator
(DFOSGD), in this work, is used to approximate known signals like sinusoidal,
exponential, and trigonometric functions. The proposed method calculates the frac-
tional derivative of a signal by breaking into small piecewise signals and then applies
the differentiator on the individual signals. The novel approach, here, experiments
on the size of the sliding window, and calculates the accuracy of the differentiator
for different window sizes, unlike the other differentiators described in the litera-
ture. Efforts have been made to experimentally determine the effect of changing
differentiator length on standard signals.

The structure of the paper is as follows: Sect. 2 portrays the proposedmethodology.
Section 3documents the experimental results and analysis. Section 4gives conclusion
of the work done and is followed by the references.
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2 Methodology

Often unwanted additions are there to the signals because of factors which can be
represented as:

xe(t) = x(t) + e(t) (1)

where x(t) is the clean signal, e(t) the unwanted addition, and xe(t) the resultant.
Given a signal that is sampled at uniform intervals, the aim is to estimate its xth order
derivative using a differentiating window with L points and to examine the effect
that variation of L has on derivative. The signal is approximated using a least-square
polynomial of degree n, where n is less than L. The approximated signal can be
represented as:

Ax =
∑n

i=0
ai x

i
L (2)

Here, A(x) approximates the given signal, and x represents the L sample points
of the signal on which the differentiator window is applied (i.e., j = 1, 2, …, L). ai
is ith coefficient of the least-square polynomial function [24]. To estimate ai, a form
of regression analysis called least squares method is applied.

Let M be the measured signal points for the sample points in the differentiating
window such that M = [m1, m2, …,mL]. Let A be a vector representing the coeffi-
cients of the least-square polynomial such that A = [a1, a2, …,aL]. Let δ denote the
error made during estimating the least-square polynomial and V be an L × (n + 1)
Vandermonde Matrix. The Vandermonde matrix is shown below.

V =

⎡

⎢⎢⎢⎢⎢⎣

10 11 12 · · · 1n
20 21 22 · · · 2n
· · · · · · · · · · · · · · ·
L0 L1 L2 · · · L3

⎤

⎥⎥⎥⎥⎥⎦
(3)

For ease of understanding, the problem can be represented using matrices as
follows:

M = V A + δ (4)

The coefficients of the polynomial are chosen such that they minimize the total
squared error between the data points and the approximated polynomial. Thus:

A = (
V ′V

)−1
V ′M (5)
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Here, V’is transpose of the Vandermonde matrix defined in (3). Using Eq. (5) to
replace A in (4) and ignoring delta, we get:

Mapprox = V A (6)

⇒ Mapprox = V
((
V ′V

)−1
V ′M

)
(7)

⇒ Mapprox = UM (8)

Here, U acts as a differentiator window that approximates and smooths the given
signal. Given U, we can calculate the smoothed signal from the original signal.

The Riemann–Liouville definition is used to determine fractional order derivative
in the proposed approach. The Riemann–Liouville definition for fractional order
derivatives is shown below:

0D
α
x f (x) = 1

�(1 − α)

dL

(
dxL

)
∫ x

0
(x − t)(L−α−1) f (t)dt (9)

Here, 0 ≤ (l − 1) < α < l [25]. The signal is approximated to least-square polyno-
mials which are in the form of f (i)= ∑n

i=0ai j
i , thus knowing the Riemann–Liouville

definition for αth derivative of ji can help determine the derivative of the signal:

0D
α
x j

i = �(i + 1)

�(i − α + 1)
j (i−α) (10)

Here,� operator is defined as�n= (n− 1)!.Using linearity ofRiemann–Liouville
definition, the following can be inferred:

0D
α
x f (i) (11)

⇒ 0D
α
x

n∑

i=0

ai j
i (12)

⇒
n∑

i=0

ai 0D
α
x j

i (13)

Using Eq. (10) and Eq. (13) can be written as:

⇒
n∑

i=0

ai
�(i + 1)

�(i − α + 1)
j (i−α) (14)
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The above logic can be generalized using matrices. The αth order derivative of
the ith point is given as:

l M
α
approx = V α

l A = Uα
l M (15)

Using the results in Eq. (14) in Eq. (15), the following can be inferred:

l M
α
approx = a(V

′
V )−1V

′
M (16)

As evident from Eq. (14), a is

a = [ �(1)

�(1 − α)
i−α,

�(2)

�(2 − α)
i1−α, · · · ,

�(n + 1)

�(n + 1 − α)
i n−α] (17)

Thus, Ul
αis obtained using:

Uα
l = a(V

′
V )−1V

′
(18)

Using thisUl
α , the αth derivative at any point i of the signal can be approximated,

provided the original signal is given. The sampling interval (θ ) is taken as one. A
generalized expression for non-unitary theta can be obtained in a similar fashion.
The proposed algorithm is demonstrated as follows:
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3 Results and Analysis

The proposed method has been examined using four different experiments. The
proposed method has also been compared with existing methods in literature. The
different signals chosen in the experiments are parabola with axis as the y axis and
a sinusoidal curve, with the fractional derivatives being calculated at several points.
The sinusoidal and parabolic signals are chosen to represent a variety of signals and
also because of ease of comparisonwith other results. The signals to noise ratios show
that the proposed differentiator calculates the fractional derivativeswith a high degree
of accuracy. The results of the derivatives calculated by the proposed differentiator
are compared with the methods of Euler, Oustaloup, Tustin, Al-Alaoui, Simpson,
New IIR, and DFOSGD differentiator. The experiments are as follows:

A. Experiment 1

The aim of this experiment is to test the accuracy of the proposed method by using
the moving window coefficients to obtain the derivatives and by comparing these
derivative values against standard values. The moving window’s weight Ui

αat the
ith point xiis computed for different values of α, which represents the order of the
derivative, with values in the set 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,0.7, 0.8, 0.9, 1.0. In
this experiment, the order of the polynomial is taken as 2 (n = 2) and the length of
the differentiator is taken as 10 (L = 10). The assumption is that the given signal
is a parabolic function having equation y = x2. It is assumed that the given signal
is sampled at first 10 integers, i.e., I = 1,2,3, …,10. The results of the experiment
are listed in Table 1 which gives the values of the derivative of the function at
various sample points for various values of α. For instance, at the sample point 5,
the derivative of the function at α = 0.5 has a value of 16.8209.

The graph for the original derivative of the signal and the derivative calculated
using the proposed method is shown in Fig. 1. The green line shows the original
derivative of the function at α = 1 and the blue line shows the derivative calculated
through proposed method at α = 1. It is clear from Fig. 1 that the proposed method
calculates the derivative accurately, and by comparing the values of the derivatives
obtained via the experiment with the standard values of the derivative for the above
parabolic function at α = 1, we obtain a mean-square error of 7.8676 × 10−9.

In addition, the proposed method has been tested using the signal h(t) = t0.5. It is
assumed that the given signal is sampled at first 10 integers, i.e., I = 1,2,3,…,10. The
result is shown in Fig. 2. In Fig. 2, the blue line indicates the original signal h(t), the
curve colored green indicates the original derivative of h(t) at α = 1, and the curve
colored red indicates the derivative of h(t) calculated using the proposed method at
α = 1. By comparing the values of the derivatives obtained via the experiment with
the standard values of the derivative for the above parabolic function at α = 1, we
obtain a mean-square error of 0.0343.

It can be deduced that the proposed method works as a differentiator accurately,
and the errors obtained can be accounted for the estimation error.
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Fig. 1 Original and
proposed derivative of y = x2

at α = 1
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Fig. 2 Original and
proposed derivative of y =
x2 at α = 1
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B. Experiment 2.1

This experiment is carried out using a sine curve. The signal used in this experiment
is h(t) = sin(t). The parameters are set as follows: the order of the polynomial is
taken as 5 (n= 5) and the length of the differentiator window is taken as 10 (L = 10).
The effect on the curve is visualized using the variable parameter α which denotes
the order of derivative, and the orders are taken as 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.7, 0.8, and 0.9. The curve is sampled a 1000 times between t = 0 and t = 4. The
value of the sine curve is examined at angles varying with increments of 15 degrees
starting with 0 degree and going up-to 90 degrees. The variation in these values is
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Table 2 Values of derivative of sin(t) at various α and t

t,α 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0z 0.00004 50.0013 0.0028 0.0056 0.0105 0.0199 0.0388 0.0834 0.2281 1

15z 0.2639 0.2683 0.2741 0.2817 0.2923 0.3082 0.3344 0.3856 0.5266 0.9657

30z 0.5059 0.5098 0.5149 0.5217 0.5312 0.5452 0.5682 0.6124 0.7297 0.8649

45z 0.7130 0.7162 0.7203 0.7252 0.7334 0.7446 0.7628 0.7971 0.8826 0.7044

60z 0.8709 0.8732 0.8761 0.8799 0.8851 0.8927 0.9048 0.9268 0.9745 0.4953

75z 0.9688 0.9699 0.9713 0.9732 0.9757 0.9792 0.9845 0.9926 0.9993 0.2521

90z 0.9999 0.9998 0.9997 0.9995 0.9991 0.9983 0.9962 0.9900 0.9552 0.0085

examined as α is varied. The observations are recorded in Table 2 which gives the
derivative of the function at various standard points for various values of α. For an
instance, the value of derivative of the function at sample point 75 degrees and α =
0.5 is 0.9792.

In Fig. 3, the blue-colored curve represents original derivative and the red-colored
curve represents proposed derivative at α = 0.1.

Similarly, Fig. 4 represents the plot between original derivative and proposed
derivative at α = 1. As evident from the figures, the proposed method estimates the
derivative of the sinusoidal signal accurately (with some error due to an estimation
error of least-square polynomial). As evident from the data, the values of the deriva-
tives obtained through the proposed method are very close to the real value. The
mean-square error between the first order derivative (α = 1) and the curve h(t) =
cost comes to 2.6194 × 10−7. This is a clear indicative that the proposed method
works as a differentiator very well.

Fig. 3 Original and
proposed derivative of h(t) =
sin(t) at α = 0.1
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Fig. 4 Original and
proposed derivative of h(t) =
sin(t) at α = 1

C. Experiment 2.2

This experiment is fabricated using a sine curve and the signal used is h(t) = sin(t).
The order of the polynomial is taken as 5 (n = 5) and the order of the derivative is
taken as 1 (α = 1). The length of the differentiator (L) is varied and the values are
recorded in a similar way as done in experiment 2.1. Mean-square error is calculated
between the derivative obtained using proposed differentiator and standard derivative
of h(t) which is equal to cos(t) for every value of L. The values of L considered are 10,
15, 20, 25, 30, 50, and 100. The results are shown in Table 3 which gives a derivative
of the function at various values of L keeping α = 1. For an instance, the value of
the derivative of the function at L = 20 at the point 75 degrees is 0.2835.

In Figs. 5, 6, and 7, the blue-colored curve gives the original derivative of the
function at α = 1 and the red-colored curve gives the proposed derivative of the
function at α = 1. From the Figs. 5, 6, and 7, it is clear that as the value of the length
of differentiator (L) increases, there will be a slight deviation between the original
derivative curve and the proposed derivative curve.

Table 3 Values of derivative of sin(t) at various values of L and t

t,L 10 15 20 25 30 50 100

0z 1 1 1 1 1.000 1 1

15z 0.9657 0.9697 0.9737 0.9773 0.9807 0.9916 0.9685

30z 0.8649 0.8728 0.8807 0.8885 0.8961 0.9236 0.9744

45z 0.7044 0.7156 0.7271 0.7385 0.7496 0.7920 0.8823

60z 0.4953 0.5091 0.5233 0.5375 0.5515 0.6058 0.7294

75z 0.2521 0.2675 0.2835 0.2995 0.3153 0.3778 0.5262

90z 0.0085 0.0075 0.0241 0.04048 0.0574 0.1238 0.2867

MSE 2.6194 ×
10−7

1.3686 ×
10−4

5.4383 ×
10−4

0.0012 0.0022 0.0087 0.0437
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Fig. 5 Original and
proposed derivative of h(t) =
sin(t) at L = 10

t

Fig. 6 Original and
proposed derivative of h(t) =
sin(t) at L = 50

t

Figure 8 gives the plot betweenMean Square Error (MSE) and Length of differen-
tiator L,which shows that MSE increases with increase in value of L and decreases at
L= 25, and then increaseswith increase inL. The effect of differentiator length on the
mean-square error can be seen in Table 3 and the Figs. 5, 6, and 7. As the length of the
differentiator increases, the mean-square error also increases. Higher differentiator
lengths imply larger Vandermonde Matrices. Large Vandermonde matrices have
poor conditioning. This leads to errors in inverse calculations, and thus increasing
mean-square error.
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Fig. 7 Original and
proposed derivative of h(t) =
sin(t) at L = 100

t

Fig. 8 Variance of mean
square error with respect to
length of diffrentiator

L
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D. Experiment 3

The third experiment is dedicated to the comparison of the proposed method with
established methods like those of Euler, Tustin, Oustaloup, and others. The curve
which is used to show the robustness of the proposed method is h(t) = e−t .sin(3t +
1). In this experiment, the length of differentiator is taken as 10 (L = 10) and the
order of the polynomial is taken as 5 (n = 5). A uniformly distributed random noise
with amplitude ranging from -0.1 to 0.1 and having Signal to Noise Ratio (SNR)
of 24 dB is added to the signal h(t) to contaminate it. This contaminated signal
is passed through the proposed differentiator to get the differentiatored signal. To
compare the efficiency of this method with other methods, Root Mean Square value
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for the contaminated signal and the differentiatored signal is compared for different
methods mentioned above. The results are listed in Table 4 which gives comparison
of RootMean Square (RMS) values for different methods with the proposedmethods
for α = 0.1, 0.3, 0.5, 0.7, 0.9.

In Fig. 9, the curve colored green depicts the signal contaminated with noise and
the red-colored curve depicts the filtered signal after passing through the proposed
differentiator at α = 0.1. Similarly, in Fig. 10, the curve colored green depicts the
signal contaminated with noise and the red-colored curve depicts the filtered signal
after passing through the proposed differentiator at α = 0.1.

Furthermore, Fig. 11 gives us the plot between the RMSError and different values
of α = 0.1, 0.3, 0.5, 0.7, 0.9, and it can be derived that the method gives the least
RMS Error for α = 0.3. From the error comparison from Table 4, it can be seen that

Table 4 Comparison of RMS error for α = 0.1, 0.3, 0.5, 0.7, 0.9

Method α = 0.1 α = 0.3 α = 0.5 α = 0.7 α = 0.9

Oustaloup 0.0304 0.0677 0.1486 0.3308 0.7295

Tustin 0.0364 0.0997 0.3189 1.3448 13.6736

Euler 0.0333 0.0741 0.1589 0.3605 0.8474

Al-Alaoui 0.0342 0.0782 0.1728 0.4084 1.0064

Simpson 0.0359 0.0799 0.1563 0.3298 0.7437

New IIR 0.0351 0.0801 0.1712 0.3907 0.9387

DFOSGD 0.0056 0.0087 0.0137 0.0217 0.0343

Proposed Method 0.0026 0.0013 0.0042 0.0046 0.0048

Fig. 9 Original and
proposed derivative of h(t) =
e−t .sin(3t + 1) at α = 0.1
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Fig. 10 Original and
proposed derivative of h(t) =
e − t.sin(3t + 1) at α = 0.3

Fig. 11 Plot for root mean
square error and α
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the proposed method is better than the existing methods such as Oustloup, Tustin,
and Euleretc. It is evident from the Table and the graphs that the proposed method
which acts as a diffrentiator also can act as a tool for denoising of the signal and can
be used as a method to reduce noise in many real-life applications.

The experiment is repeated with Additive White Gaussian Noise (AWGN) of
varying strengths. The results are noted in Tables 5 and 6.

Table 5 Mean Square error for α = 0.1, 0.3, 0.5, 0.7, 0.9,1 in order of 10−2

α 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

MSE 0.1501 0.1703 0.1906 0.2173 0.2434 0.2718 0.2996 0.3248 0.3620 0.3895
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Table 6 Mean Square error for different Signal to Noise Ratio (SNR) in order of 10−2

SNR 10 20 30 40 50

MSE 2.189 0.8208 0.2599 0.0817 0.0256

Table 5 shows the variation of mean-square error with the change in order of
derivative (α) keeping the signal to noise ratio (SNR) of the signal fixed at 35 dB.
Table 6 shows the variation of mean-square error of the denoised signal at different
values of SNR. Order of derivative (α) is kept fixed at 0.1.

4 Conclusions

Fractional order derivative is very important in the field of signal denoising. The
proposed method works well as differentiator. For polynomial functions, the order
of mean-square error is 10−9, and for sinusoidal functions, the order of mean-square
error is 10−7. This is because polynomial functions can be exactly represented using
least square method, whereas other functions are only approximated using least
square methods. The outcome of this study clearly defines relation between length
of differentiator and derivative obtained through the differentiator. The effects of
varying length of differentiator are tested by comparing against standard derivatives
of first order and its mean-square error. The order of mean-square error varies from
10−7 for smaller values of L to 10−2 for larger values of L. It is clear that the length
of differentiator has a significant impact on determining the derivatives, and large
lengths of differentiator perform badly due to conditioning issues with the matrix.
The proposed method is successfully able to minimize the noise of contaminated
signal. The denoised signal has a minimum root mean-square error of 0.0013 at α =
0.3.
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Performance Analysis of Machine
Learning-Based Breast Cancer Detection
Algorithms

Sanjay Kumar, Akshita, Shivangi Thapliyal, Shiva Bhatt, and Naina Negi

1 Introduction

Breast Cancer is a serious health hazard for women in many countries. It is well
known that the best way to cure breast cancer is early detection. Around 2.1 million
women are affected by breast cancer each year. American Cancer Society estimated
that new cases in 2020 will be 2,76,480 which is 15.3% of all new cancer cases.
Mammography, Ultrasound, MRI are some commonmethods to detect breast cancer
[1]. Breast cancer does not display any symptoms in its initial stage, and this is
why women above 40 years of age are advised to take mammograms (X-Ray of
the breast) once a year [2]. It is possible to miss a small tumor when reviewing a
mammogram with naked eyes. Accurate prediction of cancer has become one of the
most challenging tasks for physicians, which is why an accurate, rapid, and automatic
diagnosis system is required for breast cancer. This is where machine learning has
outsmarted human intelligence, as it can detect even a small tumor in mammograms
by scanning through the image thoroughly. Machine learning techniques help us to
extract information and knowledge from this experience and detect hard-to-perceive
patterns from large and noisy datasets [3]. In the medical field, ML techniques are
used to increase the prediction rate of breast cancer. Also, Wisconsin (Diagnostic)
Data Set is mostly used to train the model. Many research papers concluded that the
Support Vector Machine and Random Forest are giving the best accuracy [4, 5].

In this work, we made several calculative contributions which are as follows:

• In this work, we studied and implemented different supervised machine learning
algorithms such as SVM, CNN, and RF for breast cancer detection.
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• Performance analysis is carried out over two datasets, i.e., Breast Cancer
Wisconsin (Diagnostic) Data Set and the Breast Histopathology Images Dataset.

• K-fold cross-validation technique is used to check the effectiveness of themachine
learning model.

The rest of the paper is organized as follows: Related work has been discussed in
Sect. 2. Methodology andMaterial is discussed in Sect. 3. Implementation and result
analysis is presented in Sect. 4. Finally, the conclusion has been drawn in Sect. 5.

2 Related Work

Breast cancer detection has evolved thoroughly in the past years. In this section,
some of the breast cancer detection techniques are discussed.

Abdel et al. [6] presented differentmodels to classify among pre-segmented breast
cancer masses and trained multiple CNNmodels to improve classification results by
obtaining average of predictions. Yamlome et al. [7] presented an efficient training
strategy involving transfer learning data augmentation along with high-resolution
complete image training. This approach yielded 95.27% classification accuracy and
96.35%patient score accuracy. Themain goal of Chaurasia et al. [8] work is improve-
ment of accuracy of prediction using a new statistical method of feature selection.
Here, six integrated models are applied in the reduced attribute data subset (12
features). Ragab et al. [9] proposed a new CAD system with two segmentation tech-
niques. Extraction was performed by DCNN and this was further connected to an
SVMmodel. This model yielded an accuracy of 80.5% and can also be used for other
anomalies in breasts along with a classification of amiable and vicious breast cancer.
Nagendra et al. [10] designed and developed dual-layered CNN (DL-CNN) parted
into two sections to score a TPR of 0.9726 and the lowest value of FPI 0.3976.
Rohan et al. [11] proposed a model that outperformed all the existing ones. This
model used 11 features and 10 attributes and enhanced the performance of the classi-
fiers. Kumar et al. [12] have applied CNN combinedwith changing the parameter and
testing it on Break His dataset image of breast cancer using deep learning framework
TensorFlow. It is observed in this research that the classification accuracy majorly
depends on how CNN brings out and learns the characteristics in different layers
with the variation in parameters. Alkhaleefah et al. [13] provided a possible solution
to the classification of amiable or vicious breast cancer by using a hybrid approach
which uses a combination of CNNandRBF-based SVM. Sharma et al. [5] proposed a
model for comparative study of different ML algorithms for detection and classifica-
tion of breast cancer. This study revealed that supervised ML algorithms work better
and give an accuracy of above 94%. Khourdifi et al. [4] researched the algorithms
that help predict breast cancer. They concluded that the SVM classifier gave the
best possible results. Gupta et al. [14] researched on multilayered perception which
proved to be better than all of the other classifiers. Al-masni et al. [15] presented a
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YOLO-based CAD system for classification and detection of breast cancer, consid-
ered different methods, and experimentally determined that SVM classifier was best
in detecting microcalcifications in mammography images. Islam et al. [16] proposed
an SVM-based model for detection of breast cancer. This model displayed accuracy
of 99.68%. Alyami et al. [17] built models with ANN and SVM along with tenfold
cross-validation. In this research, ANN achieved an accuracy of 96.7096% and SVM
reached 97.1388%. Wang et al. [18] proposed a breast CAD method based on deep
learning. The research focused on the application of features extracted by CNN in
two stages, namely, mass detection and mass diagnosis. Table 1 depicts the summary
of the related work.

3 Methodology and Material

This section is a brief description of the methodology we have used in our models
and also the material used to construct them:

3.1 Methodology

Different machine learning algorithms, both supervised and unsupervised, were
tested on the two datasets we have used in our work. The three algorithms that
made their way into the most suitable ones have been detailed below.

3.1.1 Support Vector Machine

SVM is a supervised machine learning algorithm which is a classifier of discrimi-
native nature which is designed using a hyperplane to classify the data in different
classes based on class membership. Two parallel lines that are maximum distance
apart and have no data points between them are termed as hyperplane, and the data
points closest to a hyperplane are support vectors [19]. Our objective is to find the
best, which one is the farthest from the data point. The SVM algorithm is used when
the data comprises two classes where the classification is done [2, 16].

3.1.2 Convolutional Neural Network

CNN is a class of neural networks in deep learning. This class is also termed as space
(or shift) invariant artificial neural networks (SIANN). CNN is a regular version of
multilevel perceptions [7, 13]. This classifier is majorly used when working with
images, as it helps to extract features from the images. A benefit of using CNN with
images is that it uses fewer data preprocessing in comparison to other algorithms used
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Table 1 Summary of the related work

Authors Related work

Techniques and
algorithms

Accuracy Remark

Abdel et al.[6] Convolutional Neural
Networks
Transfer Learning

Inception V3-like
Model: 79.6%
ResNet50-like Model:
85.71%

This model presented
different models to
classify among
pre-segmented breast
cancer masses and
trained multiple CNN
models to improve
classification results
by obtaining average
of predictions

Yamlome et al. [7] Convolutional Neural
Networks (CNN)

Image level: 91%
Patient Scores: 95%

A reliable step
towards authentic
automation of medical
diagnostics

Chaurasia et al. [8] CART, SVM, Naïve
Bayes, KNN, Linear
Regression, and MLP

99% The features of dataset
will be reduced using
statistical method
mode

Ragab et al. [9] CNN, SVM, DDSM,
CBIS-DDSM

80.5% The model is efficient
enough to detect and
classify benign or
malignant breast
cancer. It can also
identify other
anomalies in breasts

Nagendra et al. [10] Dual Layered
Convolutional Neural
Networks (DL-CNN)

97.26% Rate of false positive
has been minimized
using this model

Rohan et al. [11] Random Forest
ensemble learning

98.5714% This proposed
approach plays a
major role in the
research related to the
diagnosis of breast
cancer. The use of
ADABOOST
structure is a plus
point

Kumar et al. [12] CNN 90% The room for
improvement in this
technique is high

Alkhaleefah et al. [13] CNN, SVM classifier
based on Radial Basis
Function

92% The hybrid approach
is giving best results

(continued)
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Table 1 (continued)

Authors Related work

Techniques and
algorithms

Accuracy Remark

Sharma et al. [5] Random Forest,
KNN, and Naïve
Bayes

94% Supervised machine
learning techniques
are reported to give
better results

Khourdifi et al. [4] Random Forest,
Naïve Bayes, SVM,
and KNN

SVM highest, i.e.,
97.9%

The findings help to
decide the most
appropriate ML
algorithm for breast
cancer detection

Gupta et al. [14] Decision Tree, SVM,
KNN

SVM highest, i.e.,
93.09%

The result shows that
multilayer perceptron
performs better than
other techniques

Al-masni et al. [15] You Only Look Once
(YOLO)

85.52% The proposed model
overcomes many
problems that existed
in classification
systems

Islam et al. [16] SVM and KNN 99.68% To get an accurate
outcome, system uses
tenfold
cross-validation

Alyami et al. [17] Support Vector
Machine (SVM),
Artificial Neural
Network (ANN)

SVM: 97.1388%
ANN: 96.7096%

Different data
partitioning is an
important feature
developed by this
research

Wang et al. [18] Convolutional Neural
Networks (CNN)
fused with
Unsupervised
Extreme Learning
Machine (US-ELM)

ELM > CNN This method
outperforms others of
its kind with a large
dataset

in image classification. CNN was useful in working with the Breast Histopathology
Image Dataset [12]. It played a major role in extracting features from the images in
the dataset. Along with this, the fact remains that the dataset did not have pixel-rich
images, and the proficiency of CNN was helpful in this field a lot.

CNN is the type of ML algorithm that requires an image input. Since the Breast
Cancer Wisconsin (Diagnostic) dataset has a non-image kind of data, therefore, it
has not been trained using CNN.
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3.1.3 Random Forest Algorithm

The Random forest classifier is the supervised learning Algorithm that consists of the
maximum number of ensemble decision trees. This technique is based on recursion;
basically, it is used for classification problems [19]. The rules of the random forest
mechanism are, first, we have to create a decision tree based on given samples; after
that, predict from each, collect the votes for prediction, and in the end for result, select
a higher voted prediction sample. For applying in our dataset, firstly, we divided the
dataset into train and test, then used a simple random forest algorithm in each feature
individually (mean, standard error, and worst). The Random forest algorithm has the
property for identifying the most important features from all given features; so, we
used this property and trained our model by using important features from all three
parts: mean, standard error, and worst [2].

3.2 Material

The materials required for this model were the two datasets that have been explained
below.

3.2.1 Breast Cancer Wisconsin (Diagnostic) Dataset

The Dataset “Breast cancer Wisconsin (Diagnostic)” is retrieved from UC Irvine
machine learning repository named as Breast Cancer Wisconsin (Diagnostic) Data
Set, and this dataset also can be found through the UW CS File transfer protocol
server [3, 4]. The Features are calculated from digitized images of a Fine Needle
Aspirate of a Breast mass, and these features describe the characteristics of the cell
nuclei present in the Image. Dataset has 569 instances and 33 data columns; one data
column has null values so it is removed, after that there are 32 data columns which
are used for data analysis. All have 0 non-null values. Here, instances are divided
into three features, first is mean, second is standard error, and last one is worst.
Each feature contains ten parameters: Radius, texture, area, perimeter, smoothness,
compactness, concavity, concave points, symmetry, and fractal dimension. By using
these features, we have to predict the stage of cancer, Malignant (M) and Benign (B)
[3–5].

3.2.2 Breast Histopathology Images Dataset

The dataset named “Breast Histopathology Images” has been retrieved from CCO
which is a public Machine Learning repository. Originally, there were 162 complete
slide images of BC specimens scanned at 40x. From these 162 images, 277,524
patches were extracted of size 50 × 50 of which 198,738 were IDC negative and
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Fig. 1 Two Mammogram samples: a labeled as 0 (non-IDC), b labeled as 1 (IDC)

78,786 were IDC positive. Each patch’s file name is of the format: uxXyYclassC.png
—> example 10253idx5× 1351y1101class0.png. Where u represents the patient ID
(10253idx5), X and Y are the x-coordinate and y-coordinate of where the patch was
cropped from respectively, and C will be the class where: 0 means non-IDC (Fig. 1a)
and 1 means IDC (Fig. 1b). We can also see that image patches are closeups of the
actual mammograms, and therefore it becomes harder for the human eye to read
them.

The dataset has the following features: area, bounding box, centroid, convex
area, convex hull, convex image, eccentricity, Equiv diameter, Euler number, extent,
extrema, filled image, filled area, image,major axis length,minor axis length, orienta-
tion, perimeter, pixel index list, pixel list, solidity,weighted centroid, sub-array index,
thinness ratio, elongation (EN), circularity1, circularity2, compactness, distortion
and disorientation (DP), and shape index (SI). The area computes the actual number
of pixels in the region and hence is the scalar value, while the centroid computes
the center of the tumor region, therefore, is the vector. On data visualization, we can
conclude that the brighter region is more than the dark region in our image.

4 Implementation and Result Analysis

Figure 2 shows the whole process of the proposed work. In this paper, we will use
two datasets. We first import libraries like matplotlib used for plotting the graph,
seaborn used to plot interactive graph, sklearn, etc. After that we explore the data,
here we remove those columns which have null values and not needed. In the next
phase, we do data analysis and feature selection process. In this phase, data is split
into training data and testing data. In the next phase, we apply classification algo-
rithms like SVM, CNN, and RF in our training data and compute the accuracy of
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Fig. 2 Process of proposed work

datasets. Then, we compare all the accuracy. However, this method is not very reli-
able, because the accuracy we got with one test set can be different if we use a
different training set on the same model. Here K-fold cross-validation comes into
Fig. 2, which divides the data into k-folds and each fold uses a different test set.
In K-fold cross-validation, train and test data will change in every iteration. This
will help to validate the model properly. Here are the steps which are followed in
our model for k-fold cross-validation. In the first step, we split the data into k-fold
and the value of k is 5. In the second step, recording the error of each prediction, it
will repeat 5 times because of the value of k. The recorded value of error is called
cross-validation error and it will serve as the performance of our model.

In Feature Selection, the best features from a dataset are extracted to improve the
accuracy of the model and to reduce the complexity of a model. Feature Selection
is categorized into three parts, i.e., Wrapper Method, Filter Method, and Embedded
Method. The Wrapper Method is used to select the subset of features, and then
with every subset, we used to analyze the model’s accuracy. The wrapper method is
best for smaller datasets. In the Filter Method, we used to select the beast subset of
features among all features, and then apply the learning algorithm and analyze the
performance of the model. This model can be used for larger datasets. Embedded
method combines the features of filter and wrapper methods.

In Breast Histopathology Images datasets, we are using ten features, i.e., area,
centroid, major axis length, axis length, eccentricity, orientation, filled area, extrema,
solidity, and equiv diameter, after performing wrapper feature selection. Parameter
values are taken for SVM, CNN, RF is described in Tables 2, 3 and 4 respectively
for both the datasets. And the result of the breast histopathology images dataset in
terms of accuracy is depicted in Table 5.

From Table 5, it is clear that CNN for selected features gives the higher accu-
racy. Experimental results show that for CNN accuracy is 92.4%, whereas for SVM
accuracy is 89.01%.

In the Breast Cancer Wisconsin (Diagnostic) dataset, instances are divided into
three features: mean, standard error, and worst. In this dataset, we have used the
Univariate Feature selection method to select the best feature. We had 33 features
in the beginning and we reduced it to ten using wrapper feature selection tech-
nique. These ten selected features are radius, texture, area, perimeter, smoothness,
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Table 2 Parameter value taken for SVM (for both datasets)

Breast cancer wisconsin (Diagnostic) dataset Breast histopathology images dataset

Parameters Values Parameter Values

Kernel Function Gaussian Kernel
Radial Basis Function

Kernel Function Gaussian Kernel
Radial Basis Function

Gamma Auto Gamma Auto

Cache size 200

C (The penalty
Parameter)

1.0

Decision function
shape

Ovr

Table 3 Parameter value taken for CNN (Breast histopathology Images dataset)

Operation layer Number of output features Size of output features

Input layer 1 15 × 15

Convolutional layer C1 5 8 × 8

Maximum pooling layer C1 5 4 × 4

Convolutional layer C2 10 5 × 5

Maximum pooling layer C2 10 2 × 2

Table 4 Parameter value taken for RF (for both datasets)

Breast cancer wisconsin (Diagnostic) dataset Breast histopathology images dataset

Parameters Values Parameter Values

N_estimators 100 N_estimators 10

Random_state 1 Random_state 0

Criterion Gini Criterion Entropy

Table 5 Performance analysis of breast histopathology Images dataset in terms of accuracy

SVM CNN RF

Precision (%) 70.087 88.01 77.66

Recall (%) 82.608 88.00 67.49

F1-score (%) 75.834 88.00 72.22

Accuracy (%) 87 90 74.17

Accuracy after fivefold cross-validation (%) 89.01 92.4 87.8

compactness, concavity, concave points, symmetry, and fractal dimension. By using
these features, we have to predict the stage of cancer, Malignant (M) and Benign (B).



154 S. Kumar et al.

Table 6 Performance analysis of breast cancer wisconsin dataset in terms of accuracy

SVM RF

For all features Important features For all features Important features

Mean (%) 90 89 92 86

Standard error
(%)

91 87 89 89

Worst (%) 88 85 95 93

Overall accuracy
after fivefold
cross-validation
(%)

95.27 98.91

From Table 6, it is clear that RF gives higher accuracy. Experimental results show
that for RF accuracy is 98.91%, whereas for SVM accuracy is 95.27%.

5 Conclusion

This paper presents a performance analysis of breast cancer detection techniques
based on machine learning. In this work, two datasets: Breast cancer Wisconsin
(Diagnostic) and Breast Histopathology Images Dataset are used. It considers three
machine learning algorithms that are Support Vector Machines (SVM), Random
Forest (RF), and Convolutional Neural Network (CNN). Based on the results
achieved, both SVM and RF are used for Breast cancer Wisconsin (Diagnostic)
dataset, and SVM and CNN are used for Breast Histopathology Images Dataset.
Experimental results show that the highest accuracy is achieved for RF onWisconsin
dataset. Whereas for Breast Histopathology Images Dataset, CNN gives the highest
accuracy. Further, k-fold cross-validation is carried out to validate the performance.
In the future, performance analysis of the other ML techniques for the detection
of breast cancer can be performed. Also, the performance analysis of existing ML
techniques can be performed over the other datasets.
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Static Gesture Classification
and Recognition Using HOG Feature
Parameters and k-NN and SVM-Based
Machine Learning Algorithms

C. V. Sheena and N. K. Narayanan

1 Introduction

For the last two decades, gesture recognition has been an active area of research.
Unresolved problems such as reliable identification of gesturing phase, size sensi-
tivity, variations in shape and speed, and problems due to occlusion maintain the
recognition of hand gestures in a research area that is still very active [1]. Recogni-
tion of gestures has somany applications. They are an interpretation of sign language,
interactive smart home control, software interface control and virtual environment
control, the interaction between humans and robots, and robot hand control [2, 3].
Among the possible applications, this paper performed an interpretation of static
hand gestures for HCI. The present study analyzes the effectiveness of histogram-
oriented gradient (HOG) features in static hand gesture recognition (SHGR) using
k-nearest neighbor (k-NN) and support vectormachine (SVM) classifier. In computer
vision (CV), HOG descriptors provided excellent performance. Our study evaluates
the efficiency of HOG features in static hand gesture recognition (SHGR) using the
two well-knownmachine learning (ML) algorithms: k-nearest neighborhood (k-NN)
and support vector machine (SVM).

In this paper recognition of a subset of static hand gestures is done using HOG
features. The objective of the study is to interpret a hand gesture for human–computer
interaction. As part of the study, we created a database of 10 classes of hand gestures.
Each class contains 60 static hand gestures, images of numbers 0, 1, 2, 3, 4, 5, 6, 7,
8, and 9. The images are static hand gestures of a single individual captured using
a Nokia digital camera. The remaining part of this paper is organized as follows:

C. V. Sheena (B)
Department of Information Technology, Kannur University, Kannur, Kerala, India

N. K. Narayanan
Indian Institute of Information Technology, Kottayam, Kerala, India
e-mail: nknarayanan@iiitkottayam.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. K. Bajpai et al. (eds.), Machine Vision and Augmented Intelligence—Theory
and Applications, Lecture Notes in Electrical Engineering 796,
https://doi.org/10.1007/978-981-16-5078-9_14

157

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5078-9_14&domain=pdf
mailto:nknarayanan@iiitkottayam.ac.in
https://doi.org/10.1007/978-981-16-5078-9_14


158 C. V. Sheena and N. K. Narayanan

In Sect. 2, related studies are described briefly. Section 3 describes the proposed
hand gesture recognition system and the different steps involved in the classification.
Section 4 presents the recognition of static hand gesture using k-NN and SVM.
Section 5 presents a discussion of the results presented in Sect. 4. Finally, Sect. 5
summarizes the above sections and their results.

2 Related Works

Before the evolution of verbal languages, gesture is one of the earliest modes of
communication. It is a form of non-verbal communication made with a part of a
body. Natural interaction that does not use any mechanical instruments is possible
between a human and a machine through gesture recognition [4]. In human–human
interaction, gestures are widely used and play a significant role in communication
when participants are unable to speak/hear, or the condition does not enable partici-
pants to speak/hear, etc. The gestures also play as an off-set-input to the othermode of
communication; for example, gesture and speech are co-expressive and they organize
a portion of rich human conversational features.

Gestures can be categorized with respect to different criteria. Based on the type
of information which one should like to express it is classified into three. They are
symbolic gestures, deictic gestures, and iconic gestures. Based on the movement of
objects and those takingpart in gesture production, the gestures are classified into two:
static and dynamic gestures [5]. For a natural interaction to become true, computers
want to automatically recognize gestures that may be static or dynamic. Initially,
researchers used hardware-based devices for automatic gesture recognition. In such
contact-based gesture recognition, cyber gloves and magnetic trackers are used for
motion detection and trajectory modeling of gestures. It may be wired or wireless.
A wired glove is an input device for HCI worn like a glove. In wired gloves, various
sensor technologies are used to capture physical data such as bending of the fingers.
Often, a motion tracker such as a magnetic tracking device or inertial tracking device
is attached to capture the global position/rotation of the glove. These movements are
then interpreted by the software that accompanies the glove [6, 7]. Gestures can then
be categorized into useful information such as recognizing sign language or other
symbolic functions. These kinds of technologies are very expensive also, so they
prevent natural interaction because of the devices that we want to wear. Computer
vision-based (CV) technologies are a solution to these kinds of inconveniences.

Computer vision-based analysis of gestures is themost naturalway of constructing
a human–computer gestural interface. In CV-based gesture recognition, one or more
cameras are used to capture input. Using different image processing techniques, these
input videos are analyzed to get motion information of gestures and are converted
into data for the recognition process. Different types of sensors that are used for CV-
based gesture recognition are infrared cameras, monocular cameras, stereo cameras,
pan-tilt-zoom (PTZ) cameras, and body markers [7]. From the literature, it is found
that CV-based gesture recognition techniques can be further classified into two



Static Gesture Classification and Recognition … 159

approaches: the body model-based approach and the appearance-based approach.
The first approach uses geometrical primitives, such as cylindrical models [8]. These
approaches are not suitable for virtual reality applications, in which recognition
results are required within acceptable time intervals. On the other hand, appearance-
based approaches estimate the gesture class by applying machine learning (ML)
algorithms. Although these methods require the target gestures to be learned before-
hand, there is no need for the user to wear special markers or devices and the recog-
nition task is not affected by frequent occlusions. The work done by Gupta et al.
reports a color and contour-based classification of hand gesture recognition [9]. The
studies of Mohandes et al. report a CV-based approach combined with a sensor-
based technique for recognizing Arabic sign language [10]. P. K. Pisharady et al.
used shape, texture, and color with the SVM classifier for image recognition against
complex background [11]. Dalal et al. proposed [12] HOGmethod for human detec-
tion, which we applied in our database. In this method, a gradient image is used for
detecting the orientation of the object in the image so that it can uniquely represent the
posture of the object. Jaya Prakash et al. proposed vision-based static hand gesture
principle component analysis-based (PCA) reduced deep neural network features
and SVM classifier [13]. They used pre-trained Alex Net feature parameters. The
dimensionality of the feature set was reduced using PCA. The feature parameters
are classified using the SVM classifier. From the literature survey, it is clear that
the result of gesture recognition is affected by the data set used for the experiment,
problems such as lighting, hand segmentation, and similarity in gesture posture. We
aim to investigate the effectiveness of HOG features to classify similar static hand
gestures using ML algorithms.

3 Gesture Recognition System

The structure of the proposed gesture recognition system is given in Fig. 1. Different
steps involved in the proposed gesture recognition system are image acquisition,
preprocessing, feature extraction, and classification. As part of image acquisition, a
database containing 600 static gesture images is constructed using a digital camera
with a simple background. The database consists of 10 classes of static hand gesture
that represent sign language digits 0–9. Other major steps involved are: hand local-
ization using skin color segmentation, HOG feature extraction, and classification of
extracting features using SVM and k-NN machine learning techniques.

Pre-

processing

Feature 
extraction

ClassificationImage 

acquisition

Fig. 1 Gesture recognition system
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3.1 Hand Segmentation Using Skin Color Detection

The experiment used the RGB-based skin color segmentation technique for the
segmentation of hand gestures from the background. There are many color space
models for skin color detection. The most popular models are RGB model, normal-
ized RGB, HSI, and YCrCb. RGB-based methods have gained a lot of popularity
among these color space models due to the computational complexity over other
methods and are the commonly used color spaces for digital image data storage. One
of the widely used sources of information is skin color in human–computer inter-
action (HCI). It is used to segment the human face and gesture from the complex
background of the image. We have to come up with the selection of RGB values in
the RGB color space model, where human skin lies. It is important to identify each
pixel as either a skin pixel or a non-skin pixel. There are various skin color types that
must be all classified as one class, i.e., skin color. The study adopted the algorithm
proposed by Xiang [14]. The decision rule for classifying a given pixel as skin or
non-skin is done using the following algorithm:

Pseudo Code for Skin Color Segmentation Algorithm 

function skin_seg(I) 
    for no_row_image 
        for no_col_image 
            R = I(no_row,no_col,1); 
            G = I(no_row,no_col,2); 
            B = I(no_row,no_col,3); 
            if(R > 95 && G > 40 && B > 20) 
            v = [R,G,B]; 
            if((max(v) - min(v)) > 15) 
            if(abs(R-G) > 15 && R > G && R > B) 
              seg_image=I; 
        return seg_image 

end if 
end for  

end function 

The pixels that fall in the region of the above decision rule in the pseudo-code
are segmented to localize the hand region and are used for feature extraction. The
original image and the segmented image obtained for gesture digit 5 is shown in
Fig. 2. The following section discusses how a feature vector can be generated from
the segmented image.
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Fig. 2 Original image and
its corresponding segmented
image obtained using a skin
color segmentation
algorithm for digit 5

3.2 Feature Extraction

In any typical gesture recognition system feature extraction is a crucial part. The
classification experiment of human gesture data is a challenging problem because of
the difficulty in modeling human gestures for the extraction of appropriate feature
parameters due to significant intra-class variations, viewpoint change, partial occlu-
sion, and background dynamic variations. In the past one decade, a great deal of
research has been directed toward finding human gesture characteristics that are
effective for action recognition using HOG features [15]. The method is based on
evaluating well-normalized local histograms and image gradient orientation in a
dense grid. The appearance and shape of an object in an image can be characterized
by the distribution of local intensity gradients or edge direction. It is not necessary
to have the correct gradient or edge position information. This provides the under-
lying basic concept of HOG features. Practically, this is implemented by dividing
the image into smaller spatial regions. For each spatial region, a local 1-D histogram
of gradient direction over the pixels of the spatial region is computed. These regions
are grouped into overlapping blocks. The block-level histogram is computed and
normalized to evaluate changes in illumination and contrast. All block histograms
are combined to represent a feature vector of the image.

3.2.1 Computation of Gradient Image

The first process involved in the extraction of HOG feature parameters is the
computation of gradient image. The horizontal and vertical gradients Ix and Iy for
the segmented grayscale image I are obtained by a convolution operation with a
one-dimensional filter using Eqs. 1 and 2, respectively.

Ix = I ∗ Fx (1)

Iy = I ∗ Fy (2)

where Fx and Fy are one-dimensional filter kernels
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Fx = [−1 0 1] (3)

Fy = [1 0 −1]T (4)

We computed the magnitude of gradient G and gradient θ for all pixels in the 8
× 8 spatial regions of the segmented grayscale using Eqs. 5 and 6, respectively.

|G| = √
I2x + I2y (5)

θ = tan−1
(
Ix/ Iy

)
(6)

3.2.2 Computation of Gradient Histogram

The next step is the computation of the histogram of the oriented gradient of the
spatial region. Each pixel in the spatial region casts a weighted vote for orientation-
based histogram bins corresponding to the value in the gradient computation. The
histogram bins are evenly divided over 0° to 180°. The spatial regions are then
grouped into overlapping blocks to evaluate changes in the lightning and contrast.

3.2.3 Block Normalization

The blocks composed of 8 × 8 pixel regions are normalized to avoid changes in the
illumination and contrast. The equation used for normalization is as follows:

Vdi f f = v
√

‖v‖22 + ε2
(7)

where v is the feature vector of a spatial region before normalization and ε is a small
constant introduced to avoid the division by zero. The normalized block histograms
are combined to form an entire HOG feature vector.

3.3 Gesture Recognition

After computing HOG features from the segmented gesture images, classification
is performed using two different supervised machine learning techniques: the k-
nearest neighbor classification (k-NN) algorithm and support vector machine (SVM)
classification algorithm. The k-NN algorithm is a simpler and more stable pattern
recognition technique and has a good classification performance on a wide range of



Static Gesture Classification and Recognition … 163

real-world data sets [16, 17]. It has been studied extensively and applied success-
fully in many pattern recognition applications. The simulation experiment and result
obtained using the k-NN classification algorithm is computed and discussed below.
An average recognition accuracy of 96 is obtained by applying the k-NN algorithm
on HOG features. A simulation experiment is conducted on a different number of
neighbors and it is found that maximum recognition accuracy is obtained when the
number of neighbors is equal to 3.

As part of this study, we also evaluated the efficiency of a multiclass SVM clas-
sification algorithm for static gesture recognition. Experiments are conducted for
different kernel functions, such as linear kernel, RBF kernel, and polynomial kernel.
It is found that the polynomial kernel is the most suitable kernel function of the SVM
model based on static gesture interpretation of the extracted features. Comparative
accuracy analyses for the two classifiers are given in the following section.

4 Accuracy Analyses

The static hand gesture recognition system was tested on a data database of 10
gestures by constructing a database of 600 images. We tried to interpret the different
gestures using SVMand k-NNwith theHOG feature descriptor. From the normalized
feature parameter set, 80% of the data were used for training and the remaining 20%
of the data are used for testing. A simulation experimentwas performed for a different
number of neighbors of the k-NN classifier. A graphical representation of the error
rate obtained for a different number of neighbors during a simulation experiment
for the k-NN with HOG descriptor is shown in Fig. 3. It is found that the error is

Fig. 3 Error rate obtained for different number of neighbors in k-NN
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minimized by fixing a value threefor “k” number of neighbors. Using this value
classification is performed and an average recognition accuracy of 96% is obtained.
A classification report obtained using k-NN and HOG feature parameters is shown
in Table 1.

Support vector machine is a supervised machine learning technique. The basic
SVMonly supports binary classification, but extensions have beenproposed to handle
multiclass classification problems [18]. In this study SVM with polynomial kernel
function is used for static gesture recognition using the HOG feature parameter and
an average recognition accuracy of 98% is obtained. A classification report obtained
using the SVM and HOG feature parameter is shown in Table 2.

Table 1 Classification report
of k-NN

Class Precision Recall F1 score

1 1.00 1.00 1.00

2 1.00 1.00 1.00

3 1.00 1.00 1.00

4 1.00 0.67 0.80

5 1.00 1.00 1.00

6 1.00 1.00 1.00

7 0.88 1.00 0.93

8 0.80 1.00 0.89

9 1.00 0.86 0.92

10 1.00 1.00 1.00

Table 2 Classification report
of SVM

Class Precision Recall F1 score

1 1.00 1.00 1.00

2 1.00 1.00 1.00

3 1.00 1.00 1.00

4 1.00 1.00 1.00

5 1.00 0.88 0.93

6 1.00 1.00 1.00

7 0.75 1.00 0.86

8 1.00 1.00 1.00

9 1.00 1.00 1.00

10 1.00 1.00 1.00
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5 Conclusions

In this study, two well-known machine learning algorithms: SVM and k-NN are
performed for static gesture interpretation using HOG feature vector parameters.
Experimental results show that among these two classifiers SVM got 98% of average
accuracy with a polynomial kernel function. The average performance of k-NN was
only 96%. It is found that the performance of the SVM classifier is better than the k-
NN classifier for static gesture prediction using HOG feature parameters. However,
recognition accuracy can be improved by using more than one feature extraction
techniques. The study can be further extended to interpret dynamic gestures which
have got a wide range of applications in human–computer interaction.
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Multiagent-Based GA for Limited View
Tomography

Raghavendra Mishra and Manish Kumar Bajpai

1 Introduction

Computed tomography (CT) plays a critical role in engineering and medical appli-
cation. It is a non-destructive testing method widely used to know the internal struc-
ture of objects. The CT methods are used in engineering and medical applications.
However, in practical engineering applications, complete access of the object under
scan is impossible. In medical imaging, the CT methods reconstruct internal organs
with unmatched precision for medical diagnosis and treatments. However, the use
of too much ionizing radiation in CT methods may induce cancer and other diseases
in patients. The promising reconstruction methods reduce radiation dose or X-ray
projections across the human body. Hence, we need a limited view of reconstruction
methods or sparse reconstruction.

Image reconstruction has been done with mainly three types of methods, namely
transformation-based method, iterative methods (algebraic methods), and optimiza-
tion methods. Transform-based method reconstructs the images with high accuracy
if a complete set of projection data is given, i.e., back-projection (BP) and filter
back-projection (FBP). Transform-based methods provide poor-quality images with
limited projection data, due to the “soft-field” effect and the nonlinearity. Hence,
transform-based methods are not suitable for limited data reconstruction. The itera-
tive methods are suitable for limited data reconstruction. These methods are used to
overcome this limitation. However, iterativemethods can reconstruct images in fewer
projections data, but thesemethods are computationally expensive. Gorden et al. have

R. Mishra (B) · M. K. Bajpai
Department of Computer Science and Engineering, Design and Manufacturing Jabalpur, Indian
Institute of Information Technology, Jabalpur, India
e-mail: raghavendra@iiitdmj.ac.in

M. K. Bajpai
e-mail: mkbajpai@iiitdmj.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. K. Bajpai et al. (eds.), Machine Vision and Augmented Intelligence—Theory
and Applications, Lecture Notes in Electrical Engineering 796,
https://doi.org/10.1007/978-981-16-5078-9_15

167

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5078-9_15&domain=pdf
mailto:raghavendra@iiitdmj.ac.in
mailto:mkbajpai@iiitdmj.ac.in
https://doi.org/10.1007/978-981-16-5078-9_15


168 R. Mishra and M. K. Bajpai

published the first algebraic method. This method works completely on asymmetric
objects [1]. The sparse reconstruction method improves image quality and reduces
the artifacts for limited view tomography [1–4]. It has been observed that compared
to the transformation-based method, iterative algorithms provide improved image
quality but demand intensive computations [5–7].

Reference [8] has performed a comparative study between GA and multiplicative
algebraic reconstruction techniques (MART). Its results show thatGAprovidesmuch
better results than MART.

The optimization methods are suitable for limited data reconstruction. The
optimization methods divide into two categories: machine learning (CNN, DNN)
and evolutionary algorithm. The machine learning-based methods and DNN-based
methods provide excellent results with limited projection data [9]. Althoughmachine
learning-based models continue to dominant medical image reconstruction fields in
terms of accuracy, these methods have plenty of remaining challenges. The image
reconstruction is an inverse problem.Hence, theDNNmethods require a hugenumber
of epochs for network training, and each epoch increases computational overhead.
Reference [10] addresses these challenges of machine learning methods in computed
tomography. There are very few labeled data available to develop a new DNNmodel
inmedical applications. Owing to privacy concerns, it is difficult to get a large amount
of medical data. However, the significant computational load required to train the
neural networks result in reduced image resolution. TheDNN-basedmethods require
a complete set of projection data for training and testing purposes.Hence,DNN-based
methods are not suitable for limited data reconstruction.

The reconstruction problem can formalize as an optimization problem. Genetic
algorithm is themost popular optimizationmethodbased ongenetic evolution.Kodali
et al. have proposed a GA-based methodology for image reconstruction [11]. This
method uses simulated data for reconstruction. Yan et al. have proposed an adap-
tive GA for two-phase flow. This study uses adaptive crossover and mutation rates,
which significantly improve the performance of the algorithm. Seyedali et al. have
proposed a GA-based methodology for image reconstruction. References [12–14]
have proposed evolutionary algorithm-based image/signal reconstruction methods
with limited projection data, or sparse data, or noisy data. It has been observed
during the exhaustive literature survey that the evolutionary algorithm (EA) shows
great potential to solve global optimization problems. The image reconstruction is
an optimization problem. However, the EA phase is challenged in large-scale opti-
mization problems, i.e., local optima problem, slower convergence, and selection of
crossover and mutation rates. On the basis of a comprehensive literature survey, we
identified the following objectives:

1. Reduce the radiation dose
2. Reduce the cost per scan
3. Reduce computation overhead
4. Reconstruct using limited projection data or noisy data
5. Improve the convergence speed and reduce the chance of local stagnation.
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As shown in the literature, the GA phase has slow convergence and is stuck in
local optima. This article proposes amultiagent-basedGA (MAGA) for image recon-
struction. This method uses dynamic crossover and mutation rates, which increase
the convergence rate and reduce the chance of local stagnation.

This method significantly improves the perforce and reduces the loss of diversity
of the population. The method uses two different types of crossover and mutation
rates: dynamic decreasing of high mutation rate/dynamic increasing of crossover
rate (DHM/ILC) and dynamic increasing of low mutation rate/dynamic decreasing
of high crossover rate (ILM/DHC). The proposed algorithm is suitable for limited
data reconstruction. The contribution of the paper is as follows:

1. The proposed algorithm efficiently reconstructs the image with limited data.
Here, we take 26 numbers of projection.

2. The proposed algorithm uses dynamic crossover and mutation rates, which
efficiently improve the performance of the algorithm.

3. The proposed algorithm provides a higher convergence rate and reduces the
chance of local optima.

4. The proposed algorithm produces satisfactory results when compared with the
other state of reconstruction methods. Our method produces higher accuracy
compared to other reconstruction methods.

The organization of the paper is as follows: Sect. 2 explains the methodology of
MAGA. Section 3 discusses the proposed algorithm, and Sect. 4 presents the results
and discussion.

2 Methodology

CTmethods reconstruct the internal structure of the objects using its projection data.
The projection data can be formulated as a linear equation:

P = AX (1)

If we consider noise during the collection of projection data (1) is reformulated
as:

P = AX+ � (2)

Here, P ε RM is the projection data; A ε RM×N is a matrix. Here, M is the
number of rays and N is the total number of pixels in the image. The proposed
multiagent-based GA refined the initial solution until it finds an optimal solution or
a maximum number of generations is completed. The fitness function� defines here
the difference between the given projection data and simulated projection data.
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� = 1

�A × P

�A∑

j

P∑

k

{∣∣MD( j,k) − SD( j,k)

∣∣2
}

(3)

Here, � is the fitness function to calculate the difference between simulated
projection data (MD) and measured projection data (SD). P indicates projection
data and 8 indicates angles. The fitness values calculate all the population members
in each generation.

In the proposed multiagent model, each individual identifies as an agent, and a set
of agents are recognized as an agent society. These agents are computational systems,
and several agents interact or work together in order to achieve goals. The interaction
between agents is performed using the crossover and mutation operations [11, 15–
17]. Here, we adjust the crossover andmutation rates dynamically [17]. The dynamic
crossover and mutation rates improve the performance of the proposed algorithm.

2.1 Crossover

This crossover operation generates new population members. In this study, we
perform a crossover operation between two parents. Figure 1 shows a crossover oper-
ation, parent 1 and parent 2 interchanging grid between us and generates two new
offspring. Here, we perform a single-point crossover operation; the interchanging
point selects randomly, then swap grids between two parents.

Fig. 1 Crossover operation (single-point crossover)
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Fig. 2 Mutation operation

2.2 Mutation

The mutation operation performs after the crossover operation. This operation intro-
duces a new random solution in the population and improves the exploration capacity
of the algorithm. Figure 2 shows the mutation operation.

2.3 Termination

The stopping criterion of the proposed algorithm is an average error if the difference
between the reconstructed image and the original image (ground truth image) is less
than 0.01 or maximum generation.

2.4 Crossover and Mutation Rates

The standardGAmethod uses fixed crossover andmutation rates. Finding the optimal
values of the crossover (Pc) and mutation rate (Pm) is still an optimization problem.
The optimal values of crossover and mutation rates considerably improve the perfor-
mance of the algorithm. Reference [17, 18] explains the new dynamic adjustable
methods for crossover and mutation rates. This study uses twomethods for crossover
and mutation rates, namely dynamic decreasing of high mutation rate/ dynamic
increasing of crossover rate (DHM/ILC) and dynamic increasing of low mutation
rate/ dynamic decreasing of high crossover rate (ILM/DHC).
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2.4.1 DHM/ILC

This method’s initial crossover rate is 0 and mutation rate 1. The crossover and
mutation rates calculated in every generation are as follows:

Pc = CG/ MaxGen

Pm = 1− ( CG/ MaxGen)
(4)

Here, CG is the current generation, MaxGen indicates the maximum generation
of the MAGA.

2.4.2 ILM/DHC

This method’s initial crossover rate is 1 and mutation rate 0. The crossover and
mutation rates calculated in every generation are as follows:

Pc = 1− (CG/ MaxGen)

Pm = (CG/ MaxGen)
(5)

Here, CG is the current generation, MaxGen indicates the maximum generation of
theMAGA. The dynamic Pc and Pm are calculated in every generation. The crossover
and mutation rates change in parameters values linearly based on the mathematical
Eqs. 4 and 5.

3 MAGAModel

The proposed MAGA model initially generates a random population using prior
information, and afterward calculates the fitness of the population. If the stopping
criterion is satisfied then stop MAGA; otherwise, perform selection, crossover, and
mutation operation and generate new population until the desired solution is found
or maximum generation is completed.
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4 Experimental Results and Discussion

The simulation has been performed on CPU: i7-4790, 3.6 GHz; with RAM 4 GB
and we used Matlab-17. The other experimental settings are given in Tables 1 and 2.

We have performed the simulation on a numerical head phantom. The numerical
head phantom is used for the numerical accuracy of the proposed algorithm. The
performance of the proposed algorithm is calculated in terms of average error (AE)
and structural similarity index (SSIM). The average error is calculated as:

AE = 1

m.n

m∑

i

n∑

j

(|Ground Image(i, j) − RecImage(i, j)|
)

(6)

Here,AE indicates the average error, andm, n are grid sizes of ground truth images
or reconstructed images.

4.1 Analysis

This study presents a multiagent-based GA with dynamic crossover and mutation
rates. The performance of the proposed algorithm is analyzed in a qualitative and
quantitative manner. Figure 3 shows the qualitative results, proposed algorithm, and
other reconstruction methods. The proposed algorithm produces good results with
dynamic crossover andmutation rates. Here, we show both dynamic approach results
with constant parameters, population size (50), generation (1000), and Elite rate
(0.2). It is observed that both approaches, DHM/ILC or ILM/DHC, produce identical
results. Table 3 shows that the quantitative results of the proposed algorithm produce
satisfactory results in terms of average error and SSIM.

Table 1 Experimental
settings for DHM/INC

Population size M 50

Crossover rate Pc 0

Mutation rate Pm 1

Elites rate Pe 0.3

Maximum generation 1000

Table 2 Experimental
settings for ILM/DHC

Population size M 50

Crossover rate Pc 1

Mutation rate Pm 0

Elites rate Pe 0.3

Maximum generation 1000
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Fig. 3 Reconstruction results, ground truth image (Head phantom), Projection data, FBP (AE =
23.1118 and SSIM= 0.36741) [19], MART (AE= 17.4138 and SSIM= 0.42679) [8], SART (AE
= 24.0247 and SSIM= 0.19118) [20], LSQR (AE= 28.8556 and SSIM= 0.16646) [21], proposed
DHM/ILC (AE = 13.4495 and SSIM = 65.086), proposed ILM/DHC (AE = 12.6392 and SSIM
= 0.63207)

Table 3 Quantitative results of the proposed algorithm

Methods FBP [19] MART [8] SART [20] LSQR [21] MAGA
(DHM/ILC)

MAGA
(ILM/DHC)

AE 23.118 17.4138 24.0247 28.08556 13.4495 12.6392

SSIM 0.36741 0.42679 0.19118 0.16646 0.65086 0.63207

The proposed algorithm is compared with other reconstruction methods. These
reconstruction methods belong to transform-based methods and iterative methods.
A comparative study has been performed on a numerical head phantom with limited
projection data. Here, we reconstruct an image with 26 views limited in [0, �]. The
projection data are collected uniformly in [0, �]. The proposed algorithm produces
satisfactory results with very few projection data. The proposed algorithm initially
explores the search space and after that exploits the search space. It is observed that
initial convergence is high; after 500 generations convergence rates reduce; and after
600 generations the algorithm is stuck in local optima.

5 Conclusion

The proposed algorithm is tested on numerical head phantom and yields a satisfac-
tory result. As we know, the optimal value of crossover and mutation probability
significantly improves the performance of the MAGA. The proposed algorithm uses
two types of dynamic crossover and mutation rates methods, and these methods
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produce good results compared to the traditional fixed crossover and mutation rates.
The proposed algorithm compares with FBP, MART, SART, and LSQR methods. It
has been observed that the proposed algorithm produces excellent results in terms
of average error and SSIM. The execution time of the proposed algorithm increases
with the resolution of the image. However, we know that the optimization methods
are computationally expensive, but this can be solved by a parallel implementation.
The proposed algorithm provides good quality results with limited projection data
or noisy data or sparse data. The key finding of the proposed algorithm is as follows:

• There is no prior information required regarding the object under scan.
• Dynamic crossover and mutation rates produce satisfactory results.
• If the resolution of the image increase then execution time also increases.
• There is no training required.
• The proposed algorithm is suitable for sparse reconstruction if projection data is

unorganized or noisy algorithm does not require any modification.
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A Transfer Learning-Based Multi-cues
Multi-scale Spatial–Temporal Modeling
for Effective Video-Based Crowd
Counting and Density Estimation Using
a Single-Column 2D-Atrous Net

Santosh Kumar Tripathy and Rajeev Srivastava

1 Introduction

The crowd analysis using crowd count and density estimation (CCDE) is one of
the emerging research areas in computer vision application. The CCDE is an inter-
disciplinary research area that spans video-based applications (crowd counting and
vehicle counting), biological applications (cell counting) and agricultural applica-
tions (crop counting), and so forth. Tasks such as, but not limited to CCDE, crowd
commotion detection [1], crowd behavior analysis [2], crowd flow analysis, crowd
congestion-level analysis [3], and all together accomplish the crowd analysis task.
The importance of CCDE can be understood as handy to provide the density of crowd
in a particular area that can be used further to deduce inferences for crowd analysis
like crowd congestion and crowd behavior. The following Fig. 1 shows a general
workflow diagram for CCDE.

Broadly, the CCDE approaches are of three types such as:

• Detection-based [4]
• Regression-based [5] and
• Density map-based regression (DMR) [6–20].

The detection-based approaches use the face, shoulder, or body part attributes.
The major drawback of the approaches is a deficient performance in the dense
crowd. On the other hand, the regression-based approaches utilize the regression
mapping function that maps the spatial and/or temporal features onto a single count
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Fig. 1 General workflow diagram for the CCDE

value. The drawback of such approaches is that the mapping function ignores the
crowd’s spatial distribution in the scene and just maps on to a single count as a global
value. The density map-based regression (DMR) approaches overcome these draw-
backs by defining a mapping function that maps the learned features on the frame’s
density map, thereby considering the frame’s spatial distribution. The density maps
are obtained by using the given annotated head notations.

The proposed approach is a DMR-based CCDE approach. Basically, the existing
approaches for DMR-based CCDE can be broadly divided into two different ways,
such as static-based and video-based. Conventional and deep-learning approaches
have been developed for both approaches. One of the major drawbacks of the static-
image-based CCDE approaches is that they do not consider the temporal relation
between frames for video datasets. A few works have been developed for video-
based CCDE. These approaches extract spatial and/or temporal features for CCDE
and lack to address the following major issues:

• Scale variation because of perspective distortion in the frame (multi-scale spatial
features).

• Scale variation due to perspective distortion across the volume of frames (multi-
scale temporal features).

• Multi-scale spatial features concerning to foreground of the frame by minimizing
the background influence.

• Multi-scale temporal features concerning to volume of the foreground of the
frames by minimizing the background influence.

So, to fulfill these issues, we developed an ‘ATransfer Learning-basedMulti-Cues
Multi-Scale Spatial–TemporalModelling for EffectiveVideo-basedCrowdCounting
and Density Estimation using a Single-Column 2D-Atrous Net’. The contributions
are as follows:

• The proposed model extracts multi-scale features for four different frame(s) cues
from video using a transfer learning technique. The four different frame(s) cues
are frame (RGB), the volume of frames, frame foreground map, and volume of
frame foreground maps.
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• The transfer learning approach utilizes an Inception-V3 model to extract multi-
scale spatial–temporal (from frame and volume of frames) and multi-scale
foreground spatial–temporal features from four different image types cues.

• The extracted multi-scale features are fused and inputted into a single column
2D-Atrous-Net for crowd density estimation.

• The proposed model has experimented on two publicly available datasets, i.e., the
Mall and the Venice dataset.

The paper’s organization is as follows: Sect. 1 discussed the introduction, Sect. 2
describes the literature review, Sect. 3 discusses the proposedmodel, Sect. 4 discusses
the datasets, performancemetrics, and the result analysis, followed by the conclusion
in Sect. 5.

2 Related Works

Most of the recent DMR-basedCCDE approaches try to overcome challenging issues
like scale variation due to the distortion of the crowd scene. Models like convolu-
tion neural networks (CNN), sequential networks, and encoder–decoders have been
explored to fulfill such challenging issues. CNN-based approaches likemulti-column
CNN, hydra-CNN, switch-CNN, and multi-density map fusion for crowd counting
(MDMF-CC) extract multi-scale features of CCDE. Unlike handling the scale vari-
ation issues, Zhang et al. [7] focused on developing a cross-scene model that mini-
mizes the domain gap across different datasets for CCDE. Likewise, Wei et al. [21]
extract spatial–temporal features from the super-pixel blocks of extracted crowd
regions by developing a deep accumulated learning-based support vector regression
(DAL-SVR). Xu et al. [22] developed a hybrid model for CCDE. The model extracts
near-view and far-view from the crowd scene by using depth information. TheYOLO
is used to count people from the near-view, and a CNN-basedmodel counts the crowd
from the far-view. The total count is based on the sum of the results obtained from
two views.

Apart from the CNN-based approaches, generative models are also developed to
fulfill the scale variation issue by extracting multi-scale features. Zhou et al. [19]
focused on generating high-quality density maps by developing a multi-scale gener-
ative adversarial network (MS-GAN). The authors utilized two models like a multi-
scale CNN (MS-CNN) and another CNN model as a generator and a discriminator,
respectively. The MS-CNN encodes the multi-scale features and generates crowd
density maps from the input frame, whereas the discriminator focuses on obtaining
high-quality density maps by discriminating the ground-truth and predicted density
maps. Although the above discussed are benchmark models, these models treat the
video dataset frames as static and do not consider the temporal relationship. A few
video-based CCDE models can be found in the literature in which we can find
the different ways of spatial–temporal modeling of frames for the CCDE. Models
like fully convolution neural network (FCN) and residual long short-term memory
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(FCN-rLSTM) [11], a bidirectional Conv-LSTM [10], and spatial–temporal CNN
(ST-CNN) [6] utilized spatial–temporal modeling for the CCDE from crowd videos.
Saqib et al. [12] proposed a region-based deep-CNN (RDCNN) for CCDE in low-
resolution crowd datasets. The RDCNN is composed of twomodels. The first one is a
region-based CNN to identify pedestrians from localized regions, and the second one
performs spatial–temporal modeling using motion-guided filters from the extracted
crowd regions to count crowds.

Although the video-based CCDE approaches [6, 10, 12] utilize spatial–temporal
modeling for the CCDE, they have noticeable drawbacks:

• Scale variation due to perspective distortion in the frame (multi-scale spatial
features).

• Scale variation due to perspective distortion across the volume of frames (multi-
scale temporal features).

• Multi-scale spatial features concerning to foreground of the frame by minimizing
the background influence.

• Multi-scale temporal features concerning to volume of the foreground of the
frames by minimizing the background influence.

• They neglect the background influence from the frame.
• The use of 2D CNN [6] for spatial feature extraction from the RGB frame ignores

the depth information and treats them as 2D.
• The models that possess a high difference between MAE and RMSE indicate that

these models are not robust.

Hence, to satisfy these gaps, we are motivated to design and extract multi-cue
multi-scale spatial–temporal features using transfer learning and designed a single-
column 2D-Atrous-Net for CCDE. The proposed model utilizes Inception-V3 for
transfer learning. The details of the proposed model are described in the following
subsection.

3 Proposed Model

Figure 2 presents the detailed architecture of the proposedmodel. The proposedwork
comprises two tasks such as:

• Extraction of multi-cues multi-scale spatial–temporal features.
• CCDE using a 2D-Atrous-Net.
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Fig. 2 Detail architecture of the proposed model

3.1 Extraction of Multi-cues Multi-scale Spatial–Temporal
Features

Wehave used a transfer learning technique using a pre-trained Inception-V3 to extract
multi-scale features. The Inception-V3 is known for its multi-scale feature extraction
capabilities. So, we have used its knowledge in our application. Instead of extracting
multi-scale features for single RGB frames, we have used four different cues for
a video. These multi-cues represent the frame (RGB), the volume of frames, fore-
ground maps of the frame, and the volume of foreground maps. Frames (RGB) and
foreground maps (RGB) are used to extract multi-scale spatial features, whereas the
volume of frames and volume of foreground maps are used to extract multi-scale
temporal features.

The volume of frames or volume of foreground maps are obtained by stacking
three consecutive grayscale frames or grayscale foregroundmaps for frames at times-
tamp t, t −1, t −2. The resolution of all the four video cues are set to [200 × 200 ×
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3]. Let the video dataset contains N number of frames. Let the four different cues are
represented as sets like Fr (frame), FF (foreground frame), VF (volume of frame)
and VFF (volume of foreground frame). The set Fr = { f ri } contains a collection of
resized RGB frames, f ri |i=1,2,...,N . The set FF = { f fi } contains all the foreground
maps of the frames, f fi |i=1,2,...,N . The foreground maps are obtained by applying
the Gaussian mixture model (GMM) [23, 24]. The foreground frames are basically
RGB frames obtained by applying the foreground mask onto the original frame. The
set V F = {v fi } contains all the volume of frames, i.e., v fi |i=1,2,...,N at time-stamp t
(t = 1toN ). Similarly, the set V FF = {v f fi } contains all the volume of foreground
maps, i.e., v f fi |i=1,2,...,N at time-stamp t (t = 1toN ).

Note that for time-stamp t = 1, the volume contains a replication of three frames
at that time and for t = 2 the volume contains frames containing at t = 2 and two
replications of frames at t = 1. The same approach is adopted for V FF . We have
used a very deep layer (named as ‘mixed9_0’) of Inception-V3 for transfer learning.
For all the four cues we extracted multi-scale spatial–temporal features using the
‘mixed9_0’ layer of the Inception-V3. We set the size of input tensor of Inception-
V3 to [200 × 200 × 3]. Let f1, f 2, f 3, and f 4 are the set of extracted multi-scale
features from the ‘mixed9_0’ layer of Inception-V3 and the corresponding sets are
Fr , FF , V F , and V FF respectively, where N is the size of the sets which is the
same for all the four cues. The dimension of each extracted feature is [4 × 4 × 768].
The extracted features are then concatenated and represented as a set FS

FS = Concate
([

f i1 , f i2 , f i3 , f i4
]
, axis = 3

)
, f or each i = 1 to N (1)

The concatenation is done elementwise. Now, the dimension of each entry of the
concatenated features would be [4 × 4 × 3072]. The final fused feature set (FS) is
then used as input to a single column 2D-Atrous-Net for CCDE which is discussed
in the following subsection.

3.2 CCDE Using a Single-Column 2D-Atrous-Net

We have designed a single-column 2D-Atrous-Net for the CCDE. The Atrous-Net
is also known as dilated CNN. We have chosen Atrous-Net because of the following
reasons:

• The receptive field of the convolution kernel will increase with the increase of the
dilation rate.

• It can cover a large area by keeping the filter elements the same.

A detail architecture of the proposed 2D-Atrous-Net is shown in Fig. 2. Table 1
shows the details of the layers used in the proposed model.

The model constitutes of six dilated convolutions among which the sixth dilated
convolution is used for CCDE using density map-based regression. The details of
the layer are shown in Table 1. The model has three upscale layers to increase the
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Table 1 Details of the layers
of 2D-Atrous-Net

Layer name Kernel size Number of kernels Dilation rate

Conv2D_1 (2, 2) 25 (2, 2)

Conv2D_2 (2, 2) 40 (3, 3)

Conv2D_3 (2, 2) 70 (3, 3)

Conv2D_4 (2, 2) 90 (3, 3)

Conv2D_5 (2, 2) 180 (3, 3)

Conv2D_6 (1, 1) 1 (1, 1)

UpScale_1 (2, 2) NA NA

UpScale_2 (2, 2) NA NA

UpScale_3 (2, 2) NA NA

scale of its input features. We have used ReLU as an activation function for all the
layers except the final atrous layer. The linear activation function is used in the final
layer. Every convolution layer is followed by an activation layer, which is again
followed by a batch normalization (BN) layer except the final layer. Three upscale
layers are used each after the first three batch normalization layers.We have included
bias to every layer of the proposed Atrous-Net and set the padding to the same. Let
∅Net = [WNet , bNet ] represents the set of weights and biases of the proposed single-
column atrous net. The output of the sixth dilation convolution layer is used to predict
the density maps. For this, we need to have the ground-truth density maps which are
discussed in Sect. 4. The total crowd count is obtained by summing the obtained
density map of that frame. Now, for training, we need to obtain the loss function.
In our case, we have used the mean squared error (MSE) as a loss function. Let the
sets P = {pi }, i = 1 toN and GT = {gti }, i = 1 toN represent the set of predicted
density maps and the ground-truth density maps, respectively. Let the loss function
for the proposed model is defined as

Loss(∅Net ) = 1

N

N∑

i=1

(pi − gti )
2, i = 1 toN (2)

Now, the problem statement can be treated as an optimization problem for which
we have to minimize the loss function as described in Eq. 3. The problem statement
can be represented as in Eq. 3, which is optimized by using a backpropagation
algorithm [25] with Adam optimizer [26]

argmin
∅Net

Loss(∅Net ) (3)
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4 Datasets and Ground-Truth Density Maps, Performance
Metrics Training Details, and Result Analysis

4.1 Datasets and Ground-Truth Density Maps Generation

4.1.1 Datasets

We have demonstrated experiments on two publicly available datasets like the Mall
[27] dataset and theVenice [28] dataset. The datasets comprise varying densities. The
crowd densities of the Mall dataset vary from 11 to 53. The modality of both datasets
is RGB. The resolution of the Mall dataset is [480 × 640 × 3] and contains a total
number of 2000 sequences among which the first 800 are taken for training and the
rest 1200 samples for testing. The Venice is high-definition crowd videos where the
density varies from 86 to 421. It contains a total number of 167 sequences of which
80 sequences are used for training and 87 sequences for testing. The resolution of
these sequences is [1280 × 720 × 3].

4.1.2 Ground-Truth Density Maps Generation

We use the geometric adaptive kernel [13] to generate ground-truth density maps.
Let an image I has L number of annotated head points. We can represent the image,
I with L number of head points as a function H(I ) which can be represented as

H(I ) =
L∑

i=1

δ(I − Ii ) (4)

Now according to [13], wewill find the K nearest distance for every head points of
the image. Let us obtain m different distances

({
di
1, d

i
2, . . . . . . .d

i
m

})
for a given head

pixel i . Next, we will obtain the average of these distances which can be represented
as

di = 1

m

m∑

k=1

di
k (5)

Finally, the density maps (DM) can be obtained by convolving the H(I ) with a
Gaussian kernel with variance δi , i.e., Gδ j (I ) for an image, I and it is represented as

DM(I ) =
L∑

i=1

δ(I − Ii ) ∗ Gδi (I ), (6)
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Fig. 3 Frame of Mall dataset

where δi = βdi .We fixed the value of β = 0.3 and K= 4. Figures 3, 4, 5 and 6 show
some of the examples of frames and their ground-truth density maps of the Mall and
Venice datasets.

Fig. 4 Density map of the
frame of Mall dataset
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Fig. 5 Frame of Venice
dataset

Fig. 6 Density map of the
frame of the Venice dataset

The resolution of the output layer of the proposed single-column Atrous-Net is
[32 × 32], so we have to rescale the ground-truth density maps to [32 × 32] by
preserving the total count of the frame.
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4.2 Performance Metrics

We used mean absolute error (MAE) and root mean square error (RMSE) to measure
the performance of the model. The MAE defines the accuracy whereas the RMSE
defines the robustness of the model. The MAE and RMSE are defined as

MAE = 1

N
×

N∑

I=1

|gti − pi | (7)

RMSE =
√√√√ 1

N
×

N∑

I=1

|gti − pi |2 (8)

Here N is the total number of frames.

4.3 Training Details

The model is trained by setting the maximum number of epochs to 500 and the
learning rate to 0.001. We used Adam optimizer [26] to optimize the model. We
employed two regularization techniques to avoid overfitting. These are L2 norm
and callbacks. We set the L2 regularization parameter for kernel as well as biases
to 0.01 and the patience parameter of callback to 5. The momentum of the batch
normalization layer is set to 0.95. We set the batch sizes of Mall and Venice datasets
to 64 and8, respectively. Theproposedmodel is trainedusing an inteli7 8th generation
processor with 4 GB GPU and 16 GB RAM).

4.4 Results Analysis

4.4.1 The Mall Dataset [27]

The comparative analysis of the results on the Mall dataset is shown in Table 2. It
can be observed from Table 2 that the results of 13 state-of-the-art approaches are
compared with the proposed model. The proposed model obtains MAE = 3.72 and
RMSE = 4.74. Figure 7 presents the predicted crowd count on the Mall dataset [27]
using a bar graph.

From Table 2, we can notice that the performance of the conventional approaches
[27, 29] is very poor as compared with the deep learning approaches. Among the
single-image-based techniques [13, 21, 22, 30–32] DAL-SVR [21] possesses better
performance with MAE and RMSE of 2.4 and 9.57, respectively. Among the video-
based CCDE approaches [6, 10, 12] and the proposed model, R-DCNN has the better
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Table 2 Comparative
analysis of results on the Mall
dataset [27]

Model name MAE RMSE

LBP + ridge regression [27] 6.73 19.18

Count forest [29] 5.75 10.88

CNN-MRF [30] 4.66 9.01

Faster R-CNN [31] 4.65 7.26

MCNN [13] 4.74 8.64

CCNN [32] 5.36 9.34

ConvLSTM-nt [10] 2.53 11.2

ConvLSTM [10] 2.24 8.5

Bidirectional ConvLSTM [10] 2.10 7.6

DAL-SVR [21] 2.40 9.57

DIGCrowd [22] 3.21 16.4

R-DCNN [12] 1.27 5.62

ST-CNN [6] 4.03 5.87

Proposed model 3.72 4.74

Fig. 7 Predicted crowd
counts of the proposed model
on the Mall dataset [27]

MAE but the proposed approach achieves better RMSE (=4.74). As we know that
for a model the value of MAE and RMSE should be minimum as well as the differ-
ence between them should be minimum. But in the case of R-DCNN the difference
betweenMAE and RMSE is very high and comparing it with the proposed model the
difference is minimum. Hence, we can conclude that the proposed model performs
better.
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Table 3 Comparative
analysis of results on the
Venice dataset [28]

Model name MAE RMSE

MCNN [13] 145.4 147.3

Switch-CNN [16] 52.8 59.5

CSR-Net [33] 35.8 50.00

ECAN [28] 20.5 29.9

Proposed model 49.17 58.22

Fig. 8 Predicted crowd
counts of the proposed model
on the Venice dataset [28]

4.4.2 The Venice Dataset [28]

The result analysis of several approaches on the Venice dataset [28] is shown in
Table 3. It can be observed that ECAN [28] obtain better MAE and RMSE. The
proposed model results are MAE = 49.17 and RMSE = 58.22. Figure 8 presents the
plotting of predicted count versus ground-truth count on the Venice dataset [28]. The
proposed model exhibits better than MCNN [13] and switch-CNN [16] and places
third position in the list. We can conclude that the proposed model gives moderate
results on the Venice dataset [28] but is still very effective.

5 Conclusion

We have proposed a multi-cue multi-scale spatial–temporal modeling for video-
based CCDE. The proposed model utilizes a pre-trained Inception-V3 to extract
multi-scale spatial–temporal features from four image cues—the image cues like
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RGB frames, foreground maps, the volume of frames, and the volume of foreground
maps. The main aim behind extracting the multi-scale features is to handle the scale-
variation issue due to perspective distortion. The extracted multi-scale features are
concatenated and fed into a single-column 2D-Atrous-Net. Themodel’s effectiveness
is obtained by experimenting on two datasets like the Mall dataset [27] and the
Venice dataset [28]. The proposed model obtains better results on the Mall dataset
compared with the existing video-based CCDE [6, 10, 12] by obtainingMAE= 3.72
and RMSE = 4.74. For the Venice dataset, the model achieves an MAE of 49.17 and
RMSE of 58.22. Nevertheless, the model obtains moderate results on the Venice
dataset, but the obtained result is still better than the benchmark CCDE approaches
[13, 16]. The proposed model’s advantage is that it exploits multi-scale multi-cues
spatial–temporal features for video-based CCDE, performs better in moderate crowd
densities, but its performance decreases in high crowd densities. In our future work,
we will improve the proposed model by developing more sophisticated deep models
and analyzing models’ performance in other applied areas like cell counting, wheat
counting, and vehicle counting. Overall, we can conclude that the model performs
quite better in varying datasets by utilizing multi-scale multi-cue spatial–temporal
features.
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Modeling and Predictions of COVID-19
Spread in India

Saurav Karmakar, Dibyanshu Gautam, and Purnendu Karmakar

1 Introduction

The current global coronavirus disease occurrence caused by severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2) is the COVID-19 pandemic, also referred
to as the coronavirus pandemic [1]. On 30 January 2020, the first case of COVID-19
in India, originating from China, was identified. As of 27 October 2020, 79,46,429
cases have been recorded and 1,19,502 deaths, while 72,01,070 have recovered [2].
India currently has the most confirmed cases in Asia and the second-highest number
of cases after the United States [3]. India is striving hard through various strate-
gies to alleviate the transmission of COVID-19: imposing nationwide lockdown,
encouraging social distancing, closing educational institutes, government offices,
and private offices, closing transport, imposing curfews, and sealing most affected
locations by dividing them into zones, and is still not able to contain it effectively.

To gain insights into the possible spread and implications of COVID-19, acces-
sibility to accurate outbreak prediction models is essential. In order to determine
the efficacy of applied policies, governments and other administrative bodies depend
on forecast models to recommend new policies to meet the increasingly growing
demand for health facilities.
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Consequently, to produce a more accurate outcome, epidemiological models
face new challenges. To overcome this challenge, many models have emerged that
incorporate several assumptions for modeling (e.g., SIR, SEIR, SEIRD, etc.).

To tackle this, herein, we propose the use of machine learning methods for time
series and deep learning models to predict the number of cases. More specifi-
cally, five different types of approaches are used, Facebook’s Prophet forecasting
model [4], multi-layer perceptron (MLP) [5], long short-term memory (LSTM) [6],
a mathematical model, and lastly, we proposed a metric based on Levitt’s metrics.

In terms of evaluation metrics, the root mean square error (RMSE) was employed
to assess each model’s performance. Although there is no one-size-fits-all approach
for predicting cases, the results indicate that the mathematical model demonstrates
superior performance.

2 Literature Survey

Owing to a sudden outbreak of COVID-19, there was a dire need for predicting
and analyzing the pandemic to take necessary actions. Many researchers used the
epidemiological model to analyze the situation [7], but due to COVID-19’s uncer-
tainty, standard models do not prove useful. Forecasting such a pandemic can be a
challenging task due to various parameters that can be looked into, and even after
that, the uncertainty of the results is always looming on us. The work on modeling
the spread using a network-based approach was new, but due to not getting access
and accurately maintaining the data of inter-state movements, it is not a viable option
to use that [8].

Time-series classical models have been popular for quite a time for forecasting,
and theywere used to predict the same [9]. One such approach [10] included an expo-
nential smoothing family [11, 12], which was derived and improved to create state-
space models that helped in automated forecasting. Many limitations have occurred,
like missing values affected the model. Also, they do not work well in the long-term
forecast, and we have used Facebook Prophet out of all the time-series models to
prove this.

Since the data was more like a time-series model, some papers tried to implement
ANNs to predict the curve accurately. Some of them included the use of LSTMs [13]
to create models to provide some insights [14]. We have tried to implement LSTM
as well to compare and evaluate it.

Many different types of research were aimed to predict the end of the pandemic,
and many of these used a popular metric developed by Michael Levitt in his data
analysis in March 2020 [15] by using data from Hubei, China which showed a linear
decrease over some time.Many other papers tried to modify and create an even better
metric to understand the curve better.
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3 Materials

3.1 Contribution

Our vision was to get the best possible prediction to arrive at various conclusions
about India’s preventive measures on spread and effect. For that, we used different
models to predict and compare to get the most accurate results. Recent research
has already used MLPs and other neural network architectures like LSTMs to get
precise predictions over the time-series data. However, we tried to do mathematical
modeling with the help of MATLAB to obtain the necessary details and compare
all the available solutions out there. Transmission interactions in a population are
convoluted. It is not easy to assimilate the dynamics of disease spread without a
mathematical model’s formal structure, which leads us to experiment with that. The
paper also includes a modified version of the Levitt metric based on the recovery rate
to analyze the current situation and predict the future scenario.

3.2 Dataset

A publicly accessible dataset available on Kaggle was used for model creation and
analysis purposes in this research: the “COVID-19 in India” [16]. Additionally, we
used the primary dataset available at Coronavirus Outbreak in India [17] from which
the Kaggle dataset was made.

The dataset has information from India’s states and its districts and union territo-
ries at a daily level. Additionally, the number of tests conducted daily in each state
is also present. The distribution as of 27 October 2020 of the total cases is shown in
(Fig. 1).

Few conclusions we drew from the dataset. The most distressed states are
displayed in Figs. 2 and 3, which show us the top ten districts with more than 50,000
confirmed cases, and we can infer that the southern part of India is hugely impacted.
It may be due to the high population density in the states. Also, the main reason
might be due to the high number of tests being conducted.

4 Methods

Many researchers used the existing compartmental models for forecasting COVID-
19 spread, but due to its uncertainty, it is quite challenging to modify parameters
like the SIR model got converted into SEIR, then SEIRD and various others. It is
not feasible to modify the parameters or change the equation every time, so we used
various forecasting techniques. A great deal of effort and research has been generated
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Fig. 1 Total active, confirmed, recovered, and death cases in India from 30 January till 27 October

over the past several decades to build and enhance time-series forecasting models
and deep learning models.

In this section, five methods are presented.

4.1 Facebook Prophet

Prophet, a Facebook-developed time-series forecasting model, is focused on decom-
posable models. It was originally planned to tackle problems in the business time
series. It offers easy-to-tune intuitive parameters. This can be used by even someone
who lacks the experience to make meaningful predictions about a number of
problems.

y(t) = g(t) + s(t) + h(t) + εt (1)

where

• g(t): for modeling non-periodic shifts in time series, the piecewise linear or
logistic growth curve

• s(t): periodic adjustments (e.g. weekly/annual seasonality)
• h(t): impact of holidays (user-provided) with irregular schedules
• εt : the error term accounts for any unusual adjustments that the model does not

handle (Fig. 4)
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Fig. 2 Top ten most affected states with the highest COVID-19 caseload in India

Fig. 3 India’s top ten most affected districts with more than 50,000 reported COVID-19 cases
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Fig. 4 Forecasting the number of confirmed cases using facebook’s prophet

4.2 Multi-Layer Perceptron (MLP)

Multi-layer perceptron (MLP) is an artificial neural feed-forward network entirely
linked to at least three layers. An input layer, an output layer, and one or more hidden
layers are used in the architecture. MLP usually consists of input neurons equal to the
data input and consists only of one neuron in the output layer, which is the number
of patients in this situation.

MLP is easy to implement and takes less time on training than its heavy coun-
terparts, making it an obvious choice in predicting the outbreak using ANN archi-
tectures. MLP working mainly consists of forwarding and backward propagation. It
is based on calculating the current layer neurons’ values as an activated summation
of previous layer neurons with initial weights as random. The weights are eventu-
ally adjusted with backward propagation, but its explanation is not in our discussion
scope.

Using MLP regressor, we had many different options for hyperparameter tuning
and different architectures to improve our results and help predict as close to the
actual spread. For easy iterations among all these combinations, we used a grid search
algorithm. Hyperparameter tuning using grid search makes it more comfortable as
it checks for all the other hyperparameter options that have been set (Tables 1 and 2
and Fig. 5).
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Table 1 MLP model parameters

Hyperparameter Possible values Count

Solver Adam, LBFGS 2

Initial learning rate 0.1, 0.01, 0.5, 0.00001 4

Learning rate adjustment Adaptive, constant, invscaling 3

Hidden layer sizes (4,4,4,4), (4,4), (4,4,3,3), (4,3,4), (10,10,10,10,10), (3,),
(6,6,6,6), (4,4), (10,5,5,10), (6,), (12,12,12), (3,3,3), (6,6,6),
(3,3,3,3,3), (12, 12, 6, 6, 3, 3)

15

Activation functions ReLU, Identity, Logistic, tanh 4

Regularization parameter 0.01, 0.1, 0.001, 0.0001 4

Table 2 MLP model
summary

Layer (type) Output shape No. of parameters

Dense (None,12) 48

Dense (None,8) 104

Dense (None,1) 9

Fig. 5 Forecasting the
number of confirmed cases
using MLP

4.3 Long Short-Term Memory (LSTM)

Recurrent neural networks (RNNs) are a dominant formof neural network intended to
deal with sequence dependency. Conventional RNNs suffer from short-termmemory
loss. Over time, input from earlier time steps becomes less significant.

Hence, RNNs can fail to retain the context from those earlier steps of the data.
Back-propagation through time is the cause of RNNs failing to retain information.
Over time gradients become too small to the point, and they become insignificant
for updating the weights.
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Fig. 6 In an LSTM cell, the repeating module comprises four interacting layers [18]

A special form of RNN, capable of learning long-term dependencies, is the long
short-term memory network or LSTM. By using gates that can control the flow of
the data going through, they are used to reduce short-term memory.

The LSTM structure consists of four gates, i.e., input gate, forget gate, control
gate, and output gate, shown in Fig. 6; each row carries a whole vector from one node
output to another node inputs. The pink circles, like vector addition, represent point-
wise operations, while the yellow boxes are neural network layers that are taught.
Merging lines indicate concatenation, while a forking line denotes the content being
copied and the copies going to different locations [19]. The input gate is defined as

it = σ(xt ∗Ui + ht−1 ∗ Wi ) (2)

which is responsible for updating the cell state. Forget Gate determines which
information is allowed to be kept or discarded and is defined as:

ft = σ(xt ∗U f + ht−1 ∗ W f ) (3)

The cell update is regulated by the control gate as it is multiplied and added by all
the other components, so the cell state value fluctuates, and the following equations
are given:

C∼
t = tanh(xt ∗Uc + ht−1 ∗ Wc) (4)

Ct = ft ∗ xt ∗Uc + ht−1 ∗ Wc (5)

The hidden layer (ht−1) is changed by the output layer, which is also responsible
for determining the value of the next hidden state as given by the output layer:
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Table 3 LSTM model
summary

Layer (type) Output shape No. of parameters

LSTM (None, 3, 50) 10,400

LSTM (None, 50) 20,200

Dense (None, 1) 51

Fig. 7 Forecasting the
number of confirmed cases
using LSTM

ot = σ(xt ∗Uo + ht−1 ∗ Wo) (6)

ht = ot ∗ tanh(Ct ) (7)

In the above equations,

xt : Input vector
ht−1: Previous cell output
ht : Current cell output
Ct : Current cell memory
W,U : Weight vectors

We used the LSTM for regression using the time-window approach, segregated
the dataset into a subset of three days, and then calculated the next day (Table 3 and
Fig. 7).

4.4 Mathematical Model

It is possible to describe mathematical models as a means of reproducing real-life
scenarios with predictive mathematical equations. Mathematical models play a role
in epidemiology as amethod for studying the spread and control of infectious diseases
by changing parameters [20].
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Fig. 8 Forecasting the number of active cases using a mathematical model

In the case of COVID-19 trying to choose parameters is challenging. There are
many epidemiological models like in the SIR model it has suspected, infected, and
recovered as parameters, and then there is another model, SEIR, which adds exposed
as a parameter.

In India, each day, there is a different situation to tackle, so there aremany different
policies, which is why it is quite challenging to use SIR models, and it is derivatives.
We used MATLAB (ver.2020b)’s curve fitting tool, and after tuning the parameters,
it is noticed that the data follows a Gaussian distribution, as shown in Fig. 8.

f (x) = a1e
−(x−b1)/c21 + a2e

−(x−b2)/c22 + a3e
−(x−b3)/c23 + a4e

−(x−b4)/c24 (8)

4.5 Recovery Metric

The most significant task is to predict when the pandemic rate drops and the effects
subside to permissible values. One possible way to predict when the pandemic rate
starts declining is to use the Levittmetric on the number of cases/deaths to get a robust
prediction of the time taken to get it back to an acceptable state. The advantage of
using Levitt’s is that it is simple to understand and is independent of the population
size.

H(t) = X (t)

X (t − 1)
(9)
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Fig. 9 Forecasting using recovery metrics

where X (t) is the cumulative count until day t .
Although Levitt is quite useful in its way, it still applies to one parameter: either

infection rate or the death rate, but it would not be correct to depend on any one of
them to conclude that the pandemic has ended. Another way to implement this was
to use the same formula by tweaking the parameter as

H(t) = X (t)

X (t − 1)
(10)

where X (t) is the cumulative recovered count divided by infected count at day t .
In this way, we can predict the increase or decrease in the rate at which recoveries

per infection are happening. This parameter helps us infer how many patients are
recovering as compared to the daily infection rate. If it is slowly increasing, then that
means the preventive measures show results and a decline in the pandemic effect.
Figure 9 shows that gradually we are improving but at a prolonged rate.

5 Results

Our research looked at five critical ways to predict the distribution of COVID-19
cases. Each of the models generated results that were unique in their aspect. Face-
book’s Prophet, MLP, and LSTMmodels used confirmed cases as a parameter while
our proposed mathematical model used active cases as a parameter and recovery
metric used recovery and confirmed cases as a parameter. The performance of each
of these methods is shown in Table 4, and as observed, the Gaussian fit proved to be
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Table 4 Accuracy metrics Model Train set (RMSE) Test set (RMSE)

Prophet 23,421.46 316,022.46

LSTM 2589.88 301,243.37

MLP 2779.46 206,342.15

Gaussian fit – 7088.2

the best for predicting over new data. The ANN architectures closely followed it in
terms of the RMSE values. We will be discussing the results of each model in a little
bit of detail.

Using Prophet, as we can observe from Table 4, the RMSE value is very high,
indicating it is less effective. Past knowledge is not adequate to forecast the future,
and missing values have influenced the model. To get good predictions, several extra
features should be taken into account. By default, it uses a linear model, but it is
complicated to forecast because of the unpredictable pattern of COVID-19. We have
to find the best parameters that will show the lowest error in forecasting.

Owing to the time-series nature of data, MLP was one of the apparent choices
when taking confirmed cases as the base parameter. The findings show that MLPwas
adequately precise and more comfortable to implement than its counterpart. MLP
being easy to use was an obvious choice but it still was prone to discrepancies in the
data.

We switched to LSTM, an alternative to the time-series model but an ANN variant
that compensates Prophet’s drawbacks. They are good at identifying relationships
between continuous data points, often in less time over various lengths of timeframes.
They can very well recognize trends arising from seasonality. However, the critical
problem with deep learning algorithms is that they require a considerable amount of
data. Since the RMSE is immense when we split into a test–train dataset allocating
fewer data to train data, we needed some alternatives when COVID-19 data was
added daily, and it steadily increased.

So, we focused on the mathematical model that predicts nonlinear data very
well and requires less data than deep learning algorithms. On the other hand, our
modified Levitt metric was formulated, as shown in Fig. 9 in a regression equation.
When recoveries are observed per infection, Fig. 9 shows a very constant curve. This
means that we recover almost equal to the rate of new infections, giving us a deeper
understanding of the present situation and how to improve it in the future.

6 Conclusion

We have shown the various models that we used, and mostly all of these different
ways were accurate to some extent. All of these models come with their own set
of uncertainties and scope of improvements as well. Many different approaches
can differ from these, but we tried to include the maximum of them. Our machine
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learning approach was primarily based on Prophet, whereas for deep learning, we
used multilayer perceptron and LSTM architectures in search of better predictions.
These show that AI methods can still generate and predict data for the spread of
diseases. The modified Levitt metric that we used helped us understand the rate of
recoveries per infection, which makes understanding the whole scenario better by
using simple mathematical models.

Future work may include a better architecture or maybe a better parameter grid.
Many other models like SIR models take in other parameters to predict the data but
come with their challenges. Some different approaches also include hybrid machine
learning models of MLP-ICA and ANFIS used in Hungary. The changes in the
outbreak and its spread make the modeling strategy very challenging, yet some of
these models prove that they can devise a reliable prediction analysis.
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AMachine Learning Model
for Automated Classification of Sleep
Stages Using Polysomnography Signals

Santosh Kumar Satapathy, Hari Kishan Kondaveeti, D. Loganathan,
and S. Sharathkumar

1 Introduction

Sleep is one of the important physiological activities for the human body, which
directly controls memory consolidation and it also decides the performance of the
daily activities. Sleep plays an important role in the human body because it repre-
sents the primary functions of the human brain. One human individual is spending
one-third of its duration as sleep. Proper quality of sleep maintains the physical and
mental fitness of the human body, which alternatively is helpful to perform well in
workplaces, control emotions, and able to take proper decisions [1, 2]. Nowadays,
it is seen that Sleep diseases (SD) are becoming one of the major causes of death
across the world. The main reason for this serious health issue is an imbalance of
sleep patterns, and it has occurred due to job pressure and rapid changes in lifestyles
across the globe. It has been observed that the prevalence of sleep diseases has
significantly increased over the past years. According to the report of the Center for
Control of Disease and Prevention (CDC) of the US Government, around 9 million
populations have difficulty maintaining good quality sleep [3]. According to a survey
of the National Highway Traffic Safety Administration in the USA, it has found that
due to the drowsiness factor, around 56,000–100,000 car accidents have happened,
which directly reported that more than 1500 have died and 71,000 are affected with
injuries annually [4]. It has been found that sleep diseases are considered to be the
most predominant death cause with the different age groups of populations across
the globe. In general, different types of sleep disorders are categorized, such as
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obstructive sleep apnea, insomnia, hypersomnia, narcolepsy, breathing-related disor-
ders, stroke, stress, and cardiovascular diseases [5]. All these diseases progressively
increased with age. So, early diagnosis is helpful for the human being to prevent the
severity of these diseases and it helps to improve the subject’s quality of life. The
first most important step for sleep diseases is sleep scoring. The most popular test
for analyzing sleep quality is the polysomnography (PSG) test. PSG tests include the
signals such as electroencephalogram (EEG), electrocardiogram (ECG), electromyo-
gram (EMG), and electrooculogram (EOG). The entire sleep staging procedures
are analyzed according to two available sleep standards such as the Rechtschaffen
and Kales (R&K) [6] and the American Academy of Sleep Medicine (AASM) [7].
According to R&K sleep guidelines, the whole sleep cycle is categorized into six
sleep stages such as wake stage (W), non-rapid eye movement (NREM stage 1 (N1),
NREM stage 2 (N2), NREM stage 3 (N3), and NREM stage 4 (N4)), and rapid eye
movement (REM) stage. The only changes reflected with the AASMmanual incom-
parable toR&Kstandards isNREMsleep stages.According to theAASMguidelines,
the total sleep stages are five, the NREM stage 3 (N3) and the NREM stage 4 (N4)
are combined into one sleep stage called the NREM stage 3. Traditionally, the sleep
scoring procedure was conducted through the visual inspection method, where one
clinician was monitoring the sleep behavior of the subject for 6–8 h. of sleep. This
traditional sleep analysis method requires more human resources for monitoring the
whole sleep recordings, and also it consumes more time for analysis, due to more
human interpretation, sometimes the results are erroneous [6]. Sometimes, it is also
one of the major causes of not achieving higher classification accuracy in the clas-
sification of sleep stages. With consideration of all these above-mentioned facts, the
automated sleep scoring approach has gained a lot of attention in recent researches
[7, 8]. Automated sleep scoring not only causes accuracy improvements but also
provides quick diagnosis [9]. It has been observed that the PSG test is one of the
costly experiments, and it also gives so many unpleasant scenarios for the subjects,
because of its so much connectivity of wires in the different parts of the body [10,
11]. Henceforth, instead of PSG signals, most of the researchers preferred EEG
signal, because it directly provides the brain activities during sleep hours. This helps
a lot for analyzing the sleep abnormality and it is also more popular for its easier
recording facility. In general, EEG signals are combinations of different waveforms,
which help to characterize the different sleep stages with different frequency bands
such as delta band (0–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz),
spindle (12–14 Hz), sawtooth (2–6 Hz), and k-complex (0.5–1.5 Hz). Finally, the
scoring and decisions are taken by the sleep experts through proper interpretation of
the quantitative and visual analysis of collected sleep recordings. In some cases, the
sleep experts use an algorithm for pre-scoring the entire sleep recordings, and these
successive representations of the sleep stages information called hypnograms, which
is highly required during the diagnosis of the different types of sleep disorders. Sleep
staging is generally a tedious job, which requires highly experienced technicians and
experts. This other limitation with subject to sleep staging is variations on sleep
scoring from experts to experts, which is also one of the major causes for diagnosing
sleep diseases [12, 13].
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In this paper, we have obtained a single-channel EEG signal for sleep staging
analysis; this approach makes it more interesting because of its ease of operational
deployments on mobile devices. It also makes more comfortable situations for the
patients due to less cabling used during recordings. It has been observed that most
of the contributions with single-channel EEG signals were executed in two-step
methodology. In the first step, the different hand-engineered features are extracted
from the different waveforms, and in the second step, the extracted features are
forwarded to a classifier for classifying the sleep stages based on the feature char-
acteristics. In general, it has been seen that most of the authors obtained one of the
three following domains of the features [14] (a) time-domain features, (b) frequency-
domain features, (c) non-linear features. Similarly, it has been seen that for classifi-
cationmodels, the most commonmodels used by the researchers were support vector
machine (SVM) [15], decision trees [16], k-nearest neighbor (KNN) [17], k-means
clustering [18], bootstrap aggregating [19], random forest (RF) [20], naïvebayes [21],
Gaussian mixture model (GMM) [22], AdaBoost [23], sparse auto encoders (SAE)
[24], and artificial neural networks (ANNs) [25]. In [26], the authors obtain themulti-
scale entropy and autoregressive features and used linear discriminate analysis for
classifying the sleep stages.

Zhu et al. [27] proposed automated sleep scoring based on the EEG signal. The
author used the features from the visibility graph and uses the SVM classification
model for the classification of the sleep stages.

In [28], the authors obtained time–frequency features from the raw EEG signal.
The extracted features are fed into the random forest classification model.

Hassan et al. [29] extracted features from an empirical mode decomposition of
the signal and use bootstrap-aggregating techniques for multi-class sleep staging
classifications.

In [30], the authors extracted spectral features through the tunable Q-factor
wavelet transform techniques and use a random forest classifier for the classification
of the sleep stages.

In [31], the author considered multiple signals such as EEG, EOG, and EMG
for the automated sleep scoring through the extraction of features like skewness,
kurtosis, variance, entropy, and used a dendrogram-based SVM (DSVM) classifier
for classifying the sleep stages and reported accuracy for the model as 88%.

Hassan et al. [32] applied the EEMD algorithm for signal enhancement from
single-channel EEG signal, and extracted statistical features are forwarded into
boosting techniques, and the accuracy for two–six sleep stages is reported as 98.15%,
94.23%, 92.66%, 83.49%, and 88.07%, respectively.

Silveria et al. [33] presented a six-state sleep staging approach using a discrete
wavelet concept and obtained a random forest classifier, the model achieved 90%
accuracy.

Rahman et al. [34] introduced a single-channel EOG sleep scoring approach and
extracted statistical features by applying discrete wavelet transform techniques. The
average accuracy reported for six-state classifications through RUSBoost, RF, and
SVM is 90, 91, and 91.7%.
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Memar et al. [35] proposed two-state sleep staging and the acquired signal is
decomposed into eight sub-bands, finally, 13 features are extracted from each sub-
band epoch. The suitable features are identified through the mRMR feature selection
algorithm. The model achieved an overall accuracy of 95.31% through a random
forest classifier.

Imtiaz et al. [36] presented automated sleep staging through home-based
polysomnography signal, and the model reported accuracy for training and testing
dataset as 89% and 72%, respectively, through decision tree classification algorithm.

Dimitriadis et al. [37] proposed one-channel EEG sensor ASSC techniques
and estimated cross-coupling frequency (CFC) from each epoch and the system
achieved an overall accuracy of 94% through multi-class Naïve Bayes classification
techniques.

It has been found that most of the existing state-of-the-art works were based on
EEG signals. But sometimes, it has also been seen that other behavior of the human
body may also affect the sleep irregularities such as muscle movements and rapid
movements of the eye. So, it is also necessary to consider the behavior of the muscle
movements and eye blinks during the sleep scoring system. In this research work,
we propose an automated sleep staging system based on polysomnography signals.
In this study, we retrieved the sleep behavior using the single-channel of EEG, EOG,
and EMG signals. The entire research work is carried through the four individual
experiments; the first three experiments of sleep staging are executed using single-
channel EEG, EOG, and EMG. The final and fourth experiment is conducted with the
combinations of the EEG, EOG, and EMG signals. In this study, we have obtained
the ISRUC-Sleep subgroup-I (SG-I) data. The entire experiment of the proposed
model followed AASM scoring rules. Further, the research work is organized as
follows: Sect. 2 explains on the dataset used in this work. Section 3 contains brief
descriptions of the experimental results of the proposed model. Section 4 conecludes
our proposed research work.

2 Methodology

In this paper, we propose an efficient and reliable automatic sleep staging classifica-
tion system based on polysomnography signals using machine learning techniques.
Figure 1presents the steps of the proposed sleep staging systemand the following sub-
stages have described the detail on each step. The proposed sleep staging followed
four basic phases. In the first phase, preprocessing the recorded signals, and in
the second phase, we extracted the signal properties from the preprocessed signals
concerning the time- and frequency-domain.After that, we obtained the feature selec-
tion techniques to analyze the relevance of the features of the proposed classification
model during the third phase. Finally, in the fourth phase, the screened features are
forwarded to the obtained classification model. The entire experimental work was
coded and executed through MAT LAB software.
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Fig. 1 The proposed research work framework

2.1 Experimental Data

In this study, we use data of subjects who are completely healthy or have different
medical conditions. The recorded data was collected from an open-access compre-
hensive sleep dataset, called ISRUC-Sleep. This dataset includes information from
human adults and contains data on both healthy subjects and those with suspected
sleep disorders.Data collectionwas done at the SleepMedicineCentre of theHospital
of Coimbra University (CHUC) [38]. The first subsection includes 100 subjects, with
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Table 1 Description of distribution of sleep stages

Database Sleep stages Total samples

Wake (W) N1 N2 N3 REM (R)

ISRUC-Sleep
subgroup-I

1001 518 1214 588 429 3750

one recording session per subject. The second subsection consists of eight subjects
with two recording sessions per subject. Finally, the third subsection includes infor-
mation from ten healthy subjects with one recording session per subject. In this
study, we used ISRUC-Sleep Subgroup-I (SG-I) dataset. The signals are sampled at
200 Hz, and the length of each epoch is 30 s according to the AASM standard. As
per AASM, the sleep stages are labeled as awake (W), NREM (N1, N2, and N3),
and REM (R). This dataset contains bio-signal recordings of EEG, EOG, and EMG
signals collected using 11 electrodes. Table 1 show the distribution of the number of
sleep stages of the ISRUC-Sleep subgroup-I dataset.

2.2 Preprocessing

Since the recorded signals from the subjects were contaminated with different types
of artifacts like muscle twitching, motion, and eye blinks, which could potentially
limit the analysis of the changes in sleep characteristics of the different sleep stages.
So that we discarded these irregular noises and artifacts using 10th order Butterworth
bandpass filter with a frequency range from 0.5 to 49.5 Hz. The entire sleep behavior
recordings are segmented into epochs, and each epoch length is 30 s.

2.3 Features Extraction

It is difficult to analyze the sleep behavior of the subjects from the preprocessed
signals because recorded signals are highly random, and also the behavior of signals
continuously changes concerning time and frequency ranges. So, it is highly neces-
sary for proper analysis of the sleep characteristics during sleep scoring. In this study,
we have obtained both time- and frequency-domain features for discriminating the
sleep characteristics of the subjects. Though human sleep highly changes in nature, so
sometimes it is important to study the signal in a non-linearitymanner.As awhole,we
extracted 29 features, out of that 12 features are time-domain related, 15 features are
in frequency-domain-oriented, and 2 features are in the non-linear features, respec-
tively. The 12 time-domain features are mean, median, mode, minimum, maximum,
standard deviation, variance skewness, kurtosis, percentile, and Hjorth parameters.
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The 15 frequency-domain features are relative spectral power, band power for δ, θ,
α, and β frequency sub-bands, seven power ratios, and the non-linear features are
zero-crossing rate and spectral entropy.

2.4 Feature Selection

It has been seen that each extracted feature may not be suitable for every subject.
Sometimes, it may create a biased performance from the models. So, it is highly
important for the proper screening of the features before forwarding them into the
classification model. Here, we consider the feature selection algorithm as ReliefF
weight, which helps to find out the weightage of the individual features with the help
of the generated weight value with regards to the individual features [39].

2.5 Classification

To distinguish the different characteristics of sleep stages, we employ one machine
learning classification algorithm, random forest (RF).

Random Forest (RF): This algorithm is proposed by Breimant, and this algorithm
is one of the popular classification techniques that uses multiple tree structures for
training the data and predict the samples [40]. Each tree requires randomly sampled
data values and separate classifiers. The major difference between RF and other clas-
sification techniques is that the input is selected in a random manner using bootstrap
selection methods. This whole method continues till the noisy and outlier samples
are not to desensitize, and at last, the output is computed by voting approaches.

2.6 Model Performance Evaluation

In this proposed study, we have considered performance metrics to validate the
proposed system performance with subject to accuracy [41], sensitivity [42],
specificity [43], precision [44], and F1score [45].

3 Results and Discussion

Thewhole researchwork is conductedwith the twodifferent categories of the subjects
(SG-I and SG-III) of the ISRUC-Sleep dataset. SG-I category data contains the sleep
behavior of the subjects who were affected with the different sleep syndromes, and
in opposite, the SG-III data contains the healthy controlled subject’s sleep behavior.
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The entire sleep recordings annotation was done according to the AASM sleep stan-
dards and each epoch length is 30 s. The entire research work is executed in the four
individual experiments, the first three experiments are conducted with the individual
channel of the EEG (C3-A2), EOG (ROC-A1), and EMG (X1) signals, and the final
experiment is executed with the combinations of the EEG, EOG, and EMG signals.
Initially, we obtained the preprocessing techniques for eliminating the irrelevant
noises, muscle movements, and eye blinks information from the acquired channels
using the 10th order Butterworth bandpass filter. Though the brain behavior is highly
complicated in nature and to properly analyze the sleep behavior, we have extracted
the signal characteristics in both the time and frequency ranges, which directly helps
to recognize the disturbances during sleep period time. As a whole, 29 features are
extracted from all the input signals. Another advantage of this study is the inclu-
sion of the feature screening algorithm, which decides the most suitable features
from the pool of the features which supports to discriminate the sleep characteristics
concerning the individual sleep stages. Here, we obtained the selection algorithm as
ReliefF feature selection algorithm which decides the importance of the feature by
generating the weight value against the individual features, which ultimately decides
the more optimal features for a classification task. Finally, the selected features are
fed into the classifier for classifying the multi-class sleep stages. In this study, we
have considered the classification of the five-sleep state. The whole recordings are
segmented into the training and testing portions. The dataset ratio for all the exper-
iments of this proposed research work is training dataset is 70% and the rest of
the 30% are considered as testing data. The entire code and execution to be done
through the MATLAB software (2017a version) with the system properties of i7-
7700HQ 2.81 GHz CPU, 8-GB RAM. At last, the proposed model is tested using
certain performance metrics such as accuracy, sensitivity, specificity, and F1score.

3.1 Results with Input of ISRUC-Sleep Subgroup-I Dataset

Experiment-1 (Single-channel EEG signal)

The first experiment is based on EEG signals. The reported confusion matrix with
testing data is shown in Table 2 and the results of the performance metrics are
presented in Table 3.

It has been observed from Table 3, the highest accuracy, precision, sensitivity,
specificity, and F1Score reported from wake stage (99.09%), N2 stage (98.88%), N2
stage (98.19%), REM stage (99.70%), and N1 stage (96.98%), respectively.

Experiment-2 (Single-channel EMG signal)

In this experiment,we obtained the input channel asX1(Chin) of theEMGsignal. The
reported confusionmatrix for this experiment is shown inTable 4 and the performance
metrics results are described in Table 5.



A Machine Learning Model for Automated Classification … 217

Table 2 Confusion matrix obtained using single-channel EEG

Automatic classification Expert classification

W N1 N2 N3 R

W 122 1 2 1 1

N1 1 193 5 0 0

N2 1 4 489 3 1

N3 1 1 4 191 1

R 2 0 2 1 98

Table 3 Classification results of the sleep stages with C3-A2 channel of EEG signal

Performance metrics W (%) N1 (%) N2 (%) N3 (%) R (%) Overall performances
(%)

Accuracy 99.09 98.91 98.74 98.91 99.27 98.99

Precision 96.06 96.98 98.99 97.45 97.03 97.30

Sensitivity 96.06 96.98 98.19 96.46 95.15 96.57

Specificity 99.49 99.34 99.18 99.45 99.70 99.43

F1Score 96.06 96.98 98.59 96.95 96.08 96.93

Table 4 Performance values obtained using input of single-channel EMG

Automatic classification Expert classification

W N1 N2 N3 R

W 121 1 2 1 2

N1 3 191 3 2 0

N2 3 2 489 1 4

N3 1 1 2 192 2

R 2 1 3 1 95

Table 5 Performance metrics results using single-channel EMG signal

Performance metrics W (%) N1 (%) N2 (%) N3 (%) R (%) Overall performances
(%)

Accuracy 98.64 98.82 98.64 99.00 98.64 98.75

Precision 93.08 97.45 98.99 97.46 92.23 95.84

Sensitivity 95.28 95.98 98.00 96.97 93.14 95.87

Specificity 99.08 99.45 99.17 99.45 99.20 99.27

F1Score 94.16 96.71 98.49 97.22 92.68 95.85
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Table 6 Performance values obtained using input of single-channel EOG

Automatic classification Expert classification

Wake N1 N2 N3 REM

Wake 120 1 3 1 2

N1 1 191 2 3 2

N2 1 1 492 3 1

N3 3 0 5 189 2

REM 1 1 2 2 97

Table 7 Performance evaluation results using single-channel EOG channel

Performance metrics W (%) N1 (%) N2 (%) N3 (%) R (%) Overall performances
(%)

Accuracy 98.82 99.00 98.64 98.29 98.82 98.71

Precision 95.24 98.45 98.20 95.45 93.27 96.12

Sensitivity 94.49 95.98 98.80 94.97 94.17 95.68

Specificity 99.38 99.67 98.51 99.01 99.30 99.18

F1Score 94.86 97.20 98.50 95.21 93.72 95.90

From Table 5, the highest performance reported in terms of accuracy, precision,
sensitivity, specificity, and F1Score is 99% (W stage), 98.99% (N1 stage), 98% (N2
stage), 99.45% (N1 stage), and 98.49% (N2 stage), respectively.

Experiment-3 (Single-channel EOG signal)

The third experiment is conducted with ROC-A1 input channel of EOG signal. The
confusionmatrix result of this experiment is presented in Table 6 and the performance
of the model with different evaluation metrics is presented in Table 7.

FromTable 7, it has been seen that accuracy, precision, and specificity are reported
highest for the N1 sleep stage, similarly, the highest performance results reported for
sensitivity and F1Score is N2 sleep stage, respectively.

Experiment-4 (using EEG+EMG+EOG signals)

In the fourth and final experiment, the input for the model is combinations of the
channel of the EEG, EMG, and EOG signal. The confusion matrix result for this
experiment is presented in Table 8 and the performance metrics results are presented
in Table 9.

It has been noticed from Table 9 that the performance of the model using combi-
nations of the input channel provides better improvements in comparison to the other
three individual input channel experiments. The highest accuracy results achieved
from N1 stage (99.40%), precision from N2 stage (99.34%), sensitivity from N2
stage (99.26%), specificity from N3 stage (99.71%), and F1score from N2 stage
(99.30%).
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Table 8 Performance values obtained using input of single-channel EEG+EMG+EOG

Automatic classification Expert classification

Wake N1 N2 N3 REM

Wake 652 3 7 4 2

N1 3 461 5 1 2

N2 4 2 1206 2 1

N3 1 2 14 513 21

REM 3 2 2 1 480

Table 9 Performance values obtained using input of single-channel EEG+EMG+EOG

Performance metrics W (%) N1 (%) N2 (%) N3 (%) R (%) Overall performances
(%)

Accuracy 99.19 99.40 99.49 98.63 98.98 99.14

Precision 98.34 98.09 99.34 98.46 94.86 97.82

Sensitivity 97.60 97.67 99.26 93.10 98.36 97.20

Specificity 99.59 99.69 99.62 99.71 99.09 99.54

F1Score 97.97 97.88 99.30 95.71 96.58 97.49

From Table 10, it has been seen that the proposed sleep staging study using
PSG signals give the best classification performance of 99.14%. To validate the
classification performance results, here, we made the comparisons of the results of
the proposed model with the existing state-of-the-art works in Table 11.

Table 10 Overall accuracy
results for Experiment-1 to
Experiment-4

Experiment number Five-Sleep states
classification task
(CT-5)

Accuracy
performances of
model (%)

ISRUC-Sleep
subgroup-I

Random forest
classifier

Testing data

Experiment-1 Single-channel
EEG

98.99

Experiment-2 Single-channel
EMG

98.75

Experiment-3 Single-channel
EOG

98.17

Experiment-4 Single-channel
EEG+EMG+EOG

99.14
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Table 11 Performance comparison of state-of-the-art works results with the proposed model
performance results

Study Input signal Classifier used Accuracy (%)

Reference [46]
2018

EEG+EMG+EOG
EEG+EMG+EOG
EEG+EMG+EOG

Decision Tree 80.07

Reference [47]
2018

Hybrid self-attentive model 73.28

Reference [48]
2018

Support vector Machine 92.09

Reference [49]
2019

Convolutional Neural Network 91.22

Proposed study Random forest 99.14

4 Conclusion

In this research work, we proposed an automated sleep staging system by using PSG
signals, the ReliefF feature selection algorithm, and the RF classification model. To
analyze the sleep behavior of the subject, a set of linear and non-linear features was
extracted from the PSG signal segments. The proposed methodologies are incorpo-
rated to analyze the changes in the sleep behavior during different sleep stages. The
proposed research work reported higher sleep staging performance comparable to
the existing studies. The proposed model can be used for the diagnosis of any type
of sleep-related disorders in a real-time application manner. Further, we will plan to
extend our work in the directions of using different epoch lengths as input and apply
the deep learning concept.
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Improved Performance Guarantees
for Orthogonal Matching Pursuit
and Application to Dimensionality
Reduction

Munnu Sonkar, Latika Tiwari, and C. S. Sastry

1 Introduction

Compressed sensing (CS) [1] is an effective technique that provides a sparse signal
representation for an undetermined linear system of equations. There exist several
greedy as well as convex optimization methods for finding such sparse solutions.
Among the sparse signal recovery solvers, Orthogonal Matching Pursuit (OMP)
is very popular. The performance guarantee of OMP has been studied in terms of
restricted isometry constant (RIC), null-space property, and mutual coherence of the
associated sensing matrix. However, in general, computing the RIC of the sensing
matrix and establishing the null-space property are hard problems. On the other
hand, besides being easily computable, the coherence of the sensingmatrix provides a
bound on the sparsity (number of nonzero components in the solution to be recovered)
towards guaranteeing the success of the greedy OMP. But this bound (detailed in the
next section) is known to be pessimistic. In view of this, the present work aims at
providing an improved theoretical bound for the success of OMP. We realize our
objective via preconditioning. The systems y = Ax and Gy = GAx admit the same set
of solutions for an invertible and well-conditioned matrix G. But the coherences of A
andGA can be different, implying therebydifferent coherence-based recovery bounds
of OMP for both the systems. Due to the stated equality between the solution sets of
both the systems, the improved OMP-recovery bound of new system automatically
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holds true for the old system y = Ax as well. In this work, we determine the well-
behavedGvia a convexoptimization in such away that the sparse recovery guarantees
for OMP get improved. The major contributions of this paper may be summarized
as follows:

1. Improving recovery guarantees for OMP via preconditioning and providing the
conditions on the preconditioner that result in improved bound.

2. Proposing and then solving a convex optimization problem for determining the
preconditioner.

3. Demonstrating the efficacy of analytical guarantees empirically towards dimen-
sionality reduction.

The rest of the paper is organized as follows. Sections 2 and 3, respectively, present
the basics of Compressed Sensing and a summary of contribution of this paper.While
the next two sections, respectively, discuss the proof of improved recovery bound
and an optimization problem that finds the preconditioner. Finally, the paper ends
with the numerical results and concluding remarks in the last two sections.

2 Compressed Sensing

The undetermined linear system of equations

y = Ax, (1)

in general, possesses infinitely many solutions, whereA ∈ Rm×n is a full-rankmatrix.
Several criteria on solutions give rise to solutions possessing several properties.
For instance, imposing minimum norm criterion results in the pseudo inverse solu-
tion, which is in general dense. For various applications, one might be interested in
obtaining a solution that contains a very few number components. The problem of
obtaining such a solution is posed as the following optimization problem:

(P0)min‖x‖0 subject to y = Ax, (2)

which is often referred to as a 0-norm problem. Here, ‖x‖0 stands for the number
of nonzero components in x. Due to its combinatorial nature, the P0 problem
becomes intractable in high dimensions. A convex relaxation of P0 problem has
been formulated as

(P1)min‖x‖1 subject to y = Ax, (3)

which is referred to as the 1-norm minimization problem. The coherence μ(A) of
a matrix A is the largest absolute normalized inner-product between two different
columns of it, that is,
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μ(A) = max
1≤i, j≤n,i �= j

|aT
i a j |

‖ai‖2‖a j‖2 ,

where ai denotes the i-th column in A. For a k sparse vector x , it is known [2] that
the following inequality holds:

(1 − (k − 1)μ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + (k − 1)μ)‖x‖22. (4)

Suppose δk is such that δk ≤ 1 + (k − 1)μ. Then, one obtains the following
inequality, referred to as the Restricted Isometry Property (RIP)

(1 − δk)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δk)‖x‖22∀‖x‖0 ≤ k (5)

The sufficient conditions implying the equivalence between the P0 and P1 prob-
lems have been established through null-space property, restricted isometry property
[2]. Two classes of algorithms, viz convex optimization and greedy methods, exist
for obtaining the sparse solution of an underdetermined system. Among all solvers,
despite being heuristic, OrthogonalMatching Pursuit is very simple and popular. The
pseudo-code of OMP is shown in a table below.

Algorithm 1: The pseduo-code of OMP

Data: A, y

Result: x such that y ≈Ax and ||x||0≤k
1 initialization: r0 = y, Λ0 = ∅, l = 1;

2 normalize columns of A: = [
‖ ‖2

, … ,
‖ ‖2

] ;

3 while l ≤k do
4 z = |AT rl−1|;
5 Λl = Λl−1 ∪k z(k);
6 xl =z: supp(z)⊆Λl || y – Az||;
7 rl = y − Axl ;
8 l = l + 1;
9 end

The following Theorem 1, however, establishes the performance guarantee of
OMP:

Theorem 1 For a system of linear equations A x = b (A ∈ Rm×n full-rank with m <
n), if a solution xexists obeying.

||x ||0 <
1

2

(
1 + 1

μ

)
, (6)

OMP run with threshold parameter ε = 0 is guaranteed to find it exactly.
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3 Contribution of Present Work

It has been established empirically that the bound in (6) being sufficient is, in general,
very pessimistic [3, 4], and that well beyond it, the recovery performance of OMP can
be good. An RIP-based improvement has been proposed in [3]. The present work,
however, aims at improving the bound on k in (6) by considering an equivalent system
Gy = GA x, where G is an invertible and well-conditioned matrix. We determine G
such that

1 + μ

μ
<

λ2 + λ1μ(G A)

λ2 − λ1 + λ1μ(G A)
(7)

follows. Here λ2 and λ1 are the maximum and minimum eigen values of (GGT )−1,
respectively. In view of the equivalence of Ax = y and GAx = Gy, if at all G exists
and satisfies (7), Theorem 1 may be restated as follows:

Theorem 2 For a system of linear equations Ax = b (A ∈ Rm×nfull-rank with m <
n), if a solution x exists obeying.

||x ||0 <
1

2

(
λ2 + λ1μ(G A)

λ2 − λ1 + λ1μ(G A)

)
, (8)

OMP run with threshold parameter ε = 0 is guaranteed to find it exactly for a
suitable preconditioner G such that ||Gai ||2 = 1 ∀ i ∈ {1,2,…,n} and λ2

λ1
∈ (1,2),

where λ1 and λ2 stand for the minimum and maximum eigen values of (GGT )−1,
respectively.

In [5–7], a projection matrix G has been obtained such that the Gram matrix of
the projected matrix GA is close to the identity matrix, which has resulted in a new
system with small coherence. In [8], the authors have transformed a given sensing
system into a new equivalent sensing system by multiplying a non-singular matrix
G, which is suitable for finding a sparse solution numerically. These works have
remained focused on reducing the coherence of the given sensingmatrix. The present
work, nevertheless, aims at improving the bound in (6) while carefully reducing the
coherence of the sensingmatrix. In particular, we realize our objective by proposing a
convex optimization problem (stated in (19)) that results inG satisfying (7), implying
thus that (8) is an improved bound.

4 Improved Recovery Bound

In this section, we prove Theorem 2. To beginwith, we deduce the following relations
for using in the proof of our main result. Since
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xT X y = 1

2
{xT X x + yT X y − (

x − y)T X(x − y)
}
,

we have

1

2
{λ1‖x‖2 + λ1‖y‖2 − λ2‖x − y‖2} ≤ xT X y

≤ 1

2
{λ2‖x‖2 + λ2‖y‖2 − λ1‖x − y‖2},

which implies that

1

2
{λ1‖bi‖2 + λ1‖bt‖2 − λ2‖bi − bt‖2} ≤ bT

i Xbt

≤ 1

2
{λ2‖bi‖2 + λ2‖bt‖2 − λ1‖bi − bt‖2},

where, bi = Gai = x, bt = Gat = y.

Suppose, without loss of generality, the sparsest solution of the linear system, Ax
= b is such that all the nonzero entries occur at first k0 positions in decreasing order
of the values of |xj |. Consequently,

b = Ax =
k0∑

t=1

xt (at ). (9)

In view of the stated consideration, for all i > k0, we have

|a1b| > |ai b|
|(Ga1)

T (GT )−1
(
G−1

)
(Gb)| > |(Gai )

T (GT )−1
(
G−1

)
(Gb)|. (10)

From (9), we obtain

Gb =
k0∑

t=1

xt (Gat ). (11)

By substituting (11) in (10), we deduce

∣∣∣∣∣
k0∑

t=1

xt (Ga1)
T (G−1)T G−1(Gat )

∣∣∣∣∣ >

∣∣∣∣∣
k0∑

t=1

xt (Gai )
T (G−1)T G−1(Gat )

∣∣∣∣∣.

Setting (GGT )−1 to X and Gai to bi ∀ i ∈ {1,2,…,n}, we rewrite the above
inequality as
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∣∣∣∣∣
k0∑

t=1

xt b
T
1 Xbt

∣∣∣∣∣ >

∣∣∣∣∣
k0∑

t=1

bT
i Xbt

∣∣∣∣∣. (12)

Now, we obtain the lower bound for the left hand side of the above inequality as

∣∣∣∣∣
k0∑

t=1

xt b
T
1 Xbt

∣∣∣∣∣ ≥ |x |1|bT
1 Xb1| −

k0∑
t=2

|xt b
T
1 Xbt |

≥
∣∣∣∣∣x |1λ1‖b1‖2 −

k0∑
t=2

|xt |·|bT
1 Xbt

∣∣∣∣∣
=|x1|λ1 −

k0∑
t=2

|xt |·|bT
1 Xbt |

≥|x1|λ1 −
k0∑

t=2

|xt | ·
[
1

2

{
λ2‖bi‖2 + λ2‖bt‖2 − λ1‖bi − bt‖2

}]

=|x1|λ1 −
k0∑

t=2

|xt |.
[
1

2

{
2λ2 − 2λ1

(
1 − bT

i bt
)}]

≥|x1|λ1 −
k0∑

t=2

|xt |.(λ2 − λ1 + λ1μ(G A))

=|x1|{λ1 − (k0 − 1)(λ2 − λ1 + λ1.μ(G A))}.

Similarly, an upper bound for the left hand side of (12)may be obtained as follows:

∣∣∣∣∣
k0∑

t=1

xt b
T
i Xbt

∣∣∣∣∣ ≤
k0∑

t=1

|xt |·|bT
i Xbt |

≤
k0∑

t=1

|xt | ·
{
1

2

(
λ2‖bi‖2 + λ2‖bt‖2 − λ1‖bi − bt‖2

)}

=
k0∑

t=1

|xt |.
{
1

2

(
2λ2 − λ1

(
2 − 2bT

i bt
))}

≤
k0∑

t=1

|xt |.(λ2 − λ1 + λ1μ(G A))

≤|x1|.k0.(λ2 − λ1 + λ1.μ(G A)).

Suppose G is such that

|x1|{λ1 − (k0 − 1)(λ2 − λ1 + λ1.μ(G A))} > |x1|.k0.(λ2 − λ1 + λ1.μ(G A)),
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which is same as the following inequality:

k0 <
1

2

(
λ2 + λ1μ(G A)

λ2 − λ1 + λ1μ(G A)

)
. (13)

This is the desired bound.
As λ2 and λ1 are, respectively, the maximum and minimum eigen values of

(GGT )−1, [κ(G)]2 = κ(GGT )−1 = λ2

λ1
.

It may be noted that (7) implies and is implied by

μ(A) − μ(G A) > λ2
λ1

− 1, (14)

which concludes that (7) holds whenever κ(G) ∈ (1,
√
2). This completes the proof

of Theorem 2.

Remark 1 IfG exists with desired properties, then (7) and (14), respectively, provide
improvements in bound on k and a lower bound on the fall in coherence after
preconditioning.

Remark 2 The bound in (13) may be restated in terms of κ(G) as follows:

k0 <
1

2

( [κ(G)]2 + μ(G A)

[κ(G)]2 − 1 + μ(G A)

)
. (15)

Consequently, if G happens to be unitary, the above bound coincides with the one
in (6).

Remark 3 In this paper, we consider noiseless measurements. As G is very well
behaved and invertible matrix, even in the noisy setting (that is, y = Ax + e with ||e||
bounded above by a small quantity), the core result of this work holds true.

5 Construction of Preconditioner G

In the previous section, we have singled out the conditions on G that imply improve-
ment in the recovery bounds of OMP. In this section, we present an optimization
problem for obtaining G. Motivated by the result in previous section, we propose to
obtain G by solving the following optimization problem:

D0 : min
G �=0

max
i �= j

∣∣〈Gai , Ga j
〉∣∣

||Gai ||2|
∣∣Ga j

∣∣|2
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subject to

κ
((

GGT
)−1

)
∈ (1, 2). (16)

Since D0 is non-convex due to the denominator, and in order to meet the
requirement of our main result, we consider

||Gai ||2 = 1, for all i = 1, 2, . . . , n. (17)

A convex relaxation problem of D0 over a closed feasible region may be taken as
follows:

D1 : min
G �=0

max
i �= j

∣∣〈Gai , Ga j
〉∣∣

subject to

1 + ε <= κ((GGT )−1 ≤ 2 − ε, (18)

for some small ε > 0. In view of (17), the above optimization problemmay be recast
as follows:

D2: min
Y

∣∣aT
i Y a j

∣∣
subject to aT

i Y a j = 1,∀k = 1, . . . , n

(1 + ε)Im ≤ Y ≤ (2 − ε)Im, (19)

where Y = GT G. As D2 is in standard convex optimization form, it can be solved
using the CVX software. By applying Cholesky decomposition on the solution Y of
D2, one may determine G satisfying Y = GT G.

6 Numerical Results

Since (7) and (14) are equivalent when κ(G) ∈ (1,
√
2), improvement in bound on

sparsity is equivalent to the fall in coherence after preconditioning. In view of this,
in this section, we demonstrate the efficacy of preconditioning in terms of reduction
in coherence that preconditioning brings in.

As an example, we have generated a random matrix of column size 40 with row
sizes varying from 2 to 39. For each row size, we have computed G (and hence
μ(GA) along with μ(A)) by solving (19). The averages of values of coherences of
A and GA over 100 iterations have been reported in Fig. 1a, b. In generating these
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Fig. 1 A comparison of the coherences of A and GA for different row sizes, where the elements of
A obey (a). Gaussian distribution and (b). Uniform distribution. These plots indicate that for certain
row sizes, the fall in coherence is significant, implying thereby the improved recovery bound for
OMP

plots, we have taken Gaussian and Uniform distributions for the entries of A. The
x and y axes in both the plots represent row size and coherence value, respectively.
It may be concluded from the plots that preconditioning brings in fall in coherence,
implying thereby that (7) holds. With a view to demonstrating the implication of
the improved bound, obtained via preconditioning, we have generated y as y = Ax,
where A is a matrix of size 50 × 60 with its entries being drawn from Gaussian
distribution. Then, we have computed the relative reconstruction errors as ‖x − xr ‖2

‖x‖2 ,
where xr is the recovered solution from the pair (y, A) or (Gy, GA) via OMP, and x is
the original vector. The reconstruction errors obtained from both (y, A) and (Gy, GA)
via OMP, reported in Fig. 2, indicate that the improved theoretical bound translates
to reduction in reconstruction error.

We now turn to the applicability of proposed theoretical development to dimen-
sionality reduction, which deals with projecting data to a lower dimensional space
for applications such as image classification and content-based image retrieval [9].
To this end, we have projected the images in Figs. 3a and 4a, which are of size 128
× 128, to the space of dimension equal to half of its original size through Gaussian
matrix. That is, for a vectorized-image x and the projection matrix A with entries
being drawn from a Gaussian distribution, we have generated y as y = Ax, where
the size of y, as an example, is half of that of x. From the pairs (y, A) and (Gy,
GA), the images so recovered via OMP are shown in Figs. 3b, c and 4b, c. For the
test image in Fig. 3a, preconditioner improves the PSNR to 14.7415 from 11.2346.
While for the one in Fig. 4a, corresponding improvement is 13.9261 from 11.1263.

We have computed the PSNR error as 20 log
(

‖x‖∞
‖x − xr ‖2

)
. For other reduced sizes, the

improvement in reconstruction quality is shown in Table 1. The results in Figs. 3
and 4 and Table 1 vindicate that the preconditioned-OMP improves reconstruction
quality, which translates to higher dimensionality reduction via preconditioning for
a given error tolerance.
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Fig. 2 The reconstruction error (average over 2500 iterations) obtained with OMP and
preconditioned-OMP (abbreviated GOMP) solvers. This plot and Table 1 conclude that the OMP
with preconditioned sensing matrix provides smaller reconstruction error

(a) (b) (c)

Fig. 3 For the test image in (a), the images in (b) and (c) have been obtained by applying OMP
on (y, A) and (Gy, GA), respectively. As an example, size of y has been considered as half of that of
x. That is, x has been reconstructed from half of its linearly projected samples. From (b) and (c), it
can be concluded that the preconditioned-OMP provides improvement in reconstruction. Needless
to say, an increase in size of y leads to an improvement in reconstruction quality

7 Conclusion

Aiming at improving the recovery guarantees of OMP, the present work has posed an
optimization problem and derived conditions that imply better recovery conditions.
Alongside the proof of concept, we have demonstrated the implications of proposed
improved bound towards dimensionality reduction, by considering the reconstruction
of a signal or an image from a small set of its linearly projected samples.
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(a) (b) (c)

Fig. 4 For the test image in (a), the images in (b) and (c) have been obtained by applying OMP on
(y, A) and (Gy, GA), respectively. As an example, size of y has been considered as half of that of x.
The results shown on a different test image too vindicate the improvement that preconditioned-OMP
brings in

Table 1 Improvement in PSNR with preconditioner for different values of column-to-row ratio.
The test image used is Fig. 3a. This table vindicates the improvement in reconstruction quality via
preconditioning

n/m PSNR with (y,A) PSNR with (Gy,GA)

4 10.2965 13.0610

3.04 10.5652 13.1768

2 11.2346 14.7415
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Epileptic Seizure Prediction from Raw
EEG Signal Using Convolutional Neural
Network

Ranjan Jana and Imon Mukherjee

1 Introduction

Epilepsy is a most common neurological disorder of the brain. A seizure is an unpre-
dicted event due to abnormal electrical activity in the brain of an epilepsy patient.
Seizure causes loss of awareness and disturbances of movement and sensation [1].
Hence, seizure reduces the quality of living of epilepsy patients. According toWorld
Health Organization, 50 million people have epilepsy around the world [2]. Seizure
can be controlled using anti-seizure medicine. However, anti-seizure medicines do
not work effectively for one-third of epilepsy patients [3]. The medical practitioners
have been predicting seizure by analyzing the EEG signals for more than 25 years
[4]. EEG is the recording of the electrical activities of the brain. EEG is recorded
by placing metal electrodes on the scalp. The states of the epilepsy patient can be
divided into four states: ictal, preictal, interictal, and postictal [5]. Ictal state is the
state during the seizure event, whereas preictal state and postictal state are the states
before and after the seizure event, respectively. The normal situation of epilepsy
patient is called interictal state. Hence, the identification of preictal state is the most
important task for seizure prediction in advance. The patterns of the EEG signal are
different for each state of epilepsy patient as shown in Fig. 1. The classification of
preictal and interictal states is our crucial task for seizure prediction by analyzing
the patterns of EEG signal.

In the literature, researchers have proposed different seizure prediction methods
to achieve high prediction rate. Most of the researchers have applied different hand-
crafted features extraction techniques with some machine learning algorithms for
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Fig. 1 Sample EEG signal patterns of different states of epilepsy patient

the classification of preictal and interictal states. The handcrafted features extraction
techniques are dependent on a particular application and may be unsuitable for other
applications. The invention of deep learning was a great achievement in machine
learning. Deep learning techniques do not use handcrafted features. They extract
most important features automatically from raw input data, which are independent
of any application [6]. However, most of the researchers have used some transfor-
mation of raw EEG signal to feed the data into deep learning system. The names
of some transformations are Short-Term Fourier Transform (STFT) [7], Discrete
Wavelet Transform (DWT) [8], and Continuous Wavelet Transform (CWT) [9]. In
this work, a patient-specific seizure prediction method is proposed using raw EEG
signal without any transformation of EEG signal. A Convolutional Neural Network
(CNN) is used for automatic features extraction from raw EEG signal, and it also
classifies the preictal and interact states for seizure prediction. The proposed method
is capable to inform epilepsy patients about the forthcoming seizure to reduce the
life risk of the patients. This work is organized as follows. Section 2 provides the
implementation details. The experimental results are shown in Sect. 3. Section 4
summarizes the proposed work and provides the future directions of the research
work.
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2 Implementation

The proposedmethod presents a patient-specific seizure predictionmethod using raw
EEG signal. The following steps are applied to implement our proposed method.

2.1 Database Used

In this work, the standard CHB-MIT database [10] is used for training and testing the
proposed seizure prediction model. This database is a collection of EEG recordings
collected from epilepsy patients of Children’s Hospital, Boston. The International
10–20 system was used for placement of electrodes on scalp. All the recordings have
23–38 channels. Most of the recordings contain 23 channels. The duration of each
recording is different. The durations of all the recordings are within 1–4 h. There are
256 values for each 1-s EEG signal of each channel. The values are represented in
volt. The database consists of 535 non-seizure recordings and 129 seizure recordings.

2.2 Preprocessing of Raw EEG Signal

The classification of preictal and interictal states is ourmain aim to predict the seizure
in advance. The duration of 1-s EEG signal with 22 channels is considered as one
sample.A 1-s EEG signal represents 256 values for each channel. Hence, each sample
is represented by a 2-D matrix of size 22 × 256 as shown in Fig. 2. The element Dij

of the matrix is represented by jth signal intensity value of ith channel. The normal
range of the intensity values of EEG signal is −10–4 to +10–4, which is extremely

Fig. 2. 2-D representation of 1-s EEG signal with 22 channels
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narrow. Hence, each intensity value is multiplied with 104 to get the range from –1
to +1 for faster convergence of the proposed seizure prediction network.

2.3 Features Extraction and Classification

The CNN is a powerful deep learning technique that is competent to extract the most
important features from the input data [11, 12]. Here, a CNN is used for impor-
tant features extraction from raw EEG signal to classify preictal and interictal states
for seizure prediction in advance. In this proposed CNN architecture, five convo-
lutional layers and five maxpool layers are used for features extraction, and two
fully connected layers are used for features classification as shown in Fig. 3. In the
first fully connected layer, the ReLU activation function is used, while the softmax
activation function is used in the second fully connected layer, to get the two class
probabilities of interictal and preictal state.

Fig. 3 Proposed CNN architecture
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Fig. 4 Training and validation accuracy versus number of epochs

2.4 Training and Testing Method

For simplicity, only 11 patients are considered based on fixed 22 channels of EEG
recordings. EEG data before 10 min (600 s) of the seizure event is taken from each
seizure recording as preictal samples. Hence, total 1200 preictal samples of 1-s EEG
signal are taken for training and validation checking by considering two seizure
recordings from each patient. For equal consideration of preictal and interictal states,
total 1200 interictal samples of 1-s EEG signal are taken randomly from two non-
seizure recordings of each patient. Hence, total number of preictal and interictal
samples is 2400. Only 80% of total samples are used for training, and the remaining
20% are used for validation checking. The proposed CNN gets stability after 30
epochs in most of cases as shown in Fig. 4. Hence, only 50 epochs are considered
for training the network. Total 49 seizure recordings are considered to calculate the
average sensitivity for performance evaluation of the proposed CNN. The average
specificity is calculated by considering 40 non-seizure recordings of 81.7 h.

3 Experimental Results

In this section, initially the performance of the proposed method is measured using
the sample duration of 1-s EEG signal. Then, themajority voting technique is applied
to increase the performance of the proposed method. Finally, a comparative study is
done with some previous works.
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3.1 Performance Evaluation

The performance of the proposed method is evaluated based on classification accu-
racy, sensitivity, specificity, and false prediction rate (FPR). The accuracy ismeasured
using Eq. (1). The average classification accuracy is calculated using fivefold cross
validation for each patient as shown in Table 1. The sensitivities are measured using
Eq. (2) by considering the EEG signal before 10min and 20min of seizure event. The
specificity and FPR are measured using Eq. (3) and Eq. (4), respectively. The sensi-
tivity, specificity, and FPR of our proposedmethod are shown in Table 1. The average
classification accuracy is 93.80% with a specificity of 86.92%, FPR of 0.1308, and
sensitivity of 90.04%before 10min of seizure event. The results are quite satisfactory
by considering the sample duration of 1-s EEG signal.

Accuracy = True positive of preictal state+ True positive of interictal state

Total number of preictal and interictal samples
(1)

Sensitivity = True positive of preictal state

True positive of preictal state + False positive of interical state
(2)

Specificity = True positive of interictal state

True positive of interictal state + False positive of preictal state
(3)

FPR = False positive of preictal state

True positive of interictal state + False positive of preictal state
(4)

Table 1 Accuracy, Sensitivity, Specificity, and FPR using 1-s’s sample

Patient ID Accuracy Sensitivity before Specificity FPR

10 min 20 min

Chb01 0.9929 0.9500 0.7767 0.9729 0.0271

Chb02 0.9238 0.9667 0.9458 0.8141 0.1859

Chb03 0.9961 0.9667 0.9458 0.9628 0.0372

Chb04 0.9646 0.9438 0.9688 0.9080 0.0920

Chb05 0.8733 0.8708 0.8833 0.8044 0.1956

Chb06 0.9004 0.8302 0.7125 0.8627 0.1373

Chb07 0.9604 0.9583 0.9958 0.8472 0.1528

Chb08 0.9929 0.9800 0.9817 0.9233 0.0767

Chb09 0.9684 0.8896 0.8750 0.8653 0.1347

Chb10 0.8333 0.7736 0.7958 0.6692 0.3308

Chb23 0.9121 0.7750 0.6383 0.9312 0.0688

Mean 0.9380 0.9004 0.8654 0.8692 0.1308
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Table 2 Sensitivity using majority voting technique

Patient ID Sensitivity before 10 min Sensitivity before 20 min

30 samples 60 samples 120 samples 30 samples 60 samples 120 samples

Chb01 1.0000 1.0000 1.0000 0.8500 0.8000 0.8000

Chb02 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Chb03 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Chb04 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Chb05 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Chb06 0.9063 0.8750 0.8750 0.7500 0.7500 0.7500

Chb07 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Chb08 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Chb09 1.0000 1.0000 1.0000 0.8750 0.8750 1.0000

Chb10 0.9167 0.9167 0.8333 1.0000 1.0000 1.0000

Chb23 0.9000 1.0000 1.0000 0.8000 0.8000 0.8000

Mean 0.9748 0.9811 0.9735 0.9341 0.9295 0.9409

3.2 Majority Voting Technique

As suggested by medical experts, a 1-s EEG signal is not sufficient to identify the
correct state of the epilepsy patient. Hence, majority voting of consecutive n samples
is considered to take better decision for identification of correct state. This majority
voting technique is applied to get better sensitivity, specificity, and FPR by using
consecutive 30 samples, 60 samples, and 120 samples. Two sensitivities are calcu-
lated, one for the EEG data before 10min and another for the EEG data before 20min
of the seizure event. The average sensitivity for the EEG data before 10 min of the
seizure event using consecutive 120 samples is 97.35%, as shown in Table 2. The
average specificity and FPR using consecutive 120 samples are 93.49% and 0.0651,
respectively, as shown in Table 3. It is found that the majority voting technique
provides better sensitivity, specificity, and FPR compared with the consideration of
one sample to identify the correct state of epilepsy patient.

3.3 Comparison with Other Research Works

The experimental results of the proposed method are compared with some recent
previous works for performance evaluation as shown in Table 4. All the previous
works mentioned in the comparison table have also used the standard CHB-MIT
database. Most of the researchers have applied some transformations of EEG signal
to feed the data into the seizure prediction system. The transformations are DWT [8],
STFT [7, 14],Wavelet packet decomposition (WPD) [15], spectral bandpower (SBP),
and statistical moment (SM) [13]. Whereas Jana et al. have used only images of EEG
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Table 3 Specificity and FPR using majority voting technique

Patient ID Specificity FPR/hour

30 samples 60 samples 120 samples 30 samples 60 samples 120 samples

Chb01 0.9933 1.0000 1.0000 0.0067 0.0000 0.0000

Chb02 0.9183 0.9600 0.9867 0.0817 0.0400 0.0133

Chb03 0.9792 0.9792 0.9917 0.0208 0.0208 0.0083

Chb04 0.9826 0.9917 0.9944 0.0174 0.0083 0.0056

Chb05 0.9313 0.9542 0.9833 0.0687 0.0458 0.0167

Chb06 0.8542 0.8528 0.8500 0.1458 0.1472 0.1500

Chb07 0.8472 0.8444 0.8472 0.1528 0.1556 0.1528

Chb08 0.9283 0.9267 0.9267 0.0717 0.0733 0.0733

Chb09 0.8923 0.8985 0.8969 0.1077 0.1015 0.1031

Chb10 0.7931 0.8333 0.8500 0.2069 0.1667 0.1500

Chb23 0.9451 0.9504 0.9574 0.0549 0.0496 0.0426

Mean 0.9150 0.9265 0.9349 0.0850 0.0735 0.0651

Table 4 Comparison with other Seizure Prediction Methods

Reference Feature
extraction

Learning
technique

Accuracy Sensitivity Specificity

Kitano
et al. [8]

DWT SOM 0.911 0.9809 0.8799

Ozcan et al.
[13]

SBP and SM 3DCNN – 0.857 FPR = 0.096

Usman
et al. [14]

STFT SVM – 0.927 0.908

Zhang et al.
[15]

WPD CNN 0.9 0.922 FPR = 0.12

Jana et al.
[16]

Image of EEG
signal

DenseNet 0.9066 0.97 0.9587
FPR = 0.0413

Qin et al.
[17]

STFT CNN with
extreme learning
machine

– 0.9585 FPR = 0.045

Proposed
method

Raw EEG data CNN 0.938 0.9735 0.9349
FPR = 0.0651

signal without using any transformation of EEG signal [16]. The most commonly
used learning techniques are SOM [8], CNN [7, 9, 15], DenseNet [16], and SVM
[14]. In thiswork, only rawEEGdata are used to feed the data intoCNN for automatic
features extraction and classification of preictal and ictal states for seizure prediction.
The proposed method provides the average classification accuracy of 93.8%, and the
specificity of 93.49%with FPRof 0.0651. It provides the sensitivity of 97.35%before
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10 min of seizure event which is one of the most efficient among others as shown in
Table 4.

4 Conclusion and Future Research Directions

The proposed method presents a patient-specific seizure prediction technique using
raw EEG signal. The CNN is used for automatic features extraction from raw EEG
signal for the classification of preictal and interictal states to predict seizure in
advance. This method provides a sensitivity of 97.35%, a specificity of 93.49%,
and a FPR of 0.0651. It predicts seizure 10 min in advance to avoid life threats
of epilepsy patients. Developing a patient-independent seizure prediction will be a
challenging task due to unique patterns of EEG signal for each individual. In future,
we will try to develop a patient-independent seizure prediction system in spite of
unique EEG signal patterns. In this proposed method, 22 channels have been used
for seizure prediction. However, implementation of a transportable seizure prediction
device using 22 channels will not be suitable. The seizure prediction device using
more channels will also consume more power which will not be run for a long time
for each power recharge. In future, our research direction will be implementation of
a seizure prediction device using minimum number of channels of EEG signal which
will be transportable and power efficient.
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Social Media Big Data Analytics:
Security Vulnerabilities and Defenses

Sonam Srivastava and Yogendra Narain Singh

1 Introduction

Defining trend of today’s world is the global connectivity to the Internet. Mobile
technologies, including social networks, Internet-of-Things (IoT), and customized
services suffer from heavy user utilization. Enormous datasets are created from
numerous websites, repositories of multimedia, social networks, and IoT linking
a range of devices and sensors. Thus, vast volumes of data are constantly gathered,
processed, analyzed, and used by individuals and organizations on multiple chan-
nels, including the cloud [1]. The influence of social networking is that the number
of globally active social media users would be raised to 3.43 billion monthly by
2023 [2]. The social networking platforms include Facebook, YouTube, WhatsApp,
Instagram, etc. [3]. Facebook is the most widespread social network worldwide, with
an active user count of 2.7 billion [4].

Social media big data has recently become a budding concept with a substantial
influence which transforms businesses worldwide. It is a term used for such a vast
array of datasets, possessing specific features such as incredibly enormous, fast-
moving, multi-source origin, unstructured, and useful. These features describe the
four prominent characteristics of big data, i.e., volume, velocity, variety, veracity,
and value [5]. Social media big data analytics is regarded as a contemporary and
useful tool for analyzing complicated data to uncover trends that could aid in their
successful decision-making [6]. The process of social media analytics employs the
following stages, i.e., data acquisition, preprocessing, data representation, analysis,
and presentation [6]. It plays a vital role in future data processing and operations
in diverse sectors such as healthcare, manufacturing, traffic management, education,
and transportation.
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Fig.1 Social media big data security vulnerabilities

Users employ social media platforms to communicate with friends, peers,
employers, colleagues, or folks with same interests. Social media serves users with
disparate purposes, i.e., entertainment, profit generation, professional networking,
career searches, marketing of products, etc.Nowadays, organizations embrace social
media big data like never before and employ robust analytical techniques to improve
decision-making, find prospects, and maximize efficiency. Being an integral part of
people’s daily lives, it gives rise to numerous social media big data security concerns.
With the enormous growth of data generation, social networking sites face various
security vulnerabilities as shown in Fig. 1. For example, theft of user accounts or
passwords, spoofing, malware, phishing, fiscal fraud, and spamming are some of
the threats to social networks [7]. Social media big data security is the method of
safeguarding data and analytics processes against the variety of causes that could
threaten the confidentiality [8].

This paper presents an evaluation of security vulnerabilities of social media
big data analytics framework and their defenses. Data security is a systematic,
ongoing obligation that needs to become an integral part of analytics process of
social media big data. This paper presents various risks that are encountered in the
distinct stages of social media analytics, i.e., data acquisition, preprocessing, data
representation, analysis, and presentation. Securing data requires a comprehensive
approach across disparate structures to defend enterprises from a complex threat
environment. Securing social media data has several problems that can threaten its
privacy. Challenges to secure social media big data are in no way only confined to
social media platforms but also to the cloud. Latest technologies for active develop-
ments include advanced computational tools for non-relational databases handling
unstructured data. Mature authenticating solutions efficiently secure data access and
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storage. Since, most big data platforms are cluster-based, spanning many nodes and
servers, creates numerous vulnerabilities. There are chances of data loss and disclo-
sure in social media big data if the owner does not periodically upgrade security
for the environment. These challenges stimulate new technologies and testing initia-
tives to recognize open questions that pave the way for future research and practice.
In accordance with this objective, this paper proposes the defensive strategies to
counteract the vulnerabilities of social media analytics framework.

Rest of the paper is organized as follows. The literature review of security issues
of social media big data analytics is given in Sect. 2. The security vulnerabilities
in social media analytics framework are presented in Sect. 3. Subsequently, their
defense and countermeasures are outlined in Sect. 4. Finally, the conclusion is drawn
in Sect. 5.

2 Literature Review

Social media big data that refers to a vast array of very large and complicated datasets
is facing significant security and privacy concerns. Its typical characteristics are
huge size, high velocity, multiple forms, and unstructured nature. Thus, conventional
protection and privacy systems are insufficient to cope up with the accelerated data
growth in such a dynamic distributed computing environment. Venkatraman et al.,
have established the existing trends in big data by recognizing the 11 Vs as big data
characteristics having an impact on the imminent security problem [9]. They have
mapped the identified Vs to the three stages of big data life cycle to excavate the big
data security aspects.

Social media platforms have enhanced personal information transparency by
making more information accessible online. Irrespective of the security monitoring
measures, cyber criminals still find ways to conduct malicious activities. These
involve attacking computer servers, data stealing, engaging in phishing activities,
cyberbullying, etc. Normally, the threats over the social networking sites spread
comparatively faster than other forms of attacks due to trust among the network
users. In this context, Deliri et al., have reviewed the most common attacks to online
social networks [7]. They have addressed certain countermeasures that can be used
against these attacks. Fire et al., have presented an overview of various security and
privacy threats which risk the safety of users, especially children [10]. The authors
have also listed the existing solutions that could render better protection and security
to social media users. Various social media platforms have also challenged ethical
aspects regarding security and privacy of user information. The authors Hajli and
Lin have examined the security of social networks by considering the users’ control
over their information exchange behavior [11].

Evidently, the increasing cyber-attacks are posing serious risk to the digital world.
The use of social media by people and corporations is skyrocketing. So, the authors
Das and Patel have focused on cyber security issues for social networking sites
[12]. Their work also proposes some appropriate strategies for a cyber-safe digital
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environment that can be implemented by individual consumers and government in
partnership with the private sector. Rathore et al., have studied threats that arise due
to sharing of multimedia content on social networking sites [13]. Their work also
explores responsive approaches to accomplish the goal of a trustworthy and stable
community of social networks.

3 Security Vulnerabilities in Social Media Analytics

An incident that simultaneously affects the data frommultiple sourcesmay be consid-
ered a threat to a big data asset. Depending upon different scenarios, different types of
vulnerabilities occur in a general digital data analytics frame- work. The likelihood
of system vulnerabilities, their nature, and consequences that violate the security
of the analytics process have been analyzed for an automated recognition system
[14]. In particular, the integrity can be compromised at one or more stages of the
analytics framework, i.e., data acquisition, storage, data preprocessing, representa-
tion, analysis, and presentation. Generally, the risks that can impact a system during
its lifespan can also cause certain steps in a system to fail. Threats such as faults, fail-
ures, or attacks on the supporting networks may have a huge effect on social media
big data. ENISA 2016 report identified two distinct categories of threats, i.e., big
data breach and big data leak [15]. Breach is when the data is stolen by breaking the
information and communication technology systems. Whereas, data leak is referred
as the complete or partial disclosure of big data asset at a certain point of its life-
cycle. Briefly, we present a practical scenario of security threats and their mapping
to different stages of social media big data analytics framework as shown in Fig. 2.

The enormous amount of data is generated from online sources. A fraction of
the acquired data is structured, whereas most of it is either unstructured or semi-
structured that need real-time analysis.Due to huge size, high velocity, andvariability,
the acquired data is vulnerable to security threats. Traditional security approaches
that implement encryption methods are usually not suitable for all source types from
which big data collection takes place because of data diversity. Spoofing is a common
practice while acquired data is disguised from an unknown source as being from a
known and trusted source. Cybercriminals intentionally put the fabricated data into
the actual data that compromises the efficiency of the big data research [16]. The
high speed of data acquisition causes difficulty in monitoring traffic in real-time as
it is streamed through the storage [17]. The heterogeneous data has discrepancies in
data formats, speed, and forms contributing to security risks. In addition, such issues
cause persistent threats to be carried in with big data. Since, these threat codes are
implicitly present in the acquired data, it is difficult to detect them. Thus, hackers
easily attack the data. Therefore, advanced security, authentication, and privacy must
be enforced during data acquisition.

Data storage manages and preserves data acquired from distinctive sources. This
enables the stakeholders of the organization to have quick access to the datawhenever
needed. Since, traditional warehouses cannot sufficiently store huge amounts of data,
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Fig. 2 Security vulnerabilities in social media big data analytics framework

cloud and big data servers are required to cope with the accommodation. Thus, data
integrity is put at stake when multiple operations are performed on same data storage
in huge quantity and high speed. Conventional encryption measures may not help in
such a situation, and sniffers gain entry into the servers exploiting its vulnerabilities.
Any data abuse may contribute to privacy breach. Unauthorized metadata modifica-
tions lead to inaccurate data sets, whichwill make it harder to locate themuch-needed
details. Therefore, it is important to develop new trustworthy data access controls
that conform to acceptable security and privacy protection systems [18]. Following
the legacy patterns data must be archived at every point of the big data life cycle.
Also, good backup and recovery measures must be adopted.

Hackers obfuscate malicious code to prevent detection, and evasion attacks harm
the confidentiality of data and result in indiscriminate infringement of consumer
policy. Recent studies have shown that during data preprocessing, attackers inject
poison into the training system of feature-based machine learning algorithms to
influence the collection of features. The injection of classification error deviates
user’s topic towards the attacker’s preference [19]. The interfaces of various stages
of analytics framework are targeted to modify the intermediate code and intercept
the data approaching the next stage. For example, malicious code like horses or logic
bombs can intercept the data generated after preprocessing [20].

Inadequate data representation would lead to its improper adaptation for further
analytics steps. The relevance of big data analytics performance is de- pendent on
how accurate the data is. If the data arrives from untrustworthy sources or has been
tampered in the previous stages, the data analyticswould lead to erroneous judgments.
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4 Defense and Countermeasures

The evaluation of security vulnerabilities in social media big data analytics frame-
work provides an insight into how to protect different stages of SMA and their
intermediate channels from threats and attacks. A variety of countermeasures should
be taken as measures for security defense. For example, encryption techniques need
to be employed with analytics tool sets and their output data [8]. As well as with
traditional large data storage formats, such as relational and non-relational databases
and advanced file systems, such as the Hadoop Distributed File System, in order to
prevent unauthorized modifications and any possibility of data leak [21]. Central-
ized key management is the very effective security practice for big data environ-
ments [22]. For example, on demand key delivery, policy driven automation, logging,
and abstracting key management from key usage. Policy-driven automation handles
dynamic user control layers such as multiple administrator configurations that shield
the social media big data platforms from insider attacks [8]. The distributed architec-
ture of big data imparts intrusion attempts to itself. Intrusion prevention system helps
security admins to defend the big data network from attacks, and intrusion detection
system quarantines the intrusion until it does serious harm.

The key concern with phishing attacks is that users might not be able to check the
identity of the sender of email messages quickly and accurately. Another issue is that
users cannot always correctly distinguish between legal and illegal content. Usually,
a phishing attack is the outcome of the user’s dependence on a specific web domain,
brand, and other trust indicators [23]. One strategy to avoid phishing attacks is to
use signature-based anti-spam filters that enable detection and blocking of phishing
messages before users view them [24]. In order to alert users of phishing pages, anti-
phishing toolbar and browser plug-ins, such as Netcraft or SpoofStick, are used [7].
For example, personalized visual information is an approach used to eliminate the risk
of phishing attacks. Using customized pictures to pass online messages or selecting
a hidden image to log into a website. By applying this strategy, attackers are unable
to send misleading emails because they are unaware of the personalized information
selected by the intended user.Message authentication is another approach to phishing
attacks that gives an affirmation that messages sent to them come from trustworthy
parties [10].

Sybil attacks are based on producing multiple identities through the use of social
networks openmembership feature [7]. Leveraging one of the main features of social
media platforms, which is the trust level established among existing users is one of
the defensive strategies for Sybil attacks. While searching for suspicious nodes,
network nodes with fewer connections must be considered since a Sybil node cannot
have a large number of connections with other network members [25]. Statistical
and keyword filtering of messages is one of the most effective methods to detect
spam [26]. Statistical filtering like Bayesian filters, computes statistical likelihood
to assess whether or not an email is spam, depending on the number of tokens in
spam or non-spam messages. Keyword spam filtering uses list of parameters to find
suspicious words in the messages for determining if the message is a spam. To detect
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spam in online social networks, certain algorithms based on machine learning have
been designed. Benevenuto has proposed an algorithm to identify video spammers
by assessing the users’ profiles, social activity, and uploaded videos [27]. In order to
make sure that the registered user is an authentic person, there are certain authenti-
cation mechanisms. For example, captcha [28], multi-factor identification, and often
even requiring the user to submit a copy of the government ID proof [29]. Facebook
has recently introduced the feature that lets one know who can view one’s post and
profile information. It has strengthened our account security by turning on login
alerts [30].

Many software vendors provide Internet security solutions, i.e., Kaspersky [31],
Avira [32], Symantec [32], Panda [33], and McAfee [34] for social media users.
Usually, these security suites provide anti-virus, firewall, and other levels of Internet
defense that help social media users defend their computers from threats such as
ransomware, clickjacking, and phishing attacks [10]. McAfee Internet security soft-
ware offers protection for its users against numerous risks, such as botnets, viruses,
and unsafe sites [34].

5 Conclusion

Social media platforms have enhanced the disclosure of valuable assets, including
individuals’ personal information, financial assets, corporate secrets, intellectual
property, and digital identity. Irrespective of various protective measures adopted
for securing social media big data, it might still be the victim of different kinds of
security threats, such as cross-site scripting, spamming, phishing, and clickjacking.
We have identified the security vulnerabilities of different stages of social media
analytics framework. At all the stages, i.e., data acquisition, preprocessing, data
representation, analysis, and presentation, the security risks are inevitable. Hence,
an insight on the defense and countermeasures to combat these vulnerabilities in
analytics process has also been outlined.
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Deep Convolutional Neural Network
Based Hard Exudates Detection

R. Deepa and N. K. Narayanan

1 Introduction

Sugar patients mainly suffer from a retinal disease called diabetic retinopathy. In
this disease when disease starts symptoms may not exist but when disease inten-
sity increases symptoms occurs [1]. There are mainly two stages: Non-Proliferative
Diabetic Retinopathy (NPDR), the initial occurrence of Diabetic Retinopathy (DR).
The unnatural growth of blood vessels called neovascularization cause Proliferative
Diabetic Retinopathy (PDR) is considered as a severe condition [2]. The symptoms of
the disease are Microaneurysms, Hard Exudates, Dot and Blot Hemorrhages, Cotton
Wool Spots, Neovascularization, etc. In moderate case of the disease, Hard Exudates
detection is needed. Hard Exudates appear as yellowish deposits with clear borders.
Image without exudates and image with exudates are shown in Fig. 1a and b.

2 Review of Literature

Exudate detection is complicated due to its different types of shapes.
Choudhury et al. [2] suggested an exudate recognition method where feature

extraction done by Fuzzy C Means and classification using Support Vector Machine
(SVM). Efficacy obtained by the method is 97.6%
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Fig. 1 a Image without exudates. b Image with exudates

Harangi et al. [3] foundout an exudate detectionmethod inwhich candidate extrac-
tion using grayscale morphology. Markovian segmentation is done and classification
is done using SVM.

Doaa et al. [4] proposed a feature-oriented technique for exudate detection. All
regions similar to exudates are segmented. Then other similar elements are removed.
Morphological method for blood vessel extraction. Optic disks are removed by
Hough Transform. The last step of exudates estimation is done using morphological
reconstruction.

Walter et al. [5] developed exudate detection method in which optic disk was
removed by morphological filtering methods and by watershed transformation
methods. Sensitivity obtained by this approach is 92.8%. For the experiments, a
small database was selected by authors.

Doaa et al. [6] suggested an exudate detection technique in which Hough Trans-
form is used for optic disk removal. The blood vessels that are extracted and the
optic disk is eliminated from the total image are segmented to obtain an estimation
of exudates. The last step of exudates detection is morphological reconstruction.
Sensitivity and specificity obtained are 80 and 100%.

Welfer et al. [7] used a mathematical morphological approach for exudate detec-
tion. The dataset used to conduct experiment is DIARET DB1. The sensitivity
obtained is 70.48% and specificity is 98.84%.

Zhou et al. [8] suggested an exudate detection approach in which the images are
segmented as candidate superpixels. Based on features, the classification performed
is supervised multivariable classification. An optic disk detection method is also
used. Experiments were done on DIARET DB1 and e-Ophtha EX datasets.

Singh,Anushikha, et al. [9] suggested an exudates detectionmethod that combines
thresholding based on intensity and morphology approach for detecting smaller
exudates present and removes all false positives. The method has good accuracy.

Syed et al. [10] developed a way for detecting exudates where different combina-
tions of features were used. SVM is used for the segmentation of exudates near the
macular region. Databases used are DIARETDB1, MESSIDOR, DRIVE and a local
hospital dataset. The average accuracy of all datasets obtained is 95.48%

Huan et al. [11] showed a method for detecting exudates where a combination
of median filtering and dynamic clustering analysis was used. The experiments
conducted show the algorithm as faster easier and effective.
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Bharkad et al. [12] put forward an exudate detection technique where for optic
disk (OD) extraction morphological operators are used. ODwas masked in the green
channel of the image to distinguish OD and exudates. Features from the green plane
were taken and using machine learning technique hard exudates are identified.

Dutta et al. [13] showed a technique of exudate detection where a combination of
threshold and edge detection will eliminate all noises which lead to false exudates.
This method gave accurate results.

Aftab et al. [14] proposed a macular edema detection method where candidate
detection is done by a filter bank. A basic exudate property was used for feature
extraction and Gaussian mixture model for classification.

Ruba et al. [15] have explained an exudate detection technique where initially
image resizing is done and filtered by the median filter. SVM is the classifier
that performs exudate, non-exudate classification. Exudate segmentation is done
by thresholding and morphological operations.

Sánchez et al. [16] proposed an exudate detection algorithm in which mixture
models are used to differentiate exudates and background. Method of edge detection
separates hard exudates and cotton wool spots and other artefacts. Sensitivity of
100% and specificity of 90% were obtained.

Eadgahi et al. [17] explained an exudates detectionmethod inwhich initially retina
image preprocessing is done. Blood vessel and optic disk are removed. Segmenta-
tion of Hard Exudates was done by a mixture of morphological and reconstruction
operations. The experiment was conducted on the DIARETDB1 dataset and 78.28%
sensitivity was obtained.

Carrera et al. [18] developed an exudate detection approach, where an image
processing method separates blood vessels, hard exudates, and microaneurysms
for extracting features which can be used by support vector machine to find out
retinopathy grade. The sensitivity obtained is 95%

The already existing exudate detection techniques have performances at the same
time they all have drawbacks too. There are many factors like the properties of the
device used for taking the image, image modality, contrast difference, illumination,
the noises and artefacts also affect accurate detection. In the case of exudates which
are in different shapes and scattered everywhere adversely affects the difficulty of
detection.

The method proposed in this paper is based on Deep Convolutional Neural
Network. In this case, after reading the image it is initially resized. As higher capacity
machine needed for processing, original image of size 1500× 1152 is resized to 224
× 224. The preprocessed image is put to a Deep CNN network which is having
several hidden layers for training and classification which automatically uses the
relevant features for classifying images with exudates and images without exudates.
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3 Methodology

The Hard Exudates detection steps used in the proposed method are shown in Fig. 2.
To detect Hard Exudates original image is resized as in the case of bigger sized
images at the time of processing much computational time and training time are
required. The images in the dataset are of size 1500 X 1152 are resized into 224 X
224. The next step is training performed by using Deep CNN on 60% of images from
the DIARETDB1 dataset [19]. Classification of images with exudates and without
exudates is done using Deep CNN.

Fig. 2 Exudates detection
Input Image 

Image Resizing 

Deep CNN Training  

Classification using Deep CNN 

Non 
Exudates 

Exudates 
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Fig. 3 a Image from
database. b Resized Image

3.1 Image Resizing

The image used for processing and classification is taken from the standard DIARET
DB1 dataset in which the size of the image is 1500 × 1152 and to process it high
capacity machines are needed. So the original image is resized to 224 × 224 for
processing. Figure 3a shows an image from the database and Fig. 3b shows resized
image.

3.2 Deep CNN Training

Convolutional neural networks use convolution in place of multiplication of matrix.
The operation convolution has a linear form. The number of fully connected layers
or hidden layers is more in number in Deep CNN and this helps for feature extraction
on its own. For image classification, Deep CNN is used. The network is trained using
images with exudates and not with exudates. The Deep CNN architecture used in
the proposed method is given in Fig. 4 and the Deep CNN training model is shown
in Fig. 5.

Fig. 4 Deep CNN architecture used in the proposed method
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Fig. 5 Deep CNN training model

3.3 Classification Using Deep CNN

Deep CNN uses the deep learning method where the relevant features are identified
by the network itself at the time of training and based on the obtained relevant features
classification is performed.

4 Details of Experiments

For conducting experiments, the standard DIARETDB1 dataset which contains 89
images is taken. From the dataset, 60% of images were taken for training purposes.

5 Results Obtained

The accuracy obtained for the exudate detection system is measured by finding out
sensitivity, specificity, etc. The performances of the developed method are given in
Table 1.

The obtained sensitivity is 100%, specificity obtained is 97.87% and accuracy is
98.88%.

Figures 6 and 7 give evaluation measure as graph and bar chart. Figure 8 shows
the CNN Confusion matrix.
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Table 1 Performance of the
Proposed System

Sensitivity 100%

Specificity 97.87%

Accuracy 98.88%

Error rate 1.1%

Precision 97.67

False positive rate 2.1%

Fig. 6 Deep CNN Based Evaluation

Fig. 7 Evaluation chart
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Fig. 8 CNN Confusion
matrix

Table 2 Comparison table
showing result obtained and
result predicted

Images Obtained class Predicted class

32 No exudates No exudates

39 No exudates No exudates

41 No exudates No exudates

68 Exudates No exudates

1 Exudates Exudates

15 Exudates Exudates

19 Exudates Exudates

27 Exudates Exudates

Table 3 Performance
comparisons of the proposed
system and other systems

Different algorithms Sensitivity% Specificity%

Walter et al. [5] 92.8% –

Doaa et al. [6] 80% 100%

Welfer et al. [7] 70.48% 98.84

Proposed method 100 97.87%

Table 2 shows the comparison table which shows the result obtained and result
predicted and Table 3 shows comparisons of the proposed method and other methods
by exudate detection for classifying diabetic retinopathy.

6 Conclusions and Future Work

The paper presented an automatic Hard Exudate detection technique. In this work
as an initial step image resizing is done as a preprocessing step. The proposed paper
givesHard Exudate detection approachwhich is developed by using theDeepConvo-
lutional Neural Network classifier. For performing experiments publicly available
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DIARETDB1 dataset was used. The system gives accurate results compared to the
available methods. As a future work, an ensemble method is suggested.
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Transparent Decision Support System
for Breast Cancer (TDSSBC)
to Determine the Risk Factor

Akhil Kumar Das, Saroj Kr. Biswas, and Ardhendu Mandal

1 Introduction

Breast cancer is a casual malignant growth for ladies; however, seldom in man. BC
happens because some breast cells begin to develop strangely. These unusual cells
spread through our breast or other organs of the body that are uncontrolled. Every
year countless Breast Cancer (BC) patients have passed away across the entire world.
After skin malignant growth, breast cancer might be a very normal disease in ladies.
Breast cancer has expanded step by step across the entire world since 2000 [1].
As indicated by the World Health Organization (WHO), it ‘is seen that 2.1 million
ladies are affected every year and 627,000 ladies passed away since 2018. It is around
15% of the deaths among the ladies related to the disease [2]. As per the Centers
for Disease Control and Prevention’s (CDC’s) board, roughly 2,50,000 people have
been determined to have breast malignancy disease inside the U.S. Roughly 2300
men and 42,000 ladies have passed away from breast cancer disease every year in
the U.S. [3]. As indicated by the Indian Council for Medical Research, 1,50,000 are
influenced in breast malignant growth consistently in India, of which 70,000 have
passed away. Therefore, breast malignancy is the more dangerous disease in the
world. Neural networks can be a computational method in different fields of science,
medical and engineering applications. The neural network is used to determine a
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variety of difficulties, including pattern categorization, clinical diagnosis, and more
[4].

This paper has discussed a clinical expert system named Transparent Decision
Support System forBreastCancer (TDSSBC),which created rules that can be utilized
inNeural Network. TheTDSSBC tunes and prunes the principles to helpwith settling
on a decision support system. The proposedmodel is an expansion of the Transparent
Neural Expert System for Breast Cancer (TNESBC) [5]. The proposed TDSSBC
embraces thewhite-boxNNmethodwhich is named as “Rule Extraction fromNeural
Network (NN) applying Classified and Misclassified data” (RxNCM) [6] for rule
extraction from the breast cancer dataset. During this framework, the created rules
are reasonable from neural networks (NN) for the risk factor of the decision of
breast cancer. The dataset has been utilized to check the exhibition of the framework.
TenfoldCross-Validation is utilized to contrast the performance of the framework and
the contrary two leaving frameworks (RxNCM and RxREN [7]). The examination
has shaped utilizing tenfold Cross-Validation (CV) accuracy, average (Avg) recall
rate, average number (AvgNo) of antecedents(Ancent) for each standard rule, and
average(Avg) false-positive rate.

2 Background Technology and Basics

2.1 Breast Cancer

Cancer refers to a minimum one lethal disorder that is characterized through the
enlargement of unusual cells in the organs. Cancer cells are unsuppressed and destroy
the conventional body tissue. breast cancer might be a typical malignancy among
ladies, however infrequently in men. Breast cancer is one of the deadly diseases on
which cells in the breast are abnormally developed inside the breast. BC have diverse
sort that relies upon which cells inside the breast end up having malignant growth.
BC have distinct kind that relies upon on which cells in the breast develop to be
most cancers. BC begins at any portion of the breast. Normally, breast cancer has 3
primary parts. These are lobules, channels, and connective tissues.

A breast lobule can be a gland. It producesmilk. The duct can be a skinny tube that
consists of milk from the breast lobules to the nipple. The connective tissue is fabri-
cated from fibrous and fatty tissue that surrounds the lobules and ducts. Normally,
BC begins in the ducts channel or lobules. From that point, it ‘is spread externally to
the breast inside the body [8]. If breast disease is distinguished quickly, it ‘is restored
before malignant growth starts spreading to different pieces of the body. In any case,
regularly, as a rule, breast malignant growth is found at higher stages. Subsequently,
it ‘is difficult to fix breast disease.
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2.2 Causes of Breast Cancer

Breast cancer occurs while breast cells start to develop strangely. These cells are
spreading through the breast or different sections of the body that are uncontrolled
cells. Typically, breast cancer begins with cells that are delivering milk, i.e. ducts.
BC likewise begins inside the glandular tissue, for example, lobules. There is a lot of
justification reason for breast cancer. There are two kinds of dangerous risk factors
for breast cancer such as changeable risk factors and unchangeable risk factors [2].

Hazard factors like getting more seasoned, hereditary transformation, reproduc-
tive history, thick breasts, personal history, family history, and so forth cannot
be changed. Some dangerous factors like weight, actual work, liquor utilization,
smoking cigarettes, and so forth [2] may be controlled. Hence, the dangerous risk
of breast cancer explodes with age. Be that as it may, the danger of bosom disease
goes up with age. In this way, breast cancer may be controlled somewhat on the off
chance that we have controlled the opportunity of breast malignancy in regular daily
existence that is expanded the opportunity of breast cancer disease.

2.3 Neural Network in Breast Cancer

Currently, Neural Networks are often treated collectively of the simplest
Machine Learning (ML) method. Neural Network is one of the procedure tech-
niques that rely on the structure and biological NN [9].

NN is a serious application as a decision-support method to look out for disease
in our life. Within the NN, information is moving through the network that ‘is
suffering from the architecture of the NN. NN is that the potential to change the
input. Hence, the network generates produces the simplest result while not output
condition. It is treated collectively as the simplestmachine learning approach because
of its universal property. However, the most drawback of NN for taking decisions is
their lack of rules and rationalization capability as a result of ANN could be a piece
of recording equipment in nature. This recording equipment nature of NN hinders
them in several processing tasks.

The proposed systemmay be a clinical expert system namedTransparent Decision
Support System for Breast Cancer (TDSSBC). This method has been extracted the
rules utilizing the neural network for breast cancer as a result of neural networks has
more powerful classifiers. The TDSSBC takes in the white-box NNmethod which is
named “RuleExtraction fromNeuralNetwork (NN) applyingClassified andMisclas-
sified data” (RxNCM) for rule extraction from the BC dataset. These evaluated rules
have been modified and pruned to help in making a decision support system.
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3 Literature Survey

Nowadays, a large number of research works have been finished for the identity of
the fundamental risk factor of BC along with the prevention of BC applying artificial
neural networks (ANN). Jaikrishnan et al. [2] have discussed amethod for the preven-
tion of BC utilizing AI. During this characterization method, the accuracy of BC is
expanded. In this method, 6 machine learning techniques are explained like Deci-
sionTree (DT),K-NearestNeighbors (KNN),GaussianNaïveBayes (GNB), Support
Vector Machine (SVM), Random Forest, and Multilayered Perceptron. Here, they
have explained their accuracy. This method is employed the k-fold Cross-Validation
(CV) technique for disposing of the bias. Singha et al. [9] have been explained a
method for the earliest prediction of BC. They have utilized the data from the UCI
machine learning repository for examined and evaluate the accuracy is ninety eight
percent with an occasional error rate. It is completed utilized machine learning tech-
nique with facilitate of a synthetic Neural Network (NN). Azmi et al. [10] have
proposed a new method that classifies the Disease of BC by applying the Neural
Network (NN). This approach is economical and easy to address the system. They
have been utilized the breast cancer datasets, which have been occupied from UCI
machine learning Repository. They have been applied the 70:30 segment for training
and evaluating the method. It consists of 2 stages. The input dataset has trained
utilized the feed-forward rules in the first stage. The second stage is Neural Network
(NN). This method has been applied to categories BC data. Polat et al. [11] have
been started a hybrid technique for the recognition of BC dependent on routine
blood examination. It is seen that this method is a standardization method. The cate-
gory accuracy of this approach is 91.37%. Addeh et al. [12] have proposed a shrewd
strategy for the location of BC utilizing a Neural Network (NN). The started model
comprises 2 sub-modules such as the clustering module and the classifier module.
In the clustering module, the input dataset that has been clustered is utilized in the
new approach. It ‘is anything but an adjusted colonialist serious calculation (MICA)
and also K-means method. In this classifier, designs are resolved to utilize a neural
network (NN). Sharma et al. [13] analyzed the distinct machine learning (ML) tech-
nique for BC prediction like Random Forest, k-Nearest Neighbor and Naïve Bayes.
They have observed that every calculation has acquired over ninety-four percent
accuracy yet k-NN is the highest accuracy 95.90%. This work has addressed the
major risk factors of the BC system through a pedagogical approach.

4 The Proposed Transparent Decision Support System
for Breast Cancer

The proposed model is an expansion of the Transparent Neural Expert System for
Breast Cancer (TNESBC) [5]. TheTDSSBCbrings up thewhiteBoxNeuralNetwork
system which is named “Rule Extraction from Neural Network applying Classified
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Fig. 1 Layout diagram of TDSSBC system

and Misclassified data” (RxNCM) [6] for rule extraction from the breast cancer
dataset. The proposed expert system, TDSSBC, creates IF-THEN-based rules by
applying ANN. These rules have been utilized to determine the major feature risk
factors of breast cancer. The proposed expert system obeys a pedagogical rule extrac-
tion technique. The TDSSBC were utilized each well classified and misclassified
style to evaluate the data ranges [6]. The format diagram of TDSSBC is proven
in Fig. 1. TDSSBC has seven phases. These are Data-representation/Preprocessing,
Optimal Architecture Selection for Network Training (NT), Data-RangeCalculation,
Rule Pruning, Initial Rule Generation, Rule Updating and Network pruning. A short
discussion of all of the segments is given below.

4.1 Data Representation/Pre-processing

Raw data comprise various text and images. It further includes missing values and
symbolics as components. Before the training, all missing values are removed and
mixed data are converted to numeric values [4]. This altered data set aptly fits as
input for Neural Network (NN).
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4.2 Data Optimal Architecture Selection for Network
Training

Here, the neural network is trained using a Back Propagation (BP) learning strategy
with h numbers of hidden neurons and a single hidden layer. The hidden neurons have
been selected based on the mean square error of the neural system. This architecture
ranges from l+ 1− 2*l neurons, which are hidden [14]. Here, l specifies the number
of these input neurons. The least mean square error has been considered for similar
processing.

4.3 Network Pruning

A neural network having impertinent information may lead to the diminution of
system accuracy. TheNeural Network (NN) has been pruned by searching significant
input neurons. With every iteration of the Neural Network system, error generated
by the input is noted. Subsequently, the input is removed and the mean square error is
calculated to achieve the desired outcome. The input having the least calculated error
is judged as significant input and the insignificant inputs are eventually removed after
each iteration. Here, the sequential floating search mechanism has been applied to
the pruned neural network.

4.4 Data-Range Calculation

For each significant input neuron, the data ranges have been evaluated by taking rele-
vant input attributes. The functionality of the significant input neurons is computed
using misclassified and correctly classified patterns. Here, the misclassified rate of a
particular neuron is evaluated by clearing this neuron and also searching the misclas-
sified styles. Determine correctly classified percentage by searching correctly clas-
sified styles utilizing only that neuron. The data range matrix also computes using
a combination of the above patterns. The range of data is established utilizing the
upper as well as lower limits of the patterns. Here, ATJ is an attribute in class CM,
MINIMUMJM is the lower range, represented byXJM andMAXIMUMJM is the upper
range represented by YJM. Therefore, data range of the attribute ATJ is [XJM–YJM].
In the data matrix, rows indicate the attributes. Here the columns indicate the targets
as shown in Fig. 2.
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C1 CM CK 

   AT1 [X11 - Y11] [X1M - Y1M]  [X1K - Y1K]

..

  ATJ [XJ1 – YJ1] [XJM – YJM] [XJK – YJK]

. .  . . 

   ATL [XL1 – YL1]  [XLM – YLM]  [XLK – YLK] 

Fig. 2 Data range matrix

4.5 Initial Rule Generation

Here, classification rules have been generated for each class using the above matrix.
The classification rules are constructed with help of lower and upper limits as given
below.

4.6 Rule Pruning

These rules may contain certain insignificant attributes. All rules have been pruned
to eliminate insignificant attributes in this section. After removing the insignificant
attributes from the rules, the rule sets are updated. Then the classification accuracy
of the set is measured.

4.7 Rule Updating

After pruning the modified rule-set is examined. The newly updated rules are used
to overcome inherent overlapping problems existing in the rule-set. The coinciding
values in the lower and upper range of the attribute set are identified for each class
and subsequently, the rule-set is updated. Based on the result, the class is modified
accordingly. This process is repeated for each attribute.
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4.8 Final Optimal Rule Set

Finally, these rule-sets are generated inside the shape of IF-THEN propositional
clauses. These rule-sets are utilized the identitication of major risks that prevail in
BC.

5 Results and Discussion

Here, the dataset of the BC has been taken from the UCI repository that has been
utilized in the test. Six hundred eighty three records have been utilized on this dataset.
The dataset comprises 9 attributes and 2 classes.

The outcomes are decided by the usage of tenfold Cross-Validation (CV) to
decrease the unfairness associatedwith random sampling. The overall performance is
determined towards the subsequent condition: ten-fold CV accuracy, average (Avg)
true positive (TP) rate, average number (AgvNo) of antecedents (Ancet) in keeping
for each rule, the average (Avg) false positive (FP) rate.

Two existing rule extraction models based on pedagogical technique, i.e. RxNCM
[6] and RxREN [7] are utilized to examine the overall performance of the suggested
TDSSBC model which is also an example of a pedagogical technique based rule
extraction algorithm.

Table 1 shows the generated rules using the pedagogical technique based rule
extraction models, i.e. RxREN, RxNCM and TDSSBC respectively. It represents IF-
THEN propositional clauses. It is used only onefold for the superior understanding.

Here, the average no (AvgNo) of the rule antecedents (Avg Antec) is two
antecedents for each rule in TDSSBC, 2 for RxNCM. The average no (AvgNo)
of these rule antecedents (Avg Antec) is three antecedents in step with a rule for the
RxREN. TDSSBC and RxNCM are the equal end result, i.e., two. Therefore, it has
concluded that TDSSBC is a higher neighborhood apprehensibility than RxREN due
to the fact much less range of rule antecedents (Ancet) on common. The regulations
(rules) are proven in Table 1 similar to the fold that generates the best accuracy for
the related model. In this fold, the TDSSBC indicates that the Major Factors for
breast cancer are Bare_Nuclei > 4.0 and Cell_Size_Uniformity > 5.0.

Table 1 Rules produced for Breast Cancer (BC) from dataset

RxREN RxNCM TDSSBC

if (Cell_Size_Uniformity < =
4.0 and Bare_Nuclei < = 5.0
and Normal_Nucleoli < = 6.0)
then class = “benign”
else:
class = “malignant”

if (Bare_Nuclei < = 4.0 and
Cell_Size_Uniformity < =
5.0) then class = “benign”
else:
class = “malignant”

if ( Bare_Nuclei < = 4.0 and
Cell_Size_Uniformity < =
5.0) then class = “benign”
else:
class = “malignant”
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Table 2 Comparison of
results for BC Dataset

Criteria RxREN RxNCM TDSSBC

Accuracy 91.730% 93.160% 93.160%

Avg Antec 3 2 2

Recall 0.90670 0.91830 0.91830

FP rate 0.02540 0.02670 0.02670

Table 2 indicates the overall performance assessment of TDSSBCwith two exiting
models RxREN and RxNCM. In Table 2, it ‘is determined that the TDSSBC plays
higher than RxREN; however, tit is identical to RxNCM in all mechanisms for the
dataset of BC. The TDSSBC has 93.160% accuracy while RxREN receives 91.730%
accuracy and RxNCM has 93.160%. The recall, as well as True Positive (FP) rates
of TDSSBC, is higher than RxREN however identical to RxNCM. TDSSBC has a
recall value of 0.9183 while the recall of RxNCM and RxREN are 0.9183 and 0.9067
accordingly. TDSSBC is an FT rate value of 0.0267 while the recall of RxNCM and
RxREN are 0.0267 and 0.0254 accordingly.

Therefore, it has been found thatTDSSBCplays a touchbit higher than theRxREN
model for breast cancer dataset however it is identical to RxNCM. The experimental
outcomes have a look at that the TDSSBC set of rules is extra essential than RxREN.
So, the TDSSBC method is an extra suitable preference for this machine if thinking
about all measures. The system has a very slight computational overhead but it
produces more accuracy and without difficulty understandable rules.

6 Conclusion

Currently, neural networks systems have achieved a tremendous result because of
their widespread estimation property. Themain focus is to improve the forecast accu-
racy of the method. This paper has discussed an expert system named Transparent
Decision Support System for Breast Cancer (TDSSBC) to publish the major Risk
Factors of breast cancer. The TDSSBC system used the pedagogical rule extraction
process that are generated transparent rules. The performance comparison is observed
between TDSSBC and two exiting models RxREN and RxNCM. It has been shown
that TDSSBC plays barely higher than RxREN; however, it is equal to RxNCM.
Hence, the TDSSBC choice gadget is in shape for most breast cancer management.
The comparison is utilizes the tenfold CV. The comparison utilized tenfold CV exact-
ness, average number (AvgNo) of antecedents (Antec) for each rule, average (Avg)
recall rate, and average false positive (Age) rate. The propositional rules generated
by the TDSSBC are tightly packed and comprehensible. Therefore, the IF-THEN
propositional policies generated via TDSSBC are clean to give an explanation for
and recognize the breast cancer. So, TDSSBCmedical expert system will be suitable
for most breast cancers management. Therefore, it could be utilized as a decision
system for breast cancer in the medical sector.
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Deep-Learning-based Malicious Android
Application Detection

Vikas K. Malviya and Atul Gupta

1 Introduction

Android is an operating system developed by Google. It is designed mainly for
touchscreen devices such as smartphones and tablets. It is based on the Linux kernel.
Java language is primarily used to write Android applications even though the use of
other languages is also possible. These applications run on Dalvik virtual machine or
Android Run Time (ART). Applications are installed from a single file with the.apk
(Android Application Package) file extension. It is the file format used to distribute
and install Android applications on the Android operating system.

Android is a privilege-separated operating system. Each app has a unique Linux
user ID. It is based on Linux, which helps in isolating applications from each other.
An additional permission mechanism is used to enforce restrictions on operations. In
this way, Android security architecture ensures that no application has permission to
impact other applications, operating system, or user (which includes users’ private
data such as contacts and e-mails).

TheAndroid security system has twomain components. These are theApplication
Sandbox and Permission models. Android sets up a kernel-level application sandbox
that enforces security between applications and the system. Due to this, Android
applications cannot interact with each other and have limited access to the oper-
ating system. This kernel-level sandbox extends to native code and operating system
applications. Application sandbox enforces restrictions on applications to interact
with each other and access a limited range of system resources. These restrictions
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are imposed through a security mechanism known as permissions. In this model, an
application has to define permissions which it needs in its manifest file.

We reviewed various approaches proposed by researchers and found that permis-
sions alone are not sufficient to detect malicious intentions of Android applica-
tions. We also found that opcodes can be a good candidate for this cause. In this
work, analysis of maliciousness detection capability of opcodes is performed with
different exercises, and then we performed classification of Android apps using
opcode sequences. We used LSTM (Long Short-Term Memory) Networks to detect
maliciousness of Android apps.

The rest of the paper is organized as follows. A Review of previous approaches
is given in Sect. 2. Section 3 provides details of different exercises and their results.
Finally, conclusions from the various exercises are summarized in Sect. 4.

2 Literature Review

Talha et al. [1], Sun et al. [2], andMahindru and Singh [3] used permissions requested
by the application as a feature in theirwork. Talha et al. [1] andSun et al. [2] developed
an Android malware detection system using machine learning classification named
APK Auditor and SIGPID. Bezobrazov et al. [4] also used permissions required by
the application in their proposed artificial immune system for Android. Sokolova
et al. [5] analyzed co-required permissions by modeling them with graphs and cate-
gory patterns. Xiong et al. [6] identified contrasting permission patterns that can
differentiate between malware and clean applications and used them to develop a
framework to detect malware. Wang et al. [7] explored risks associated with the
permissions required by the Android apps.

Yerima et al. [8], McWilliams et al. [9], and Yerima et al. [10] combined API
calls, system commands, and permissions requested by the app as features in their
work. Peiravian and Zhu [11] also combined permissions and API calls to develop
a framework for detecting malicious Android apps. Zeng et al. [12] identified the
relationship between permissions and API calls and used it to detect malware. Chan
and Song [13] compared the classification performance of permissions with the
combination of permissions and API calls. Cen et al. [14] combined Android API
calls and permissions to develop a probabilistic discriminativemodel. Qiao et al. [15]
detected malware with the combination of patterns of Permissions and API Function
calls. Tao et al. [16] used a combination of permission and APIs calls to develop a
malware detection system, namely MalPat. Onwuzurike et al. [17] used a call graph
created with API calls to detect malware.

Sahs and Khan [18] combined standard Android permissions, user-defined
permissions, and a control flow graph generated by raw bytecodes of the methods to
detect malware. Canfora et al. [19] proposed a classifier for malicious app detection
using occurrences of a specific subset of system calls, a weighted sum of a subset of
permissions that the application required, and a set of combinations of permissions.
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Aung and Zaw [20] developed a framework for classifying Android applications
using features from permissions requested by applications and events obtained from
the applications. Yuan et al. [21] proposed a deep-learning-based method combining
static and dynamic analysis of Android app for malware detection. Permissions
required by the app and sensitive APIs are the features in the static analysis, and
the dynamic behavior of the application was considered as features in dynamic anal-
ysis. Idrees and Rajarajan [22] combined permissions with intents in the detection of
malicious Android apps. Feldman et al. [23] developed a system named analyzer to
detect malicious apps using permission requests, high priority receivers, low version
number and abuse services. Su and Fung [24] used permissions, sensitive functions
applied by the app, native permissions, and intent priority for static analysis to detect
malicious apps. Kang et al. [25] proposed an n-opcode-based Android malware clas-
sification approach. Their approach provides automated feature discovery, which
makes it different from other works. Wang et al. [26] proposed an approach that
uses an ensemble of multiple classifiers to detect Android malware. The feature set
for this work consists of requested permissions, filtered intents, restricted API calls,
code-related information, used permissions, hardware features, and suspicious API
calls. Milosevic et al. [27] used permissions and source code-based features sepa-
rately for the detection of Android Malware. Yang et al. [28] developed a dynamic
behavior analysis framework that inspects and records API calls, permission frame-
work, and runtime features of Android applications. Narayanan et al. [29] developed
a framework named MKLDroid, which uses a graph kernel to extract information
from applications dependency graphs and detect malicious code in different feature
sets. Li et al. [30] implemented a clustering system for Androidmalware. The authors
removed third-party libraries from applications and then created fingerprints of the
application by feature hashing. Shen et al. [31] used N-gram analysis of information
flow for the detection of malicious Android applications. Martinelli et al. [32] devel-
oped a framework that combines static and dynamic analysis ofAndroid applications.
Static analysis is performedwith N-gram analysis. Dynamic analysis is donewith the
combination of device, user, and application behaviour monitoring. Zhu et al. [33]
proposed a deep learning-basedmalware detection approach. It detectsmaliciousness
by abnormal use of sensitive data by applications.Varsha et al. [34] combined features
from hardware, permission, application components, filtered intents, opcodes and
strings to detect malicious Android applications.

From this review, we found that permissions alone are not sufficient for under-
standing application behaviour. The authors combined permissions with other
attributes. We found that API calls and intents are major features combined with
permissions to detect malicious Android apps. We also found that standard built-in
permissions are used by authors as features in their work. The use of developer-
defined (nonstandard) permissions is minimal. Opcodes and Java codes are not used
much. Opcodes are one such candidate that can be used to identify maliciousness as
they show a sequence of operations. Opcode-based techniques have the advantage
of learning features from raw data rather than identifying features manually. In other
approaches, feature identification and feature selection are needed to find the most
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effective features. As a result of this scope of machine learning algorithms is limited
as some useful features get excluded. It is not the case with opcodes as a sequence
of opcodes can indicate the maliciousness of Android applications.

3 Overview of Exercises

We tried to identify the role of opcodes in detecting malicious Android apps. First,
we tried to find the role of specific opcode frequency in detecting malicious and
benign Android apps. Next, we analyzed opcode sequences frequency to find their
role in detecting malicious and benign Android applications. Then we tried to detect
maliciousness using opcode sequences using LSTM (Long Short-Term Memory)
Networks. We found malicious opcode sequences by comparing opcode sequences
frommalicious andbenign applications.Opcodes appearing inmalicious applications
but not in benign applications are considered as malicious opcodes.

We used Apktool [35] for reverse engineering apk files of Android apps. Apktool
not only unzips files but also converts dex files to smali. These smali files are classes
in Android source codes. Each smali file belongs to a class, and it contains opcode
sequences of all the methods in that class. We extracted opcodes from these smali
files for our analysis. The procedure used for extraction is shown in Fig. 1. Since we
have many apps, it was not possible to process each apk file manually. So we wrote
a utility in Java for processing bulk apk files. Using this utility, we first extracted all
small files. Then we extracted opcode sequences from all the classes of apk files and
stored them for further analysis.We performed these exercises with 14,856malicious
apps from virusshare (https://virusshare.com) and 5856 benign apps from playdrone
crawler (https://github.com/nviennot/playdrone).

Fig. 1 Extraction procedure of opcodes from smali files

https://virusshare.com
https://github.com/nviennot/playdrone
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3.1 Analysis of Opcode Occurring Frequency

This exercise is intended to find opcodes that are frequently occurring in malicious
apps. We were also interested in comparing the opcodes and their frequency of
appearing in both types of apps, so we calculated the number of times a particular
opcode is occurring in both types of apps. We obtained a list of opcodes from Refer-
ence [36] and Android project website [37] and calculated the count of occurring
from smali files. The results are shown in Table 1.

The number of malicious and benign Android applications used in this exercise is
not the same, so we calculated the average count of occurrences for comparing them
with each other. As shown in Table 1, the frequency of opcodes in malicious and
benign apps is almost the same. So, differentiating based only on opcodes frequency
is not the right solution. Another important observation we made from this study
is that the number of occurrences of a particular opcode in malicious apps is less
than its occurrence in benign apps. In our exercise, malicious apps are 14,856, while
benign apps are 5856, but still, counts are almost identical in both cases.

Table 1 A comparison of opcodes count in malicious and benign apps

Malicious Benign

Opcode Count Average Opcode Count Average

Invoke-virtual 160,950,812 10,834.79 Iget-object 137,636,662 23,515.58

Move-result-Object 110,177,887 7416.89 Invoke-virtual 123,900,423 21,168.7

iget-Object 93,639,040 6303.54 Move-result-Object 85,090,145 14,537.87

Const-string 61,925,438 4168.66 iget 64,342,899 10,993.15

Const/4 54,364,700 3659.69 Const/4 46,391,294 7926.07

Invoke-direct 53,619,129 3609.5 Const-string 42,738,305 7301.95

Invoke-static 52,589,324 3540.18 Invoke-direct 42,460,397 7254.47

Move-result 44,199,858 2975.42 Invoke-static 42,405,269 7245.05

New-instance 35,916,622 2417.81 Move-result 37,337,001 6379.12

Return-void 35,262,624 2373.79 Iput 33,102,885 5655.71

Goto 33,520,298 2256.50 return-Void 31,037,379 5302.82

If-eqz 31,423,962 2115.38 Goto 28,727,225 4908.12

const/16 29,304,931 1972.73 New-instance 27,222,577 4651.05

Iput-object 25,934,784 1745.86 If-eqz 25,856,637 4417.67

Iget 24,991,838 1682.39 Invoke-interface 21,314,868 3641.70
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3.2 Analysis of Opcode Sequences

This exercise is intended to find opcode sequences that are frequently occurring in
malicious apps. We were also interested in comparing opcode sequences and their
frequency of appearing in both types of apps. So, we calculated the number of times
a particular opcode sequence occurs in both types of apps. We calculated the count
of opcode sequences occurring from smali files. The results are shown in Tables 2
and 3.

We calculated average occurrences for opcodes sequences as the number of mali-
cious and benign Android applications used in these exercises are not the same. We
have also shown the top 30 sequences whose frequency of occurrence is very high
in Table 2. As shown in the table, opcodes’ frequency in malicious and benign apps
is almost the same. So, differentiating based only on opcodes sequences frequency
is not the right solution.

3.3 Classification of Android Applications Using LSTM

Classification of Android applications into malicious and benign is performed in this
work. We used LSTM networks for the classification of opcode sequences. The next
subsections describe details of the experiment.

Finding Malicious Opcode Sequences. We did this exercise to find malicious
opcode sequences frommalicious apps. We carried out this study, as shown in Fig. 2.
First, we used Apktool [35] to reverse engineer apk files. Each opcode sequence
represents a method in smali file. We performed this operation for both the malicious
and benign files and then compared these opcode sequences. We listed out those
opcodes sequences present in the malicious files but not in benign apk files. These
opcode sequences are considered as malicious opcode sequences in this work.

LSTM (Long Short-Term Memory) networks. LSTMs are a special kind of
RNN (Recurrent Neural Network). They are capable of learning long-term depen-
dencies. They were introduced by Hochreiter & Schmidhuber [38]. They are now
used on a large variety of problems. LSTMs are designed to overcome the long-term
dependency problem, which was the shortcoming of RNN. The recurrent neural
network is consisting of a chain of repeating neural network units. This repeating
unit in simple RNNs is a very simple function. LSTMs also consist of this structure,
but the repeating module has a different structure. Instead of having a single neural
network layer, there are four, interacting differently.

Experiment Execution. We conducted this experiment to detect malicious
Android applications using opcode sequences. Details of experiments are shown
in Fig. 3. It was tough to perform this experiment on a single computer, so we
deployed Spark’s cluster. We used Deeplearning4j [39] library for classification. It
is an open-source, distributed deep learning library written for Java and Scala. It can
be integrated with Hadoop and Spark.
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Table 2 Top 30 most frequently opcode sequences in benign apps

S.No Opcode Count Average

1 Iget-object,return-object 3,695,453 631.38

2 Invoke-direct,return-void 3,626,452 619.59

3 Invoke-virtual,move-result-object,return-object 1,626,034 277.81

4 Return-void 1,221,389 208.68

5 Iput-object,invoke-direct,return-void 1,147,452 196.05

6 Const/4,return 1,072,951 183.32

7 Iget,return 1,012,486 172.99

8 Iget-object,invoke-virtual,return-void 758,907 129.66

9 Iput-object,return-void 746,969 127.62

10 Check-cast,invoke-virtual,return-void 641,819 109.66

11 Invoke-static,return-void 592,379 101.21

12 Iget-boolean,return 517,029 88.34

13 Invoke-static,move-result,return 491,730 84.01

14 New-instance,invoke-direct,return-object 472,787 80.78

15 Invoke-static,move-result-object,return-object 457,969 78.25

16 Invoke-direct,iput-object,return-void 455,713 77.86

17 New-instance,invoke-direct,sput-object,return-void 411,283 70.27

18 Iget-object,invoke-virtual,move-result,return 376,663 64.35

19 Const/4,return-object 361,374 61.74

20 Iget-object,invoke-virtual,move-result-object,return-object 359,007 61.34

21 Iput-object,iput-object,invoke-direct,return-void 355,468 60.73

22 Sget-object,return-object 343,619 58.71

23 New-array,return-object 327,065 55.88

24 Iput-object,return-object 309,869 52.94

25 Invoke-virtual,return-void 302,827 51.74

26 Const/4,invoke-direct,return-void 272,434 46.55

27 Return-object 214,021 36.57

28 Iput,return-void 212,626 36.33

29 Check-cast,invoke-virtual,move-result,return 205,347 35.08

30 Iget-object,invoke-interface,return-void 205,142 35.05

The results of the classification experiment and their comparison with other
approaches are shown in Table 4. It is clear from the table that our approach is also
achieving the same F1-score as the other approach. Our approach has the benefit of
automated feature identification as it is based on deep learning.
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Table 3 Top 30 most frequently opcode sequences in malicious apps

S.No Opcode Count Average

1 Invoke-direct,return-void 2,135,251 266.91

2 Iget-object,return-object 2,059,940 257.49

3 Iput-object,invoke-direct,return-void 1,086,247 135.78

4 Iput-object,return-void 798,956 99.87

5 Return-void 770,502 96.31

6 Iget,return 495,805 61.98

7 Const/4,return 412,605 51.58

8 Invoke-virtual,move-result-object,return-object 341,386 42.67

9 Iget-object,invoke-virtual,return-void 323,198 40.40

10 Iget-boolean,return 285,005 35.63

11 Invoke-static,return-void 267,853 33.48

12 Sget-object,return-object 247,029 30.88

13 Check-cast,invoke-virtual,return-void 245,484 30.69

14 Invoke-static,move-result-object,return-object 228,242 28.53

15 Invoke-static,move-result,return 218,860 27.36

16 Iput,return-void 215,076 26.88

17 Iput-object,iput-object,invoke-direct,return-void 199,966 25.00

18 Const/4,return-object 199,614 24.95

19 Invoke-direct,iput-object,return-void 166,019 20.75

20 New-instance,invoke-direct,return-object 165,179 20.65

21 Invoke-virtual,return-void 160,013 20.00

22 Iget-object,invoke-virtual,move-result,return 147,488 18.44

23 Const/4,invoke-direct,return-void 138,106 17.26

24 Check-cast,invoke-virtual,move-result,return 126,543 15.82

25 Iget-object,invoke-virtual,move-result-object,return-object 124,229 15.53

26 Sget-object,iget-object,invoke-interface,return-void 122,453 15.31

27 Iput-object,return-object 120,819 15.10

28 Iput-boolean,return-void 120,257 15.03

29 Invoke-super,return-void 110,195 13.77

30 New-instance,invoke-direct,sput-object,return-void 102,617 12.83

4 Conclusion

In this work, we tried to find possibilities for detection of malicious Android apps
using opcodes of applications. We collected malicious and benign applications from
different sources and reverse engineered them using apktool for obtaining opcodes
of applications. Since our database was huge, so we developed a software utility to
automate this process. We conducted three exercises for assessing possibilities. The
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Fig. 2 Steps for obtaining malicious opcodes

Fig. 3 Details of classification experiment

Table 4 Result of
comparison with other
approaches with opcode
sequence

Approach Classifier F1-score Accuracy

Varsha et al. [34] SVM 0.72 –

Our approach LSTM 0.72 0.99

first exercise is done to determine whether opcodes’ count is different in malicious
and benign apps.

We found that the number of occurrences of a particular opcode is less inmalicious
apps than in benign apps, and it’s not effective in identifying maliciousness alone.
The second exercise is done to find whether opcode sequences’ frequency can be a
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candidate for detecting malignancy. We found that this is also not effective in doing
this. Then we identifiedmalicious opcode sequences by finding opcodes present only
inmalicious apps.With thesemalicious and benign opcode sequences, we performed
a classification experiment with LSTM. We found that these opcode sequences are
verymuch effective in differentiatingmalicious apps frombenign apps. The results of
exercises done in thisworkwill help researchers focus intensely on opcode sequences
for detecting malicious Android applications.
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A New Adaptive Inertia Weight Based
Multi-objective Discrete Particle Swarm
Optimization Algorithm for Community
Detection

Ashutosh Tripathi, Mohona Ghosh, and Kusum Kumari Bharti

1 Introduction

Complex systems are present all around us. They can be seen in the social groups
of people, power distribution, neurons in the brain, bonds in chemicals and many
more fields. Researchers have shown keen interest in the study of complex networks
and their characteristics in recent years since many complex systems such as Online
Social Media,WorldWideWeb, etc. can be modeled as complex networks. There are
many characteristics of complex networkswhich can be studied to gain a better under-
standing of these networks. Some of these characteristics are centrality measures [1]
(between-ness, closeness, degree centralities), characteristic motifs [2], clusters and
communities, modularity, etc. A network can be modeled as a graph which is a set of
nodes and the corresponding edges which connect nodes with each other. The graphs
which consist of all the unique edges possible between the available set of nodes are
called complete graphs. However, in the real world, most of the networks are not
complete graphs. Moreover, the distribution of edges in the network is also non-
uniform. This uneven distribution gives rise to interesting modules in the networks
which are known as communities. Communities in a network are such partitions of
the network, where the number of connections (edges) between different partitions
is sparse as compared to the connections within the nodes of a single partition.
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A complex optimization problem may require optimization of more than one
objective function to reach near optimum solutions. Such problems are known as
multi-objective optimization problems as opposed to single-objective optimization
problems which require optimization of a single objective. In multi-objective opti-
mization problems, improving solutions based on one objective function may result
in the deterioration of other objective functions. In such cases, the concept of Pareto
dominant [3] sets is considered to find the best possible optimal solutions. A Pareto-
optimal set is a set of solutions in which no single solution is better or dominant than
any other solution in the set with respect to all the objective functions. Community
detection in complex networks can be formulated as a multi-objective discrete opti-
mization problem. Many network clustering and community detection techniques
have been developed in recent years to solve this problem. Nature-inspired opti-
mization algorithms are a class of optimization algorithms that take inspiration from
nature. Iteratively find better solutions to an optimization problem based on some
techniques which take inspiration from nature. Some examples of nature-inspired
optimization algorithms are Particle Swarm Optimization [4], Artificial Bee Colony
[5], Genetic Algorithm [6], etc.

Particle Swarm Optimization [4] (PSO) algorithm is a metaheuristic optimization
algorithm that works on the natural phenomenon of bird flocking. Each bird in a
flock takes the decision to move in a direction based on its own experience and
the experience of its neighbor while searching for a food source. The information
passing by birds is done by the loudness of their shrieking sound while they all
fly together forming beautiful patterns without colliding with each other. In PSO,
different particles are randomly generated in the search space of our problem at hand.
The particles update their position based on three factors, current position, the best-
known direction of a particle, and the best-known direction of a group These different
factors are given different weightages according to the problem. The particles update
their position based on three factors, current position, the best-known direction of a
particle, and the best-known direction of a group.

A complex optimization problem may require optimization of more than one
objective function to reach near-global optimum solutions. Such problems are known
as multi-objective optimization problems as opposed to single-objective optimiza-
tion problems which require optimization of a single objective function. Community
detection in complex networks can be formulated as a multi-objective discrete opti-
mization problem. With the use of intelligent inertia weight strategies, these algo-
rithms can be improvised to perform better by adjusting the step size of the flight of
the particle to a new position.

In this work, we present a new Adaptive Inertia Weight based MODPSO for
Community Detection. In [7], two objective functions have been taken for optimiza-
tion which are kernel k-means (KKM) and ratio cut (RC) which we consider for
our work as well. We evaluate different inertia weights techniques with MODPSO
[7] algorithm for community detection in complex networks. We show that while
adaptive inertia weight based MODPSO gives consistently the best results for all
benchmark datasets by maximizing the modularity of the real-world networks taken
in our analysis, the same uniformity in delivering the best results was not observed
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in others. The rest of the paper is presented as follows. In Sect. 2, we present some
of the earlier works mainly in the field of Discrete PSO and various inertia weight
techniques. In Sect. 3, we discuss our contribution to this work. In Sect. 4, an adap-
tive inertia weight based Multi-Objective Discrete Particle Swarm Optimization for
community detection in complex networks is presented. This section also mentions
other inertia weight techniques which are known to perform well with PSO. These
strategies have been compared with adaptive inertia based MODPSO, which is the
main objective of this study. In Sect. 5, we discuss the results obtained along with
their analysis. Finally, Sect. 6 concludes the paper with a discussion about future
work.

2 Related Work

PSO has emerged as one of the most popular nature inspired optimization algorithms
for solving continuous search space optimization problems. Researchers have made
further efforts to improvise the PSO for solving discrete search space optimiza-
tion problems too. These improvised algorithms can be termed as Discrete PSOs
(DPSOs). Kennedy and Eberhart in [8] presented Binary PSO (BPSO), which made
use of binary coding schemes. Sha and Hsu in [9] solved the job shop scheduling
problem using DPSO. In their work, they used space transformations to map
continuous search space to discrete search space. Newman [10] proposed a matrix
eigenvector-based solution for community detection. A Genetic Algorithm based
solution known as GA-Net was proposed by Pizzuti et al. [11] for social networks.
Bandyopadhyay et al. [12] proposed a multi-objective community detection algo-
rithm (AMOSA) for complex network using the simulated annealing method. Gupta
andKumar [13] proposed a rough set-based community detection algorithmknownas
LUAMCOM inwhich they used link upper approximationmethod alongwithmutual
link reciprocity threshold criteria to identify communities in complex networks.

Most of the algorithms in community detection work on the optimization of
network modularity. However, modularity-based approaches suffer from a drawback
of resolution limit as pointed out by Fortunato and Barthlemy [14]. In a network,
community structures smaller than a certain scale are not detected, depending upon
the network size and the interconnectedness of the network. Gong et al. [7] proposed
a decomposition-based multi-objective DPSO known as MODPSO for community
detection in complex networks. They worked on optimization of two different mutu-
ally competing objectives which are kernel k-means (KKM) and ratio cut (RC).
Thus, the problem of resolution limit can be overcome by using KKM and RC as
objectives for optimization instead of modularity. In MODPSO, the particles are
represented as a vector of node labels. Initialization of particles in the population
is done using the Label Propagation Algorithm. Population diversity is promoted
by choosing a random neighbor as the leader for the particle in place of gbest as
used in the conventional PSO algorithm. To further promote population diversity, a
turbulence operator is used. This turbulence operator mutates the particle positions
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by a small amount based on a small probability value which is simply a random
number. Any PSO algorithm updates the particle velocities based on current velocity
and best-known positions of the particle as well as the group. The current velocity
factor in the PSO velocity update helps in further exploration of the search space.
Factors of the best-known position of a particle and the best-known position of the
population as a whole help in the exploitation of the information known beforehand.
To balance exploration and exploitation, the different factors are multiplied by some
weights. This weight is called as inertia weight in a PSO.

In MODPSO, random inertia weights are used. However, some previous works
have illustrated that random inertia weight strategy may not always be the best
strategy to be used in a PSO algorithm. Researchers have explored a number of inertia
weight techniques in PSO which can very well be applied to Discrete PSO problems
with slight improvisations.Bansal et al. [15] in theirwork explored 15different inertia
weight techniques in their work. They tested their approach by applying different
inertiaweight techniques in complex optimization objective functions. In their results
summary, they present 4 such inertia weight techniques which perform best in their
results. These inertia weight techniques are chaotic inertia weight, random inertia
weight, constant inertia weight and linearly decreasing inertia weight. Li et al. [16]
applied adaptive inertia weight technique in discrete PSO in which they regulated
particle velocity according to the difference between the particle’s current position
and the global best position. They used various techniques to promote particle diver-
sity so that the objective function search space is thoroughly explored. Their results
clearly show that the DPSO-PDM algorithm presented by them performs better than
other discrete PSO algorithms like MOGA-Net, LPA, GA-Net, and CNM.

3 Our Contribution

A multi-objective community detection overcomes the resolution limit problem of
a modularity optimized community detection. In the velocity update equation of
any PSO-derived algorithm, it is important to choose inertia weight carefully as it
guides the particles while balancing the exploration and exploitation capability of
the algorithm. Thus, an inertia weight strategy that intelligently chooses the inertia
weight according to the position of the particle in the search space can help the particle
to reach the optimum position. Our contributions in this paper are as follows:

1. We present a new Adaptive Inertia Weight based Multi-Objective Discrete
Particle Swarm Optimization algorithm for community detection in complex
networks. We utilize the global best solutions to calculate particle diversity.
This particle diversity is utilized to calculate the inertia weight for the velocity
update rule. A low particle diversity indicates that the particle is close to the
global optimum solution. In such a case, the adaptive inertia weight reduces,
hence the particle’s inertial velocity component is reduced. Similarly, a high
particle diversity indicates that the particle is far away from the global optimum.
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In such a case, the particle’s inertial velocity is increased and the particle flies
with greater inertial velocity to explore the search space. Thus, adaptive inertia
weight strategy intelligently calculates the inertia weight balancing the explo-
ration of the search space and the exploitation of the information available about
it.

2. We study various inertia weight techniques such as chaotic, random, constant
and linearly decreasing inertia weights, which are known to perform better with
PSO [16], and apply them in the MODPSO algorithm.

3. We present a comparative analysis of these inertiaweight strategieswith our new
Adaptive Inertia Weight based MODPSO. Our analysis shows that an Adaptive
InertiaWeight basedMODPSOalgorithmdelivers consistently best results on all
the benchmark real-world datasets with maximum Q values of 0.457, 0.527728
and 0.60457 for Zachary’s Karate Club, Bottlenose Dolphins and American
College Football datasets, respectively. On the other hand, the same uniformity
in delivering the best modularity score values for all datasets is not observed
with the other inertia weight strategies evaluated in this work.

4. To the best of our knowledge, this work is the first attempt towards analyzing
the effect of adaptive inertia weight strategy in a multi-objective community
detection optimization problem.

4 An Adaptive Inertia Weight Based Multi-objective
Discrete Particle Swarm Optimization for Community
Detection in Complex Networks

In this section, we discuss MODPSO along with the concepts of modularity opti-
mization and multi-objective optimization techniques. Five different inertia weight
techniques are also explored which are as follows: chaotic inertia weight, random
inertia weight, constant inertia weight, linearly decreasing inertia weight.

4.1 Modularity

Modularity is an important network characteristic that helps in gaining information
regarding the network structure. It is defined as the difference between the fraction
of edges that fall within network clusters and the fraction of edges that could be
expected in a random network with the same number of nodes and edges as the
network under consideration. The former statement simply means that a network
with some clustered structures will have higher modularity than a random network
with the same number of nodes and edges.

Ameasure ofmodularity known asmodularity function or Q value ismentioned in
above cited works. The networks with better partitioning structures will have greater
modularity. Assume a network G(V,E) where V = {vi | i = 1,2,3,…,n} with n nodes
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is the vertex set of G and E = {ei | i = 1,2,3,…,m} with m edges is the edge set of
the network. The adjacency matrix Adj of the network G is a nxn matrix which can
be defined as

Adjij =
{
1, where node i connects withj
0, otherwise

(1)

For the network G the modularity Q if G is defined as

Q = 1

2m

∑
ij

Adjij − kikj
2m

× δ
(
Ci,Cj

)
(2)

Here, ki and kj are the degrees of node i and node j, respectively. δ
(
Ci,Cj

)
repre-

sents whether or not i and j are in the same community with a value 1 for the same
community and 0 for different communities.

In community detection problems, themodularity function is a very popular choice
for the objective function, since networks with higher modularity have more distinct
communities. However, modularity measure suffers from a problem of resolution
limit. According to the resolution limit, depending upon the network size and the
interconnectivity among the nodes, communities belowa certain size are not detected.
Due to this, a PSO algorithm may get stuck in a local optima and may not reach the
global optimum solution. The direct use of modularity measure as an objective func-
tion in a PSO algorithm should be avoided in favor of any better objective function. A
community detection can be framed as a multi-objective optimization using two such
optimization objectives other than modularity using which the community structure
of a network can be explained. These measures are kernel k-means and ratio cut.

4.2 Kernel K-Means (KKM) and Ratio Cut (RC)

In MODPSO algorithm, the objective of the algorithm is the minimization of KKM
and RC functions. For the graphG(V,E), with |V |= n nodes and |E|=m edges and the
adjacency matrix given as Aij, assume a partition of G into k clusters given as Ω¬ =
{c1, c2,…,ck}. ForV1,V2 ∈ Ω¬, L(V1, V2) = ∑

i∈V1,j∈V2

Aij and L
(
V1, V̄2

) = ∑
i∈V1,j∈V̄2

Aij

where V̄2 = Ω¬V2. The kernel k-means (KKM) for a network is given as

KKM = 2(n − k) −
k∑

i=1

L(Vi, Vi)

|Vi| (3)

The ratio cut for a network is defined as
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RC =
k∑

i=1

L
(
Vi, Vi

)
|Vi| (4)

These two functions follow opposite trends with respect to the number of commu-
nities. The KKM is a decreasing function of the number of network communities
whereas the opposite is true for RC. Thus, both these objectives conflict with each
other. We can consider the right operand of KKM as the sum of intracommunity link
densities. On the other hand, RC can be considered as the sum of inter-community
link densities. Minimization of KKM and RC ensures dense intracommunity link
densities and sparse intercommunity link densities. Due to this, the minimization of
these objectives can result in better community partitions.

4.3 Adaptive Inertia Weight Strategy Based Multi-objective
Discrete Particle Swarm Optimization Algorithm

The Particle Swarm Optimization algorithm is used for finding the optimal solution
of an objective function by defining multiple particles which move around the search
space of the objective function while sharing function information among them-
selves. A particle is an object which has a position in search space and respective
objective function evaluation at that position. The set of particles is termed as the
population. Particles are initializedwith some velocity, which results in the change of
particle position iteration after iteration. The velocity of the particles can be modified
according to the velocity update equation, which consists of a summation of three
factors in traditional PSO. The velocity update equation for a particle is given as

Vi = ωVi + rc1(pbesti − xi) + rc2(gbest − xi) (5)

Here Vi denotes the current particle velocity, pbesti denotes the best-known posi-
tion encountered by the particle i, and gbest denotes the best-known position encoun-
tered by the whole particle swarm till update. ω denotes the inertia weight of the
particle which is very important in deciding how much weightage to the current
velocity must be given in determining the updated velocity. The second term in
the update equation guides the particle towards the best-known particle position till
the time of update. Similarly, the third factor is used to guide the particle towards
the best-known position encountered by the swarm. Here, r is a random number
between 0 and 1. Whereas c1 and c2 are two constant values known as cognitive and
social components respectively, which help in the exploitation of the best-known
particle position and the best-known position of the particle swarm in guiding the
particle. The velocity guides the particle in its flight to reach the optimal solution.
Eventually, the particles should converge towards a single position which is called
the optimal solution. The discrete particle swarm optimization works on a similar
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concept, although it requires some adaptation in the definition of particle position
and particle velocity.

In a discrete PSO-based complex network community detection problem, a
particle is coded as a vector of nodes with the community label of the node as the
value at the position in the array corresponding to that node. A particle represents a
potential solution for the optimization problem. A change in particle position simply
means the change of community label for one or more nodes. It is represented as Xi=
{xi| i ε [1, n]}. Here, n is the total number of nodes in the network. If xi= xj, i and j
belong to the same community. The discrete velocity of a particle i is given as Vi=
{vi | i ε [1, n]}. It is binary-coded such that the value 0 shows that the community
label of the node in the particle should remain unchanged, and the value 1 shows
that the community label of the node may be changed. The update equation for the
discrete particle velocity is given as:

Vi = sig(ωVi + rc1(pbesti ⊕ xi) + rc2(gbest ⊕ xi)) (6)

Here ω, r, c1, c2, pbesti and gbest have their usual meanings as in the case of
conventional PSO. The ⊕ is defined as an XOR operator. Also, sig() is the sigmoid
function given by

sig(x) = 1

1 + ex
(7)

The sigmoid function is defined for the vectors in discrete PSO as

Yi = sig(Xi) =
{
yi = 1 if rand(0, 1) < sigmoid(xi)
yi = 0 if rand(0, 1) ≥ sigmoid(xi)

(8)

Here, Yi= (y1, y2,…,yn) and Xi= (x1, x2,…, xn).
We use the updated velocity after each iteration to update the particle position.

We define the discrete position update rule as

xti = xti ⊗ vt
i (9)

For X2 = X1⊗Vi, the updated position obtained by moving from X1 with velocity
Vi using operation ⊗ is given as

{
x2i = x1iif vi = 0

x2i = Nbestiif vi = 1
(10)

Here, Nbesti is the label identifier that is possessed by most of the neighbors of
node i in the network. Nbesti is calculated as

Nbesti = argmax
r

∑
j∈N

ϕ
(
xij, r

)
(11)
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where ϕ(i, j) = 1 if i = j and 0 otherwise.
To promote population diversity, theMODPSOalgorithmuses a random approach

to selectNbest, and particle mutation strategywith a small probability. Thus,Gbest is
replaced byNbest. The personal best of a particle is stored using the concept of Pareto
dominance in which a random solution out of a number of mutually non-dominating
multi-objective solutions is chosen.

In the next section, we have discussed different inertia weight strategies. One of
these strategies is adaptive inertiaweight.Using this strategy,wepropose anewAdap-
tive Inertia Weight based MODPSO algorithm. In adaptive inertia weight strategy,
we first calculate the particle diversity, which is defined as

Div(Xi) = Count
(
Pi,Pg

)
n

(12)

The particle diversity is the ratio of the number of community labels of the
nodes which are different between the current particle and the global best-positioned
particle. The inertia weight for a particle is given as

wi = wmin + (wmax − wmin).Div(Xi) (13)

In our algorithm, wemake onemore change, i.e., including the global best particle
position in the calculation of particle velocity. The particle velocity update equation
used in our algorithm is given by

Vi = sig(ωVi + rc1(pbesti ⊕ xi) + rc2(Nbest ⊕ xi) + rc3(Gbest ⊕ xi)) (14)

Usually, the values of c1 and c2 are taken as 1.494. In our algorithm, since we
need to accommodate for c3 too, we take c1, c2, c3 as 1.367, 1.367, and 0.31 to keep
the sum of constants with and without c3 almost equal.

4.4 Inertia Weight Strategies

Inertia weight is very important in guiding a particle with weightage to its current
velocity. Thus, it helps in more and more exploration of the particle in the search
space. In thiswork, we have applied different inertiaweight strategies inMODPSO to
examine howachange in inertiaweight strategy results in a change in the performance
of the algorithm.

Chaotic inertia weight strategy involves a chaotic random number in generating
the inertia weight for the current iteration. A random inertia weight strategy is a very
simple strategy involving a random number. A constant inertia weight technique
takes a constant value of inertia weight for all the iterations. The linearly decreasing
inertia weight technique takes larger inertia weights in the starting iterations. This is
done to ensure that enough search space is explored before convergence so that the
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possibility of local optima convergence is decreased. Gradually, the inertia weights
for further iterations are reduced following a linear function. Toward the end of the
algorithm, small inertia weights are taken to avoid major flights of the particles and
let them converge to an optimal position.

Adaptive inertia weight strategy, using which we have proposed our algorithm in
this work uses a diversity function in determining the inertia weight for a particle.
Unlike other inertia weight strategies discussed in this section before, the inertia
weight is different for each particle in each iteration. The inertia weight strategies
used and their equations are given below.

5 Experiments and Results

We used these inertia weight strategies as given in Table 1 with MODPSO. Three
popular undirected real-world labeled datasets were taken for the analysis. These
datasets are Zachary’s Karate Club dataset, Bottlenose dolphin dataset, and Amer-
ican college football dataset. The network diagrams of the datasets [16] are shown
in Figs. 1, 2, and 3. Table 2 mentions the structure of these datasets. Normalized
Mutual Information (NMI) metric is used to calculate how well the network labels
are assigned by the algorithm as compared to the true labels of the nodes. For a
network with two partitions A and B, let an element Cij of the confusion matrix C

Table 1 Different inertia
weight strategies used in this
paper

Name of inertia weight Formula

Chaotic z = 4 × z × (1 − z)

w = (w1 − w2)× MAXiter−iter
MAXiter +w2 × z

Random w = 0.5 + Rand()
2

Constant w = c
c = 0.7 (considered for experiments)

Linearly decreasing wk = wmax − wmax−wmin
itermax

× k

Adaptive Div(Xi) = Count(Pi,Pg)
n

wi = wmin + (wmax − wmin).Div(Xi)

Fig. 1 Zachary’s Karate
Club dataset showing two
different communities in the
network as per the true
labels. Different colors
signify members of different
communities
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Fig. 2 Bottlenose Dolphin
dataset showing two different
communities in the network
as per the true labels.
Different colors signify
different communities

Fig. 3 American College
Football dataset showing 12
different communities in the
network as per the true
labels. Different colors
signify different
communities

Table 2 Three popular
undirected real-world labeled
datasets

Network Nodes Edges Number of
communities

Zachary’s Karate
club

34 78 2

Bottlenose Dolphins 62 159 2

American College
Football

115 613 12
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denotes the number of common nodes of community i in partition A and community
j in partition B. The NMI(A,B) is given as

NMI =
−2

∑CA
i=1

∑CB
j=1 Cijlog

(
CijN

/
CiCj

)
∑CA

i=1 Cilog
(
Ci

/
N

)
+ ∑CB

j=1 Cjlog
(
Cj

/
N

) (15)

Here,CA andCB are the number of communities in partitionsA andB, respectively.
Ci is the sum of elements in row i of C and Cj is the sum of elements in column j
of C. N is the total number of nodes present in the network. An NMI(A,B) value of
1 shows that the partitions in A, and B are identical. A value 0 of NMI(A,B) shows
that the community partitions in A and B are completely different.

We ran the MODPSO algorithm on these real-world unlabeled datasets for 30
iterations with 75 generations each.We calculated themaximumQvalue and average
Q value for all the inertia weight strategies. Similarly, maximum and average NMI
is also recorded for each dataset and inertia weight strategy. The results obtained are
shown in Table 3.

Table 3 Experimental results of the application of various inertia weight techniques in MODPSO

Name of inertia weight Karate Club Dolphin Football

Chaotic Max Q 0.41979 0.525315 0.60457

Avg Q 0.417735 0.521334 0.604196

Max NMI 1 1 0.928143

Avg NMI 0.985394 1 0.927638

Random Max Q 0.41979 0.522428 0.601009

Avg Q 0.418754 0.516093 0.593385

Max NMI 1 1 0.936064

Avg NMI 1 0.988338 0.926687

Constant Max Q 0.41979 0.524643 0.60457

Avg Q 0.419477 0.524596 0.603237

Max NMI 1 1 0.926879

Avg NMI 1 0.981624 0.923778

Linearly decreasing Max Q 0.41979 0.525315 0.603204

Avg Q 0.419592 0.525083 0.602455

Max NMI 1 1 0.928943

Avg NMI 0.989102 1 0.927612

Adaptive Max Q 0.41979 0.527728 0.60457

Avg Q 0.419633 0.526166 0.604287

Max NMI 1 1 0.926879

Avg NMI 0.989142 1 0.926879
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The results of the experiments as given in Table 3 clearly show that adaptive inertia
weight performs better than other inertia weight techniques almost every time. This
is evident from both the maximum and average Q values. The main reason behind
the consistent results of the adaptive inertia weight strategy can be attributed to its
adaptability to the particle drifts from the global best solutions. When a particle is
farther from the global best solution, it increases the inertia weight of the velocity
update equation, thereby increasing the step length. On the other hand, when the
particle is closer to the global best solution, it decreases the step length. Thus, it
strikes a balance between the local and global search by adapting to the distance of
the particle from the currently known optimal solution.

For Zachary’s Karate Club dataset, our algorithm finds the max and average Q
values as 0.41979 and 0.419633. All the other algorithms also find the same value
of max Q but the average Q value is greatest in the case of adaptive inertia weight
strategy. For the Bottlenose Dolphin dataset, the max and average Q values found by
adaptive inertia weight based MODPSO are 0.527728 and 0.526166, respectively.
It is greatest among the max and average Q values found by other strategies. In
the American College Football dataset, chaotic, random, and adaptive inertia weight
strategies with MODPSO find the max Q value of 0.60457, which is greatest among
all the inertia weight strategies used in this paper. However, the average Q value
found by our approach is 0.604297 which is close to the maximum Q score and
greatest among all the other average Q values for the American College Football
dataset. Thus, it is clear that our algorithm performs consistently better than other
inertia weight approaches in maximizing the Q value of the real-world networks.
In NMI calculations, we see that other algorithms also perform equally good, still
max and average NMI scores calculated by our algorithms are also very close to the
best results. Max NMI scores of 1 are found for Zachary’s Karate Club dataset and
BottlenoseDolphin dataset by our algorithm aswell as other inertia weight strategies.
The convergence plots for the three datasets Karate Club, Bottlenose Dolphin, and
American College Football are shown in Figs. 4, 5 and 6 respectively.

6 Conclusion and Future Work

From the experiments done on three real-world labeled datasets, it can be concluded
that adaptive inertia weight strategy works better than other inertia weight strategies
given in this paper in maximizing themodularity scores of the real-world networks in
community detection problems. It strikes a balance between global and local search
by adapting to the distance of the particle from the optimal solution. Although other
inertia weight strategies which are known to perform well with PSO have also been
tested, our algorithm is the most consistent one, giving the best results for maximum
and average Q values for all the datasets considered in this paper. In the future, we
will try to explore the best exploration–exploitation balance strategies from other
nature-inspired algorithms which could help us to quickly escape locally optimum
solutions and help in converging to globally optimal solutions efficiently.
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Fig. 4 Zachary’s Karate Club convergence plot using different inertia weight strategies with
MODPSO

Fig. 5 Bottlenose Dolphin
convergence plot using
different inertia weight
strategies with MODPSO
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Fig. 6 American College
Football convergence plot
using different inertia weight
strategies with MODPSO
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Automatic Diagnosis of Covid-19 Using
Chest X-ray Images Through Deep
Learning Models

Siddharth Gupta, Palak Aggarwal, Sumeshwar Singh,
Shiv Ashish Dhondiyal, Manisha Aeri, and Avnish Panwar

1 Introduction

As stated by the World Health Organization (WHO), disease generated by the virus
continues to develop and produce a severe concern for mankind. In the past 20 years,
various viruses such as Severer Acute Respiratory Syndrome (SARS) in 2002–2003,
HINI influenza in 2009, Middle East Respiratory Syndrome (MERS) in 2012 have
been identified [1]. In December 2019, a new type of human virus called Coronavirus
or Covid-19 that belongs to a family of RNA viruses in the Nidovirales order was
originated fromWuhan, Hubei, China [2]. The Basic Respiratory Number (BRN) for
coronavirus (SARS-COV2 virus) is 2 to 3, that is, every one individual is responsible
for spreading this virus to two other individuals [3]. The symptoms observed in
the infected patient are cold, cough, fever, and deficiency in breathing (dyspnea).
However, if the infection becomes too severe it may result in multiple organ failures.
After observing the high number of active cases and deaths due to this virus, the
WHO declared it as “WORLDWIDE PANDEMIC” [4].

The drastic rise in the number of patients infected by Covid-19 has brought down
the best medical facilities to the point of failure all over the world. Table 1 shows the
total number of positive cases, active cases, and total deaths for the top 15 countries
across the world [5]. The rise in the number of cases for Covid-19 has increased the
cost of diagnosis in private sectors and still, it is a very big issue especially for under
developing countries where the medical facilities are very poor [6]. The research
carried out shows radiological image based detection of Covid-19 is relatively faster
than PCR testing [7]. In March 2020, when a pandemic spread in the entire world,
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Table 1 Top 15 Countries covid-19 positive cases as of 1 August 2020 [5]

S.No Country names Total cases Active cases Death cases

1 USA 4,706,180 2,220,971 156,764

2 Brazil 2,666,298 689,679 92,568

3 India 1,701,532 568,047 36,587

4 Russia 845,443 184,861 14,058

5 South Africa 493,183 159,007 8,005

6 Mexico 424,735 99,331 46,688

7 Peru 414,735 108,391 19,217

8 Chile 355,667 17,883 9,457

9 Spain 335,602 NA 28,445

10 Iran 306,752 23,940 16,982

11 UK 303,181 NA 46,119

12 Colombia 295,508 131,016 10,105

13 Pakistan 278,305 25,177 5,951

14 Saudi Arabia 275,905 37,381 2,866

15 Italy 247,537 12,422 35,141

there is a rapid increase in the chest X-ray images for Covid-19, therefore, a motiva-
tion for finding a pattern for automatic detection and diagnosis of Covid-19 is carried
out this research. The total number of positive Covid-19 cases of several countries
that exist all across the world can be extracted from [8].

The advancement ofDeepLearning (DL) [9] based applications formedical image
classification make it possible to classify Covid-19, normal, and pneumonia images
into the right category. In this work, several CNN models are fed with CT scan
images of a chest X-ray. The features are extracted from images and finally with the
help of variousMachine Learning (ML) classifiers several input images are classified
as Covid-19 positive, pneumonia images, or normal images with no infection. The
obtained results are inspiring and represent the advantage of using DL techniques.

The next section in the paper represents the various research works carried out by
several researchers for the detection and classification of Covid-19 images. Section 3
includes the description of the dataset, preprocessing of the dataset, the architecture
used, and several parameters that measure the performance of several DL models
and ML classifiers. Section 4 includes the result which determines the performance
measurement of several classifiers and finally, the paper is concluded by relating all
the observations.
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2 Related Work

Apostolopoulos et al. [10] used 1427 X-ray images from patients suffering from
common bacterial pneumonia, positive Covid-19, and normal images. Several deep
learning architectures are used to train dataset images. The obtained results show
accuracy, sensitivity, and specificity of 96.78%, 98.66%, and 96.46%. Farooq and
Hafeez [11] have built the open-source dataset and applied various CNN frameworks
to diagnose Covid-19 and pneumonia images. The input images are preprocessed and
fed to pretrained Res-Net 50 architecture. The accuracies obtained by applying Res-
Net50 architecture is 96.23% and with this model the Covid-19 images can be easily
and early detected. Feng et al. [12] used 1658 patients’ X-ray images of Covid-19,
and 1027 patients of CAP images were captured. An infection size aware random
forest (iSARF) method was proposed where infected lesions are categorized based
on the size where the random forest is used for classification. The result shows that
the accuracy of 87.9% is obtained, specificity is 83.3% and sensitivity of 90.7% is
obtained. Wang et al. [13] have used 453 CT images of Covid-19 positive cases were
collected. Out of these 217 images were used as training sets. The algorithm used
for classification is the inception migration learning model. The results obtained
show internal validation achieve an accuracy of 82.9%, with a specificity of 80.5%
and a sensitivity of 84% and the external validation dataset shows a total accuracy
of 73.1% with a specificity of 67% and sensitivity of 74%. The results indicate a
high value of deep learning methods to extract radiographical features for Covid-19
diagnosis. Shan et al. [14] used the dataset used that comprised 300 CT images used
for validation. 249 Covid-19 positive images were used as training images. Several
image acquisition parameters are used for image preprocessing. Obtained images are
fed to the VB-Net model for the classification of Covid-19 images from the dataset.
The system obtained dice coefficients of 91.6%.

3 Methodology

3.1 Dataset Description

The dataset is publically available and comprises 400 images [15]. These images are
divided into training and testing datasets. The images used are from the training set.
There are totals of three classes of images, first-class consists of positive Covid-19
chest X-ray images, the second class comprises normal chest X-ray images without
any infection and the third class of images are the patients suffering from pneumonia.
A detailed description of the dataset can be extracted from Table 2.
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Table 2 Dataset description for COVID-19, pneumonia, and normal images

Dataset/classes Covid19 Normal Pneumonia Total

# of images in training set 61 69 70 200

# of images in testing set 61 69 70 200

Total 122 138 140 400

Fig. 1 Dataset Images for A Covid-19 positive case. B Normal chest X-ray image. C Pneumonia
infected image

3.2 Dataset Pre-processing

A lot of images are collected for creating a dataset. The size of every image has
a variable length and height. Also, the images are captured from different devices;
therefore, the resolution of every image is also different. To classify the images the
size of every image should be equal. To provide an efficient dataset all the images
are pre-processed. For preprocessing the images, several preprocessing techniques
such as image cropping and resizing are performed. By applying these techniques
all the images in the dataset are set to the same standard size. Figure 1 shows the
dataset images of Covid-19 positive patient chest X-ray, normal chest X-ray images
of the patient, and pneumonia chest X-ray image.

3.3 Architecture Used

The recommended framework for accurate detection of Covid-19 chest X-ray images
using deep learning model and machine learning classifiers consists of VGG16 [16],
VGG19 [16], and Inception v3 [17] architecture for training the images and then
using several ML classifiers such as KNN [18], Tree [19], RF [20], NN [21], LR
[22], and AdaBoost [23] for classification chest X-ray images. Figure 2 describes
the overall architecture.
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Fig. 2 Overall architecture for detection ofCovid-19 positive cases images fromchestX-ray images

• Different dataset images including positive Covid-19, pneumonia, and normal
chest X-ray are taken. Every image is pre-processed and converted to the standard
size.

• The dataset images are fed to various powerful DL models for extracting the
features. VGG16,VGG19, and Inception v3models are used.Out of theseVGG16
and Inception v3 performed well. Inception v3 has simple architecture and has
the ability for tackling the problem of overfitting. Finally, this model is capable to
train many features which enhances its power for classification purposes. Another
model that performs fine for feature training is VGG16. This model comprises
13 convolutional filter layers along with 3 fully connected layers and 5 max-pool
layers. The filter size used is 3 × 3 with stride one and padding of one pixel is
done, respectively.

• Once the processing is finished the extracted images are used for classification of
Covid-19 positive cases images, pneumonia images, and normal images without
any infection with the help of several Machine Learning classifiers such as KNN,
Tree, RF, NN, LR, and AdaBoost.

Once the training part is finished, several machine learning classifiers such as
KNN, Tree, RF, NN, AdaBoost is used to classify the images as positive Covid-19,
pneumonia, and normal images without any infection. Once the classification has
been performed the results obtained are evaluated based on several parameters such
as AUC [24], Accuracy [25], F1 score, Precision, and Recall [26]. The obtained
parameters can be calculated using Eqs. (1), (2), (3), and (4).

Accuracy = (TN + TP) / (TN + TP + FN + FP) (1)

Recall = TP / (TP + FN) (2)

Precision = TP / (TP + FP) (3)
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F1 Score = 2 ∗ (Recall ∗ Precision) /Recall + Precision (4)

where TP is True Positive, TN is True Negative, FP is False Positive, and FN is False
Negative.

4 Result and Discussions

The proposed architecture is fed with 400 images. These images comprise Covid-19
positive chest X-ray images infected pneumonia images and normal images without
any infection. To classify these images, several deep learningmodels such asVGG16,
VGG19, and Inception v3 are used. According to the results obtained in Tables 3, 4
and 5, VGG16 and Inception v3 are selected as benchmark models for the feature
extraction and Random Forest ML classifier outperformed the rest of the classi-
fiers. The result in Table 3 shows the performance of the VGG16 model along with
KNN, Tree, RF, NN, LR, and AdaBoost classifiers. Out of all the classifiers, Logistic
Regression gives the best result of 97%.

The results in Table 4 show the performance of the VGG19 model along with
respective classifiers such as KNN, Tree, RF, NN, LR, and AdaBoost. The results
show that logistic regression gives the best result with an accuracy of 96%.

Table 3 Performance metrics for VGG16 model and respective classifiers

Method AUC Accuracy F1 score Precision Recall

KNN 0.987 0.940 0.940 0.945 0.940

Tree 0.876 0.870 0.870 0.871 0.870

RF 0.980 0.905 0.906 0.908 0.905

NN 0.967 0.935 0.935 0.935 0.935

LR 0.991 0.970 0.970 0.970 0.970

AdaBoost 0.887 0.850 0.850 0.851 0.850

Table 4 Performance metrics for VGG19 model and respective classifiers

Method AUC Accuracy F1 score Precision Recall

KNN 0.987 0.930 0.930 0.936 0.930

Tree 0.813 0.770 0.771 0.772 0.770

RF 0.982 0.915 0.915 0.916 0.915

NN 0.957 0.925 0.925 0.926 0.925

LR 0.997 0.960 0.960 0.960 0.960

AdaBoost 0.869 0.825 0.825 0.826 0.820
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Table 5 Performance metrics for Inception V3 model and respective classifiers

Method AUC Accuracy F1 score Precision Recall

KNN 0.985 0.920 0.921 0.927 0.920

Tree 0.775 0.705 0.706 0.710 0.705

RF 0.973 0.890 0.890 0.891 0.890

NN 0.995 0.970 0.970 0.970 0.970

LR 0.992 0.940 0.940 0.941 0.940

AdaBoost 0.796 0.730 0.729 0.730 0.730

Table 6 Confusion matrix for logistic regression classifier and VGG16 model

Predicted

Actual Covid19 Normal Pneumonia �

Covid-19 58 0 3 61

Normal 1 67 1 69

Pneumonia 1 3 66 70

� 60 70 70 200

The result shows that the Inception V3 model and VGG16 model outperformed
several othermodels. The highest scores obtained are using InceptionV3 andVGG16
model along with logistic regression classifier. The accuracies obtained are 97% for
both the models. The results show that whenever a new chest X-ray image is fed into
the proposed model based on the ability to extract the features, it will easily classify
the input image into Covid-19 positive category or pneumonia-infected category or
no infection category.

Another parameter used to depict the performance of various DL models and
several ML classifiers is the ROC curve. The ROC curve is a graph plotted between
the true positive rate and the false positive rate at several threshold values. The
biggest advantage of using the ROC curve is that it has the ability to determine
the performance of several binary classifiers. Figure 3 shows the ROC curve for
comparing the performance of several ML classifiers. It can be easily observed that
Logistic Regression outperforms the rest of the classifiers to classify the Covid-19,
normal, and pneumonia images [27, 28].

Figure 4 shows the performance of the VGG19 model and several ML classifiers.
The obtained observations verify that Logistic Regression classifiers outperform the
other classifiers for classifying the Covid-19, normal, and pneumonia images.
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Fig. 3 ROC curve for VGG16 model along with several ML classifiers with respect to Covid-19,
pneumonia, and normal chest X-ray images

Fig. 4 ROC curve for VGG19 model along with several classifiers with respect to Covid-19,
pneumonia, and normal chest X-ray images
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5 Conclusion

The current pandemic situation of Covid-19 has been termed as a worldwide health
emergency due to the immense contagiousness of the infection. At the time of writing
this paper, no clinically approved vaccine is out to control the pandemic situation
therefore early detection of Covid-19 is a must. The only approach to protect the
non-infected person from the infected patient is to quarantine or isolate the infected
patient. Therefore, the detection and diagnosis of Covid-19 infected patients bear
foremost importance. Modern techniques such as chest X-ray and CT are playing a
major role in the early diagnosis of theCovid-19 infection. In thiswork,we have taken
the dataset that comprises Covid-19 positive, normal, and pneumonia chest X-ray
images, and after preprocessing the images are passed to several feature extraction
deep learning models and finally to the several machine learning-based classifiers
for the classification of the chest X-ray images into Covid-19 positive or not positive
classes, respectively. The experimental results obtained by VGG16 and Inception V3
model and Logistic Regression and Neural Network classifier obtained an accuracy
of 97% to correctly identify the Covid-19 patient.
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Density-Assessment for Breast Cancer
Diagnosis Using Deep Learning
on Mammographic Image: A Brief Study

Shaila Chugh, Sachin Goyal, Anjana Pandey, Sunil Joshi, and Mukesh Azad

1 Introduction

Collectively, India, China, and the United States have approximately one-third of the
global breast cancer burden. The signs of breast cancer are anomalies such as the
presence of breast mass, changes in the form and dimension of the breast, variations
in breast skin color, breast ache, etc. Diagnosis of cancer is carried out on the basis
of non-molecular parameters, such as the form of tissue, pathological properties, and
clinical location. The unregulated division of one cell starts with cancer and occurs in
the form of a tumor. There are many imaging methods, such as magnetic resonance
imaging, ultrasound imaging,X-ray imaging, for breast examination.Mammography
is the most powerful early breast cancer diagnosis technique that uses a low-dose
X-ray radiation method for routine screening for breast cancer.

Deep Learning based Computer Aided Diagnosis (CAD) systems allow anoma-
lies in mammography images to be examined (e.g., micro-calcification, masses, and
distortions). Mammogram preprocessing, enhancement, region of interest (mass)
assessment, two-stage mass classification (normal /abnormal then abnormal is
labeled as benign/malignant) are usually the complete mammogram-based CAD
system.

The most prevalent mammography findings like abnormal mass fields, micro-
calcifications (MCs), architectural areas distortion, and asymmetry are associated
with breast density [1]. It has proven to be one of the most accurate screening tools
and a primary approach for screening and detection of breast cancer at an early
stage. The breast density BI-RADS (Breast Imaging Reporting and Data System)
are considered as the primary factor for breast cancer diagnosis.

The constraints of the current CAD suggest that machine learning and image
processing advances techniques and mammographic image prevalence have opened
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up a chance tofix thedifficult problemusingdeep learningmethods for early detection
of breast cancer [2, 3].

The aim of the survey was to highlight the challenges of applying deep learning
to early breast cancer detection using digital multi-view mammographic data on the
basis of breast density. In the multi-view digital mammographic results, the current
deep learning literature can be defined for discrimination against breast density,
identification, and classification of lesions in breast cancer. The remainder of this
analysis is structured as follows. A general breast density assessment/estimation for
CAD system of breast cancer using deep learning consists of three basic stages:

(I) Selection of a breast mammogram image dataset.
(II) Enhancement, Segmentation, Feature calculation.
(III) Classification.

2 Deep Neural Network for Breast Density Assessment
Literature Survey

Using a Deep CNN, the author in [6] suggests extraction of features to classify
breast density in to BIRADS Classes of breast density. They used 307 Mammo-
graphic Images. To train a CNN and feature extraction from a deep layer, they
normalized images to 260 × 200 pixels. CNN is used for feature extraction and
multilayer perceptron neural networks are used to classify the density category-
wise. This work suggests that the actual entities that assess the breast density classes
are global features and the image normalization by reducing the size has no great
impact on the classification results. To assess mammographic density, the author in
[7] introduced ResNet18 and implemented the deep mammographic density classifi-
cation for the first time on clinical application and the validated learning-basedmodel
by radiologists for acceptance of its evaluation. A deep CNN was trained to estimate
the breast density of based on an experienced radiologist’s initial understanding
of 414,799. Digital screening mammograms were collected from January 2009 to
May 2011 for 27,684 patients checking the resulting algorithm on a sample of 8677
mammograms in 5741 women on a held-out test set. In addition, a reader analysis of
500 mammograms randomly selected from the test collection was conducted by five
radiologists. Finally, in routine clinical practice, the algorithm was applied, where
eight radiologists examined 10,763 consecutive mammograms using this model.

Deep neural network was explored to (i) separating fatty breasts (A and B) from
dense ones (C and D), (ii) assessing the low-dense group into (A and B) (iii) clas-
sifying the high-dense group into C and D. To achieve this, nearly four thousands
images acquired were used to train Inception-V3 network architecture from nine
mammography units and three manufacturers. On the ImageNet data collection, the
network was pre-trained and the author trained it on a private dataset using transfer
learning. Evaluated network output on a blinded test range of one hundred fifty
mammograms acquired from fourteen mammography units installed. Based on the
consensus of three radiologists, a reference density value was obtained for these
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images. In the high versus low-risk classification, the network achieved an accu-
racy of 92.0%. The overall accuracy was 85.9 and 86.1% for the second and third
classification tasks [5].

Discrimination against breast densities serves as a predictor for breast cancer, and
the findings can be visually accessed by radiologists. The research focuses on the
distinction of 2 challenging categories: BIRADS II(or B) and BIRADS III (or C) of
breast tissues density, not all four categories. Their methodology shows promising
outcomes with a huge dataset of size 200,00 images with AlexNet [8].

Li et al. [9] presents a strategy for the mammographic density classification task
focused on dilated and attention-guided residual learning. With two datasets, one
private dataset and one public dataset, the proposed approach was instantiated and
assessment accuracies of 88.7% and 70% were achieved, respectively. Though the
accuracy of the public dataset classification was lower than that of the private dataset,
whichwasmost likely due to the scale of the dataset.Anefficient result than the simple
residual networks and many other deep learning-based approaches are obtained by
the proposed model. In addition, a multi-stream network architecture was devel-
oped primarily aimed at analyzing multi-view mammograms. Li et al. [9] presented
ResNet50 with dilated convolutions (DC) and attention modules (CA) achieved the
best assessment results in comparison to other presented works [5, 6, 8].

Ahn et al. [10] proposed a CNN with transfer learning to assess breast density.
CNN has been qualified to extract visual features from the ROI of the image
derived from all the mammograms and describe them as density A, B, C, or D
(BIRADS) classification. This approach achieves a 96% coefficient of correlation on
397 mammographic images belongs to a private dataset.

The application was submitted by [11] for the classification of breast densities,
using deep neural network (DNN), in Mammographic Images. The report consisted
of 20,000 diagnostic mammograms, Labeled as breast densities of four classes (i.e.,
A: fatty, B: fibro-glandular Dense, C: heterogeneously dense, D: exceedingly dense).
A dense convolutional layer of scratch-based CNN was used in the multi-view
Mammographic Image, to classify breast densities.

In a related analysis, the breast density was classified by [12] the method of
estimation using Residual CNN. Their research was aimed at the use of the residual
CNN to assess the density of BI-RADS into four groups. There were seventy layers
of residual CNN with seven residual learning blocks with two additional thirty six
and forty eight weighted networks. The cross-entropy loss could be reduced by the
ResNets in order to increase the precision of classification. Their findings revealed
with an increased residual layer, the precision of the classification increased. The
cost of computation however has been raised.

An unsupervised deep learning technique was suggested by [13]. Breast density
and risk score assessment in the ROI using the technique conventional sparse autoen-
coder (CSAE) in order to learn the features. For density assessment throughout
mammography, score was used for categories labels: pectoral muscle, density-A
tissues, and the density-D tissues of breast. Score of mammographic image texture
is calculated to mark two labels regarded as cancerous and normal patches. The
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score was used as a threshold for the segmentation of the tissue from the Mammo-
graphic Image.TheDice scoremeasure the segmentationquality.TheCSAE(conven-
tional sparse auto encoder) has been modeled for three private separate datasets, and
the findings derive good result’s relationship with the results collected by experts
manually.

A CNN-based assessment of density was proposed by [14]. Method is used for
assisting the radiologist in scoring risk. CNN is the one that is Learn from unseen
images to determine the visual analogue score. A good correlation andmatch concor-
dance was shown by the process in a comparison with 2 independent readers in a
clinical setting.

Author in [15] used deep convolutional neural neurons in their research. Network
is model for multi view data prediction of breast densities. Breast density was
predicted by the method and categorized into three types: BI-RADS-0, BI-RADS-1,
and BI-RADS-2, respectively. Furthermore, the anomalies from the ROIs derived
from these categories, have been classified as Benign and Malignant images. The
research discussed the effect on the assessment of density class of the dataset size and
Mammographic Image resolution for training–testing. In addition, the rescaling of
the image size did not have any effect on the method’s assessment accuracy. Findings
prove to be good agreement with specialist radiologists’ manual ratings.

3 Dataset for Mammogram Images

In training and testing, mammographic databases play a significant role to assess-
ment of methods of DL. There is a massive data required to train a deep learning
network. The availability of detailed databases with annotations is Important to the
advancement of deep learning growth in medical imaging. Bilateral craniocaudal
(CC) and mediolateral oblique (MLO) are standard views which are key part of
routine screening mammography [4].

There are popular publicly accessibleMammographic Image databases in Table 1:

4 Summary of Brief Study Shown in Table 2

See (Table 2).
The density of the breast is a proven a risk marker for developing cancer of the

breast. It essentially tests in the breast, the volume of dense/fibro glandular tissue.
Breast density clinical assessment is visually conducted by the four qualitative BI-
RADS definitions are used by radiologists of Breast density range from A to D. In
some paper it refers as BIRADS I to BIRADS IV. Breast density four categories
described as First - Almost entirely fatty, Second - Scattered areas of fibro glandular
density, Third - Heterogeneously dense, which may obscure small masses, Fourth -
Extremely dense, which lowers the sensitivity of mammography. The assessment of
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Table 1 Public datasets for mammographic images

DM dataset Number of
patient

Number of
images

Available classes Image format Image view

DDSM 2620 10,480 Normal, Benign
& Malignant

JPEG CC,MLO

CBIS-DDSM 6775 10,239 Normal, Benign
& Malignant

DICOM CC,MLO

MIAS 161 322 Normal, Benign
& Malignant

PGM MLO

Inbreast 115 410 Normal, Benign
& Malignant

DICOM CC,MLO

BCDR 1734 3703 FM -3612
DM

Normal, Benign
& Malignant

TIFF CC,MLO

mini-MIAS 161 322 Normal, Benign
& Malignant

PGM CC,MLO

first and forth is highly consistent and relatively easy, there is greater variability in
distinguishing second from third. Since the guidelines for additional screening and
risk management can differ by breast density, it is particularly effective to have a
consistent breast density assessment, reducing the risk of mislabels when assigning
classes of BIRADS density (i.e., I, II, III, IV) [5].

5 Performance of Breast Density Assessment

Figure 1 shows two dimensional representation of two class assessment experiments.
The (i,j)th cell of the confusion table give value, the number of times that the ith
density class is classified as the j th density class [1].

Among the different performance measures of Breast Density Class Assessment,
this table used to calculate various performance measures like:

(i) Recall value is formulated as Recall = TruePositive/(TruePositive +
FalseNegative).

(ii) Precision value is formulated as Precision = TruePositive /(TruePositive +
FalsePositive).

(iii) Specificity value is formulated as Specificity = TrueNegative/(TrueNegative
+ FalsePositive).

(iv) Accuracy value is formulated as ACC = (TruePositive + TrueNega-
tive)/(TruePositive + TrueNegative + FalsePositive + FalseNegative).

(v) F1 score value is formulated as F1= (2×Recall)/(2×Recall+ FalsePositive
+ FalseNegative).
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Table 2 Brief study

References Year Method Dataset numbers/type Conclusion

[6] 2017 CNN +
(MLP-NN)

307/Public INbreast/ Mammographic
images multiview

Global Acc=
98.4%

[9] 2020 Deep Residual
CNNs
(ResNet50 +
DC + CA)

1985/Private
&410/Public-INbreast-Mammographic
images multiview

Acc = 88.7%
/70.0%

[7] 2018 Deep CNN +
ResNet18

1985/Private &410/Public
INbreast-Mammographic images
multiview

Acc =
87.1/63.8

[5] 2019 CCN +
Inception-V3 +
transfer
Learning

1985 multiview/Private &410/Public
INbreast-multiview

Acc =
86.2/63.9

[8] 2018 CNN (AlexNet;
transfer
learning)

200,00/Private Mammographic images
(multiview)

AUC =
(0.98)Acc =
82

[11] 2018 CNN ( transfer
learning)

201,179/Private Mammographic images
(multiview)

Mean AUC
(0.934)

[12] 2018 CNN (scratch
based)

410/Public Mammographic
Image(multiview)/INbreast

Acc =
(92.63%)

[13] 2016 CNN + stacked
autoencoder

493 + 668/Private Mammographic
images (multiview)

AUC (0.61)

[14] 2019 CNN 67,520/Private Mammographic
Image(multiview)

Average
match
concordance
index of 0.6

[15] 2017 Multi view
deep neural
network

886,000/Private Mammographic
image(multiview)

Mean AUC
(0.735)

 Estimated Density Class 

Actual 
Density 
Class 

TruePositive FalseNegative 

FalsePositive TrueNegative 

Fig. 1 Confusion table

6 Conclusion

The contribution of deep learning models to the assessment of breast density helped
doctors greatly by offering a second opinion to establish the final report, which
increased patients’ satisfaction and trust. However, our research indicated that the
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mammographic image is the most efficient and accurate instrument used for breast
cancer CAD system. As a result of an understanding survey from the existing litera-
ture the number of image dataset and the size or dimension of mammographic image
play important role to achieve higher density assessment accuracy. By measuring the
categories of breast density, it gained more prominent attention in providing signif-
icant details for early diagnosis of breast irregular tissues. Due to Global Feature
extraction capabilities, the state-of-the art Deep Neural Networks, particularly CNN,
have recently advanced breast density classification. The kernel, as the centre of
the CNN model, provides actual entities that assess the breast density classes are
global features, it also allows the CNN model to extract more hidden structures
from the images. This gives some excellent results for a breast density assessment
or classification.
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Classification of Land Cover and Land
Use Using Deep Learning

Suraj Kumar, Suraj Shukla, K. K. Sharma, Koushlendra Kumar Singh,
and Akbar Sheikh Akbari

1 Introduction

In the classification of land cover and land use, each image is assigned a class label
indicating the physical material of the object surface (e.g. grass, residential, agricul-
tural, asphalt, etc.). Land cover refers to the surface cover on the ground, whether
vegetation, grass, water bodies, bare land or other. Land use refers to the purpose
the land serves, for example, residential, wildlife habitat or agriculture. This task is
quite challenging due to the heterogeneous appearance and high intra-class variance
of objects. A land cover image can contain many different land cover elements and
form complex structures, and a specific land cover type can be a part of a different
land use image. The information about land use and land cover is stored in geospatial
databases, typically acquired and maintained by national mapping agencies. Such
databases consist of class labels indicating the images’ land use and land cover.

The classification of land cover and landuse hasmainly been tackled by supervised
methods.A large variety of features and classifiers have been applied for that purpose.
We are going to use convolutional neural networks (CNN) for the classification of
Land use and Land cover as recent works on the classification of images have focused
on CNN.

CNNs have outperformed other classifiers for pixel-based classification by a large
margin if a sufficient amount of training data is available.We compare the dependence
of land use and land cover classification based on different variants, related works
and future scope of our work based on the proposed methodology.
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We start this review with a discussion of ResNet architecture which we have
used for the classification of land cover and land use. In the second part, we discuss
different CNN architectures used for land use and land cover classification from
satellite image data, focusing on the overall strategy and the way in which land cover
and land use are integrated into the process. Then, we have discussed the effect of
changing parameters on our result.

Traditional methods based on CNN that were used for classification have certain
shortcomings when the number of layers, i.e., depth of the network is increased.
The problems that may have occurred by increasing the number of layers is of
vanishing/exploding gradient or the model may be overfitting resulting in high test
error. The problemwith vanishing/exploding gradient can be solved by batch normal-
ization to some extent. However, the problem of overfitting still persists with the
increasing depth of the network. ResNet eliminates the case of overfitting by using
identity mapping and residual learning. Hence, we have used ResNet for the classifi-
cation of land cover and land use classification and the architecture and methodology
used by ResNet is reviewed in further discussion.

There have been various algorithms proposed and developed for the classification
of land cover and land use. EuroSAT is a novel dataset and deep learning benchmark
for land use and land cover classification [1], which consists of 27,000 labeled images
with 10 different land use and land cover classes. There have been comparisons made
between different Convolution Neural Networks that were used for the classification
of land use and land cover. The method of bypassing and deep residual learning for
image classification [2] led to the development of architectures that provided ameans
to effectively train end-to-end networks with more than 50–100 layers without the
case of overfitting and vanishing or exploding gradient. ResNet is a CNN that has
an architecture based on highway networks [3] and works on identity mapping and
deep residual learning approach [2].

Kaiming et al. have used Deep residual learning for image recognition [2]. C.
yang et al. proposed a convolution neural network based classification of land cover
as well as land use [4]. The simultaneous classification of land cover use based on
higher-order conditional random field model has been proposed by Lena Albert et.
al. [5]. The land cover and land use classification with the help of remote sensor data
has been given by James et al. [3]. The case study of land use of Burdhman town is
given by Gupta et al. [6]. P. K. Malupatta proposed a system for the analysis of land
use using remote sensing and GIS data. Y. Lu uses multi-resolution remote sensing
data for purpose of Land use classification [7, 8].

The present approach is to determine land cover and to classify land use objects
based on convolution neural networks (CNN) and to study the effects of changing a
parameter on the results. The input data for the proposed approach are aerial images
from Sentinel-2 satellite images. Land cover and land use for each image have been
determined with the use of CNN. The present work also describes the effect of
changing parameters on our results and output generated in each case. Comparisons
of our results with different existing algorithms have also been analysed.
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2 Proposed Methodology

2.1 Environmental Setup

The operating system to be used as the environment for the project is Ubuntu. Next,
we need a browser; in this case, we have used Google Chrome.We have used Google
Colab, which is a cloud platform provided byGoogle for free and it comes with 12.72
gigabytes of GPU and 358.27 GB of storage for free. It has various inbuilt libraries
and provides integrationwith various other libraries. It provides iPython notebook for
writing codes. The only other requirement apart from having a browser and internet
connection is to have a Google account. The rest of the requirements are fulfilled by
Google Colab over the cloud.

2.2 Dataset

The dataset used for classification of land cover and land use is of Sentinel 2 satellite
that is freely available and can be used for different purposes. The data consists
of 27,000 labeled images in 10 classes. The dataset is separated into training data,
validation data and test data.

2.3 Data Preprocessing

The dataset consists of large number of images and supplying all those images as
one set without any preprocessing will increase the time taken to train the model and
may result in overfitting, vanishing gradient or exploding gradient. Thus, we need
to preprocess the data in order to normalize it and divide it into different batches
so as to input the data in batches and not as set of whole. The batch size can be of
anything between 1 to 2000. We are taking a batch size of 224. Then we apply batch
normalization over the set of data.

Input: Values of x over a mini-batch: β = {x1…m};
Parameters to be learned: γ, β
Output: {yi = BNγ,β(xi)}
μβ ← 1/m

∑m
i=1xi// mini-batch mean

σ2
β ← 1/m

∑m
i=1 (xi − μβ)2 //mini-batch variance

X̂ i ← (xi - μβ)/
√

(σ2
β + ε) //normalize

yi ← γ X̂ + β ≡ BNγ,β(xi) //scale and shift

Once the data is normalized, it will become easy to train the model. The other
significances of batch normalization are it reduces the size of data and bring the
variants or parameters of images in a range.
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2.4 Model Training and Implementation

Wehave used fastai library for the classification of land cover and land use and trained
our model using the same. Once the preprocessing is done and we have normalized
data (it is represented by a variable named data). We provide this data along with
other parameters such as CNNwe are going to use andwhat will bemetrics to display
the result to a function provided by fastai library named cnn_learner. Cnn_learner
takes these data and matrices pass them to the layers of ResNet. We can vary the
number of layers by passing different parameters such as ResNet18, ResNet 34 or
ResNet50. Using the training data, the weights of different layers of ResNet are
adjusted. Once the weights are updated using training data, validation data is used
to validate the network and adjust the weights further. By implementing the above
steps, we have prepared the model for our dataset. Now, this model can be used for
different purposes and we are using this for the classification of land cover and land
use. The weights are updated using backpropagation and each weight is updated
by derivation of total error with weights [9]. The equation of weight updating is
represented in the figure (Fig. 1).

3 Testing and Results

Using the ResNet model with 18 layers, we get an accuracy of 93–95% and an error
of 5–7% for our test dataset for classification of land use and land cover (Table 1).

Fig. 1 Updating weight in backpropagation

Table 1 Error rate of ResNet18 for land cover and land use classification

Epoch Train_loss Valid_loss Error_rate Time

0 0.335153 0.189856 0.062730 52:57

1 0.246830 0.155434 0.049008 02:53
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This accuracy is much more than that can be obtained using a traditional dataset
that doesn’t implement the concept of highway networks. Even, this result can be
further improved by increasing the number of layers, changing learning rates and
increasing the number of epochs.

In analysis of our model, we are going to check the result of changing variants on
our model and how the accuracy can be further improved. The result of our model
is displayed in the form of a confusion matrix that shows the number of images in
class predicted truly and falsely among all the classes. The confusion matrix has
been shown in Fig. 2.

Fig. 2 Confusion matrix
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3.1 Analysis and Comparison

The comparison of ResNest with traditional CNNs shows that it has higher accuracy
from all of them for the same set of data [1]. The comparison statistics show at
training and test split of 80/20 the ResNet gives the best result. However, we have
further improved this accuracy by 1–2% and tested our results to show that it doesn’t
result in overfitting.

Table 2 shows the classification accuracy, in percentage for different training sets
on the EuroSAT data set. Learning rate plays a vital role in determining the accuracy
of classification. We analysed the loss at different values of learning rate and plotted
a graph for the same. Figure 3 shows the effect of learning rate on loss at different
levels.

Table 2 Classification accuracy (%) of different training-test splits on the EuroSAT dataset

Method 10/90 20/80 30/70 40/60 50/50 60/40 70/30 80/20 90/10

BoVW(SVM, SIFT, k =
10)

54.54 56.13 56.77 57.06 57.22 57.47 57.71 58.55 58.44

BoVW(SVM, SIFT, k =
100)

63.07 64.80 65.50 66.16 66.25 66.34 66.50 67.22 66.18

BoVW(SVM, SIFT, k =
500)

65.62 67.26 68.01 68.52 68.61 68.74 69.07 70.05 69.54

CNN (two layers) 75.88 79.84 81.29 83.04 84.48 85.77 87.24 87.96 88.66

ResNet 50 75.06 88.53 93.75 94.01 94.45 95.26 95.32 96.43 96.37

GoogleNet 77.37 90.97 90.57 91.62 94.96 95.54 95.70 96.02 96.17

Fig. 3 Effect of learning rate
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Increasing the number of layers further increases our accuracy andwe can achieve
an accuracy of 97–99% in the classification of land use and land cover using ResNet
34 and limiting the range of learning rate to lower values.

4 Conclusions

The proposed approach to determine land cover and to classify land use objects
based on Convolution Neural Networks (CNN) and to study the effects of changing
a parameter on the results. The proposed approach has been validated with the input
aerial images from Sentinel-2 satellite images. We have used ResNnet18 model for
the classification of land cover based on aerial images and derived data. Land cover
and land use for each image have been determined with the use of CNN. The present
work also successfully describes the effect of changing parameters on our results
and output generated in each case. Comparisons of our results with different existing
algorithms have also been analysed. Experiments show that the overall accuracy of
the proposed approach is 93–95% for land cover and land use. The classification of
land cover and land use has a positive contribution towards the utilization of land by
humans.
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Three-Dimensional Fractional Operator
for Benign Tumor Region Detection

Saroj Kumar Chandra, Abhishesk Shrivastava, and Manish Kumar Bajpai

1 Introduction

Computer-aided diagnostic (CAD) models have shown outstanding performance in
the diagnosis of critical diseases such as cancer. It helps clinical professionals to
identify suspicious regions in the images obtained using imaging techniques. These
imaging techniques are popular in visualizing the internal structure of the human
body. It has several members such as X-ray imaging, computed tomography (CT),
magnetic resonance imaging (MRI), and positron emission tomography (PET) [1].
These techniques can produce the internal structure of the human body. The images
obtained by these techniques are used to inspect suspected regions for the presence or
absence of cancerous cells. Image processing techniques are useful in detecting and
segmenting suspicious regions. Boundary detection and segmentation are the most
useful techniques in this category. The segmentation technique separates the image
into different regions by using color, texture, contrast, brightness, and gray level [2].
It is used in cancer detection to separate the cancerous region from non-cancerous
regions [3]. The brain tumor is one kind of cancer in which cancerous or tumor cells
are automatically generated inside the human brain and disrupt the functioning of
the human brain [4]. It has been further classified into benign (grade I and II) and
malignant (grade III and IV). The benign brain tumor is the initial stage of a brain
tumor and it can be diagnosed without internal surgery. It is very difficult to locate
benign brain tumors due to low-intensity variation to their surrounding non-tumorous
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healthy cells. It has been investigated that benign brain tumor leads tomalignant brain
tumor if not detected. Hence, a suitable approach is required to detect these benign
brain tumor cells accurately. Segmentation is used as the primary tool for detecting
and segmenting brain tumors. It includes contour and shape-based methods [5–7],
multi-resolution analysis based [8], machine learning-based [9], statistical-based
methods [10], and boundary and region-based methods [11].

Boundary-based detection methods use either the first or second gradient to detect
cancer boundary [2, 12]. It has been found that these methods are highly responsive
in the cases where intensity variation is high enough to be detected. hence, these
methods fail to detect low variational regions such as being region. The cancer data
are obtained by imaging techniques and hence undesired noises come along with
data. It has been found that the second-order gradient methods are highly sensitive
to noise. Hence, these are not suitable for detecting benign regions. The response
of region growing methods is highly dependent on seed selection which delimits its
performance.Watershed-basedmethods suffer pixel overlapping at boundaries of two
regions [13, 14]. Level-set methods are highly dependent on curve initialization [15,
16]. The fuzzy-c-means method is computationally inefficient [17, 18]. However, it
has been observed the existing techniques are unable to detect benign region bound-
aries due to similarity with the surrounding noncancerous cells. Hence, the present
work targets the development of a novel method for detecting and segmenting the
benign region. Fractional-calculus-based methods are more immune to noise and
preserve texture details in smooth areas. The fractional-calculus-based method can
detect small intensity variation, which is a desired property for tumor detection in
the early stage. A comparative study has also been performed with the proposed
methods available in the literature.

Theorganizationof themanuscript is articulated as follows.Theproposedmethod-
ology has been presented in Sect. 2 along with the algorithm. This section also
presents the proposed numerical head phantom that has been used for validation of
the proposed work has been presented. The result and discussion are presented in
Sect. 3.

2 Proposed Methodology

Because the left and the right Riemann–Liouville Fractional Derivative (RLFD) of
a constant is nonzero, they are widely used in image processing. A digital image
is defined as a two-dimensional function u (x, y, z), where x, y, and z are spatial
coordinates and represent grid point. The image is defined with a grid size equal to
1. The value of u (x, y, z) is called the color intensity of the image at point (x, y). The
derivative of an image is used to get the boundary of the object present in the image.
In the present work, both left and right RLFD have been used to design fractional
operators for benign brain tumor detection in the proposed work. However, the left
RLFD of a constant at the left boundary is not defined but it does not affect the
performance since the derivative is defined inside the pixel only.
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Fractional derivative of an image function u (x, y, z), can be calculated using
Grunwald–Letnikov fractional derivative definition for X, Y, and Z directions [19].

X-directional forward and backward derivatives can be obtained as

Dα
GL+xu(x, y, z) = u(x, y, z) + (−α)u(x − 1, y, z)+

(−α)(−α + 1)

2! u(x − 2, y, z) + ... + �(k − α − 1)

((k − 1)!(� − α))
u(x − (k − 1), y, z)

(1)

Dα
GL−xu(x, y, z) = u(x, y, z) + (−α)u(x + 1, y, z)+

(−α)(−α + 1)

2! u(x + 2, y, z) + ... + �(k − α − 1)

((k − 1)!(� − α))
u(x + k − 1), y, z)

(2)

Similarly, Y− and Z-directional gradients can be obtained as

Dα
GL+yu(x, y, z) = u(x, y, z) + (−α)u(x, y − 1, z)+

(−α)(−α + 1)

2! u(x, y − 2, z) + ... + �(k − α − 1)

((k − 1)!(� − α))
u(x, y − (k − 1), z)

(3)

Dα
GL−yu(x, y, z) = u(x, y, z) + (−α)u(x, y + 1, z)+

(−α)(−α + 1)

2! u(x, y + 2, z) + ... + �(k − α − 1)

((k − 1)!(� − α))
u(x, y + k − 1, z)

(4)

Dα
GL+z(x, y, z) = u(x, y, z) + (−α)u(x, y, z − 1)+

(−α)(−α + 1)

2! u(x, y, z − 2) + ... + �(k − α − 1)

((k − 1)!(� − α))
u(x, y, z − (k − 1))

(5)

Dα
GL−zu(x, y, z) = u(x, y, z) + (−α)u(x, y, z + 1)+

(−α)(−α + 1)

2! u(x, y, z + 2) + ... + �(k − α − 1)

((k − 1)!(� − α))
u(x, y, z + k − 1)

(6)

Central difference can be calculated as:

Dα
GLxu(x, y, z) = Dα

GL+xu(x, y, z) − Dα
GL−xu(x, y, z) (7)

Dα
GLyu(x, y, z) = Dα

GL+yu(x, y, z) − Dα
GL−yu(x, y, z) (8)

Dα
GLzu(x, y, z) = Dα

GL+zu(x, y, z) − Dα
GL−zu(x, y, z) (9)

Here, 0 < k < n, 0 < α < 1. Mask of any order, i.e., 3 × 3 × 3, 5 × 5 × 5… can
be calculated by Eqs. (7), (8), and (9).
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2.1 Algorithm Design for the Proposed Fractional Operator

The algorithm for designing of fractional order mask and benign brain tumor
detection is shown in Algorithms 1.

Algorithm 1 has been designed to detect the boundary of the tumor region. In algo-
rithm 1,MaskX

α,MaskY
α, andMaskZ

α are directional fractional derivativemasks or
operators. They are used to obtain the boundary of the benign region by usingEqs. (7),
(8), and (9). Both masks stores fractional coefficients for calculating the directional
derivative of the image. In algorithm 1, k is used to store fractional coefficient values
at a particular position in the marks. Suppose, k = (

f loor
(
Size
2

))−( j−1) is used to
get fractional coefficient at the center of the mask, k > 0 and k < 0 are used to obtain
left and right side of fractional coefficients from the center position of the mark. The
designed directional masks are convolved in the image get boundary. In algorithm 1,
Thresh is the optimal threshold, it is being used for the categorization of image pixels.
It has been calculated using Otsu‘s method [2]. I is the input image. GradX stores
X-directional boundary information by convolving image I with X directional frac-
tional mask MaskX

α, here, * is convolution operator. Similarly,GradY and GradZ
storeY- andZ-directional boundary information by convolving image IwithY− and
Z-directional fractional masks MaskY

α and MaskZ
α, respectively. Gradmag stores

combined boundary information by calculating
√
GradX2 + GradY 2 + GradZ2.

Finally, image edge information Iedge has been obtained by thresholding. The thresh-
olding with condition Gradmag (i, j, k) < = Thresh has been used to store only
non-spurious edges.



Three-Dimensional Fractional Operator for Benign … 333

Table 1 Hardware
configuration used

Hardware Capacity

CPU clock speed 2.27 Ghz

RAM 32 GB

LI cache memory 256 KB

L2 cache memory 1 MB

L3 cache memory 4 MB

2.2 Experimental Work

All experimental works have been performed in MATLAB. The hardware configu-
ration used for implementing algorithms is shown in Table 1.

Boundary-based segmentation methods, i.e. Sobel, Prewitt, Canny, and Laplacian
of Gaussian (LoG) [20–23] have been evaluated by the proposed numerical head
phantom of size 1024× 1024 x 1024 based on the specification proposed by Shepp-
Logan [24]. The original numerical head phantom has ten ellipsoids. The proposed
head phantom has introduced a new ellipsoid, which acts as a benign region. The
new ellipsoid has very low intensity with its surrounding ellipsoid. The proposed
numerical head phantom is shown in Fig. 1 The tumorous region has been marked
by a red circle for visual understanding only. The parameters used for numerical
phantom design are shown in Table 2. Here, A represents the intensity of ellipsoid,
a, b, and c represents axes along X and Y and Z directions, respectively. The values
of x0, y0, and z0 are the centers of the ellipsoid. The values of φ, 8, and ψ in
Table 2 represent the rotation angle of the ellipsoid along X and Y and Z directions,
respectively.

Fig. 1 Numerical head phantom



334 S. K. Chandra et al.

Table 2 3D Numerical head phantom parameters

“A” “a” “b” “c” “x0” “j/0” “z0” “φ” “θ” “ψ”

255 353 471 414 512 512 512 0 0 0

−200 339 447 399 512 528 512 0 0 0

−50 56 158 112 740 250 512 5 0 10

−50 81 209 153 220 550 512 −10 0 −10

50 107 128 209 512 300 512 0 0 0

50 23 23 23 512 430 512 0 0 0

50 23 23 23 512 530 512 0 0 0

50 23 11 23 480 820 512 0 0 0

50 12 12 11 525 820 512 0 0 0

50 11 23 11 555 820 512 0 0 0

03 23 11 23 655 655 512 0 0 0

3 Results and Discussion

The validation of the proposedmethod has been done on the numerical head phantom
designed in Fig. 1. The benign region has been marked with a red circle in the center
slice of the numerical head phantom. As it can be observed from Fig. 1, there is a
very small intensity variation with its neighboring regions. Themarked region acts as
a benign region in the current work. A fractional-order mask of size 3× 3× 3 and of
order 0.5 has been designed. OTSU optimal threshold has been used for experimental
purposes. Results are shown in Fig. 2. It can be easily observed that the proposed
fractional method gives a more accurate boundary of the benign region. A visual
comparative study has been performed with Sobel, Prewitt, Canny, and Laplacian
of Gaussian (LoG) methods. It has been observed that the Canny and Laplacian
of Gaussian (LoG) methods are unable to detect benign regions. Connectionless
boundary pixels are obtained using these methods. Although some benign boundary
pixels have been detected by the Sobel and Prewitt methods, they are not connected.

Quantitative evaluation of the proposed work with other state-of-the-art methods
has been done by Detect Error Ratio (DER), Detect Common Ratio (DCR), and
Detect Common Similarity (DCS) techniques [25]. It can be observed from Table 3
that the proposed method is able to detect 100% benign region pixels as represented
by DCR value. It has also been found that if we implement the Canny method with
modification of fractional operator in gradient computation then noise suppression
can be avoided in Canny. This will result in a reduction in computational require-
ments. The DER value represents boundary pixels that are present in one method
and absent in another one. Its value is high in all cases because other methods are
unable to detect benign region boundary pixels. The validation of the proposed work
has been also done performed on the brain tumor dataset [26]. This dataset has 3064
T1-weighted contrast-enhanced images of 233 patients with 3 kinds of brain tumor:
meningioma (708 slices), glioma (1426 slices), and pituitary tumor (930 slices). Four
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Fig. 2 Detection of tumorous region by various methods



336 S. K. Chandra et al.

Table 3 Comparative study
with existing methods

Measures a = 1.5

Sobel DER 47.7957

DCR 1.00000

DCS 0.0209

Prewitt DER 47.7957

DCR 1.00000

DCS 0.0209

Zucker Hummel DER 47.7957

DCR 1.00000

DCS 0.0209

Laplacian DER 100.8233

DCR 1.00000

DCS 0.0099

cases of meningioma have been taken into consideration for visual validation of the
proposed work. the results obtained are shown in Fig. 3. It has been observed from
visual inspection that the proposed model is able to detect the cancer region.

4 Conclusion

The current work proposes the design and application of a novel three-dimensional
fractional operator. The designed fractional operator has been applied on the proposed
numerical head phantom and also on real database brain images. It has been observed
that the proposed fractional operator is able to detect boundary or benign regionsmore
accurately as compared to other state-of-the-art methods considered for evaluation.
A quantitative comparative study has been also performed on the proposed numerical
head phantom and higher performancemeasurement has been obtained. In the future,
the work can be extended to benign region detection in mammograms.
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Fig. 3 In first row, original imagex have been shown. Second, third, fourth, fifth and sixth rows
show results obtained by Sobel, Prewitt, Canyy, Laplacian and proposed method, respectively
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Hybrid Features Enabled Adaptive
Butterfly Based Deep Learning Approach
for Human Activity Recognition

Anagha Deshpande and Krishna K. Warhade

1 Introduction

In recent years, human activity recognition has pulled in an expanding measure
of consideration from exploration and industry networks [1]. It takes up a signif-
icant part in video surveillance, frameworks that track anomalous occasions, and
human-machine collaboration [2]. Human function authentication has been used in
a variety of areas, e.g., human–PC collaboration, game control, and intelligence
monitoring [3]. The increase in cases of burglary and defacing has expanded the
requirement for 24×7 visual surveillance in the living premises, business regions,
and thick traffic zones [4]. Current surveillance frameworks contain surveillance
cameras and it requires enormous labor to deal with the camera yield [5]. HAR is
the ever-sprouting investigation territory as it discovers magnificent applications in
surrounding helped living frameworks, medical precaution, observation frameworks
for inside and outside exercises, video order, computer-generated reality innovation,
and so on [6].

For effectual human activity recognition, researchers worked on the human
motions captured by a single camera or multiple camera environment [7]. In partic-
ular, there is a huge literature on human activity but still a challenging issue because
of the enormous variety of in-person appearance, occlusion, variation in scale and
different variables, camera motion. Thermal infrared (IR) cameras are not affected
by external illumination since they generate images based on the heat radiated by the
body. IR cameras are used for human action recognition in the context of elderly care
and supervision [8]. Feature extraction is the principal vision task in real-life recogni-
tion and comprises of separating stance andmovement signals from the video that are
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discriminative concerning human activities. Low dimension images are represented
using skeleton poses and their motions [9].

Skeletal features are fragmented into various body parts based on the similarity
measure between neighbor pixels in the diffusion tensor field [10]. View angle
change, shadow challenges in the HAR is addressed by considering the comple-
ment of human silhouette [11]. In feature extraction, multiple features fusion tech-
niques perform superior based on have superior performance to techniques of indi-
vidual features. Thus, the descriptor formed by the amalgamation of the motion
and appearance characteristics makes human activity recognition more efficient and
robust [12].

In recent years, theDeep neural network (DNN) technique is largely used for video
classification tasks [12–14]. There are a few lacunae of DNN that it still faces issues
like structural complexity, gradient-based backpropagation suffers local minima,
computational cost, training time, and amount of data required to avoid overfitting.
Genetic algorithms to some extent can address a fewDNN issues by optimumweight
initialization and selection of correct hyperparameters [15].

Monarch butterfly optimization (MBO) is the nature-inspired genetic algorithm
proposed by Wang [16] based on the study of the monarch butterflies’ migration
behavior. Researchers have shown a comparative study of the performance of MBO
with other metaheuristic algorithms, which has shown promising results [17]. MBO
algorithm needs a simple calculation process, requires fewer computational parame-
ters. It is with great ability to deal with the issue of exploration and exploitation. has
given strength to the choice. This hasmotivated and strengthened the choice ofMBO,
to optimize the DNN to improve the performance of Human Activity Recognition.
This study also emphasizes on Adaptive Monarch Butterfly Algorithm (AMBO)
to overcome the problems like search strategy, premature convergence, and poor
performance on complex optimization problems in MBO.

The paper is organized as follows: Sect. 2 presents the review of related work,
Sect. 3 contains the problem definition of human activity recognition and Sect. 4
contains the proposed method. Section 5 provides the experimental result and the
discussion of the technique. Here the data set parameters are analyzed and the exper-
imental results are noted. Finally, the conclusion of the proposed method is given in
Sect. 6.

2 Literature Review

Several methodologies have been suggested for the detection of human activity in
the literature survey. Recently published works are those existing as follows among
the most.

In 2019Wang and Chen [18] have developed amulti-label zero-shot human action
via joint ranking embedding. Their system comprehensively handles the problems
of obscure fleeting limits between various factions inside a video clip for multi-label
learning and adventures the side datawith respect to the semantic connection between
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various human actions for zero-shot learning. In particular, the structure comprises
two-segment neural networks for visual and semantic embedding separately. The
exploratory outcomes on two feebly commented on multi-label human activity
datasets exhibit the viability of their system. Human action recognition using two-
stream attentions based LSTM was evaluated by Dai et al. [19] in 2019. This paper
uses the visual attention mechanism and a two-stream consideration-based LSTM
network. This work specifically considered the connection between two profound
feature transfers, and modify the profound learning network boundary dependent on
the connection judgment. The test result shows that it can accomplish the best in class
execution in normal situations. In 2019, Chaudhary and Murala [20] have analyzed
a deep network for human action recognition using weber motion. In this paper, an
incredibly quick algorithm was created for HAR utilizing WMHI, present data, and
convolutional neural networks. For continuous implementation, the two essential
rules on which an algorithm can be dissected were reality and intricacy. The recogni-
tion results beat the current outcomeby a critical edge.Multiple streams deep learning
models for HAR were analyzed by Gu et al. [21] in 2019. This paper describes the
features of the global and local motion. 3-channel-based designs run deep global
operating effectively and the local spatial and fleeting examples were extricated
from the skeleton diagram. The structure was assessed on two RGB-D datasets.
The exploratory outcomes show the viability of their strategy. In 2019 Arivazhagan
et al. [22] have analyzed HAR since RGB-D data. A multiclass SVM classifier was
utilized for grouping the features into different activity classifications.Algorithm trial
reported with MSR Daily Activity 3D dataset and UDT-MHAD action database and
got authentication speed of 98.75 and 84.12%. Learning multi-learning features for
sensor-based human action recognition using a single body-worn inertial sensor was
analyzed by Xu et al. [23] in 2017. The structure comprises three stages, low-level
features catch the time and frequency area property while midlevel portrayals gain
proficiency with the arrangement of the activity. The technique accomplishes cutting
edge exhibitions, 88.7, 98.8, and 72.6% (weighted F1 score) individually, on Skoda,
WISDM, and OPP datasets. In 2017 Liu et al. [24] have developed a skeleton visual-
ization for view-invariant HAR. Initially, a grouping depends view-invariant change
was created to dispense with the impact of viewminor departure from spatiotemporal
distributions of skeleton joints. Second, shadow images of skeletal progression were
altered, as skeletal joints, spatial–temporal data illustrate. Besides, visual andmotion
enhancement techniqueswere used for shadow images to enhance their local patterns.
The experimental result shows that the consistency of the dataset demonstrates the
superiority of their method.

Additionally, Human action recognition in video scenes from multiple camera
viewpoints was analyzed by Itano et al. [25] in 2019. This exploration advances by
decreasing the input dimensionality to the recognition framework, and by utilizing
a Multilayer Perceptron Artificial Neural Network whose hyper boundaries were
streamlined by a Genetic Algorithm. Critical enhancements in the recognition rate
have been acquired.
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3 Problem Definition

Human Activity Recognition (HAR) is identifying and classifying different human
activities from a video sequence based on actions and environmental conditions.
In HAR abnormal activity recognition aims to ensure immediate intervention, by
humans ormachines, in case of danger or necessity. The development of an intelligent
surveillance system that automatically detects human motion or actions from video
and categorizes it as normal or abnormal is a need for both the commercial and
public sector surveillance industry. Several strategies have been implemented by the
researchers, still, a few issues need to be addressed. These are recorded underneath:

• The existing techniques are inadequate in identifying imperfectly performed
activities due to appearance, occlusion, camera motion, light effects.

• Recognition of human activity is a highly challenging problem due to the large
variations in in-person appearance, backgrounds, challenges in scale, and other
factors.

• In the existing method [22], the human action recognition is not efficient because
of inter and intra-class variation in RGB local binary pattern.

• An area of research in detecting the event or activity by single or multiple humans
as the normal or abnormal activity is still untouched by researchers.

The objective of this work is to develop an effective algorithm for human activity
recognition to automatically identify an event or activity as a normal or an abnormal
human activity from the video sequences.

4 Proposed Human Activity Reorganization

The main objective of the proposed method is to identify the normal or abnormal
human activity from video sequences in challenging environmental conditions. First,
the input videos are converted into a number of frames. After that, the proposed
method selects the keyframe from the number of frames by using a structural similar
method (SSIM). Next, the important features are extracted from the input keyframe.
Finally, the selected features are fed to the classifier for identifying human activity.
Here the suggested method utilizes optimal deep learning techniques for identifying
human activity. In the proposed method, the traditional deep learning algorithm is
improved utilizing optimization techniques. Here the Adaptive Monarch Butterfly
optimization algorithm (AMBO) is used to improve the performance in the traditional
deep learning algorithm. The overall diagram of the proposed method is given below.

As shown in Fig. 1, the input video frames are converted into several frames.
After converting video sequences into video frames, selects the keyframe from the
number of video frames by using Structural Similarly Measure (SSIM). The detailed
description of keyframe extraction is given below.
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Fig. 1 An overall diagram of the proposed method

4.1 SSIM-Based Key Frame Extraction

Themain objective of this section is to separate the keyframe from the video.Consider
the video V i which consists of several frames V F

i (i = 1, 2, ..., n). So, we have
converted the video into several video frames Fi . After converting video footage
into video frames, we select the keyframe from the number of video frames using
the Structural Similarly Measure (SSIM). It is used to reduce the amount of video
information as the location of physical memory. Therefore, it is necessary to extract
keyframes from videos to effectively recognize human activities.

Let V F
i denote the sequence of video frames in a sample video sequence, and is

represented in Eq. (1)

V F
i = {V F

1 , V F
2 , V F

j ,∧V F
n } (1)

where
n → Number of frames in the video sequences.
V F

j → j th frame of the video.

The SSIM Index is a strategy used to decide the nature of videos and computerized
images by estimating the comparability concerning images. It is based on a concep-
tual model that uses luminosity and contrast information and uses perceived change
in structural information. The idea behind the configuration information provides
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significant information about the spatial structure of an object close-pixels high with
cross-function calls. The SSIM between two frames is calculated using Eq. (2).

SSI M
(
V F

j , V F
j+1

) = (2ϑ jϑ j+1 + X1)(2σ j, j+1 + X2)

(ϑ2
j + ϑ2

j+1 + X1)(σ
2
j + σ 2

j+1 + X2)
(2)

where,
ϑ j → Average of frames in V F

j

ϑ j+1 → Average of V F
j+1

σ 2
j → Variance of V F

j

σ 2
j+1 → Variance of V F

j+1

X1 and X2 denote the two variables, they are defined as X1 = (a1d)2 and X2 =
(a2d)2, where a1 = 0.01, a2 = 0.03 and d represents the dynamic range. The dynamic
range has the value of 2bits per pi xel−1.

The comparability estimation is accomplished for all the sets of frames. A predefined
threshold is set for the determination of keyframes. The frames, for which the SSIM
index is not exactly the threshold, are considered as the keyframes. This indicates
that the activity in the ( j + 1)th frame is different from that in the j th frame then
the ( j + 1)th frame is measured as the keyframe.

The similarity measurement is done for all pair frames. The defined threshold is
set before the mainframes are selected. Frames, where the SSIM score is less than
the threshold, are considered as a keyframe. This indicates that the function of the
( j + 1)th frame is different from the j th frame, and therefore the ( j + 1)th frame is
considered the mainframe. Thus, the keyframes, denoted as K F , which are selected
based on the SSIM measure from m frames, are represented in Eq. (3)

K F
i = {K F

1 , K F
2 , K F

j ,∧K F
n } (3)

where K F
i represents the i th keyframes selected from m frames and n denotes the

total number of keyframes selected. SSIM index is a promising technique utilized
for comparable estimation by reducing the computational intricacy.

4.2 Feature Extraction

After the keyframe extraction process, important features are extracted from each
frame. Feature extraction is one of the important steps in image processing. Feature
extraction includes lessening the number of assets expected to describe an enor-
mous video outline. When performing complex frames examination, huge intricacy
emerges from the number of factors included. Examination with countless factors
ordinarily requires a lot of memory and computational force. Feature extraction is
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an overall cycle for making calculations of factors to manage these issues while
representing the image with adequate accuracy.

4.2.1 Scale-Invariant Feature Transform (SIFT)

This algorithm is used to extract the local feature such as video frame rotation,
scaling, viewpoint change, and noise. SIFT algorithm has four steps such as detection
of scale space, localization of key points, orientation assignment, and generation of
descriptors.

Detection of scale-space extrema: Initial production scale-spacemodel of the building
to find interesting points to be considered. To create space in scale, the original video
frame is considered and blurred frames are created. In this way, many numbers
of the original video frames are achieved. The size of each number is half of the
previous video frames. In each octave, the frames are blurred using a Gaussian
blur operator. Gaussian ambiguity is applied to every pixel of each octave. The
mathematical operation of the scale-space extreme is given in Eq. (4):

B(p, q, ϑ) = BG(p, q, ϑ) ∗ V (p, q) (4)

Here B is represented as the blurred video frames, BG denotes the Gaussian
blur video frames, V represents the video frames, p and q is the location of the
coordination, ϑ represents the scale parameters, and * represents the convolution
operation of p and q.

The image is convolved with Gaussian filters at different scales, and then the
difference of successive Gaussian-blurred images is taken. Key points are then
extracted as local maxima/minima of theDifference of Gaussians (DoG) that occur at
multiple scales. This is fast and efficient because the Gaussian difference is a simple
subtraction.

Localization of key points: The previous step makes a lot of important points. These
key points are on an edge or they are not differentiated enough. In both cases, features
are not useful. For less varied features, the intensities are checked. If the intensity level
is less than a threshold value, it is discarded. Therefore, the main point candidates
are localized and refined by eliminating the key points based on peak and edge
thresholding.

Orientation Assessment: The main point orientation is done by providing rotational
variation. The gradient size and orientation are grouped in advance using pixel differ-
ences. The orientation assessment mathematical expression is given in Eqs. (5) and
(6)

a(p, q) =
√

(B(p + 1, q) − B(p − 1), q)2 + (B(p, q + 1) − B(p, q − 1) (5)

The orientation angle δ is given by
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δ(p, q) = tan−1 (B(p, q + 1) − B(p, q − 1)

(B(p + 1, q) − B(p − 1, q)
(6)

After the measurement, a 360-degree view of the break histogram made up of
36 bins, each trough covers 10 degrees. The main point of this type of orientation
histogram surrounding pixels is counted. 1.5* Size of the video frames to be blurred
and the window size should be equal to 1.5*ϑ .

Generation of Descriptors: The gradient magnitude and orientation calculate the
local video frame interpretation for each of the key points. To get the local image
interpretation, a key point descriptor for each key point is created. A 16 × 16 neigh-
borhood around the key point is taken which is divided into 16 sub-blocks of 4 ×
4 size. For each sub-block, 8 bin orientation histograms are created. So, a total of
128 bin values are available. These 128 numbers form a vector number. This feature
vector is now uniquely used to identify a specific key point.

4.2.2 Speed Up Robust Features (SURF)

The global features are extracted using SURF techniques. SURF algorithm is utilized
by its powerful attributes, which are the size of the variation; translation varia-
tion, variation in lighting, the rotational variation which can be detected in images
taken under. This algorithm consists of four main steps: Integral image generation,
Fast-Hessian detector (interest point detection), Descriptor orientation assignment
(optional), Descriptor generation.

The Integral Image is used to accelerate speed by reducing the computational
complexity considerably, Eq. (7) shows an integral image. In an integral image, each
pixel represents the cumulative sum of a corresponding input pixel with all pixels
above and to the left of the input pixel.

I
∑

(y, z) =
y∑

j=0

z∑

k=0

I ( j, k) (7)

Metrics Hessian finds significant points of the image using the SURF decide.
Equation (8) shows a typical two-dimensional function of the original limit. The
determinant of the Hessian matrix is calculated by first applying convolution with
Gaussian kernel and then second-order derivatives with approximate Gaussian
kernels. 9X9 box filters are further used for approximation. Equation (9) is used
to compensate for this approximation.

H(y,z) = det

(
∂2 f
∂y2

∂2 f
∂y∂z

∂2 f
∂y∂z

∂2 f
∂y2

)

(8)

H(y) = Dyy(y)Dzz(y) − (0.9Dyz(Dyy(x))2 (9)
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The third parameter is determined by measuring using Eq. (10); this creates a
parameter for determining the three-dimensional location of the results, which is
commonly referred to as scale-space. Size varies according to octaves and spacing.

H(y) = H + ∂ H T

∂y
y + 1

2
yT ∂2H

∂y2
y (10)

y
∧ = ∂2H−1

∂y2
∂ H

∂y
(11)

SURF algorithm is used; all the representative points are consideredwith the same
weight. This can be represented by relegating dynamic loads to the agent focuses.
Naturally, genuine agent focuses will show up in pictures in the preparation set and
bogus delegate focuses will show up once in a while. Based on this intuition, the
weight of each representative point can be defined as in Eq. (12):

Wp = Number of detected images with respect to point P

number of training images in the object
(12)

4.3 Deep Neural Network Based Recognition

After completing the feature extraction, the local and global features are fed to the
classifier. Here, we are utilizing a deep neural network classifier. DNN is an artifi-
cial neural network (ANN) between the input and output layers include a number
of hidden units. Deep learning techniques are highly effective when the quantity of
available samples amid the training stage is vast. During ordinary DNN preparation,
loads of the neurons are refreshed at every redundancy until there is a blunder among
yield and input is inside resistance. In this work, optimized DNN was used to clas-
sify human activity from the input videos. For this identification, the performance
parameters such as accuracy, sensitivity, specificity, area under region of conversion
are considered. DNN includes two phases: pre-training (utilizing generative deep
belief network) and fine-tuning stages.

4.3.1 DNN Pre-training

ADNN is the quintessential deep learning (DL) model. The engineering of the DNN
has generally included three sections, in particular, the input layer, shrouded layer,
and yield layer, in which each layer has a few interconnected preparing units. In the
DNN, each layer uses a nonlinear change on its input and gives a representation in its
output. In this work, the DNN is analyzed utilizing different parameters for example
accuracy, sensitivity, and specificity of video frames.
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Consider [ fm] being the input features where 1 ≤ m ≤ N and O denotes the
output data sets. A brief model of the neural network can be given as O the number
of times for the yield of the entire network and OH the time for the yield of the
hidden layer. The first hidden element releases the second hidden layer, multiplied
by another set of weights.

In the first hidden layer, the weighted values of the information are enhanced with
the ability to add to the neuron’s gradient as in Eq. (13):

OH_1(x = 1, 2.., K ) =
(

M∑

m=1

wxm fm

)

+ Bx (13)

where Bx represents the constant value is known as bias, wxm is the interconnection
weight connecting the first hidden layer and input feature with M and K denote the
quantity of hidden and input nodes in the main hidden layer. The activation function
of the first hidden layer output is denoted as

F
(
OH_1(x)

) = 1
(
1 + e−OH_1(x)

) (14)

The output of nth the hidden layer can be specified as Eq. (15)

OH_n(q) =
(

K∑

z=1

wqx F
(
OH_(n−1)(x)

)
)

+ Bq (15)

where Bq specify the bias of qth the hidden node, wqx is the interconnection weight
between the (n)th hidden layer and (n − 1)th hidden layer with K hidden nodes. The
actuation work which is the yield of the nth hidden layer is explained as

F
(
OH_y(q)

) = 1
(
1 + e−OH_n(q)

) (16)

At the output layer, the output of nth the hidden layer is again duplicated with the
interconnection weights (i.e., weight between the nth output layer and hidden layer)
and afterward summarized with the bias Bp as

O(p) = F

⎛

⎝
K∑

p=1

wpq F
(
OH_n(q)

) + Bp

⎞

⎠ (17)

where wpq represents the interconnection weight at the nth hidden layer and output
layer having pth and qth individually. The initiation work at the yield layer goes
about as the yield of the entire model.
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Currently, the model differs from the target output and the output of the model is
achieved to improve the error. The calculation of the error is defined in Eq. (18)

Error = 1

M

M∑

m=1

(Actual(Om) − T arg et(OT ))2 (18)

where T arget (OT ) denotes the target output and Actual(Om) is the real output. The
error must be decreased to attain an improved DNN. As a result, the weight values
must be balanced until the error in each iteration decreases.

4.3.2 Fine Turning Phase

At this point, the weight parameter of the DNN is adjusted or improved by using
AMBO. The optimization algorithm is used to find the optimum weights to provide
the best error rate and performance accuracy. The monarch butterfly optimization
(MBO) algorithm is the latest metaheuristic algorithm presented byWang et al. [26].
It simulates themigration behaviors ofmonarch butterflies in nature.MBO algorithm
is tested through thirty-eight benchmark problems and performance is comparedwith
the other five metaheuristic algorithms [27].

MBO algorithm is mainly determined by the migration operator and butterfly
adjusting operator. The migration operator and Butterfly adjusting operator can
be implemented simultaneously. Therefore, the MBO method is ideally suited for
parallel processing. MBO algorithm has a simple calculation process, requires less
computational parameters. The mathematical equations and formulas proposed for
this algorithm are given as follows:

Step 1: Initialization.

The initialization is an important process for all the optimization algorithms. Here,
the different positions of weights are considered as the initial solution. The initial
solution is randomly generated. The weight parameters are initialized as follows:

S = (S1, S2, K , Si ) (19)

where Si represents the i th solution and it can be defined as follows:

Si = {wxm, wqx , wpq}i (20)

where wxm represents the interconnection of weight between the input feature and
hidden layer,wqx represents the interconnection weight between the nth hidden layer
n − 1th hidden layer, and wpq denotes the interconnection weight at the nth output
layer and the hidden layer having qth and pth nodes separately (Fig. 2).
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Fig. 2 Structure of deep neural network

Step 2: Fitness calculation.

After initialization, the fitness of each value is calculated. The determination of fitness
is a vital part of the BOA algorithm. It is utilized to assess the inclination (integrity) of
arrangements. Here, classification accuracy is the principal rule used to plan fitness
work.Every time thefitness of each solution is calculated. Themathematic expression
of fitness calculation is given by

f i tness = max(Accuracy) (21)

Accuracy = TN + TP

(TN + TP + FN + FP)
(22)

where T P represents the true positive, T N denotes the true negative, F P represents
the false positive, and F N denotes the false negative.

Step 3: Updation.

After completing the fitness calculation, we update the solution based on the BOM
algorithm. Here, two operators are repeated until the termination process. The
detailed description of the two operators is given below.

Migration process:

In BOA, the number of butterflies in subpopulation 1 and subpopulation 2 is ceil
(P ∗ N P)(N P1) and (N P − N P1)(N P2), respectively. Here, ceil (y) rounds y to
the nearest integer or greater than or equal to y: N P represents the number of popu-
lation; P represents the ratio of butterflies in the subpopulation. The mathematical
expression of the migration process is given below.
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yt+1
i,k = yt

n1,k (23)

where yt+1
i,k represents the kth element of yi at generation t + 1 that presents the

position of the butterflies i. Similarly, yt
n1,k denotes the kth element of yn1, which

is the newly generated position of butterfly n1, t represents the current generation
number. The butterfly n1 is randomly selected from subpopulation 1. When n ≤ P
the element k in the newly generated butterfly and it can be calculated by

n = rand ∗ period (24)

where rand is a random number obtained from a uniform distribution. In the contrast,
if n > P , the element k is newly generated is given by

yt+1
i,k = yt

n2,k (25)

where yt+1
i,k represents the kth element of yn2, which is the newly generated position

of the butterfly n2. The butterfly n2 is randomly selected from subpopulation 2.

Butterfly Adjusting Operator:

For all the elements in butterfly j, if a randomly generated number rand is smaller
than or equal to P, it can be updated as,

yt+1
j,k = yt

best,k (26)

where yt+1
j,k represents kth element of y j at the generation of t +1 that presents the of

the butterfly j . Similarly, yt
best,k represents the kth element of ybest which is the best

butterfly in subpopulation 1 and subpopulation 2. t represents the current generation
number. In the contrast, if rand is bigger than the p, it can be updated by

yt+1
j,k = yt

n3,k (27)

yt
n3,k represents the kth element of yn3 that is randomly selected in subpopulation 2.
Here n3 ∈ {1, 2, 3, .., N P2}. Under this condition, if rand > B AR, it can be further
updated as follows:

yt+1
j,k = yt+1

j,k + α(dyk − 0.5) (28)

β = smax

t2
(29)
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where BAR represents the butterfly adjusting rate, β represents the weighting factor
and smax maximum walk step that the butterfly can move in one step and t represents
the current generation. dy represents thewalk step of butterfly j that can be calculated
by performing the levy flight.

dy = Levy(yt
j ) (30)

Step 5: Termination.

The algorithm stops its implementation just if a maximum number of emphases are
accomplished and the arrangement which contains the best weight esteem is picked.

The problems in MBO algorithms are fixed population size during the entire
optimization process, population degradation, and slow convergence speed of algo-
rithms. These are addressed using Adaptive Monarch Butterfly Algorithm(AMBO)
by adaptively adjusting the value of P and by applying a greedy strategy to find the
fitness of the newly generated butterfly.

5 Results and Discussion

In this paper, human activity recognition is implemented using three classifiers DNN,
DNN optimization using the MBO algorithm, and DNN optimization using the
AMBO algorithm. The experimentation is done using the MATLAB platform and
conducted on an Intel i5 machine with 12 GB of RAM. The performance of the
proposed method is evaluated by accuracy, sensitivity, specificity, FRR, FNR, FDR,
PPV,NPV, and region of curve (ROC). A comparison between the three approaches is
carried out. The evaluationmatrices of the proposedmethod are described as follows,

5.1 Evaluation Matrices

The evaluation matrices accuracy, sensitivity, specificity, FRR, FNR, FDR, PPV,
NPV, and region of curve (ROC) are used for the evolution of the comparative
methods. The performance evaluation matrices are defined as follows:

Sensitivity: Some real positives to the sum of true positive and false negative rate
sensitivity are called sensitivity. The mathematical expression of sensitivity is given
as

Sensi tivi t y = T P

T P + F N
× 100 (31)
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Specificity: Specificity is the ratio of several true negative to the sum of a true negative
and false positive.

Speci f ici t y = T P

T P + F P
× 100 (32)

Accuracy: Accuracy is calculated by the measures of sensitivity and specificity. It is
denoted as follows:

Accuracy = T P + T N

T P + F P + T N + F N
× 100 (33)

Positive Predictive Value (PPV): The fraction of positive experiment consequences
which are considered as the Positive Predictive Value.

P PV = T P

T P + F P
× 100 (34)

Negative Predictive Value (NPV): The fraction of negative experiment consequences
which are considered as the Negative Predictive Value.

N PV = T N

T N + F N
× 100 (35)

False Positive Rate (FPR): FPR is calculated as the number of incorrect positive
predictions divided by the total number of negatives. It can also be calculated as 1
– specificity.

F P R = T P

T N + F P
× 100 (36)

False Negative Rate (FNR): FNR is calculated as the number of incorrect negative
predictions divided by the total number of negatives.

P PV = F N

T P + F N
× 100 (37)
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Fig. 3. Sample data set for Video 1

Fig. 4 Sample data set for Video 2

5.2 Data Description

To testify the effectiveness of the proposed method, the video sequence contains the
avenue data set. Avenue Dataset contains 16 training and 21 testing video clips. The
total numbers of training frames are 15,328 with a resolution of each frame of 640
× 360 pixels. There are 14 unusual events including strange actions like running,
throwing objects and loitering, unusual objects, wrong direction, etc. Challenges
in the Avenue dataset are camera shake, few outliers, some normal patterns rarely
appear in training data [28]. The sample video sequence are given below (Figs. 3 and
4).

5.3 Experimental Result

In this section, the experimental results of the proposed method are discussed. The
testing of the proposed method is done on 12 testing videos. This proposed method
is used to predict normal or abnormal human activity. Human activity recogni-
tion is used in video surveillance systems that track abnormal events, and human–
machine interaction. Table 1 demonstrates the results of the proposed method for the
classification of activity.
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Table 2 Comparative analysis video 1

Sensitivity Specificity Accuracy PPV NPV FPR FNR FDR

ABO-DNN 0.9214 0.9158 0.9190 0.9347 0.8990 0.8411 0.0785 0.0652

BO-DNN 0.9 0.9065 0.9025 0.9264 0.8738 0.0934 0.1 0.0735

DNN 0.8857 0.8971 0.8906 0.9185 0.8571 0.1028 0.1142 0.0814

Table 3 Comparative analysis video 2

Sensitivity Specificity Accuracy PPV NPV FPR FNR FDR

ABO-DNN 1 0.9584 0.9666 0.8601 1 0.0415 0 0.1398

BO-DNN 0.9918 0.9189 0.9337 0.7577 0.9977 0.0810 0.0081 0.2422

DNN 0.9268 0.8939 0.9006 0.6909 0.9794 0.1060 0.0731 0.3090

5.4 Comparative Analysis

This section shows, comparative analysis of the proposed and the existing methods.
To prove the effectiveness of the proposed method, we have compared the proposed
methodwith the existingmethods such asMonarchButterflyOptimizationwithDeep
NeuralNetwork (MBO-DNN) andDNN.Here, the performance parameters analyzed
are accuracy, sensitivity, specificity, FRR, FNR, FDR, PPV, NPV, and region of curve
(ROC). The comparative analysis of the proposed method is given in Tables 2 and 3.

Figure 5 represents the comparative analysis of the proposed method against the
existing method for video file 1. In video file 1, the accuracy of the proposed method
is 91%; the existing methods are 90% and 89% respectively. The comparison shows
that the Accuracy, Sensitivity, Specificity results of the proposed method are better
than the existing method.

Figure 6 demonstrates the comparative analysis of the proposed method against
the existing method in video 2. Comparing the proposed and existing method as
shown in Table 4, the proposed method is much better than the existing methods.

Figure 7 shows the recognition accuracy chart for the 12 different testing videos
for three classifiers DNN, MBO, AMBO. The recognition accuracy plot shows that
AMBO algorithms performance is better compared to MBO and DNN. Feature
Extraction time recorded is four frames per second. Prediction time recorded is
0.22 frames per second.

5.5 Comparative Analysis of the Published Paper

In this section, the comparative analysis of the proposed method and the currently
published paper is carried out. To prove the effectiveness of the proposed method,
we compare the three published papers. In this published paper [28], the abnormal
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Fig. 5 Comparative analysis of video 1

Fig. 6 Comparative analysis of video 1

event detection was implemented using sparse combination learning. In the existing
method [29], implementation is done using discriminative frameworks for large video
detection using spatiotemporal descriptors with SVM as a classifier. The abnormal
video detection form videos using two-stream recurrent variational autoencoder [30].
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Fig. 7 Comparative analysis of video 1

Table 4 Comparative
analysis of the proposed and
the published papers

Method Year of
publication

Accuracy
(Avenue
dataset)

AUC (Avenue
dataset)

Lu et al. [28] 2013 92.9% 0.78

Giorno et al.
[29]

2016 91% 0.80

Yan et al.
[30]

2018 93% 0.80

Trong et al.
[31]

2019 – 0.87

Proposed
method

96% 0.95

The methodology used by [31] is the optical flow and CNN Model for abnormal
activity recognition. Table 4 shows the comparative analysis of the proposed method
against the published paper in terms of recognition accuracy andAUC for the Avenue
dataset.

Figure 8 represents a graphical representation of the comparative analysis using
accuracy and AUC parameters of the proposed method against the published papers.
The reference [28] contains 92.9%accuracy,Giorno et al. [29] achieves 91%accuracy
and the published paper [30] contains 93% accuracy. The accuracy of the proposed
method achieves 96%.Comparing the proposed and the published paper, the accuracy
and AUC of the proposed method are very much better than the published paper.
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Fig. 8 Comparative analysis of the proposed method against the published papers

6 Conclusion

This paper presented a framework for human activity recognition using an adaptive
deep neural network. The key aim was to detect anomalous activity in the video
sequences. In this method, the input videos are converted into a number of frames.
After that, the keyframes are extracted by using SSIM measures. The features from
keyframes are extracted using the local and global feature methods. Here, the local
features are extracted using the SIFT method, and the global features are extracted
using the SURFmethod.After completing the feature extraction, the selected features
are fed to the classifier for identifying human activity. This work proposed a novel
method of optimizing DNN using the Monarch Butterfly algorithm and Adaptive
Monarch Butterfly algorithm for human activity classification. The performance
evaluation was conducted on the Avenue datasets to obtain the FRR, FNR, FDR,
PPV, NPV, Accuracy, and AUC results. The adaptive butterfly monarch optimization
algorithm (AMBO) shows improvement in the recognition accuracy compared to the
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traditional DNN, MBO-DNN approach. When compared with the existing methods
for the Avenue dataset, the proposed method has shown better recognition accuracy
and AUC score for human activity recognition. In the future model can be tested on
real-time test videos to make this approach more robust.
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A Secure Color Image Encryption
Scheme Based on Chaos

Rajiv Ranjan Suman, Bhaskar Mondal, Sunil Kumar Singh,
and Tarni Mandal

1 Introduction

The Internet is spreading overwhelmingly every day. Due to its easy connectivity
through smartphones, people of all professions, age groups, geographical locations
are becoming connected. A huge population performs countless kinds of activities
including entertainment, social media, business, banking, academics, etc. [11]. In
all these activities, sensitive personal information is transmitted and shared over the
Internet which is an insecure channel. Most often, such information includes color
images of persons, groups, medical data, business data, government, or enterprise
documents, etc. Disclosure of such data may lead to significant loss of property,
reputation, credential, or even claim life. Hence, assurance of privacy and integrity
of such data over the Internet is a tough challenge for the researchers [2, 8].

Data encryption is widely used to protect confidentiality as well as the integrity
of data. An image encryption technique transforms the plain text image to some
unrecognizable and noise-like format with the help of an encryption algorithm and
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a secret key [10]. During the past two decades, many algorithms were reported
to encrypt images efficiently [5]. Slow speed of encryption and scalability are the
major limitations of most of the reported algorithms when used to encrypt many
color images of large size and high resolution.

Color image encryption proposed by Broumandnia [3] is a five-step procedure in
3-D space. It implements diffusion and confusion of pixels using substitution and
permutation operations, respectively. They used a function based on modular arith-
metic along with operations reversible for multiplication to implement 3D modular
confusion. Speed of key generation, period of keys, and size of keyspace of the
encryption scheme were increased due to the use of 3D modular chaotic arithmetic.
However, its computations are not free from high overhead.

Valandar et al. [13] presented an encryption technique that uses a 3-D chaotic
map containing six keys. Interval of control parameters is shown with the help of
bifurcation diagrams and Lyapunov exponent to realize the chaotic nature of their
proposedmap. The randomness of the generated numbers was verified by the cobweb
plot, cross coloration, and statistical tests (ENT, NIST, and DIEHARD). Hence, the
implemented map could be used as a pseudonumber generator. An image encryption
presented by Mondal et al. [7] used a new sin-cos cross chaotic map. In [9], they
presented one more scheme in which genetic operations were used for encrypting
images.

Chai et al. [4] proposed a cryptosystem for color images. It uses a dynamic DNA
sequence and four-wing hyper-chaotic system for encryption. Encoding as well as
decoding rules were chosen based on input unencrypted images. It uses a novel
diffusion procedure to diffuse the DNA sequence of the input image. The method
provides good security performance.

Kovalchuk et al. [6] used the RSA algorithm to develop a new encryption-
decryption algorithm for grayscale as well as color images. Encryption or decryp-
tion was applied on each row of the input image matrix with and without use of
additional noise-mixing. The effectiveness of this scheme was tested and verified
by conducting several experiments with grayscale as well as color images. Bit-wise
binary operations gave lowcomputational overhead and faster speed to this technique.

A DNA-based multi-channel chaotic encryption scheme was reported by Wang
et al. [14] for colored images. It generates six sets of chaotic key sequences. Then
RGB components of the input image are extracted and DNA matrix are generated
from DNA coding. Three equal size sub-matrices are obtained after scrambling
the DNA matrix using XOR with chaotic key matrices. Finally, multiple diffusion
operations are performed to encrypt the colored image.

1.1 Objective and Contribution

This paper proposes a color image encryption scheme based on a chaotic Duffin
map. The scheme works in two steps (i) first it permutes pixel positions and then
(ii) performs diffusion of pixel values. The scheme permutes the pixels of all three
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components red, green, and blue based on the random number obtained from the
chaotic Duffin map. Then it changes the pixel values using the same series of pseu-
dorandomnumber. The initial state alongwith parameters of theDuffinmap becomes
the key for the encryption scheme.

The scheme was tested with security parameters like histogram analysis, corre-
lation coefficient, PSNR, entropy, UACI, and NPCR. The experimental results
demonstrate that the scheme is secure and robust against different security attacks.

The next section discusses the chaotic Duffin map followed by the proposed
method in Sect. 3. Experimental results are given in Sect. 4. Finally, in Sect. 5, the
conclusion is given.

2 Chaotic Duffing Map

The Duffing map or Holmes map is a discrete chaotic dynamical system. In chaotic
map, point (xk , yk) on theCartesian plane ismapped to a new location usingEqs. 1 and
2. The generated (xi, yi) are plotted for the map in Fig. 1a and the bifurcation diagram
is shown in Fig. 1b, which shows the chaotic nature of the map. The series of (xi, yi)
are the pseudorandom number sequence (PRNS) that is used for the encryption.

xk+1 = yk (1)

yk+1 = βxk + αyk−y3k (2)

The behavior of the map is determined by two parameters α and β, which are set
near to α = 2.75 and β = 0.2 to get a good chaotic nature.

    (a) Plot of (xi, yi) values                                      (b) Bifurcation diagram 

Fig. 1 Chaotic nature of Duffin map
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3 The Proposed Scheme

The proposed scheme takes a color image I of size r % c as input and encrypts the
image based on pseudorandom number sequence (PRNS) generated by the chaotic
Duffin map. This map generates two PRNS represented as Rx and Ry. The initial
conditions xk and yk and the chaotic parameters α and β of the Duffin map are the
secret key K = ( xk , yk , α, β) for the proposed cryptosystem. The overall represen-
tation of the scheme is presented in Fig. 2. The algorithm has two main steps (i)
permutation and (ii) diffusion. The algorithm is given below.

Fig. 2 The proposed scheme
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1. Read a color plain image I of size r % c.
2. Generate two PRNS Rx and Ry using the Duffin map each of size r % c.
3. Permute the position of the pixel of Red (R), Green (G), and Blue (B)

components of the RGB image using Eq. 3.

Ip
(
Rx (m, n), Ry (m, n), 1

) = I (m, n, 1)

Ip
(
Rx (m, n), Ry (m, n), 2

) = I (m, n, 2)

Ip
(
Rx (m, n), Ry (m, n), 3

) = I (m, n, 3) (3)

4. The pixel values of the permuted image I ′ are modified using Eq. 4.

Ic(m, n, 1) = Ip(m, n, 1) ⊕ ((
Rx (m, n) + Ry(m, n)

)
mod 256

)

Ic(m, n, 2) = Ip(m, n, 2) ⊕ ((
Rx (m, n) + Ry(m, n)

)
mod 256

)

Ic(m, n, 3) = Ip(m, n, 3) ⊕ ((
Rx (m, n) + Ry(m, n)

)
mod 256

)
(4)

5. The Ic is produced as the encrypted image.

4 Security Test Results

The proposed schemewas evaluated with different images for many security metrics.
Experimental results are presented in this section. Four color images of different sizes
and types were chosen namely (i) Lena (512 × 512), (ii) Airplane (256 × 256), (i)
Fruits (350 × 350), and (iv) Peppers (400 × 400) for evaluating the algorithm. The
results depict that the proposed algorithm is promising and secure against attacks.

4.1 Analysis of Histogram

The histogram analysis visualizes the pixel frequencies in an image. The uniformity
in the histogram of the cipher image shows the good quality of the cryptosystem. The
plain color image and its histogram are presented in Fig. 3a, b whereas the cipher
image and its histogram are shown in Fig. 3c, d. From Fig. 3, it can be well noticed
that the histogram of the cipher image is changed drastically from the plain image,
which depicts the good quality of the proposed system. Further, the component-wise
histogram of the plain image and the cipher image are presented in Fig. 4.
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(a) The plain image                                            (b) The histogram of the plain image

(c) Encrypted image (d) The histogram of the encrypted image

Fig. 3 Experimental results on the Pepper image

4.2 Correlation Coefficient

The correlation among the adjacent pixels in the plain image is remarkably high due
to the redundancy of information in the images. The high correlation needs to be
broken and should be near to zero in the cipher image to resist any statistical attacks.
The calculated values of each component of the plain images and the cipher images
are placed in Table 1. It can be noticed that correlation among pixels in the cipher
images is drastically reduced as compared with that in the plain images. Comparison
of correlation values Lena image is shown in Table 2. The correlation coefficient CC
is given by Eq. 5.

CC = E[(A1 − μA1)(A2 − μA2)]
σ A1σ A2

(5)

where A1 and A2 are sets of selected adjacent pixels and σA1 and σA2 are respective
standard deviations.
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        plain image                                                                 cipher image 

                       plain image                                                                      cipher image 

(a) Histogram of Red Component of (b) Histogram of Red Component of

(c) Histogram of Green Component of (d) Histogram of Green Component of 

(e) Histogram of Blue Component of (f) Histogram of Blue Component of 
                       plain image                                                                      cipher image 

Fig. 4 Comparison of histograms of RGB components of plain image and cipher image for Pepper
image
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Table 1 Correlation test results and comparison

Image
name

Image
compo-nent

Horizontal Vertical Diagonal

Plain
image

Cipher
image

Plain
image

Cipher
image

Plain
image

Cipher
image

Lena Red 0.9754 0.00030215 0.98695 0.0013188 0.96368 0.000130

Green 0.97445 0.00084163 0.98685 0.00014687 0.96251 0.002563

Blue 0.95315 0.0019335 0.97367 0.0016489 0.93374 0.001889

Air-plane Red 0.97264 0.0016611 0.95681 0.00078998 0.93433 0.000005

Green 0.95778 0.00074349 0.96775 0.0024013 0.93259 0.002038

Blue 0.96398 0.00082967 0.93532 0.001291 0.91458 0.000426

Baboon Red 0.92307 0.0011754 0.86596 0.0018598 0.85434 0.000062

Green 0.86548 0.0010952 0.76501 0.002992 0.7348 0.002674

Blue 0.90734 0.00020721 0.88089 0.0028424 0.83986 0.002927

Fruits Red 0.9726 0.0025169 0.97282 0.0031644 0.95226 0.001203

Green 0.97738 0.0014982 0.9778 0.00067421 0.962 0.003654

Blue 0.98025 0.00099807 0.9807 0.0047153 0.96572 0.003574

Peppers Red 0.96352 0.00077369 0.96634 0.0034343 0.95638 0.001613

Green 0.98112 0.00080362 0.98177 0.0039453 0.96866 0.001750

Blue 0.96652 0.0010569 0.96642 0.0036216 0.94779 0.001057

Table 2 Comparison of Correlation test results with Refs. [1, 12]

Scheme Direction Red Green Diagonal

Plain
image

Cipher
image

Plain
image

Cipher
image

Plain
image

Cipher
image

Our’s Horizontal 0.9754 0.00030215 0.97445 0.00084163 0.95315 0.0019335

Vertical 0.98695 0.0013188 0.98685 0.00014687 0.97367 0.0016489

Diagonal 0.96368 0.00013044 0.96251 0.0025632 0.93374 0.0018893

Ref. [1] Horizontal 0.9794 0.0024 0.9806 0.0009 0.9604 0.0032

Vertical 0.9574 0.0052 0.9593 0.0004 0.9237 0.0017

Diagonal 0.9363 0.0003 0.9400 0.0012 0.8898 0.0027

Ref.[12] Horizontal 0.9647 0.0091 0.9730 0.0012 0.9484 0.0223

Vertical 0.9639 0.0123 0.9407 0.0047 0.8907 0.0057

Diagonal 0.9143 0.0258 0.9186 0.0188 0.8434 0.0142

4.3 Entropy and Peak Signal-To-Noise Ratio (PSNR)

The entropy of an image represents the randomness of pixel values. One of the
cryptographic objectives is to increase the randomness in pixels of the produced
cipher image. The results in Table 3 show that the entropy values of cipher images
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are increased (near to 8) as compared to entropyvalues of correspondingplain images.
The entropy is given by Eq. 6.

H(m) =
2N−1∑

k=0

p(mk) × log2

[
1

p(mk)

]
(6)

where p is the probability of each gray-scale value. If a cipher image becomes
completely random then the entropy becomes very near to 8.

The PSNR is the ratio between the power of the plain image and the cipher image.
A higher value of PSNR depicts the potential of the cryptosystem. The calculated
values of PSNR are shown in Table 3.

4.4 UACI and NPCR

The unified average changed intensity (UACI) and number of changing pixel rates
(NPCR) are the two important measurements of the quality of a cryptosystem. The
calculated values are presented in Table 3 which shows that the proposed scheme is
strong enough against attacks. UACI calculates the average difference of intensities
between two cipher images C and C’ given by Eq. 7. A value of UACI around 30 is

Table 3 Test values of Entropy, PSNR, UACI, and NPCR

Image name Image
Compo-nent

Entropy PSNR MSE UACI NPCR

Plain image Cipher image

Lena Red 7.2625 7.9994 46.294 106.51 33.034 99.927

Green 7.5902 7.9993 45.585 90.464 30.584 99.904

Blue 6.9843 7.9992 44.553 71.326 27.669 99.917

Air-plane Red 6.7178 7.9993 45.985 99.192 31.908 99.911

Green 6.799 7.9993 46.304 106.74 33.057 99.902

Blue 6.2138 7.9994 46.204 104.32 32.703 99.887

Baboon Red 7.7067 7.9992 45.381 86.301 29.96 99.926

Green 7.4744 7.9993 44.919 77.597 28.615 99.911

Blue 7.7522 7.9993 45.81 95.271 31.353 99.906

Fruits Red 7.0556 7.9993 46.485 111.28 33.757 99.904

Green 7.3527 7.9993 45.986 99.206 31.909 99.905

Blue 7.7134 7.9992 45.613 91.047 30.686 99.899

Peppers Red 7.3388 7.9994 45.043 79.845 28.953 99.886

Green 7.4963 7.9993 46.54 112.71 34.003 99.909

Blue 7.0583 7.9991 46.533 112.52 34.023 99.934
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acceptable in encryption.

U AC I =
∑

m,n

∣
∣C(m, n) − C ′(m, n)

∣
∣

F × T
× 100% (7)

where F is the maximum possible pixel value of the image and T is the total number
of pixels in the image.

NPCR calculates the percentage of differences among pixels of two cipher images
C and C’ whose plane images have only one to few bits difference. The NPCR is
given by Eq. 8.

D(m, n) =
{
0, i f C(m, n) = C ′(m, n)

1, i f C(m, n) �= C ′(m, n)

N PCR =
∑

m,n

D(m, n)

T
× 100% (8)

where T is the total number of pixels in the image.

5 Conclusion

The security of color images is a warranting requirement in current days. This
paper proposed a secure encryption algorithm for color images based on the Duffin
map. The proposed algorithm is robust and secure, which is easily observable from
the results generated and presented in this paper. The algorithm shows good and
acceptable results in security metrics like histogram analysis, correlation coefficient,
entropy, PSNR, UACI, and NPCR. The algorithm may be used for real communi-
cation and storage of color images over the Internet. It can also be implemented on
hardware to improve the performance.
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Simulation of Groundwater level
by Artificial Neural Networks of Parts
of Yamuna River Basin

Saad Asghar Moeeni, Mohammad Sharif, Naved Ahsan, and Asif Iqbal

1 Introduction

Groundwater is the most important source of natural resources. It is a vital source
of industries, agriculture, and domestic requirements which want to be carefully
managed for hard rock and drought-prone areas [1]. It has become a reliable source
of water in all climatic regions of the world [2]. Groundwater is the largest available
freshwater resource in the whole world. Aquifer wells provide potable water to 50%
of the world’s population and record 43% of overall irrigation water consumption. In
addition, worldwide 2.5 billion citizens depend entirely on groundwater supplies in
order to meet their everyday needs [3]. In arid and semi-arid climates, with frequent
dry spells and sometimes erratic surface waters (LiamasandMartínez-Santos, 2005),
groundwater is significant. Groundwater is an important medium of water supply in
different regions of theworld, as a result, several studies highlighted different features
of groundwater such as storage potential, hydrogeology, water quality , exposure,
and so on [4–7]. Furthermore, groundwater simulation has become an essential tool
among scientists and engineers working on water management for optimizing and
protecting the development of groundwater. Physically, during the past few years,
simulations have been implemented to simulate and analyze the groundwater envi-
ronment and then take remedial steps in order to allow effective use of the control
of water supplies. These models act as a hydrological variableness framework and
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understand the physical processes within the aquifer. Hydrologists, mechanics, and
environmental engineers use this frequently in computer applications but challenges
range from aquifer protection yield to soil quality and clean-up. Although such
models use data in highly intense, laborious, and expensive ways. As a consequence,
physical models in developed countries are significantly limited because of the lack
of appropriate and high-quality data.

In this paper, we have used ANN for groundwater prediction of four Blocks of
the BANDADistrict of UP. Prediction of groundwater is very important for planning
groundwater administration and water resources in any river basin. Physical-based
models are widely used in groundwater simulation. Wide numbers of numerical
models have already been developed for different areas with different objectives such
as to express provincial groundwater behavior and to understand local hydrological
processes [8–10]. The relevance of the ANN technique in water management ranges
from event-based simulation to real-time simulation. It has been used for rainfall-
runoff simulation, precipitation simulation as well as for stream flows simulation,
evapotranspiration, water quality as well as groundwater [11–13]. In the literature,
comparatively less research on the ANN-based approach in groundwater hydrology
has been used in comparison to surfacewater hydrology. Neural networking practises
are used in groundwater hydrology for the evaluation of the aquifer parameters [14–
20], groundwater quality predictions [17, 21, 22].

2 Study Area

Banda district lies between latitude 25◦00′00” and 25◦59′00” north and longitude
80◦06′00” and 81◦00′00”. The district’s total area is 4460 km2. Baberu is one block
of the Banda district. It consists of 570.41 km2. The area geologically comprises
Precambrian Bundelkhand granites overlain by Vindhyan and quaternary alluvium.
The area is roughly plain apart from some isolated granitic hillocks and the division
of point bars natural levees, and flood plain. It is made up of unconsolidated deposits
of Indo-Gangetic alluvium of recent age comprising silt clay, silt, Kankar, sand and
their admixtures of various grades.
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3 Study Period

The periods for study depend from the time of minimum to the time of maximum
water table elevation as the non-monsoon period and from the time of minimum to
the time of maximum water table elevation as monsoon period. For this purpose,
data have been taken from 1995 to 2016 in northern India and the water year is
considered from November 1 to October 31 next year. The study periods are taken
as non-monsoon periods for the duration of November to May.

4 Materials and Methods

4.1 Ground Water Balance Equation

Rc + Ri + Rr + Rt + Si + I g = Et + T p + Se + Og + �S (1)
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where
R = Rainfall Recharge;
Rc = Canal seepage Recharge;
Rr = Field irrigation Recharge; Rt = Recharge from pond storage
Ig = inflow from blocks; Et = Evapo-transpiration;
Tp = Groundwater discharge from tube well;
Si, Se = influent and effluent seepage from rivers; Og = outflow to other blocks;

and
�S = change in groundwater storage.
All these parameters are calculated by Central Groundwater norms [Ref].

ANN Architecture

For the prediction of groundwater resources, ANN model is proposed the proposed
models have been built usingMATLABThe proposed ANNmodel consists of only a
hidden layer in between input and output layers. Transfer function used on behalf of
the hidden layer is sigmoid whereas used for output layer it is linear. Four different
algorithms Levenberg Marquardt, Gradient Descent, Scaled Conjugate Gradient,
and Bayesian Regularization backpropagation algorithm are used for training. The
proposed model has been trained, tested, and validated with recharge and discharge
and groundwater level data. The block diagram of the proposed two inputs and one
output ANNmodel is shown in Fig. 1. The structure of an ANN is usually prejudiced
by the nervous structure of humans.
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Fig. 1 Actual and predicted
groundwater level through
Levenberg–Marquardt for
Non-Monsoon season

4.2 Levenberg–Marquardt (LM)

The Levenberg–Marquardt technique is a modification of the typical Newton
algorithm for ruling an optimum answer to minimize complexity. It employs
approximation to the Hessian matrix in the subsequent Newton-like weight update

xk+1 = xk−
[
J T J + μI

]−1
J T e (2)

when neural network x is the weights, J of Jacobian matrix minimizes the presenta-
tion criterion, µ of a scalar emphasizes the phase of learning, and e is the vector of
the residual error. When µ is bigger, Eq. 1 is decent in the gradient for a limited
stage scale. The Newton method is faster and more reliable, near to minimum
error, because the objective is to change size. The scalar µ is zeros equation 1
automatically is the Newton method. Newton’s method is quick and more accurate
because of the shifting toward the Newton method quickly. Levenberg–Marquardt
has computational requirements so it can be used for small networks [23].

4.3 Bayesian Regularization (BR)

The Bayesian regularization is an algorithm that mechanically sets optimum stan-
dards in support of the parameter of the point function. The weight and bias of the
network be understood to be a random variable with specified circulation. The benefit
of Bayesian control is that the feature should not surpass the scale of the network.
The effective usage of Bayesian regularization in literature [24].
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4.4 Gradient Descent by Means of Momentum and Adaptive
Learning Rate Back Propagation (GDX)

In order tomeasure the derivative of the output cost function according to the arbitrary
weights and bias of the network, this technique utilizes a standard back propagation
algorithm. This strategy utilizes gradient descent with momentum to control each
variable. With each level of shift, the learning rate is increased if efficiency declines,
one of the simplest and most popular ways to train a network [25].

4.5 Scaled Conjugate Gradient (SCG)

The scaled conjugate gradient (SCG) algorithm [26] determines the quadratic error
calculation in the neighborhood. Moller [26] proved this hypothetical base work
to be the primary order approach for the primary derivative, such as regular back
propagation, and found an important way to obtain a local minimum of second-order
technique in the second derivatives. SCG is a second-order combination of gradient
algorithms that has helped to reduce a multidimensional target function. SCG is
a simple algorithm and employs a scaling method that holds the search through
information iteration away from the time-consuming line [26, 27] has shown that the
SCG approach presents super linear convergence for major problems.

4.6 Criteria for Evaluation

The following statistical indices such as R2 efficiency criteria, root mean square error
(RMSE), Mean Absolute Error (MAE), Mean Square Error (MSE), and coefficient
of correlation (r) were used to evaluate the performance.

5 Results and Discussion

In Babeu Block of BANDA, part of the Yamuna river basin, the purpose of ANN
is to measure the capacity to predict a fluctuation of the groundwater level. The
network has the following input parameters, Recharge and Discharge. In recharge all
the parameters are included like recharge from rainfall, recharge from canal seepage,
recharge from field irrigation, recharge from pond storage and in discharge all the
parameters are included like groundwater discharge from tube well, influent and
effluent seepage from rivers, and for the output parameters, groundwater levels were
taken. The four wells’ groundwater levels were estimated by using the feed-forward
networkwith a backpropagation algorithm.Minimumerrorswere saved in the trained
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networks. The neural networks of each wells producing maximum value for R2. was
selected as the best network.

For ALIHA well LAT = 25.495 LONG = 80.525

Year Recharge in Ham Discharge in Ham Groundwater level in MBGL

1995 2776.139 74.557 6.53

1996 2594.47 74.63 5.09

1997 2488.79 71.615 5.1

1998 2903.234 71.610 5.28

1999 2352.035 80.709 5.33

2000 3168.478 80.704 7.43

2001 3436.0.904 80.700 4.08

2002 3435.626 80.695 5.73

2003 3137.422 80.535 1.83

2004 4802.41 81.270 5.23

2005 1735.716 81.717 5.3

2006 3301.524 82.368 5.91

2007 2686.633 82.156 5.5

2008 3983.97 82.704 6.09

2009 3155.92 83.233 8.03

2010 3077.607 83.802 7.02

2011 3556.657 109.231 6.05

2012 3294.387 109.784 8.02

2013 3152.837 111.968 6.11

2014 2603.938 113.001 6.5

2015 3019.837 114.034 6.8

2016 3593.046 114.146 8.3

HAM = Hectare Metre, MBGL = Metre Below Groundlevel
For Mural well LAT = 25.51, LONG = 80.562

Year Recharge in HAM Discharge in HAM Groundwater level in MBGL

1995 7082.457428 190.2115222 4.3

1996 6618.994941 190.410659 3.9

1997 6349.392655 182.7041859 2.1

1998 7406.700558 182.6928576 4.7

1999 6000.488148 205.9046163 3.1

2000 8083.388163 205.8932881 2.42

2001 8768.194147 205.8819598 2.6

2002 8764.93384 205.8706316 9.65

(continued)
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(continued)

Year Recharge in HAM Discharge in HAM Groundwater level in MBGL

2003 8004.157891 205.4621211 0

2004 12,251.87134 207.3352643 1.33

2005 4428.140221 208.4777991 2.87

2006 8422.813025 210.1386775 8.52

2007 6854.111735 209.5955874 5.97

2008 10,163.88281 210.9957958 5.95

2009 8051.360821 212.3960043 5.36

2010 7851.559325 213.7962128 6.3

2011 9073.706649 278.6707427 6.13

2012 8404.605956 280.0800508 3.6

2013 8043.484473 285.6519149 2.34

2014 6643.138717 288.287559 3.31

2015 7704.17571 290.923203 5.33

2016 9166.541755 291.2091086 2.26

For Patwan well LAT = 25.59 LONG = 80.56

Year Recharge in HAM Discharge in HAM Groundwater level in MBGL

1995 13,691.21989 367.7011551 4.3

1996 12,795.29261 368.0861097 7.2

1997 12,274.11981 353.1885944 6.5

1998 14,318.01985 353.1666955 7.9

1999 11,599.64652 398.0377444 6.3

2000 15,626.13626 398.0158455 6.52

2001 16,949.94645 397.9939467 7.87

2002 16,943.64389 397.9720479 8.74

2003 15,472.97486 397.1823492 0

2004 23,684.30256 400.8033545 7.93

2005 8560.113787 403.012008 11.66

2006 16,282.28428 406.2226805 11.05

2007 13,249.80092 405.1728238 16.6

2008 19,647.97613 407.8795908 17.35

2009 15,564.22365 410.5863577 17.52

2010 15,177.98396 413.2931247 17.5

2011 17,540.5379 538.7031909 14.8

2012 16,247.08788 541.4275485 11.3

2013 15,548.99775 552.1986145 5.67

(continued)
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(continued)

Year Recharge in HAM Discharge in HAM Groundwater level in MBGL

2014 12,841.96536 557.2936233 10.25

2015 14,893.07416 562.3886321 15.55

2016 17,719.99904 562.9413209 13.65

For Baberu well LAT = 25.54 LONG = 80.71

Year Recharge in HAM Discharge in HAM Groundwater level in MBGL

1995 4581.922195 123.0553666 3.15

1996 4282.089958 123.1841961 1.95

1997 4107.673562 118.1985734 2.5

1998 4791.687917 118.1912447 2.05

1999 3881.953419 133.2078507 2.15

2000 5229.463927 133.200522 2.89

2001 5672.492038 133.1931933 2.65

2002 5670.382817 133.1858646 1.85

2003 5178.206727 132.921583 1.45

2004 7926.220778 134.1333936 1.95

2005 2864.739275 134.8725445 3.46

2006 5449.051313 135.9470325 5.62

2007 4434.196323 135.595686 5.2

2008 6575.418306 136.5015363 6.37

2009 5208.744171 137.4073867 5.5

2010 5079.484671 138.313237 5.25

2011 5870.140175 180.2831396 2.75

2012 5437.272439 181.1948768 3.65

2013 5203.64865 184.7995363 2.84

2014 4297.709523 186.5046389 3.93

2015 4984.136373 188.2097414 4.45

2016 5930.198882 188.394705 4.32

For ALIHA Well, all recharge and discharge data were calculated according to
the groundwater estimation committee norms. In the year 2002, recharges were the
most, i.e., 3435.626 and the dischargeswere themost in the year 114.146. ForMurwal
well, maximum recharge was found in the year 2008, that is, 10,163.88281 HAM
and maximum discharge was found in the year 2016 that is 291.2091086 HAM. For
Patwan well, maximum recharge was found in the year 2004, that is, 23,684.30256
HAM and maximum discharge was found in the year 2016, that is, 562.9413209
HAM. For Baberu well, maximum discharge was found in the year 2016, that is,
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188.394705. HAM and maximum recharge were found in the year 2004 that is
7926.220778 HAM.

For ALIHA Well

See Figs. 1, 2, 3 and 4.

Fig. 2 Scatter diagram for
actual and predicted
groundwater level for R2 =
0.88 for testing

Fig. 3 Actual and predicted
groundwater level through
Bayesian Regularization for
Non-Monsoon season

Fig. 4 Scatter diagram for
actual and predicted
groundwater level for R2 =
0.85 for testing
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For Baberu well

See Figs. 5 and 6.

For Murwal Well

See Figs. 7 and 8.

For Patwan Well

See Figs. 9 and 10.

Fig. 5 Actual and Predicted
groundwater level through
Bayesian Regularization for
Non-Monsoon season

Fig. 6 Scatter diagram for
actual and predicted
groundwater level for R2 =
0.77 for testing
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Fig. 7 Actual and predicted
groundwater level through
Levenberg- Marquardt for
Non-Monsoon season

Fig. 8 Scatter diagram for
actual and predicted
groundwater level for R2 =
0.94 for testing

6 Conclusion

The function of the artificial neural network of feed-forward back propagation into
groundwater prediction has been investigated in this research paper. Input and output
data are grouped into hydro-geological well classes and the LM, SCG, BR and GD
have been trained for each well sheet. The findings demonstrate explicitly that the



Simulation of Groundwater level by Artificial Neural Networks … 389

Fig. 9 Actual and predicted
groundwater level through
Levenberg-–Marquardt for
Non-Monsoon season

Fig. 10 Scatter diagram for
actual and predicted
groundwater level for R2 =
0.96 for testing

LM algorithmworks well for all four wells. Results demonstrate that the ANNmodel
is capable of predicting the virtual physical structure’s complex response. A major
advantage of this ANN technique is that it can provide good predictions by means
of limitations of groundwater data (Table 1).
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Table 1 Comparison of performance of models developed for all wells, training, testing and
validation

For Aliha well

LM BR GDX SCG

Evaluation
criteria

Epoch TRNG TST VALI TRNG TST VALI TRNG TST VALI TRNG TST VALI

R2 2000 0.88 0.85 0.85 0.85 0.83 0.54 0.34 0.22 0.16 0.86 0.83 0.72

MAE 2000 0.38 0.40 0.41 0.55 0.67 1.0 5.18 7.37 13.2 0.66 0.74 0.79

MSE 2000 0.64 0.79 0.77 0.80 0.90 4.29 39.31 81.27 205.9 1.24 1.18 1.73

RMSE 2000 0.80 0.89 0.81 0.89 0.95 2.07 6.27 9.01 14.3 1.17 1.08 1.31

For Murawal well

R2 2000 0.94 0.74 0.73 0.88 0.71 0.7 0.88 0.87 0.8 0.77 0.7 0.69

MAE 2000 0.45 0.14 0.14 0.85 1.17 1.32 0.89 0.78 1.71 2.56 1.17 1.4

MSE 2000 0.64 8.6 8.6 1.16 4.02 2.6 1.26 1.16 4.32 10.5 2.8 8.6

RMSE 2000 0.8 2.9 2.9 1.08 2.0 1.6 1.12 1.07 2.09 3.17 1.69 2.9

For Baberu well

R2 2000 0.82 0.78 0.73 0.77 0.78 0.70 0.57 0.51 0.34 0.72 0.67 0.63

MAE 2000 0.59 0.51 0.71 1.11 1.15 0.52 1.77 1.17 9.9 0.67 0.83 0.84

MSE 2000 0.85 0.87 0.97 2.1 2.5 1.38 6.81 2.13 14.0 0.97 1.31 1.47

RMSE 2000 0.92 0.93 0.98 1.4 1.6 1.17 2.6 1.46 11.9 0.98 1.14 1.21

For Patwan Well

R2 2000 0.98 0.96 0.75 0.722 0.721 0.51 0.67 0.455 0.44 0.88 0.86 0.84

MAE 2000 0.41 0.80 1.55 2.40 0.51 5.18 24.39 4.47 5.5 1.57 1.9 1.71

MSE 2000 0.89 1.36 15.9 9.39 0.87 50.3 8.8 105.7 66.3 4.2 6.62 6.1

RMSE 2000 0.94 1.16 3.9 3.06 0.93 7.09 29.78 1.46 8.14 2.0 2.57 2.4

LM = Levenberg Marquardt Algorithm, BR = Bayesian Regularization Algorithm, GDX = Gradient Discent Algorithm,
SCG = Scaled Conjugate Gradient Algorithm
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Diabetes Prediction Using Deep Learning
Model

Nishq Poorav Desai, Utkarsha, Avanish Sandilya, Krishna Kalpesh Patel,
and Kanchan Lata Kashyap

1 Introduction

Diabetes disease occurs due to the inability of enough insulin production by pancreas
or inability to consume the produced insulin properly by the human body. Blood
sugar is controlled by the insulin which is a type of hormone. The result of uncon-
trolled diabetes is hyperglycaemia which damages the human nerves system. The
World Health Organization (WHO) evaluated the worldwide regularity of diabetes
among matured people as 8.5% in 2014. A total of 72.96 million diabetes instances
are observed in the grown-up population of India [1]. The commonness in urban
regions ranges approximately between 10.9 and 14.2%. Diabetes can be vanquished
by following healthy diet and improving lifestyle.

The clinical expenses of diabetic individuals are also high [2]. In the on-going
diabetes review inAmerica led byHealthUnion, 74 and32%of overview respondents
have a yearly family unit income below $75K, and $30K, respectively. A segment of
the expenses of clinical supplies and specialist visits is secured by protection. Medi-
care covers 35% of the respondents. Present work provides the automatic diabetes
prediction which depends on the different features of a person. This diabetes predic-
tion system determines whether the person is suffering from diabetic or not. The
deep learning-based model is trained in the present work for diabetic prediction.

Thiswork is structured in the following sections. The literature review is discussed
in Sect. 2. The proposed model is described in Sect. 3. Experimental results are
discussed in Sect. 4. Conclusions are discussed in Sect. 5.

N. P. Desai · Utkarsha · A. Sandilya · K. L. Kashyap (B)
VIT University, Bhopal, Madhya Pradesh, India
e-mail: kanchan.k@vitbhopal.ac.in

K. K. Patel
Pioneer Pharmacy Degree College, Vadodara, Gujarat, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. K. Bajpai et al. (eds.), Machine Vision and Augmented Intelligence—Theory
and Applications, Lecture Notes in Electrical Engineering 796,
https://doi.org/10.1007/978-981-16-5078-9_33

393

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5078-9_33&domain=pdf
mailto:kanchan.k@vitbhopal.ac.in
https://doi.org/10.1007/978-981-16-5078-9_33


394 N. P. Desai et al.

2 Related Work

Various algorithms of diabetes prediction are already implemented by different
authors. Calisir et al. automate the diagnosis system of diabetes by applying Linear
Discriminant Analysis (LDA) technique [3]. The highest 89.74% of accuracy is
achieved by using the Support VectorMachine (SVM) classifier withMorlet wavelet.
Zou et al. have applied various machine learning techniques which are decision
tree, random forest, and neural network to predict diabetes mellitus. Dimensionality
reduction is done by feature selection techniques which are principal component
analysis and minimum redundancy maximum relevance and achieved 80.84% accu-
racy [4]. Tigga et al. used logistic regression, K-nearest neighbor, SVM, naïve Bayes,
decision tree, and random forest for the classification of diabetic and non-diabetic
[5]. The highest 90% accuracy is achieved by the random forest classifier. Sisodia
et al. applied decision tree, naïve Bayes, and SVM for prediction of diabetes. The
highest 76.30% accuracy is achieved by the naïve Bayes classifier [6]. Wu et al.
obtained 95.42% accuracy by utilizing improved k-NN and logistic regression tech-
niques to predict diabetes mellitus of Type 2 [7]. Meng et al. achieved 73.23 and
77.87% classification accuracies by implementing neural network and decision tree
(C.5) model, respectively [8]. Choubey et al. used genetic algorithm- and radial
basis function-based neural network techniques for feature selection and diabetes
classification. The highest 76.087% classification accuracy is achieved on PIMA
dataset [9]. Haung et al. obtained the highest 95% accuracy on Ulster Community
and Hospitals Trust (UCHT) dataset by applying naïve Bayes, IB1, and decision tree
classifier for diabetes prediction [10]. Perveen et al. applied naïve Bayes and deci-
sion tree techniques for diabetes prediction and achieved 81 and 80% true positive
rates, respectively [11]. The various supervised and unsupervised machine learning
models are implemented by various authors in existing work. Deep learning-based
algorithm is implemented in the proposed work to improve the diabetes detection
accuracy.

3 Methodology

The graphical representation of the proposed work is depicted in Fig. 1. This work
consists of normalization of the raw input data followed by training as well as testing
of the deep learning model. Each step is briefly outlined in subsequent sections.

3.1 Raw Data Input

The validation of the proposed model is done by using PIMA diabetes dataset [12].
This dataset is taken from the National Institute of Diabetes, Digestive, and Kidney
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Fig. 1 Block diagram of automatic diabetic prediction model

Diseases which consists of various attributes collected from 768 people. The dataset
includes eight independent variables which are pregnancies, plasma glucose concen-
tration in 2 h in an oral glucose tolerance test, diastolic blood pressure (mm Hg),
triceps skinfold thickness (mm), 2 h serum insulin (mu U/ml), body mass index
(weight in kg/(height in m)2), and diabetes pedigree function. Sample records of the
PIMA dataset are listed in Table 1. A brief description of each feature of the dataset
is presented as follows:

Pregnancies: During pregnancy, blood glucose level increases due to the hormones
created by the placenta. Although, the pancreas consumes enough insulin but some-
times human body unable to prepare enough insulin which increases the glucose
levels and results in gestational diabetes.

Glucose: Diabetes increases the glucose levels which is higher than ordinary also
known as hyper-glycemia. Sudden change in the glucose level can be subjected to
diabetes. Blood Pressure (BP): Type 2 diabetes attributable due to impedance from
insulin that is kind of a hormone in the human body that utilizes glucose for energy.
Over the long run, diabetes harms the little veins in the human body and makes the
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Table 1 Samples of PIMA dataset

S no. Pregnancies Glucose BP ST Insulin level BMI DPF Age Outcome

1 6 148 72 35 0 33.6 0.627 50 1

2 1 85 66 29 0 26.6 0.351 31 0

3 8 183 64 0 0 23.3 0.672 32 1

4 1 89 66 23 94 28.1 0.167 21 0

5 0 137 40 35 168 43.1 2.288 33 1

6 5 116 74 0 0 25.6 0.201 30 0

7 3 78 50 32 88 31 0.248 26 1

8 10 115 0 0 0 35.3 0.134 29 0

9 2 197 70 45 543 30.5 0.158 53 1

10 8 125 96 0 0 0 0.232 54 1

walls of veins which builds pressure and prompts hypertension. So, blood pressure
is associated with diabetes.

Skin Thickness (ST): It is dictated by collagen content and expanded in insulin-
subordinate diabetesmellitus (IDDM). Skin thickness of triceps skinfold is connected
with diabetes.

Insulin Level: Wrecked insulin-delivering cells also create insulin. Insulin should be
incumbent to transfer glucose into cells all through the body. The subsequent insulin
lack leaves an excessive amount of glucose in the blood and insufficient in the cells
for energy and thus causes diabetes.

Body Mass Index (BMI): Overweight (BMI > 25) burdens the internal parts of
individual cells. Insulin obstruction and high centralizations of the sugar glucose in
the blood are definite indications of diabetes.

Diabetes Pedigree Function (DPF): It is a function that scores the expectation of
having diabetes depending on family ancestry and genetics.

Age: It is an important factor for the development of type 2 diabetes due to the joined
impacts of expanding insulin opposition and debilitated pancreatic islet work with
aging.

3.2 Pre-processing

Data standardization is a process of tuning and rescaling features in such a manner
that the resulting attribute has 0 mean and the standard deviation of 1. The dataset
is normalized by implementing the Z-score method to ensure its uniform-ness.
Mathematically this method is defined as follows:
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z = (x − u)

S1
(1)

Here, u and s denote the average and standard deviation of each feature,
respectively.

3.3 Deep Learning Model

The basic sequential model is given as an interconnection of dense layers which can
be trained for deep learning system. Keras is one of the examples of deep learning
framework implemented in the proposed work for diabetes prediction.

Keras Layers (for Neural Network)

Keras is minimal structure and open-source deep learning framework implemented
in Python. It provides a simple way to construct deep learning models depending on
TensorFlow [13]. Keras layers are the fundamental units of neural networks. A layer
comprises a tensor-input, tensor-output computation function, and a state, which is
saved in TensorFlow variables. Tensors are multidimensional arrays with a same data
type and also immutable. Tensors contain basic data types such as floats, integers,
complex numbers, and strings alongwith special tensors with different shapes known
as (i) ragged tensors and (ii) sparse tensors. The input parameters set for the Keras
model are given as [14] follows:

• The first parameter denotes the number of neurons.
• input_shape denotes the input data shape.
• kernel_initializer is resolute as a uniform function.
• kernel_regularizer denotes the regularizer to be applied.
• kernel_constraint is initialized as a MaxNorm function.
• activation function is initialized as Relu function.

This model contains total of 11 layers which include 9 hidden layers. Out of 9 hidden
layers, the first 10 layers include Rectified Linear Activation (Relu) with 8, 32, 64,
256, 1024, 1024, 256, 64, 32, and 8 nodes, respectively. The last layer has a single
node with Sigmoid Activation function which classifies output as diabetes and non-
diabetes. Keras have two types of models, namely, (i) Keras sequential model and
(ii) Keras functional model.

Keras Sequential Model

It is the basic sequential model with many layers and sustaining the balance of all
the layers [14]. This model is proper with plain set of layers and each layer is having
only single input and output tensor.
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Keras Functional Model

The Keras functional API is more flexible than the Keras sequential API [14]. It can
deal with the models having non-linear topology, shared layers, and even multiple
inputs or outputs.

4 Experimental Results

Keras deep learningmodel is trained by applying the train-test split and tenfold cross-
validation method. The dataset has been divided as 25 and 75% testing and training
set, respectively. Training of the model is performed with binary cross-entropy loss
functionwith StochasticGradientDescent (SGD) optimizer. SGDupdates the param-
eter value for every training data sample

(
xi

)
, and output label (yi )which are defined

as follows:

θ = θ − η∇θ J (θ; xi ; yi ) (2)

The classification is done by binary cross-entropy loss function which is
mathematically represented as follows:

Hp(q) = −1/N

(
N∑

i=1

(yi · log(p(yi )) + (1 − yi ) · log(1 − p(yi )))

)

(3)

Here, yi represents the predicted output. The training and testing set is compiled
with 220 epochswith batch size and verbose assigned as 1. The performance results of
the proposed model are computed in terms of sensitivity, specificity, accuracy, preci-
sion, andF1-score [15].All the performancematrices are computed using a confusion
matrix which is depicted in Table 2. For two output class, the predicted outcome can
be categorized as false negative when the person is diabetic and model prediction
is non-diabetic, false positive when the person is non-diabetic and model prediction
is diabetic, true negative when the person is non-diabetic and model prediction is
non-diabetic, and true positive when the person is diabetic and model prediction is
also diabetic. The model predicts as non-diabetic or outcome is predicted as 0 and
model predicts as diabetic or outcome is predicted as 1.

The sensitivity, specificity, accuracy, precision, recall, and F1-score are defined
as follows:

Table 2 Confusion matrix Predicted output

Actual output True False

True True Positive (TP) False Positive (FP)

False False Negative (FN) True Negative (TN)
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Sensitivity:
TP

TP + FN
(4)

Specificity:
TN

TN + FP
(5)

Precision:
TP

TP + FP
(6)

Accuracy:
TP + TN

TP + TN + FP + FN
(7)

F1 - score:
2 ∗ TP

2 ∗ TP + FP + FN
(8)

The experiment has been done with various numbers of dense layers. Total of
six deep learning models are structured with different dense layers as given in Table
3. The performance results obtained with each model by train-test split method
are analyzed in Table 4. The highest value of 96.108, 96.06, 93, 98, 95, and 94%
training accuracy, testing, sensitivity, specificity, precision, and F1-score is obtained,
respectively, by the proposedmodel. Trainingmodel accuracy and loss of eachmodel
are depicted in Fig. 2.

Table 3 Input parameters of the proposed deep learning model (number of input nodes = 8 and
number of output node = 1)

Model number Type Number of dense layers Epochs Batch size

1 Functional 8/32/64/128/512/1024/1024/512/128/64/32/8 140 27

2 Functional 8/32/64/256/1024/1024/256/64/32/8 45 5

3 Functional 8/32/64/128/512/1024/512/128/64/32/8 15 10

4 Sequential -8/32/64/256/256 /1024/1024/256/256/32/8 232 18

5 Sequential 8/32/64/256/1024 /256/64/32/8- 1670 227

6 Sequential 8/32/64/256/1024 /1024/256/64/32/8- 1670 215

Table 4 Validation results (by train-test split method) obtained from the proposed model

Model
number

Training
accuracy
(%)

Testing
accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Precision
(%)

F1-score
(%)

1 88.91 71.65 50 85 68 58

2 91.25 72.83 56 83 65 60

3 93.39 66.14 52 75 55 53

4 83.07 72.05 41 88 64 50

5 92.80 73.23 72 74 58 65

6 96.11 96.06 93 98 95 94
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Fig. 2 Training accuracy and loss obtained of defined a Model 1, bModel 2, c Model 3, dModel
4, e Model 5, f Model 6

Performance of the proposed model is also compared with the various machine
learning techniques, namely, logistic regression, random forest, SVM, and k-NN
(with k = 3, 4, 5, and 6) [15] which is depicted in Table 5. Results of the proposed
model along with traditional machine learning are also measured by applying 10-
fold cross-validation techniques which are listed in Table 6. It can be observed that
the testing results of the proposed deep learning model is better than the traditional
machine learning techniques.

5 Conclusions

This endeavor presents an automatic diabetes prediction system by implementing a
deep learning model. The experiment is performed on the publicly available PIMA
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Fig. 2 (continued)

Table 5. Comparison of the obtained results (by train-test split method) of proposed model with
traditional machine learning models

Model type Training
accuracy
(%)

Testing
accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Precision
(%)

F1-score
(%)

Logistic
regression

79.38 72.44 65 75 65 57

Random
forest

100 79.53 63 89 76 69

SVM 78.82 72.40 49 86 67 57

KNN-3 85.02 70.47 50 81 57 53

KNN-4 81.52 70.47 37 88 60 46

KNN-5 82.10 69.69 50 80 56 53

KNN-6 75.68 75.59 44 92 73 55

Proposed
model

96.108 96.06 93 98 95 94
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Table 6. Comparison of the obtained results (by 10-fold cross-validation) of the proposed model
with machine learning models

Model type Training
accuracy
(%)

Testing
accuracy
(%)

Sensitivity
(%)

Specificity
(%)

Precision
(%)

F1-score
(%)

Logistic
regression

78.79 74.41 75 74 75 60

Random
forest

77.63 74.41 52 86 67 59

SVM 76.37 77.78 80 76 71 75

3-NN 73.93 69.69 44 83 58 50

4-NN 73.54 69.29 33 89 60 43

5-NN 71.79 74.02 50 87 67 57

6-NN 74.32 69.69 44 83 58 53

Proposed
model

79.05 89.29 92 87 86 89

dataset. Testing results are obtained by applying train-test split and 10-fold cross-
validation techniques. The results of proposed model are also compared with various
machine learning techniques such as logistic regression, SVM, k-NN, and random
forest. It is concluded that the proposed deep learning model outperforms than the
traditional machine learning methods. In future, the proposed model will be tested
on a new diabetes dataset and deployment of this model will be done in the website
for the diabetes prediction.
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Object Detection Using YOLO
Framework for Intelligent Traffic
Monitoring

I. C. Amitha and N. K. Narayanan

1 Introduction

Traffic management is the arrangement and control of both static and dynamic traffic
components, including pedestrians, bicyclists, and vehicles. The main goal of this
study is to provide a better and safe movement of pedestrians and vehicles. The usual
action of traffic lights needs additional Machine Intelligence than meager control
and coordination to guarantee that traffic and pedestrians move as smoothly, and
safely as possible. Traffic management systems in cities facing some sort of chal-
lenges due to the rapid advancement of urbanization, traffic blockage, and various
circumstances. Intelligent Transportation Systems (ITS) combine various latest tech-
nologies to provide intelligence for the system to monitor and coordinate transporta-
tion activities smoothly. Video-based surveillance arrangements became an essential
part of ITS. This arrangement acquires the vehicle’s presence and excerpts addi-
tional details regarding their detection, tracking, recognition, and behavior analysis
of vehicle movement. A present surveillance arrangement is a static approach that
accumulates traffic flow details that generally includes traffic constraints and traffic
occurrence detection. The static time setting on each lane will lead to unnecessary
waiting thereby losing one’s precious minutes. We propose a system that could get
the count of vehicles present in each lane thereby we could get a clear picture of
the traffic flow on each lane thus developing a dynamic system that can control the
traffic based on the count obtained from each lane. The common approach to get the
number of vehicles and their categorization can be approximately partitioned into
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hardware and software resolutions. Even though the hardware solution is fast and
has better accuracy than the software methods. But the maintenance cost of hardware
solutions is more expensive than the software resolutions [1–3].

The advancements in computing techniques and the rapid improvement in the
recognition of objects from image and video lead to a hassle-free recognition of
vehicles passing over a surveillance screen. Once the vehicles are recognized by a
model, the method needs to determine the pertinence of the vehicle that is identi-
fied from distinct frames to accomplish the vehicle counting task. Once the vehicle
count is obtained, it will be used for controlling the traffic signals, thereby avoiding
unwanted delays in the lane [2].

2 Related Work

Object detection and retrieval in images or video plays an important role in our
daily life. Various vehicle detection, counting, and tracking techniques have been
reported in the literature. Asha and Narasimhadhan [4] have proposed a system that
can detect and count vehicles in diverse circumstances. They have used the YOLO
structure to identify the vehicles and the exact tracking is done by correlation filters.
Their method precisely counts the number of vehicles in the preferred videos. In
Zaatouri and Ezzedine [5] recommend a system to get better performance in an
intelligent transport system by establishing an algorithm to control road traffic based
on deep learning. To get real-time traffic conditions, they have used a YOLO network
and it is passed to an embedded controller. Huang et al. [6] have reported a feature-
oriented technique that analyses and counts the vehicles on a two-way road.Theyhave
categorized the vehicles from the input video according to their extracted features.

In Liu et al. [7] described a procedure to discover and trackmoving objects through
background deduction accompanying a fixed camera. Their method shows strength
against noise, luminance variation, shadows, and obstructions. Lai et al. [8] efficiently
extract the vehicle areas through a combined methodology. They also contributed to
the reduction of computational time through the introduction of overlapping ratio.
They efficiently classified the vehicles into three classes, viz.: truck, car, and bus
according to compactness and aspect ratio. Song et al. [9] have used an efficient object
detection method YOLOv3 for their end-to-end vehicle detection from an annotated
vehicle dataset. Their empirical outcome shows that the prospective vehicle detection
and tracking technique is best suited for intelligent trafficmanagement. In Gao and Li
[10] have proposed vehicle detection through a convolutional neural network based
on SSD. The excision analysis determines the efficiency of those arrangements. Dai
et al. [11] have described a system for counting vehicles for video input and it is
validated through different traffic scenes. They can achieve great accuracy using
YOLOv3 with their dataset even though in complex traffic situations.

Fang et al. [12] havepresented anovel vehicle tracking schemeand its performance
is reported to be equivalent to state-of-the-art techniques. Their proposed algorithm is
capable to track even if there is some obstruction or aspect ratio change. In Scheel and
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Dietmayer [13] suggested a method to track multiple vehicles by utilizing an alter-
native radar model. Empirical results show that their approach can beat the manually
designed model. Zhang et al. [14] have proposed one fusion-based method for the
discovery and acceleration estimation of vehicles. A color faster R-CNNwas used to
detect the vehicles and the acceleration estimations are done byKalman filter. Amitha
and Narayanan [15, 16] proposed an efficient object detection method using SIFT
and R-CNN. Farhodov et al. [17] have explained the use of Discriminative Corre-
lation Filter (with Channel and Spatial Reliability) (CSRT) tracker for drone data.
Emami et al. [18] uses Continuously Adaptive Mean-Shift (CAMSHIFT) tracker for
object detection and tracking in a fault-free manner. Henriques et al. [19] explained
a Kernel Correlation Filter (KCF) which is useful for visual object tracking. The
usefulness of these three trackers for road vehicle tracking is studied in this paper
and it is found that KCF provides the best results for our experiment.

3 Methodology

The present system of traffic monitoring is a static time-based system, in which the
traffic signal changes according to the time assigned. The present hardware solution
involves the use of inductive loop detectors, piezoelectric sensors, microwave radar
detectors, infrared detectors, but the implementation and maintenance of all these
detectors is hard and expensive. We aim to develop a software solution that is a
dynamic adaptive system that could work in real time by considering the count of
vehicles. The system works using the YOLO tool, a deep learning approach that
would take in the video streams as the input to the system. The system then takes
the count of vehicles in each frame, thereby determining the number of vehicles in
each lane. Thus, an adaptive decision regarding the present situation could be made.
The proposed solution would be much cheaper and easier to implement just with the
help of monitoring cameras. Since we already have monitoring cameras in most of
the cities, just an up-gradation would be enough for the implementation. Thus, the
system could save the precious time of each one’s life wasted in traffic jams. The
proposed technique is capable of achieving greater accuracy and fast results.

Object detection using the YOLO framework for intelligent traffic monitoring is
a dynamic real-time system for controlling road traffic. The whole system can be
divided into two phases; in the first phase, it is to obtain the count of vehicle present
in each lane. The architecture of object detection using the YOLO framework for
intelligent trafficmonitoring is illustrated in Fig. 1. The vehicle counting arrangement
is made up of three elements such as detector, tracker, and counter. The detector
recognizes vehicles from a given video frame and it produces a set of bounding
boxes all over the vehicles and it is fed to the tracker. The tracker makes use of the
bounding boxes to track the vehicles in consecutive frames. On the other hand, the
detector is again utilized to amend trackers regularly to guarantee that they are still
tracking the vehicles properly. The counter maintains a counting line over the road.
When a vehicle passes the line, the vehicle count is updated.
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Fig. 1 Proposed system architecture

During the second phase, the system involves the count processing algorithm
to which the count obtained from similar lanes in a junction is processed. In the
second phase system, we have the input as the number of vehicles on each lane in the
corresponding junction. These counts depict the current real-time traffic condition
of the lane. Thus, as we get the traffic condition on each lane, we get a clear picture
of the traffic in real time; thus, the algorithm in the second phase could make a
dynamic decision to control the traffic by givingmaximum priority to the lane having
maximum traffic. Thus, the dynamic system could act adaptively very well with
satisfying results and accuracy. The overall architecture comprises a detector that
produces a vehicle’s bounding box area, a tracker to track the vehicles entering the
region specified by open CV, the counter responsible for vehicle counting, and the
count processing algorithm whose results would give the output of the traffic signals
in the junction.

Initially, video input is fed to the YOLO framework for intelligent traffic moni-
toring. The vehicle detector framework carries out the initial eradication and
processing of the video for consecutive applications. The prospective method
employs the prepared YOLO setup as the fundamental structure of the vehicle
detector. Apart from the moving vehicles, some other classes of objects too in the
traffic specifically pedestrians, bicycles, and animals, so for counting purpose vehi-
cles should be extracted [2]. The trained YOLO framework can recognize 80 various
objects. Object detection using the YOLO framework for intelligent traffic moni-
toring systems detects three classes of vehicles such as trucks, cars, and buses. To
process only the three classes, we modify the actual YOLO code [2]. For this, a
region is specified to the input video frame with the help of an open CV. This is done
so that only those vehicles entering this region would be detected by the detector so
that we could restrict and be confident only relevant vehicles are detected so that we
get the optimized results.
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The tracker is used to track the vehicles upon detection by the detector. For that,
a region will be specified in the video frame with the help of OpenCV. The vehicles
would get starting detected once it starts entering the region thereafter the vehicles
will be tracked by a tracker with the help of the coordinates of the bounding boxes.
This will be done to those vehicles that correspond to the determined region only. To
perform this tracking operation, we have used the KCF tracker. From the outset, we
select a reference point. After the reference point is chosen, the counter will check
each frame one by one if there is a vehicle passing the checkpoint. For every vehicle
co-ordinate in the current frame, we have to discover the pair which has the shortest
separation between this co-ordinate and all vehicle co-ordinates in the past frame.
At that point, we utilize a threshold to eliminate the accompanying scenarios.

4 Experimental Results

Our proposed method is implemented and tested with three different publicly avail-
able standard video inputs of vehicle lanes in various conditions. In our proposed
system, we have experimented with three different object detection and tracking
mechanism. Firstly, with SIFT and RCNN [15] combined with KCF tracker.
Secondly, with MSER and faster RCNN, our newly implemented object retrieval
framework combined with the KCF tracker. Finally, with our proposed system,
YOLOwith KCF tracker. The resultant accuracy and performance comparisons with
other methods are shown in Tables 1, 2, and 3, and their graphical representations are
shown in Fig. 2. Three different sized video sequences are used in our experiment.

Table 1 Detection accuracy of SIFT and RCNN with KCF tracker

Video sequence Number of frames Total no. of
vehicles in the
ground-truth

Total no. of
vehicles detected
using SIFT and
RCNN with KCF

Detection
accuracy (%)

1 400 8 6 75

2 780 14 10 71.42

3 2100 19 15 73.68

Table 2 Detection accuracy of MSER and faster RCNN with KCF tracker

Video sequence Number of frames Total no. of
vehicles in the
ground-truth

Total no. of
vehicles detected
using MSER and
faster RCNN with
KCF

Detection
accuracy (%)

1 400 8 6 75

2 780 14 11 78.57

3 2100 19 16 84.21
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Table 3 Detection accuracy of the proposed method (YOLO and KCF tracker)

Video sequence Number of frames Total no. of
vehicles in the
ground-truth

Total no. of vehicles
detected using the
proposed method
(YOLO and KCF)

Detection
accuracy (%)

1 400 8 8 100

2 780 14 13 92.85

3 2100 19 17 89.47

Fig. 2 Performance comparison of various vehicle detectionmechanisms (using a clustered column
chart)

For video the sequence with 400 frames has achieved a detection accuracy of 75%
in the first two methods and 100% in our proposed method. For video sequence with
780 frames have achieved a detection accuracy of 71.42% in the first method, 78.57%
in the second method, and 92.85% in our proposed method. For video sequence with
2100 frames has achieved a detection accuracy of 73.68% in the first method, 84.21%
in the second method, and 89.47% in our proposed method.

Our experimental results show that the proposedmethod gives us themost accurate
result comparing to other methods. Our system, thus developed gives us the most
accurate and it gives the best results. The correctly detected vehicles are properly
classified and the count is generated by the tracker in the most accurate form. This
count is then processed by the thus called count by processing algorithm which
compares the count obtained from the different lanes of the junction and analyses
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which lane is having the most traffic and the traffic signals updated in real-time
accordingly. Traffic signals are changed according to the number of vehicles in each
lane from a red signal to a green signal.

Prospective method is compared with state-of-the-art methods and the experi-
mental results have shown our system performs well with the combination of tasks
such as vehicle detection, counting, tracking, and generate signals for intelligent
traffic monitoring system. Unlike proposed method, Lin and Sun [2] presented a
YOLO-based system which is mainly applied for vehicle counting in road traffic,
they have tested their systemwith their own traffic dataset. Asha and Narasimhadhan
[4] proposed a method which is suitable for traffic management, they have achieved
the vehicle counting task by the help of YOLO framework and correlation filter.
Their experimental results compared with the manual vehicle count. Compared with
the similar framework, our method outperforms in the overall traffic monitoring and
management.

5 Conclusion

An intelligent transportation framework guarantees a protected transportation condi-
tion. Profiting by the fast improvement of object detection, it can accomplish a thor-
ough assignment like traffic stream counting without any problem. Our studies show
that the proposed software solution is more flexible, easy to maintain and implement,
and much cheaper than the aforementioned hardware solutions. Thus, a dynamic
system is being developed that could control the traffic signals based on the present
traffic conditions by obtaining the count of the traffic present in each lane associated
with a traffic junction and then after processing these counts by the so developed
traffic processing algorithms. By trying with different trackers, the accuracy and
general efficacy of the framework are illustrated. The currently developed system is
very easy for its implementation of the present system. An up-gradation to present
monitoring cameras is to be done and a central server at the nearest traffic station
would facilitate the control and processing of the system. Thus, the proposed system
ensures saving precious minutes in each person’s life. In the future, the system can
be further developed into a fully dynamic system that could enable a dynamic traffic
lane for ambulances or other emergencies. This would enable the control of any rapid
traffic situations even in case of any emergencies within the control room itself.
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A Convolutional Neural Network Model
to Predict Air and Water Hazards

A. Akshayarathna, K. Divya Darshini, and J. Dhalia Sweetlin

1 Introduction

Water and air Pollution are considered to be amongst the main dangers to the health
of living beings and the planet. It can potentially affect all the organ systems of
a living being, can cause degradation of the ecosystem and food resources. It also
affects crop quality and agriculture. Hence, it trickles down to all aspects of life on
Earth. It is a major problem in “developing” countries/third-world countries such as
India [1], mainly due to the dumping of waste onto their shores and lands by “devel-
oped”, industrialized countries [2], by products of resource extraction or through the
exporting of trash to be recycled [3].

Large industries owned by investors in developed nations face environmental
restrictions in these developed nations due to rising concerns, but flourish with
profitable gains in Third World nations [4] due to planned negligence in imple-
menting environmental policies in these countries [5]. As a result of market expan-
sion techniques and the constant search for cheap labor in Third World countries,
these countries face grave environmental dangers.

“Now, in addition to worrying about the environmental implications of defor-
estation, desertification, and soil erosion, developing countries are facing threats of
pollution that come from development, industrialization, poverty, and war” [6]. As
the World Health Organization (WHO) points out, outdoor air pollution contributes
as much as 0.6–1.4 percent of the burden of disease in developing regions, and other
pollution, such as lead in water, air, and soil, may contribute 0.9 percent. Estimates
indicate that the proportion of the global burden of disease associated with environ-
mental pollution hazards ranges from 23% as in [7] to 30% as in [8]. These estimates
include infectious diseases related to drinking water, sanitation, and food hygiene;
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respiratory diseases related to severe indoor air pollution from biomass burning;
and vector-borne diseases with a major environmental component, such as malaria.
These three types of diseases each contribute approximately 6 percent to the updated
estimate of the global burden of disease as mentioned in [9].

Air pollution is caused by a whole host of factors, a major contributor being emis-
sions. Unrefined emission of gases and pollutant particles without following environ-
mental regulations, or perhaps even due to the lack of appropriate norms is a major
factor. The amounts and types of emissions change every year. These changes are
caused by changes in the nation’s economy, industrial activity, technology improve-
ments, traffic, and by many other factors. Water pollution is also caused by various
issues, unrestrained flow of untreated water from production plants is cited to be
a significant factor in increasing pollution, especially with regard to public water
bodies that are accessed by all. The problems regarding environmental norms or the
lack of them apply here as well. Therefore, in the face of such grave effects, while
the policies and the actions to be taken in order to repair the situation and ensure
environmental safety are the way to go in the long-run, preventive measures for the
short-term are also required, as there is no guarantee of safety for the water or air we
consume.

Many studies have been conducted on accurate prediction of air pollution and
water pollution levels, as well as prediction of breathability of air and drinkability of
water. These studies have been conducted in various fields using a whole variety
of techniques. In the purview of this project, many of the models proposed in
these studies have been implemented using Machine Learning or Deep Learning,
involving image processing. Numerous comparative studies have been performed
to find a low-cost, high-efficiency technique for pollution prediction as opposed to
traditional meteorological methods that are expensive as well as inefficient in view
of public’s current needs. This project’s aim is to create a small simulation of what
could be a large-scale and more complex image processing model to detect basic
drinkability/breathability of water/air on the basis of images sent in by the end user.

2 Literature Review

Various studies on different already existing models have been made to get a better
understanding. One such study [10] has provided an alternative/addition to tradi-
tional methods of Air Quality Estimation. Qiang Zhang et al. explained the various
shortcomings in these methods and have conducted a comprehensive study of the
history of this field. They have used a Convolutional Neural Network-based ResNet
model for this purpose and have created AQC-Net from it. A self-supervisionmodule
designed by the authors called Spatial and Contextual Attention block (SCA)module
was employed to the third block of Residual Neural Network structure (ResNet18)
to create CNN-residual network-based AQC-Net to make the image-detection more
sensitive and the coverage of sample areawider. Their dataset size is 1241 images and
was built from scratch: “a multi-scenario air-quality image database” NWNUAQI.
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They compared their model against other deep learning models on the same dataset:
traditional SVM which had an accuracy of 60%, the parent model ResNet had an
accuracy of 70.1%, and theVGG16modelwhich had an accuracy of 68.3%.However,
the authors’ VGG16 AQC-Net model outperformed all of the above with 74% accu-
racy for data with wide coverage. The study had a few drawbacks mainly owing to
its small scale: dataset size, inclination toward daylight images, and regional data as
opposed to a more generalized data collection.

Liu et al. [11] proposed an image processing technique that exclusively focuses on
detecting air-quality levels, based on the fact that changes or fluctuations in certain
parameters: contrast, blur, and noise across time series of images (in different atmo-
spheric conditions) indicate a change in the air-quality levels indirectly. They isolate
these images on the basis of these parameters and Detrended Fluctuation Analysis
technique is performed on them through detecting trends in the image series. They
have used the fluctuation mode of detecting trends, as they profess it to be the best
among the three (mixed, fluctuation and draw-up modes) for short as well as long-
range time series. They have tested this method against the rescale-range method
(R/S). Gaussian white noise is created and added into the original sequence, which
is then analyzed by DFA and R/S and scaling exponent α is plotted. From the plots,
the authors have deduced that R/S is better for short series but inclines toward the
peaks, however, DFAworks for both long- and short-range series and that the latter’s
scaling exponent is more stable when the noise is increased in the samples. The
model is not devoid of shortcomings, owing to its extensive computation, however the
authors have presented a low-cost alternative to expensive but inefficient traditional
meteorological detection.

Ameer et al. [12] have performed a comparative analysis of four different machine
learning advanced regression techniques—Decision Tree regression, Random Forest
regression, Multi-Layer Perceptron regression, and Gradient Boosting regression—
to determine the best model for predicting air-quality levels (Air Quality Index).
The basis on which they have determined it is the size of the dataset and processing
speed. Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) have
been used for this comparative evaluation and the models have been employed on
ApacheSpark. Their dataset was generated through sensors placed in 5 different cities
inChina, to obtain real-time information. In order to judge the prediction performance
of the four models, models were evaluated on datasets of different sizes and that of
different regions. They have created correlation matrices of PM2.5 levels (on which
AQI is calculated) with other meteorological parameters, for each of the five cities.
Across different dataset sizes and regional variations, Random Forest regression was
found by the authors to be the best among the four, in terms of speed, accuracy, and
identification of peak values, whereas Gradient Boosting regression was found to be
the worst among the four in terms of the same factors.

Rahman et al. [13] have analyzed the possibility of usage of the neural networks in
prediction of the air pollution on example of the industrial city of Sterlitamak (Russian
Federation). At the first stage of scientific research, the authors developed a neural
network model for short-term prediction of air pollutants, specific for the city with
developed chemical and petrochemical industry, such as dust, ammonia, hydrogen
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sulfide, phenol, vinyl chloride, nitrogen dioxide. The offered model provides fore-
casts with an advance up to several days depending on the meteorological charac-
teristics of the following days. For ammonia the best adequacy of the short-term
prediction model is the one achieved in the feedforward neural network with the
learning algorithmbased onConjugateGradient Backpropagationwith Powell-Beale
restarts. The second stage of scientific research of the authors was the development
of a neural network model describing the air pollution index in any given point of
the city, taking into account its local orographic characteristics. The different kinds
of the neural networks were probed by the authors. As a result the Elman neural
network showed the best adequacy of air pollution index prediction. However, vari-
ation of the number of the neurons in the hidden layer did not lead to a significant
change in the quality of the neural network model. Using the developed software in
the Sterlitamak city shows that it is quite an effective prediction tool. The accuracy
of the forecasts is more than 83%.

Toivanen et al. [14] identify clean water by measuring water transparency (Secchi
depth) and turbidity by monitoring using mobile phones and a small device designed
for water quality measurements. Themain algorithm behind the process is concerned
with working of mobile phones and Secchi3000 and the water quality analysis. The
mobile phone application that the users can use to gather observations is called
EnviObserver. It is a tool for participatory sensing which utilizes people as sensors
by enabling them to report environmental observations with a mobile phone. The
user sends the data collected to a central server for automatic water quality analysis.
The water quality analysis deals with automatic detection of the locations of the tags
in the picture and extracts pixel RGB values for the black, gray, and white areas
of the two tags and then carries out the actual water quality analysis based on the
RGB values extracted by the tag recognition algorithm. The detection process was
first to locate the surrounding areas of the lower and upper tags by the template
matching method. The second step is to use a contour-based approach to look into
the surroundings found by the template matching method. Overall, the variation of
the measurements at each site was <10% of the reference value.

Jonna et al. [15] used digital image processing methods supplemented by visual
interpretation which will be useful for effective utilization of Remote Sensing data
to determine quality of water. The primary indicative signal that is useful for water
quality studies is the volume reflectance and backscattered energy caused by the
impurities in water. However, in addition to this signal, radiation reflected by the
water surface and bottom (depending upon the depth of water) would reach the
sensor. For digital image processing various image enhancement techniques such as
contrast stretch, band rationing, principal component analysis are used. The FCC of
principal component bands does not show any betterment in land cover depiction.
Though the individual bands showed good variation in gray levels, the density sliced
images of band 5 and band 6 showed better variation within the reservoir.

Chakma et al. [16] go for image-based air-quality analysis particularly to predict
the concentration estimation of particulate matter with diameters <2.5 μm (PM2.5)
which are very hazardous to humans to inhale. A deepConvolutional Neural Network
(CNN) is used to classify natural images into different categories based on their
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PM2.5 concentration using a dataset which contains sample images to find the pollu-
tion. They only need cameras, without the need of an expensive setup. The image-
based haze level analysis methods are mainly inspired by the dehazing algorithms.
The adopted model is CNN imagenet-matconvnet-very deep model. This model
achieved very high performance on ImageNet dataset, which has over 15 million
high resolution images from 1000 categories. This CNN model has 8 convolutional
layers with max pooling and Relu and the last three are full connection layers (FC6,
FC7, and FC8). The output of the last FC layer is input to the softmax to produce
the classification results. The input to the CNN is the RGB three color channels of
an image with size 24 × 224. CNN is used for PM2.5 concentration estimation and
two transfer learning methods, CNN fine-tuning and random forest classification
using image features extracted by CNN are used. The final algorithm used is transfer
learning.

Shafi et al. [17] propose Internet of Things (IoT) which is used to measure the
quality of water. A real-time embedded prototype has been built to record the water
quality parameters from the water samples collected from various sources across
the study area. Data is sent to the cloud for real-time storage and processing. The
processed data can be remotely monitored and water flow can be controlled using
developed software solution comprising of mobile app and a dashboard. In addition
to the water quality monitoring and control system, the predictive analysis of the
collected data has been performed. Machine learning algorithms have been applied
for the classification of water quality and the experimental results indicate that deep
neural networks outperform all other algorithms with an accuracy of 93%. The
sensing module consists of three most influencing water quality measuring sensors,
i.e., pH sensor, turbidity sensor, and temperature sensor. These sensors are connected
to anArduinoboard, for collecting data. The secondmodule is a data analyticsmodule
in which predictive analysis is performed on the dataset. The water samples are used
for training purposes in machine learning algorithms such as SVM, NN, and kNN.
The third module is the actuator module which provides a remote water flow control
system along with remote monitoring. A mobile app has been developed so that the
end user can remotely monitor the water quality parameters as the updated readings
are continuously being transmitted to the cloud after every 30 seconds.

Joans [18] proposed idea of obtaining the images from environment and moni-
toring the pollutants present in the environment using image processing method
as an alternative to camera-based smoke and exhaust detection system. Traditional
systems measuring the HSU grade are implemented with mobile units. The major
advantage of this paper is detecting the smoke exhaust in any environment. Exper-
imental results show that the proposed algorithm can produce the AQI evaluation
with a considerable accuracy 93.78%. The key idea of the study was to investigate a
means to detect and identify smoke-exhausting vehicles from the traffic flow. They
need to implement smoke detection analysis software (SDAS) that includes an algo-
rithm for image processing. The algorithm is based on image analysis from thermal
and visible wavelength cameras. Edges are boundaries between different textures or
the change of intensity. Edge also can be defined as discontinuities in image intensity
from one pixel to another. Edge detection uses a canny edge detector which is an



418 A. Akshayarathna et al.

edge detection operator that uses a multistage algorithm to detect a wide range of
edges in images.

Shonono et al. [19] are concerned with image processing to detect water quality.
Most wastewater quality indicators are not visible and can only be detected in
laboratories using reagents or high definition microscopic devices. The quality of
wastewater is assessed by looking at both its chemical and physical compositions, as
well as its micro-bacterial constituents. It requires the services of an artisan trained
personnel to perform the assessment using the appropriate standardized instruments.
There are four phases of image processing techniques, namely the image acquisition,
pre-processing (noise removal and image enhancement), image segmentation, and
image analysis. Each of the mentioned phases has enhanced techniques to ensure
high-quality image. A typical image processing block diagram is outlined in detail.
In this system, MATLAB software was used to recognize the protozoa and metazoa
and the image analysis program written in MATLAB has proven to be adequate in
doing the identification job.

Comparing all the works done previously it could be noted that many authors
conducted studies focussing only on a single locality. Few authors chose other more
complex methods to determine pollution such as Secchi depth measurements, IoT,
remote sensing data, and many other techniques. This project’s idea was to minimize
the complexity of the method used to detect pollution to a simple CNN model. This
project also focusses on creating a model to predict pollution worldwide without
restricting the detection to a single locality.

3 Proposed Work

Machine Learning is a study of algorithms which provides systems the capa-
bility to automatically learn and improve from experience without being explicitly
programmed. In machine learning computers programs are trained to access data
and use it to learn for themselves. Supervised Learning has been used in this project
because the dataset is confined and non-expandable. Machine learning algorithms
and Deep learning algorithms are both widely used in the field today. The shift over
from ML to DL that is “The deep learning revolution”, as it is called, is taking
place because of 2 main differences amongst many others: 1. Learning Classifica-
tion functions. 2. Model-building process. 1. Machine learning algorithms cannot
learn non-linear decision boundaries, unlike Deep learning algorithms. It is also
not capable of learning all the kinds of functions used in dividing data into classes.
This gives Deep learning algorithms an upper hand. 2. The model-building process is
different in deep learning andmachine learning and requires an in-depth explanation.
However, to be concise, Deep learning can learn complex features in an incremental
and automated manner, unlike Machine Learning which requires domain expertise
and requires a breakdown of the problem statement data to make it simpler in order
to solve it as described in [20].
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Neural Networks are of many types, and many new kinds of neural networks
are being developed right now. To compare three of the most common kinds which
include Artificial Neural Network (ANN), Recurrent Neural network (RNN), and
Convolutional Neural Network (CNN) many aspects were studied. To make a brief
comparison,ANN reduces a 2-dimensional image to a 1-dimensional vector, compro-
mising on spatial details. It also requires a very high number of trainable parameters
even for small images. RNN is a modified ANN. It trains sequential data well, unlike
ANN, in that it learns successive data in the training dataset with a dependency on the
preceding data. It performs parameter sharing as well, reducing the computational
cost RNN is apt for time-series data, therefore it does not apply to the aim of this
project. Vanishing and exploding gradients are an issue with both RNN and ANN.
CNN uses filters/kernels to perform feature extraction from the dataset, and it learns
these filters in an automated manner without having to provide explicit instructions
to the model. CNN also recognizes and learns spatial features from an image unlike
RNN and ANN, which makes it relevant in image and video processing models. Like
RNN, it performs parameter sharing, i.e., it applies the given parameters/filters to
different parts of each input data producing feature maps.

Hence in this project Convolutional Neural Networks concepts have been chosen
over other Supervised Learning techniques because it has the capability to provide
high accuracy with minimal datasets as in [21]. The core concept of CNN is it uses
convolution of image and filters to generate invariant features which are passed onto
the next layer. These invariant features being passed to the next layer are convoluted
with different filters to generate more invariant and abstract features and the process
continues till one gets final feature/output which is invariant to occlusions. The
proposed work can be well understood from the architecture diagram given in Fig. 1.

3.1 Architecture Diagram

Data Layer

In this layer, the air and water data that have been acquired from various online
sources have been stored and classified into the training and validation datasets. For
air 200 images were collected from online sources and classified into a 80:20 ratio for
training and validation. For water 400 images were collected from online sources and
classified them into a 70:30 ratio for training and validation. There are two classes in
corresponding to air andwater. For water the two classes were clean and polluted. For
air the two classes were Breathable and hazardous. Two different models one training
on air dataset and another training on water dataset were built. Both the models were
build based on CNN concepts and the air model has a prediction accuracy of 82.50%
and water model that has an accuracy of 90%.
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Fig. 1 Architecture diagram

Models

Building of a convolutional model for both the prediction of air pollution and water
pollution is based on inference obtained from the literature survey and understanding
the basic working of a CNN model.

Convolutional Layer

This layer is a mandatory for all CNN-based models. This project uses 3 layers of
Conv2D for both the models. The first Convolutional layer has been implemented
with 16 convolutional filters and the no. of filters have been increased in multiples of
2 in successive convolutional layers in both the models, i.e., the 2nd Convolutional
Layer has 32 filters and the last Convolutional layer has 64.All of these filters are used
to convolve with each of the input channels/batches. Stride has been given as 3 × 3,
which specifies the block/window size by which the convolution is performed by the
filter with each input channel matrix. Input shape is chosen as rows× columns= 200
× 200 in input batches of 3. The padding is given as “same” for all 3 convolutional
layers in order to prevent loss of data in the images.
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Pooling Layers

It is used to reduce the dimensions while maintaining the input shape ratio given in
Convolutional Layers. A 2 × 2 pooling function has been used in order to reduce the
dimensions of the Convolved output channels by half to help increase the processing
and computational efficiency in the two models.

Dropout

This has been used to reduce overfitting in the models. It has been applied after
every ReLU activation layer. This “drops out” a few nodes during every stage in the
training process to prevent the air and water models fitting the images provided in the
training datasets too closely that would make them incapable of predicting hazards
in any new images sent in by the end user.

Flatten Layer

Flatten layer and a type of fully connected layer (here Dense has been used) are basic
layers present in all models across the spectrum. Flatten converts the pooled channel
to a single column that is to be passed to a fully connected layer, such as a Dense
layer. The 2-dimensional channels are converted to single-dimensional nodes, from
which the predictions are made for both the air and the water models.

Dense Layer

It has been used as the last layer. This is a type of fully connected layer to which
the flattened channels are sent. Activation Layers have been applied to Convolu-
tional Layers and to the last Dense Layer. Before any activation layer this formula is
performed for the preceding layer.

x = (weight ∗ input node) + bias (1)

Bias is not used in this model, as there was no need for it. These values of x found
as given in (1) for each node are inputted to Activation Layers. Both the activation
layers used are non-linear.

ReLU

Mathematical function of ReLU is shown in (2).

f (x) = max(0, x) (2)

All the neurons are not activated at the same time, which contributes to relative
computational efficiency as well as reduction of overfitting. It reduces vanishing
gradients and expanding gradients. It doesn’t saturate for very high or very low
inputs of x, if a neuron is activated its value will be close to 1. Working of ReLU
could be understood from Fig. 2 referred from [22]. From the graph it is seen that
ReLU function returns zero for negative input and returns the input in case of a
positive input.
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Fig. 2 ReLU activation [22]

Sigmoid

Mathematical function of sigmoid is given in (3).

f (x) = 1/
(
1 + e(−x)

)
(3)

It transforms the range of values between 0 and 1 as shown in Fig. 3 referred from
[23]. Since the classification required is a binary classification sigmoid is used at the
output layer to reduce the range between 0 and 1. This is applied on the last (dense)
layer. It is applied for binary classifications. In the MNIST AND CIFARmodels that
hadbeen referred to as part of the research, a softmax activation layer hadbeen applied
on the last dense layer, but as the model performs a binary classification instead of
categorical/multiple classes unlike MNIST and CIFAR, softmax was replaced with
sigmoid.

Fig. 3 Sigmoid activation
[23]
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Batch Normalization

Batch normalisation has been used in this project. Oftentimes, either Batch Normal-
ization or Dropout is used in a model, but this project has made use of both these
layers in both of its models. This layer is applied to each batch (batch specifies the
number of samples that are image processed before the model is updated each time
during training). The batch number inputted in this project is 3. Batch normalisation
is a layer that is used to prevent overfitting, increase processing efficiency, and the
independence of each layer in performing its functions. It does this by subtracting
the mean value of all the input nodes in each batch to bring it to zero mean, and by
dividing their standard deviation to bring it to one. This is called “transformation” or
“normalization” of inputs. This project makes use of this layer to reduce the variance
shift in successive layers, standardizing the data to better prediction performance as
explained in [24].

Backpropagation

When the neural network is initialized, each element of the layer that is neuron
is initialized with a given weight. When input images are loaded, they are passed
through the network of neurons and based on the weights the network provides
an output for each. Backpropagation helps to adjust the weights of the neurons so
that the result comes closer and closer to the known true result. The structure of
backpropagation is explained clearly in Fig. 4 referred from [25]. There is a travel
back from the output layer to the hidden layer to adjust the weights such that the
error is decreased. As inferred from [26] to [27], based on how the alteration of
weights takes place there are several optimizers available. It was seen that by using
adamoptimizer and rmsprop optimizer the highest accuracy is obtainedwithminimal
training. Thus rmsprop optimizer is chosen.

Due to backpropagation, if a network has n hidden layers, n derivatives will
be multiplied together. If the derivatives are large then the gradient will increase
exponentially leading to a large value gradient and this is what is called the problem
of exploding gradient. Alternatively, if the derivatives are small then the gradient will

Fig. 4 Backpropagation
[25]
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decrease exponentially as there is propagation through the model until it reaches is a
very small value and vanishes and this is the vanishing gradient problem. There are
various ways to solve this problem as explained in [28, 29]. ReLU activation has a
gradient slope of 1. During backpropagation, there are not any gradients passed back
that are progressively getting smaller and smaller, but instead the gradients stay the
same. ReLU solves the vanishing gradient problem. Hence ReLU activation is found
to be the solution of this problem.

Cross-Entropy

Cross-entropy is the default loss function to use for binary classification problems as
explained in [30]. It is used where the target values are in the set {0, 1}. As a model
has to be build to predict between 2 classes, namely, polluted/non-polluted binary
cross-entropy was chosen.

Service Layer

Flask micro web framework as explained in [31] is launched for building an API
built based on HTML. The two models which had undergone CNN training on water
dataset and air dataset have already been loaded and is ready for prediction in this
layer.

Essentially, this layer serves as an intermediate between Data layer and Presen-
tation layer. It receives the category of pollution user wishes to detect that is air or
water and the image provided for prediction from the presentation layer with the help
of json request and then sends them to the loaded model for prediction and return
the result to the presentation layer.

Presentation Layer

This is the outermost layer of this project through which the end user can communi-
cate with the model. The user has to specify whether they wish to detect hazards in
air or water. Then they can upload the image in JPEG format. The image is passed
on to the service layer and given to the respective model for prediction. The result
of the prediction is shown to the user in the presentation layer.

4 Results and Discussion

In order to practically understand the layers used in a typical Convolutional Neural
Network and their working, apart from general research, 2 popular CNN image
processing models were studied and applied to the dataset.
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4.1 MNIST

MNIST model was created to train the system in image processing to recognize
handwritten digits. The accuracy on applying this model to dataset of the project was
minimal around 11.67%.

4.2 CIFAR-10

CIFAR-10 model was created to train the system in image processing to classify the
image into one of 10 classes of ordinary things. The accuracy on applying this model
to the dataset was minimal and around 50%.

4.3 Inference

On application of thesemodels, followingwere inferred: (1) They do not applyDense
layers in the beginning, nor do they include fully connected layers in the begin-
ning. Instead a Convolutional Layer is usually applied. (2) Classification based on
categorical labels can cause errors as machine learning algorithms relatively under-
stand integer values better as they have an ordered relationship. Hence, either of
two methods-Integer Encoding and One-Hot Encoding is used to convert categor-
ical labels to numerical labels. In both the models, One-Hot Encoding is used. (3)
Padding is used as “same” in CIFAR-10 and “valid” in MNIST, thus in the latter the
dimensions are preserved throughout in order to not lose information, however the
former doesn’t face loss of information problem. (4) MaxPooling Layer is always
used in Convolutional Neural Networks to aid better processing. (5) Dense Layer is
used as the last layer to act as a fully connected layer. (6) Flatten Layer is usually
used before the last Dense Layer.

4.4 Building of the Model

Originally when themodel was being built each Convolutional Layer was added one-
by-one until the training accuracy improved. 4 Conv2D layers showed the maximum
training accuracy, anything less brought the accuracy value down. The parameters
were tweaked and adjusted appropriately (as explained in the previous section) as
the model was being built. Initially the model built for water pollution prediction
could not reach an accuracy more than 78% due to overfitting. The training accuracy
reached up to 99.6% but the validation accuracy kept flickering between 73 and 78%.
IncreasingDropout values of the layers helped in bridging the gap between validation
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accuracy and training accuracy. But a higher value of Dropout such as 0.1 resulted in
underfitting that is the training accuracy began to fall under 80%. Considering that
unnecessarily deeper networks for small datasets could contribute to poor prediction
performance and therefore accuracy, upon reducing the Convolutional Layers and
their subsequent Pooling, Activation and Dropout layers to 3 sets instead of 4, in
both the Air and Water models, the accuracy improved by around 2 or 3 values.

After this, understanding that tackling overfitting would handle the root of this
issue, two dropouts 0.05 and 0.02 were fixed, upon numerous trials-and-errors. Then
additionally, Batch Normalization was chosen to fix this issue in a more drastic
manner. Batch Normalization was applied thrice after the Activation and Dropout
layers of each Convolutional layer in the Water model. This aided in boosting the
performance accuracy.

Similarly the model built for air hazard prediction could not reach an accuracy
more than 72% due to overfitting. The training accuracy reached up to 98% but the
validation accuracy kept flickering between 65 and 72%. The Dropout values were
changed to 0.1 and 0.02 after which additionally, Batch Normalization was applied
3 times in the model after the Activation and Dropout layers of each Convolutional
layer in the Air model to improve accuracy.

This improved accuracy of the Water model to around 83% and the Air model to
around 70%. However, upon performing trial-and-error on the position of the Batch
Normalization layers in the model, the accuracy value showed changes. Initially, the
position was changed from post-Activation and Dropout layers to pre-Activation and
Dropout layers at all 3 points, in both the models. This did not show any significant
improvements.

Instead, through trial-and-error, when the Batch Normalization was applied only
once in theWater model after the 2nd Conv2D Layer and twice in the Air model after
the 2nd and 3rd Conv2D Layers, there was a drastic improvement in the prediction
performance/accuracy of the Air and Water models.

4.5 Air Model

Accuracy of air model is 82.5% as shown in Fig. 5. The x-axis represents the number
of epochs and y-axis represents the accuracy obtained. The loss that occurred during
training is shown in Fig. 6. The x-axis represents the number of epochs and the y-
axis represents the corresponding loss. The predictions made by the air model are
explained in Figs. 7 and 8. Whenever an image is provided the model predicts the
pollution level and provides the result.
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Fig. 5 Accuracy of air model

Fig. 6 Loss of air model

4.6 Water Model

Accuracy of water model is 90.00% as shown in Fig. 9. The x-axis represents the
number of epochs and y-axis represents the accuracy obtained. The loss occurred
during training is shown in Fig. 10. The x-axis represent the number of epochs and
y-axis represent the corresponding loss. The predictions made by the air model are
explained in Figs. 11 and 12. Whenever an image is provided the model predicts the
pollution level and provides the result.

The accuracy of the air model is lesser than the water model due to the compar-
atively smaller size of the air dataset. Moreover the models have not been trained
with datasets pertaining to any specific locality or region. This model is designed to
predict hazardous air or water irrespective of the locality, based only on the image
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Fig. 7 Air pollution detection (1)

Fig. 8 Air pollution detection (2)

being provided. It can detect hazardous air from any region with an accuracy of
82.5% and polluted water from any region with an accuracy of 90%. Using batch
normalization to obtain high accuracy with a relatively small dataset and building a
CNN model that is not location-specific are being proposed to be novel about this
project.
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Fig. 9 Accuracy of water model

Fig. 10 Loss of water model

5 Hardware and Software Components

The entire project was developed based on Jupyter Notebook available in Anaconda
Navigator using modules such as Keras, Tensorflow, and Flask.
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Fig. 11 Water pollution detection (1)

Fig. 12 Water pollution detection (2)



A Convolutional Neural Network Model to Predict Air … 431

6 Conclusion

Many techniques can be opted for determining the quality of air and water accurately
and extensive researchmaterial exists for the same. This project makes use of Convo-
lutional Neural Networks to build a model to predict if the water or air/atmosphere
was hazardous through images provided by the end user. Flask Framework has been
used to deploy these two models into a single user-friendly interface for the end user.
The user needs to simply take a photo of the air or water in question to know if it is
drinkable/safe for use/breathable or hazardous and send it to the model through the
webpage framework. This is an attempt to increase the accessibility to such infor-
mation, as well as a small-scale project to experiment using image processing and
deep learning to make pollution detection efficient and low cost.
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Deep Learning in Quadratic Frequency
Modulated Thermal Wave Imaging
for Automatic Defect Detection

G. T. Vesala, V. S. Ghali, R. B. Naik, A. Vijaya Lakshmi, and B. Suresh

1 Introduction

Non-destructive testing (NDT) techniques promise to improve the quality and
produce defect-free products in various industries. Over the other conventional
NDT techniques, active infrared non-destructive testing (IRNDT) is gaining interest
due to its subsurface analysis characteristics with the whole field, non-contact, and
remote inspection capabilities [1]. Active thermography (AT) uses the heat map over
the test object surface to distinguish the subsurface anomalies under a controlled
external stimulus. However, deeper defect detection and depth resolution character-
istics promote quadratic frequency modulated optical stimulus as a viable excitation
scheme in AT over other conventional stimulation mechanisms [2]. The recent trend
in post-processing research introduced fascinating feature extraction methodologies
in quadratic frequency modulated thermal wave imaging (QFMTWI) for efficient
defect detection [3]. Though these techniques feature an enhanced detection, they
require human expertise for qualitative and quantitative assessment which is prone
to human errors. Besides, the present trend in the industrialization and NDT tech-
niques are enabling with artificial intelligence and deep learning based techniques to
automate the defect detection, without human intervention.

Machine learning has been introduced in conventional thermography in the late
1990s, but extensive research on deep learning was initiated in the recent past with
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an initiation by Yousefi [4] with transfer learning for automatic defect detection in
pulsed thermography. Later, Saeed in [5] used three object localization deep convo-
lution neural network (CNN) models to locate defects in observed thermograms. A
similar approach is presented in [6], but the author used principal component analysis
as a pre-processing and data augmentation strategy to overcome over-fitting prob-
lems. In contrast, the defect detection is treated as schematic segmentation problem
in [7] and CNN based U-net and long short term memory (LSTM) based networks
are used to achieve it in PT. On the other hand, the scarcity in the thermographic
data is addressed and achieved a significant augmentation through deep CNN based
generative adversarial networks (GAN). The augmented thermal response is vali-
dated using principal component and independent component analysis techniques,
respectively [8, 9]. However, the defect depth estimation remains a challenging task
and is recently achieved using LSTM based regression models [10, 11] by training
on the thermal contrast curves of defects in pulsed thermographic inspection.

In contrast, Cao introduced a 2-stream deep CNN architecture as a similarity
prediction network between the thermal profiles in lock-in thermography [12] for
defect classification. However, the present article deals with non-stationary stimulus
based QFMTWI modality in which artificial neural network and decision trees have
been introduced in the recent past as automatic defect detection networks [13, 14].
But, deep learning through CNN or LSTM is still a novel concept in QFMTWI. On
the other hand, the introduction of one-dimensional CNNgained interest in the recent
past for various signal classification tasks [15] with various architectures. Inception
based GoogleNet is imported andmodeled with 1D-CNN to classify different signals
in structural health monitoring [16, 17] in the recent past.

The present article introduces a 1D-CNN based GoogleNet architecture for auto-
matic defect detection in QFMTWI. Experimentation is carried out over a mild steel
sample with flat bottom holes, and few profiles from defective and non-defective
regions are extracted as a training set. Cross-validation is employed to monitor the
training performance of the proposed network and tested with the entire sample
thermal response to automatically visualize the classified defects. Further, the clas-
sification performance is validated through machine learning and thermographic
metrics by comparing with the conventional and state of the art feature based defect
detection techniques.

2 Automatic defect detection in QFMTWI

In QFMTWI, a low power optical stimulus modulated by a band of low frequencies
is imposed on the test sample with a set of halogen lamps. The illuminated stim-
ulus heats the sample surface and generates thermal waves that propagate into the
subsurface layers through diffusion phenomenon. Any inhomogeneity underneath
the surface disturbs the thermal wave propagation, reflects, and further heats up the
respective location on sample surface. An infrared camera captures this heat map
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Fig. 1 Schematic of the experimental setup of QFMTWI

over the sample surface, which is further processed with various processing tech-
niques for defect detection. Figure 1 presents the schematic of the experimentation
of QFMTWI [2].

2.1 Feature Extraction in QFMTWI

Various processing techniques have been introduced in QFMTWI as feature extrac-
tion techniques for efficient defect detection. A polynomial fitting procedure is used
to remove the mean raise in each temporal thermal profile as a pre-processing step.
Then the resultant dynamic temporal thermal profile is subjected to various feature
separation techniques. Fourier transform based phase analysis (FFT phase), principal
component analysis (PCA), and random projection transform (RPT) are efficient
feature separation techniques in QFMTWI [3]. In FFT phase, Fourier transform is
employed over each temporal thermal profile, and respective phase components are
derived. Further, the phase contrast is used to distinguish defective and sound regions.
This phase contrast and blind frequencies derived from the phase profiles favor the
quantitative assessment of defect depths [18].

In contrast, statistical techniques like Principal component analysis (PCA) and
random projection transform (RPT) became efficient feature separation techniques
in QFMTWI. PCA projects the high dimensional thermal response into a lower-
dimensional subspace through orthogonal projection using Eigenvalue or singular
value decomposition. On the other hand, RPT performs the orthonormal projection
through Gram-Schmidt orthogonalization. In both cases, the initial step is to reshape
the three-dimensional thermal response to a 2D vector. Then the covariance vector is
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computed in PCA, which is further applied to Eigen decomposition to extract Eigen-
vectors and Eigen Values. The most significant components are sorted by arranging
Eigenvectors in descending order to the corresponding Eigenvectors.

Few dominant Eigenvectors are selected and projected back to the data-driven
vector to form principal components which are further converted into 3D and
visualized for enhanced defect detection. On the other hand, RPT employs QR-
decomposition on 2D thermal response vector that is resulting in orthonormal basis
vectors with lower dimension. These low dimension features are further visualized,
and defect enhancement is analyzed. Compared to the FFT phase, the statistical
parameter-dependent PCA and RPT efficiently dilute the effects of non-uniformity
and other noises in the thermal response.

2.2 Automatic Defect Detection Through GoogleNet

GoogleNet is a deep convolutional neural network architecture introduced in 2014 to
meet image classification and object localization for computer vision applications.
It is a 22 layer deep network with intermediate decision layers named as Incep-
tion modules. Unlike sequential alignment of hidden layers, inception modules use
a parallel arrangement of convolution layers with different kernel sizes to extract
distinct features in a single layer. These extracted features are fused at the end and
fed to consecutive inception layers for high level feature extraction. This parallel
arrangement extensively reduces the number of trainable parameters compared to
sequential networks and learns different features of the input simultaneously [19].

Apart from computer vision tasks that operate on image features, recent intro-
duction of compact 1D-CNNmodel favored the application of this inception module
driven deep learning model to various signal classification problems in a straight
forward approach [16, 17]. The theoretical generalization of 1D-CNN’s is similar
to that of the 2D-CNN’s except that 1D-CNN’s works on signal’s temporal varia-
tions [15]. In the present case, thermographic signals extracted from the test sample
belong to either defective region or non-defective regions. Defect detection through
feature extraction methods recommends an experienced observer to investigate on
few frames which leads to human errors. To avoid such human errors and provide
automatic defect detection, a deep GoogleNet architecture, as shown in Fig. 2, is
introduced in this article.

The model consists of different layers like 1D-convolutional layer, max-pooling
layer, inception layer, dropout layer, and fully connected network. The input is fed to
the first hidden layer having 1D-convolutional filters with large kernel size to signif-
icantly reduce the dimensionality of the subsequent layers for faster computations
at hidden layers. The inception layer comprises of convolution layers with different
kernel sizes (1, 3, 5) as shown in Fig. 2 that simultaneously extract different features
from the input features and finally fuses to create a compact feature vector which
is fed to the next inception layer. A dropout layer between the final fully connected
layer and inceptionmodule is used to overcome the over-fitting phenomenon. Finally,
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Fig. 2. 1D-CNN based GoogleNet architecture (left) and the inception module (right)

the fully connected network presents the classified result. The hidden layers are acti-
vated with Rectified linear unit (ReLU) activation, and the final classification layer in
fully connected network is activated with sigmoid activation function. The network
is trained on a few selected thermal profiles and in the testing phase, and the entire
sample thermal response is fed to classify defective andnon-defective thermal profiles
using a loss function given by

L =
n∑

i=1

yi ≤ log ŷi , (1)

where L is the loss, n is the number of classes, and yi is the probability of a given
thermal profile to be classified as class i.

3 Experimentation and Data Preparation

Experimentation is carried over a mild steel specimen with flat bottom holes of
different sizes with varying depths. The schematic layout of the test sample is shown
in Fig. 3a. The front surface of the test sample is excited with a 2 kW quadratic
frequency modulated optical heat flux modulated by a band of 0.01–0.1 Hz by a set
of halogen lamps for 100 s. The resultant thermal response is recorded in a FLIR
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Fig. 3. a Schematic layout of mild steel sample (dimensions in cm) and b extraction of dynamic
thermal profile

A655SC thermal camera having a spectral range of 7.5–14 µm at 25 frames per
seconds. A black paint having an emissivity of 0.95 is painted on the inspecting
side of the test sample to maintain uniform emissivity [20]. The recorded thermal
response covers a thermogram cube of 2500 frames with a resolution of 450 × 450
after removing the extra background. The mean raise in the temporal thermal profile
of each pixel in view is removed through a proper fitting technique to extract the
dynamic thermal profiles as shown in Fig. 3b.

Each linear fitted temporal thermal profile is down-sampled at a factor of 4 to
get a reduced feature-length of 625 samples to reduce the computation complexity
of the network. The down-sampled thermal profiles are associated with respective
labels where thermal profiles at defective, and non-defective regions are associated
with 1 and 0, respectively, by mapping with the physical locations of the test sample.
This results in 22,845 defective and 179,655 non-defective pixel locations, out of
which, 8 k defective and 12 k non-defective thermal profiles are extracted to prepare
a training dataset. The testing dataset is the available, total thermal response that is
reshaped to form a 2D vector with pixels along rows and their respective temporal
evolution in columns.

4 Results and Discussion

Initially, the training and testing data (temporal thermal profiles) are normalized
with respect to their standard deviation as a pre-processing step used in machine
learning. Though CNN architectures require high configuration GPU to train, 1D-
CNN’s proved to be simple enough to train in CPU based hardware [15]. Hence, the
proposing architecture is trained with 20 k thermal profiles on an Intel i3 CPU with
8 GB RAM and 2 TB memory in Python 3.6.10 environment. During the training
process, binary cross-entropy is used as a loss function that is given in Eq. (1) and



Deep Learning in Quadratic Frequency Modulated Thermal Wave Imaging … 439

Adam with default hyper-parameters is used as optimizer. The batch size is set to 64
and the networks trained for 500 back-propagation iterations for 9.025 h.

A20%of trainingdata is splitted andvalidatedon themodel simultaneously during
the training, and the loss curves fromFig. 4 suggest that themodel is training properly
without over-fitting and saturated at 120 epochs with a validation loss of 0.008.
Further, the entire sample thermal response is fed to the trained model for defect
classification, and the final classification result is compared with the conventional
feature extraction techniques and is presented in the left side of Fig. 5. Figure suggests
that the deep learning based network offers automatic and efficient defect detection
in mild steel sample than the conventional feature extraction techniques. The time
elapsed for testing is 19.8 min. In addition, the proposed methodology is compared
with the decision tree and ANN based defect classification approaches [13, 14]. The

Fig. 4 Training validation of the proposed network

Fig. 5 Comparison of defect detection in mild steel sample using feature extraction methods such
as a FFT phase at 0.05 Hz, b 2nd PCA, c 1st RPT, and d. proposed deep learning architecture (in
left) and a decision tree, b ANN, and c proposed deep learning architecture (in right)
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Fig. 6 a Signal to noise ratio comparison of mild steel sample and b comparison of defect
classification performance using AUC

defect classification performances using DT and ANN are presented in right side of
Fig. 5.

One can observe from the results that DT is able to classify all the defects but most
of the non-defective region is classified as defective one which is due to the attributes
in thermal response of mild steel specimen. On the other hand, ANN and GoogleNet
learn the distinct features in each hidden layer and able to classify defects accurately.
However, one can observe that the proposed GoogleNet present less false alarms
compared to ANN by efficiently classifying the sound region. The classification
performance of themachine learningmodels is comparedwith the pre-definedground
truth. It is observed that the proposed GoogleNet 94.83% of accuracy in predicting
the exact ground truth of the pixel profile, whereas DT and ANN present 56.86% and
90.30% accuracy. However, the defect signature is measured using signal to noise
ratio (SNR) in thermographic point of view, which is given by the ratio between
the mean difference in the defective region to non-defective region and the standard
deviation of the non-defective region [13, 14]. The SNR of each defect is computed
for all methods and presented in Fig. 6a. It is observed that proposed GoogleNet
presents high SNR compared to other conventional feature extraction methods and
defect classification techniques.

Further, the classification performance of proposed 1D-CNN based GoogleNet
is compared with DT and ANN using area under the region of interest (ROI) curve
(AUC). AUC gives the efficiency of a classification network based on the number of
false positive and true positive instances observed in a classification task. The AUC
curve between DT, ANN, and proposed GoogleNet is presented in Fig. 6b, which
concludes that GoogleNet presents an efficient defect classification with 91.66% of
AUC, whereas DT and ANN present 70.1 and 90.65% of AUC.
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5 Conclusion

The present article introduces a 1D-CNN based deep GoogleNet architecture for
automatic defect detection in QFMTWI. Experimentation is carried out over a mild
steel sample and training and testing datasets prepared from the generated thermal
response. The proposed architecture trained on the training set and the entire sample
response fed to test the network for automatic defect detection in the mild steel
sample. The defect classification performance of proposing deep learning architec-
ture is compared with the conventional feature extraction methods. Comparative
analysis using classified result and respective SNR’s suggests that the proposed deep
learning architecture provides automatic defect detection without human interven-
tion. The researches will be extending to study and introduce more deep learning
architectures in QFMTWI.
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Omni-Directional Zeroth Order
Resonator (ZOR) Antenna for L-Band
Applications

Komal Roy, Rashmi Sinha, Chetan Barde, Sanjay Kumar, Prakash Ranjan,
and Anubhav Jain

1 Introduction

Antennas are one of the useful components of communication devices which find
its applications ranging from telecommunications to biomedical services, satellite to
defenses applications, etc. [1]. As the antenna is used for higher frequency range, one
must require larger bandwidth which increases the size and fabrication complexity
of the antenna [2]. Additional to this signal received or transmitted by the antenna get
faded due to lightning, rain, etc. [3]. Therefore, antenna designs for low frequency
are very useful and cover almost all GPS services and satellite services [4]. The
L band is one of the most important frequency band used in low frequency region
which covers frequency range from 1 to 2GHz and plays a virtual role in applications
such as radars, GPS, radio, telecommunications use, terrestrial communications and
telecommunications, and aircraft surveillance [5]. The L band is also a useful band
because signals can easily penetrate through fog, rain, storm, clouds, and antennas
used in this band can accurately receive data in all weather conditions, day, and
night [6]. The antennas reported till date for L band applications are directional and
have smaller beam width [7, 8]. To overcome this limitation, this paper presents an
Omni-directional radiation pattern ZOR antenna which is one of the applications
of CRLH-TL [9]. CRLH-TL is a combination of Right-handed Transmission Line
(RH-TL) and Left-Handed Transmission Line (LH-TL). CRLH transmission line
consists of series and parallel combination of inductor and capacitor that leads to the
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Fig. 1 The equivalent
circuit of CRLH-TL (LR =
Right handed inductor, CL =
Left handed capacitor, CR =
Right handed capacitor, LL
= Left handed inductor

formation of the either series resonance or parallel resonance [10, 11]. So, it can be
considered that ZOR can be operated in either series mode or in parallel mode [12]
as shown in Fig. 1.

In series mode, resonant frequency depends on the effect of series elements (LR

and CL ), and in parallel mode, resonant frequency depends on the effect of parallel
elements (CR and LL ) as described in Eq. (1) [13].

ωse =
√
LRCL (1)

ωsh = √
CRLL (2)

where ωse = series resonant frequency and ωsh = parallel resonant frequency. The
antenna is termed asZORantenna because at operating frequency the value of relative
permittivity (ε) andpermeability (μ) are equal to zero, and at this particular frequency,
Omni-directional radiation pattern is achieved [14].

This paper presents the Omni-directional ZOR antenna for L-Band applications.
Antenna design is a combination of two SRR, in which outer ring is combination
of circular shape and inner ring is a combination of a square shape. The unit cell of
proposed structure comprises of metallic patch at the top of dielectric substrate FR4.
The overall dimensions of the proposed antenna consist of 12 mm × 12 mm, and −
10 dB bandwidth of 20MHz is achieved ranging from 1810 to 1830GHzwith respect
to the center frequency of 1820 GHz. The results obtained in this paper is simulated
using Ansys-HFSS 19.1v which is based on Finite Element Method (FEM). Mesh
size is kept λ/20 mm so that results obtained are much pre-sized.

2 Antenna Design and Description

The antenna design proposed in this paper consists of three layers. Top and bottom
layer are made up of copper (εr = 1, loss tangent δ = 0) acting as a conducting
material similarly, and the middle layer is made up of FR4 (εr = 4.4, loss tangent δ
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Fig. 2 Three layer structure of a proposed antenna

= 0.02) acting as a dielectric substrate. The structure is designed in such a manner so
that dielectric substrate is jammed between the two copper layers as shown in Fig. 2.

The proposed antenna design is a combination of two SRR in which outer rings
are combination of circular shape and inner ring is a combination of square shape.
Different combinations of circular shape and square shapes are used by hit and trial
method to obtain the ZOR behavior, but it is found that if a single circular shape SRR
or single square shape SRR or combination of single circular shape and square shape
outer most SRR or inner most SRR are used, then Omni-directional radiation pattern
is not achieved and all the resonant frequency are available at high frequency with
directional radiation pattern. Therefore, the combinations of two SRR of different
shapes are used in order to achieve Omni- directional radiation at low frequency
region.

The overall dimension of the proposed antenna is 12 mm × 12 mm. In order to
feed the antenna gap, feeded line is used. The front view of antenna is shown in
Fig. 3.

3 Results and Discussion

The proposed Omni-directional ZOR antenna is designed using hit and trial method
and simulated using commercially available FEM solver ANSYS-HFSS 19.1v. The
results obtained are discussed in detail.

3.1 Return Loss

The return loss of the proposed antenna obtained after simulation is−12 dB at center
frequency of 1820 MHz. The −10 dB bandwidth achieved is 20 MHz ranging from
1810 to 1830 MHz as shown in Fig. 4.

The center frequency is acting as a ZOR frequency where the value of permittivity
and permeability is zero, and it is proved by plotting beta vs. frequency plot as shown
in Fig. 5.



446 K. Roy et al.

Fig. 3 Front view of proposed ZOR antenna (a= 12 mm, r1 = 5.5 mm, r2 = 4 mm, r3 = 2.5 mm,
r4 = 2 mm)

Fig. 4 The reflection coefficient of proposed ZOR antenna
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Fig. 5 Beta versus Frequency (Dispersion curve) plot of proposed ZOR antenna

3.2 Voltage Standing Wave Ratio (VSWR)

The VSWR of a simulated result obtain is 1.6766 at 1820 MHz center frequency
which implies that proper impedance matching is done between the gap feed line
and patch design as shown in Fig. 6.

3.3 Radiation Pattern

The radiation pattern achieved after simulation of the proposed antenna consists
of 2-D radiation pattern which resembles almost as a dumbbell shape as shown in
Fig. 7a. Figure 7b shows that the complete circle shape is obtained which confirms
the Omni-direction radiation pattern.

Figure 8 shows the 3-D radiation pattern along with the proposed antenna, and it
is acting as Omni- direction along Z-axis where maximum radiation is along X and
Y direction at almost 360°.

3.4 Current Distribution

The current distribution obtained is non-uniform in case of directional antennas,
whereas it is uniform in case of Omni-directional ZOR antenna. The current distri-
bution obtained for the proposed antenna is uniform throughout the feed line and
patch which confirms the presence of Omni-directional radiation pattern along the
antenna as shown in Fig. 9.
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Fig. 6 VSWR plot of proposed ZOR antenna

Fig. 7. 2-D radiation pattern of proposed ZOR antenna. a Dumbbell shape. b complete circle

4 Experimental Setup

The proposed Omni-directional ZOR antenna reflection coefficient is measured
inside the Anechoic-Chamber with the help of Vector Network Analyzer (VNA).
The experimental set inside the Anechoic-Chamber is shown in Fig. 10.
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Fig. 8. 3-D radiation pattern of proposed ZOR antenna. a Omni-direction along Z axis. b Omni-
direction along antenna

Fig. 9 Uniform current
distribution of proposed
ZOR antenna

The measured result and simulated result plots are portrayed in Fig. 11, and it is
observed that both the plots are almost similar to each other with little bit of variation
due to setup.
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Fig. 10 The proposed ZOR antenna placed in a pedestal stand inside the Anechoic-Chamber

Fig. 11 The reflection coefficient of measured and simulated proposed ZOR antenna
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5 Conclusion

The proposedOmni-directional ZORantenna structure comprises ofmetallic patch at
the top of dielectric substrate FR4. The proposed antenna works at a center frequency
of 1820 MHz with−10 dB bandwidth of 20 MHz ranging from 1810 to 1830 MHz.
The antenna operates for L-Band applications especially for telecommunications
services. The overall dimension of proposed antenna is 12 mm × 12 mm. The radi-
ation pattern of proposed antenna is Omni-directional which is proved by current
distribution plot, 2-D radiation and 3-D radiation plots. The current distribution
obtains in uniform through the structure. The ZOR frequency is proved by beta vs.
frequency plot. All the simulation is carried out through commercially available
FEM solver ANSYS-HFSS 19.1v. The experimental result obtained is tested inside
the Anechoic-Chamber. Mesh size is kept λ/20 mm so that results obtained are much
pre-sized.
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Detection of Acute Lymphoblastic
Leukemia by Utilizing Deep Learning
Methods

Gundepudi V. Surya Sashank, Charu Jain, and N. Venkateswaran

1 Introduction

Leukemia is a type of cancer that spreads through the blood and lymph tissues to
inhibit the blood-forming tissues’ abilities to fight off infections. To be able to iden-
tify the presence of Leukemia, blood cell segmentation and identification is pivotal.
However, an issue arises when a large amount of blood samples is required by hema-
tologists to help detect this presence. White blood cells contain essential data that
assists hematologists in distinguishing numerous diseases, including leukemia. In
terms of modernization, analyzing the blood samples can help in screening leukemia.

To be able to detect the existence or non-existence of a certain illness in a patient,
diagnosis must be performed by a human physician by inferring from a dataset
which can consist of signs, symptoms, medical images, and exams [1]. An incorrect
diagnostic report can bear hostile results, for instance, prescription of medication
with undesirable side effects on the patient’s health. Incorrect diagnosis may also
complicate the treatment procedures, and this may lead to act as a financial burden on
the patient [2]. To assist hematologists achieve a greater diagnostic accuracy, various
number of assistant systemswere recommended.Many diseases, including glaucoma
[3], skin cancer [4], breast cancer [5], and leukemia [6], are already addressed by
such systems. Employing such assistant systems may help yield accurate and rapid
results which could effectively subside diagnostic and treatment costs, increase the
chances of remission, or even prolong the patient’s life [7]. Leukemia can arise
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from several causes, such as exposure to radiation and certain chemicals, as well as
family history [8]. A physician can diagnose leukemia via a number of tests, such as,
inspecting for physical signs such as a pale skin from anemia or the inflammation of
the lymph nodes. Leukemia can also be diagnosed with a blood test, by observing the
images of the blood cells or by a bone marrow biopsy which uses a specialized test
to reveal the presence or absence of Leukemia. However, such methods of diagnosis
can be unreliable and also expensive. Since these diagnoses need to be performed
by a human physician, it may also take time which could be used for treating the
patient. Therefore, an automated, accurate, and affordable system that can distinguish
between healthy and unhealthy blood smear images is a desideratum [1, 4, 6–10].

SinceALLdiagnosis associates closelywithmorphological changes ofWBCs and
manual morphological analysis may experience the ill effects from several poten-
tial limitations [1, 4, 7], numerous automatic ALL diagnosis techniques have been
proposed in recent years [1, 4, 6, 7, 9]. To accomplish robust and effective comput-
erized diagnosis, distinguishing the attributes of healthy and blast cells is a crucial
factor. Although many studies on the separation and recovery of the nucleus and
cytoplasm or purely nuclei of the cells utilizing segmentation techniques are avail-
able, limited investigations have been led on the selection of significant discrimi-
native attributes from the segmented regions to effectively benefit subsequent ALL
diagnosis [1, 4, 6, 8–10].

This research plans to deal with the aforementioned challenges by proposing
two classification systems using machine learning models. The dataset ALL-IDB2
[11] consists of 260 segmented lymphocytes of which 130 are ALL affected blood
images and the remaining 130 belong to the healthy class. Using data augmentation,
the dataset size was increased from 260 to 760 images.

For the Hybrid AlexNet andMachine Learning based ALL detection model, these
images were pre-processed before feeding them to the pre-trained CNN, AlexNet
for feature extraction, and subsequently different classifiers were used for effica-
ciously separating ALL positive blood images. Further on, the AlexNet based ALL
detection model used AlexNet for feature extraction as well as classification after
image pre-processing. The metrics of classifiers were then analyzed, and the most
efficient algorithm among them was found. Promising results were obtained through
the second detection model with an accuracy of 100%.

2 Literature Review

Maria et al. [7] predicted leukemia using Support VectorMachines, k-Nearest Neigh-
bors, Neural Networks, Naïve Bayes, and Deep Learning and also compared their
performances. For diagnosis of leukemia using blood images, Vogado et al. [1]
utilized aConvolutional Neural Network, alongwith Support VectorMachine,Multi-
layer Perceptron, and Random Forest thereby introducing a new framework. This
framework was different, requiring less processing time as it did not implement
segmentation.



Detection of Acute Lymphoblastic Leukemia by Utilizing Deep … 455

Fig. 1 A simple neural network classifier [8]

Laosai et al. [4] categorized lymphoid stem cells and myeloid stem by making
use of K Means clustering in order to assess his new classifier framework. The
features including shape and texture were extracted from the segmented cytoplasm
and nucleus. SVM surpassed all the classifiers with 92% accuracy.

Subhan [9] analyzed cancerous cells using image processing algorithms to reduce
the expense and also to increase the accuracy.

Supardi et al. [6] differentiated acute myelogenous leukemia (AML) and acute
lymphocytic leukemia (ALL) by utilizing k-NN. 80% accuracy was achieved using
cosine distance metric.

Vincent et al. [8] also segregated AML and ALL leukemia types using 100 blood
smear images. After extracting GLCM and fractal features, 97.7% accuracy was
reached utilizing neural network classifier.

Adjouadi et al. [10] utilized 220 blood samples and implemented ANN architec-
ture to classify ALL and AML. This produced very high sensitivity results which
increased with increased data set size.

Loey et al. [2] detected leukemia using transfer learning which solved many
problems and also proposed two classificationmodels set up on blood images (Fig. 1).

Gautam et al. [12] utilized Otsu thresholding for segmentation and Naïve Bayes
for classification. At an average time of 22 s per image, 68 images were classified at
an accuracy rate of 80.88%.

Chen et al. [3] proposed a new DL architecture consisting of four convolutional
layers and two fully-connected layers utilizing ORIGA and SCES datasets. For
detecting glaucoma, the area under the curve (AUC) for the two databases was found
to be 0.831 and 0.887 in the receiver operating characteristic curve.

For skin lesion classification, Kawahara and Hamarneh [13] proposed a CNN
architecture utilizing various images which would work for multi-resolution input.
Wang et al. [5] obtained 0.7051 as a score for tumor localization task and AUC to be
0.925 image classification. This system was combined with a pathologist’s analyses
which resulted in an increased AUC of 0.995. Agaian et al. [14] proposed a method
in which 80 blood images were utilized to obtain 98% accuracy for isolation from
sub and complete images and also for localization of the lymphoblast cells.

Thanh et al. [15] made use of 1188 blood cell images which were used for segre-
gating normal and abnormal blood cell images. 96.6% accuracy was achieved after
implementing a CNN.A contour aware segmentation was proposed by Imran Razzak
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and Naz [16] and also used ML based on CNN features for classification on 64,000
blood cells. Results gave 94.71% accuracy for RBCs and 98.68% for WBCs.

Sajjad et al. [17] proposed a framework on a cellphone which is also cloud-
assisted for the purpose of localization of WBCs. This was achieved using a trained
classification model. In the end, the WBCs were separated into five different classes.

A computer aided ALL diagnosis system was introduced by Abdeldaim et al.
[18] which was based on image analysis. Out of the various classifiers used, k-NN
achieved the best classification accuracy. An automatic cell recognition system was
proposed by Yu et al. [19] which was implemented by applying DL methods. The
results obtained made it clear that the leukocytes were recognized with less hardware
limitations and higher accuracy.

Pansombut et al. [20] executed a CNN classifier in order to distinguish lympho-
cytes and ALL subtypes. Classification was implemented using multilayer percep-
tron (MLP) and random forest. Automated image based ALL detection system was
employed by Kumar et al. [21] using k-means clustering algorithm. The model
accomplished an accuracy of 92.8% which was tested with kNN and Naïve Bayes
Classifier on 60 samples. Madhukar et al. [22] utilized 50 images and demonstrated
that the classification of blood smear images containing multiple nuclei can be
completely automated. The correctly grouped caseswere around 93.5%which stands
as a testament that the technique yields good results.

Setiawan et al. [23] performed classification on 1710 cells which were derived
from bone marrow. Eight cell types were utilized from three precursor cells. Clas-
sification was performed after segmentation and feature selection in a sequential
manner.

In order to solve a similar problem, Rehman et al. [24] proposed a method which
consisted of a CNN segmentation and DL techniques. He implemented the model in
an attempt to train bone marrow images for classification and achieved an accuracy
rate of 97.78%.

Another attempt at implementing a computer-aided diagnosis framework was
made by Faiydullah et al. [25] in order to characterize leukemia from blood
microscopic images.

Using Zack algorithm and histogram equalization, Patel and Mishra [26] made
use of k-mean clustering approach for white blood cell detection. 93% accuracy was
achieved by SVM for classification. Microarray gene expression profiles were used
by Dwivedi [27] who devised a framework which was based on supervised machine
learning for the diagnosis of ALL and AML. The Artificial neural network which
was used for classification was evaluated using eight different classification metrics
and achieved an accuracy rate of 98%. The only error was in the identification of
AML on tenfold cross-validation and leave-one-out approach.

Krizhevsky et al. [28] came up with the CNN, Alexnet and explained its archi-
tecture and features. A review of computer-aided diagnosis systems was performed
by Shafique and Tehsin [29] who differentiated them based on their methodologies
that incorporated enhancement, segmentation, feature extraction, classification, and
accuracy.

A summary of the literature survey can be seen in Table 1.
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Table 1 Summary of literature survey

Authors Method Number of
images

Classification Performance (%)

Vogado et al. [1] CNN 108 SVM, Multilayer
Perceptron, Random
Forest

100

Laosai and
Chamnongthai [4]

Image
processing

100 SVM 92

Subhan and Kaur
[9]

Hough
transform

– kNN 93

Supardi et al. [6] 12 features
manually
extracted

1500 kNN 86

Vincent et al. [8] CNN 100 Neural network 97.7

Adjaoudi et al.
[10]

ANN 220 SVM, ANN 96.67

Loey et al. [2] CNN 2820 CNN 100

Gautam et al. [12] Image
processing

88 Naïve Bayes 80.88

Chen et al. [3] CNN 650 Soft-max classifier 88.7

Kawahara and
Hamarneh [13]

CNN – CNN –

Wang et al. [5] CNN 400 GoogLeNet,
AlexNet, VGG16

98.4

Agaian et al. [14] Image
processing

80 SVM 98

Thanh et al. [15] CNN 1188 FC 96.6

Imaran Razzak
and Naz [16]

CNN 108 Extreme Learning
Machine

90.1

Sajjad et al. [17] Mobile cloud
computing

1030 SVM 94.3

Abdeldaim et al.
[18]

ANN 260 k-NN –

Yu et al. [19] CNN 2000 CNN 88.5

Pansombut et al.
[20]

CNN 363 FC 80

Kumar et al. [21] Image
processing

60 kNN, Naïve Bayes 92.8

Madhukar et al.
[22]

Image
processing

50 SVM 93.5

Setiawan et al.
[23]

Image
processing

105 SVM 98.67

Rehman et al. [24] CNN 330 FC 97.78

(continued)
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Table 1 (continued)

Authors Method Number of
images

Classification Performance (%)

Faivdullah et al.
[25]

Image
processing

100 – 79.38

Patel and Mishra
[26]

Image
processing

77 SVM 93.57

Dwivedi [27] ANN – ANN 98%

Shafique and
Tehsin [29]

CNN 260 FC 96.06

3 Methods

Deep transfer learning is adopted for the two systems in order to differentiate
ALL lymphocytes from healthy ones in this paper. Transfer learning gives results
faster, and the effort is also reduced in designing the models from scratch without
compromising the efficacy (Figs. 2 and 3).

Both the models made use of a pre-trained convolutional neural network. One of
the most observable features of leukemia disease is the uncontrollable proliferation
of abnormal white blood cells inside human bone marrow. Due to this proven fact, it
is understandable that normal and abnormal white blood cell images can be roughly
classified based on the quantity of white blood cells that appear under one frame of
peripheral blood smear image. As for leukemia type classification, it can be done by

Fig. 2 Healthy Lymphocytes

Fig. 3 ALL affected Lymphocytes
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Fig. 4 Diagram representing the first detection model

Fig. 5 Diagram to represent the second detection model

proper extraction of key differentiating features from each leukemia type. Figure 4
shows theHybridAlexNet andMachineLearning basedALLdetection systemwhich
begins with data augmentation which includes rotation, zooming, and flipping (both
horizontal and vertical). This is followed by resizing, transformation, and normal-
izing as a part of image pre-processing. Finally feature extraction and classification
is implemented by AlexNet and five well-known classifiers, respectively. On the
other hand, AlexNet is employed for both feature extraction and classification in the
AlexNet based ALL detection model, which is visualized in Fig. 5.

3.1 Dataset Description

The ALL-IDB is a database containing images of blood cells and was released in
two version ALL-IDB1 and ALL-IDB2. All images in the datasets have a typical
resolution equal to 2592 × 1994, captured with a PowerShot G5 camera [1]. The
version, ALL-IDB2 [11] comprises 260 segmented lymphocytes of which 130 are
Acute Lymphoblastic Leukemia positive blood images and the remaining 130 are
healthy lymphocytes. Figures 2 and 3 depict ALL free lymphocytes andALL affected
blood samples, respectively. Data Augmentation is adopted to increase the size of
the data-set to create new training data from existing training data. After utilizing
data augmentation, the dataset increased from containing 260 images to 760 images
by trying to rotate the image by a certain angle, zooming into the images at different
rates and flipping the images both horizontally and vertically.
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3.2 Hybrid AlexNet and Machine Learning Based ALL
Detection

This system consists of three steps: image pre-processing, feature extraction, and
classification.

Image Pre-processing. Pre-processing of the 760 images was done to alter the data
to a machine-readable format. Within this step the images are first resized into an
image with a resolution of 256x256. The image is now transformed into a Tensor
containing three values, the channel of the image, the height of the image, and the
width of the image. The tensor is then normalized using the standard mean of [0.485,
0.456, 0.406], and a standard deviation of [0.229, 0.224, 0.225] for AlexNet to ensure
all the data lies within the same range.

Feature Extraction. Feature extraction is choosing the best possible analytical
features, depicting the picture by the mathematical qualities, and enabling the
programmed framework to perform the recognition [4]. In computer vision and
image processing, feature extraction is a procedure that reduces the images’ data
into a large set of features that holds information about the images’ dimensions and
colors. This process of elicitation of features from the input images feature extraction.
Highlight determination significantly impacts the classifier execution; therefore, a
right selection of highlights is a critical advance [14]. Generally, a considerable lot
of the features use texture, geometrical, and statistical analyses of the image. This
selection aims to eliminate unnecessary attributes and consequently simplify the
prediction model, decreasing the computational expense, giving a superior compre-
hension of the outcomes discovered [4]. These features are considered to help the
classifier execution [1]. As indicated by [26], feature determination frameworks are
fundamentally utilized to distinguish significant properties and basic data.

An ideal choice of properties for classification issues requires a comprehensive
search of every single imaginable subset of attributes [27], making it unrealistic
when the quantity of characteristics is excessively high. For this reason, several
researchers have created diverse attribute selection methods. Each of these tech-
niques uses distinct selection criteria and search algorithms to assess and to discover
heuristically the most suitable subset of attributes [4].

A CNN is a network formed by several layers that can be utilized in object recog-
nition and image classification. Among these layers, we have the convolutional layers
that can modify the representation of the data through filters. For the most part after a
convolutional layer, an activation function is used, and these functions perform non-
linear transformations in the data, in order to generate linearly separable outputs.
One of the most common functions used with this purpose is the Rectified Linear
units (ReLu), presented in Eq. (1), where x is the input to a neuron.

The pretrained AlexNet uses in-built functions to extract the features from the
image by applying a convolution on the 2-dimensional plane and activating the
rectified linear unit function element-wise. This helps us extract the required features
of each and every image.
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Relu(x) = max(0, x) (1)

Classification. Classification is a type of supervised learning that aims to categorize
a given set of data into various classes. In this case, the classifiers were implemented
to separate ALL lymphocytes from healthy ones by making use of the pre-processed
images. 75% of the dataset was used to train the classifiers, and the remaining 25%
was used to test it.

The different classifiers testedwere kNearest Neighbors, Support VectorMachine
(linear and Gaussian), Decision Trees, and XGBoost.

Support Vector Machine (SVM). Support vector machines are one of broadly
utilized algorithms for leukemia detection. This algorithm is utilized to output and
optimize hyperplanes that characterizes the given information based on their features.
The fundamental reason behind the selection of SVM for leukemia detection is that
it is a binary classifier that can efficaciously classify between normal and affected
cells. The goal of the support vector machine algorithm is to discover a hyperplane
in an N-dimensional space that particularly orders the data points. To separate the
two classes of data points, there are numerous conceivable hyperplanes that could
be picked. The objective is to locate a plane that has the greatest distance between
data points of the two classes. Maximizing the margin distance gives some support,
so future information focuses can be characterized with more certainty.

K-Nearest Neighbor (KNN). The k-nearest neighbors’ (KNN) algorithm is a basic
supervised machine learning algorithm which categorizes a data point depending
on the nearest neighboring data points. K-nearest neighbor is a generally utilized
classification and regression technique that uses the nonparametric and lazy learning
method to group diverse information. In k-nearest neighbor algorithm, classification
is done by the voting from the nearest neighbors. In light of this voting, objects
will be relegated to their applicable classes. For acute lymphoblastic leukemia cell
classification, k-NN classifier is utilized to improve classification results for the
normal and blast cells [29].

XGBoost. It is an optimized distributed gradient boosting library intended to be
exceptionally proficient, adaptable, and versatile.

Decision Trees. It is a Supervised Machine Learning technique, i.e., it can explain
what the input is and what the corresponding output is in the training data, where the
data is continuously split indicated by a certain parameter. The tree can be explained
by two elements, in particular, decision nodes and leaves. The leaves are the decisions
or the ultimate results. And the decision nodes are the place where the data is split.
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Fig. 6 AlexNet architecture [28]

3.3 AlexNet Based ALL Detection

In this system of detection, both feature extraction and classification were imple-
mented using the pre-trained CNN, AlexNet after data augmentation, and image
pre-processing.

AlexNet Architecture. The general architecture of the CNN, AlexNet was depicted
by Krizhevsky et al. [28] which contained eight layers with weights. Out of these,
the initial five are convolutional and the remaining are fully connected. When the
output of the last fully-connected layer was fed to a 1000-way softmax, a distribution
was created. This maximized the multinomial logistic regression objective, which
was comparable to maximizing the average across training cases of the right label’s
log-probability under the prediction distribution.

The kernel maps of the previous layers of the second, fourth, and fifth convolu-
tional layers are distinctly associated to each other since they reside on the sameGPU
(see Fig. 6). Also, the kernel maps of the second layer are connected to the kernels of
the third convolutional. In this architecture, the first and second layers are followed
by the response-normalization layers. And similarly, the fifth convolutional layer
and the response normalization layer are followed by max-pooling layers. Finally,
the output of each convolutional and fully-connected layer is obtained. The ReLU
non-linearity is applied on the output obtained.

Feature Extraction and Classification. The pretrained AlexNet model which is
based on CNN was implemented on the dataset which was divided into 75% for
training and 25% for testing. The CNN was configured for the used data, and the
final three layers were fine-tuned through transfer learning.

3.3.1 Performance Evaluation Metrics in Classification

In order to ensure the effectiveness of the presented system, we employed certain
measures based on which decisions were made. Certain metrics that are used for
the purpose of evaluating the classifiers are mentioned in this section. Some of
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the important terms to be noted are explained in the confusion matrix depicted in
Table 2.

A confusion matrix is a table that is used to help visualize the performance of a
classification algorithm on a dataset for which the number of true values is known.
The columns in a confusion matrix represent the true values of the category, and the
rows represent the predicted values of the same.

Precision. Precision is the ratio of the number of true positives to the sum of true
positives and false positives. Therefore, it tells us how many of the classified items
are relevant. With respect to our problem at hand, it gives us the proportion of the
images which have been classified correctly, either as ALL affected or not, with
respect to the total number of classified images.

Prescision = TP/(TP+ FP) (2)

Recall (Sensitivity). Recall quantifies the number of correctly predicted positive
instances with respect to the total number of actually positive instances belonging to
the dataset. Therefore, it gives us the proportion of images it has classified as ALL
affected with respect to the total number of ALL affected images.

Recall = TP/(TP+ FN) (3)

Accuracy. It computes the ratio of the number of correctly predicted data points
with respect to the total number of data-points present in the dataset. It includes the
correctly classifying ALL affected and also healthy lymphocytes.

Accuracy = (TP+ FN)/(TP+ TN+ FP+ FN) (4)

Specificity. Specificity is the fraction of leukemia patients without cancer who are
tested negative. Specificity quantifies the number of negative class predictions made
out of all negative examples in the data-set.

Specificity = TN/(TN+ FP) (5)

Table 2 Confusion matrix

Actually positive (1) Actually negative (0)

Predicted positive (1) True Positive (TP)
Lymphocyte images correctly
predicted to be infected with ALL

False Positive (FP)
Lymphocyte images wrongly
predicted to be infected with ALL

Predicted negative (0) False Negative (FN)
Lymphocyte images wrongly
predicted to be healthy

True Negative (TN)
Lymphocyte images correctly
predicted to be healthy
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F-Measure. F-measure is a single score that can help balance the concerns of
precision and recall. It is evaluated as the harmonic mean of Precision and Recall.

F-Measure = (2 × precision × recall)/(precision+ recall) (6)

4 Experimental Results and Discussion

Jupyter Notebooks were utilized to implement both the classification systems. 760
microscopic lymphocyte images were considered for evaluation.

In the Hybrid AlexNet and Machine Learning based ALL detection model, after
data pre-processing, the features were extracted to train the classifiers usingAlexNet.
Classification techniques k-NN, SVM, Decision trees, and XGBoost were employed
on a dataset which was divided into 75% for training data and the rest for testing.
Gaussian and linear kernel functions were used with the SVM classifier. The k-NN
classifier was implemented by setting k= 6, and the maximum number of iterations
was set to 30.

The performances of all classifiers were evaluated using Specificity, Accuracy,
Recall and Accuracy. Table 3 shows the performance of each classifier which was
implemented.Here,Recall takes into account the lymphocyte images that arewrongly
predicted to be healthy, and since we are focusing on ALL affected images, recall
scores are important. Similarly, as F1 score is the harmonic mean of Precision and
Recall, both F1 score and Recall values were observed to evaluate the classifiers.
Linear SVM gave the highest Recall and F1 scores.

According to the given data, the AlexNet based ALL detection system using
AlexNet yielded accuracy of 100% on 1.00e-04 learning rate with 30 epochs and
batch size set to 32 (Table 4).

Table 3 Results for classification for the CNN and other classifiers

Classification methods Precision
(%)

Recall
(sensitivity)
(%)

F1-measure
(%)

Accuracy
(%)

Specificity
(%)

First
system

SVM
(Linear)

99 97 98 98.17 98.73

SVM
(Gaussian)

99 96 97 97.43 98.73

Decision
trees

87 92 88 87.82 83.50

XGBoost 95 97 96 96.15 94.93

k-NN 96 97 97 96.79 96.20

Second
system

AlexNet 100 100 100 100 100
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Table 4 Confusion matrix Values for employed classifiers

Classification methods True Positives False
Positives

True
Negatives

False
Negatives

First
system

SVM (Linear) 98 2 89 1

SVM
(Gaussian)

96 4 89 1

Decision trees 86 14 81 9

XGBoost 95 5 88 2

k-NN 99 1 87 3

Second
system

AlexNet 100 0 90 0

Good accuracy rate for all implementations was received even with low learning
rate with a smaller number of epochs. Even for the second model, the dataset was
divided into 75% training data and 25% test data, i.e., 97% and 98% respectively in
the first system of detection. Nevertheless, AlexNet is the best classifier with 100%
F1 and recall scores proving to be the better model out of the two models.

5 Conclusion

The proposed methods have been performed on 760 lymphocyte images from the
ALL-IDB2 dataset of which 570 images are utilized for training, while 190 pictures
are saved for testing. The early recognition of acute lymphoblastic leukemia can
help adequately in its treatment. For the same reason, in this paper, we proposed
two classification models recognizing sans leukemia and leukemia-affected blood
lymphocyte images. The two models utilize transfer learning. In the Hybrid AlexNet
and Machine Learning based ALL detection model, a pre-processed CNN known as
AlexNet is utilized for feature extraction, and other notable classifiers, for example,
Decision Tree, XGBoost, SVM (linear and Gaussian), and k-NN, were utilized for
classification of the blood lymphocytes. Trials exhibited the predominance of the
linear SVM classifier with the highest F1 score and Recall of 98.15% and 98%
respectively. The AlexNet based ALL detection model utilizes AlexNet for both
feature extraction and classification and outperforms all aforementioned classifiers
with a 100% score for all metrics.

Acknowledgements We are thankful to Scotti [11] for providing us with a high-quality image
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Feature Optimization of Digital Image
Watermarking Using Machine Learning
Algorithms

Manish Rai, Sachin Goyal, and Mahesh Pawar

1 Introduction

The transformation of the digital area of data needs security and copyright protec-
tion. The security and copyright protection process worked digital watermarking
methods. The digital watermarking methods give the ownership of digital data over
the communication network by the nature of digital watermarking deals in two
different approaches, such as spatial domain and pixel-based domain [1–3]. The
limited approach of pixel-based watermarking methods always tampered and lost
the copyright protection and integrity of digital data. Over the pixel-based water-
marking methods, the spatial process of digital watermarking had a large number
of several algorithms and increased the security strength of digital watermarking.
The continuous improvements of robustness of digital watermarking are based on
transform function, the birth of feature based watermarking algorithms. Feature
based watermarking algorithms used various transform-based function such as DCT
(Discrete Cosine T rans f orms), DWT (DiscreteWaveletT rans f orms) FFT
(Fast FourierT rans f orm), and scale invariant feature transform. The transform
function contains two types of feature attribute; one is high content of features and
other is lower content of features [4–7]. The high content of features is basically
part of high frequency (HF) and cannot proceed for the mapping of features for the
processing of watermarking. The most of authors and researchers used lower content
of features; the lower content of features is part of low frequency (LF). The feature
based watermarking algorithms are needed for the compactness of embedding using
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ML algorithms. The machine learning algorithms provides the feature optimization
and pattern optimization [8, 9]. The process of pattern generation and optimization
enhance the imperceptibility and robustness of watermarking. Various authors used
the machine learning based algorithms such as KNN, SVM, and PNN [10]. The
process of machine learning approach describes in two manners such as supervised
learning and unsupervised learning [11, 12]. Both approaches are used in various
methods for the quality of digital watermarking algorithms. Supervised learning such
as SVM (Support V ector Machine) and KNN algorithms is used for the prevention
of security attacks such as geometrical and filter-based attacks. The process of attacks
deformed the quality of digital image watermarking. Proposed ensemble-depended
ML approach is used for the process of digital image watermarking. The proposed
ensemble algorithms are based on the two classifier, support vectormachine and back
prorogation (BP) neural network [13, 14]. The proposed algorithms reduce the error
between watermark image and source image. The reduced value of error indicates
the great potential of digital image watermarking [15–17]. The existing technique of
watermarkingmethods faced a problem of feature optimization and feature selection.
Due to this issue, the process of watermarking suffered some problem mention here.

1. Less value of imperceptibility
2. Factor of robustness
3. The maximum amount of the pixel of the number of correlation (NC)
4. Less composite strength of features and easily tampered and loss their integrity

of watermarking.

Overall limitation proposed feature optimization based on a machine learning
algorithm for better feature optimization and feature selection. The proposed algo-
rithm resists the geometrical attacks and increases the value of robustness. The rest
part of paper describe as follows: part II describe the related work of transform func-
tion, machine learning, SVM, and DT (Decision Tree). Part III describes the process
of proposed work. Part IV describe the parameters and result of our simulation. Part
V describes the final concluding points in conclusion.

2 Related Work

Transform Function

Transform function implied very important role in digital image watermarking. The
transform preprocesses the source image and symbol image. Various researcher used
various transform function for the decomposition of image data in process of embed-
ding. The family of transform function includes FFT, DCT, DWT, and LWT [18–20].
The LWT (lifting wavelet transform) function is more time efficient than conven-
tional wavelet transform function. The lifting wavelet transform reduces the value
of lower intensity of noise and produce integer value of transform function. In this
paper we used LWT transform function for extraction of feature coefficient of source



Feature Optimization of Digital Image Watermarking … 471

image and symbol image. In current trend of digital watermarking various authors
used LWT transform function for coefficient selection in domain and increased the
value of quality of watermark image [7, 11, 21]. The LWT function is also better
feature extraction methods than DWT transform function. The processing of LWT
function involves three steps for the decomposition of raw image, such as splitting,
predication, and update. The process of function describes here (Figs. 1, 2, 3 and 4).

SPLIT: Divide the original signal x[n] into non overlapping even and odd samples
that is xe[n] (even samples) and x0[n] (odd samples),

xe[n] = x[2n], x0[n] = x[2n + 1] (1)

PREDICT: If even samples and odd samples are correlated then one can be the
predictor of other. To predict x0[n] we use xe[n] samples using:

d[n] = x0[n] − P(xe[n]) (2)

Fig. 1 Feature extraction process diagram

Fig. 2 Process block diagram of non-linear support vector machine
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Fig. 3 Methods of boosting
and resample of data and
hypothesis

where d[n] is the difference between the original sample and its predicted value
which is defined as high frequency component and P(.) is the predictor operator.

UPDATE: With the help of update operator U (.) and detail signal d[n], we can
update the even samples. Then the low frequency components l[n] which shows the
coarse shape to the original signal are got as follows:

l[n] = xe[n] + U (d[n]) (3)

Machine Learning

Machine learning (ML) is the generation of process improvements and optimization
of results.Machine learning provides various algorithms for the process of regression,
classification, clustering, and time series prediction. Nowadaysmultiple authors used
machine learning algorithms in image preprocessing and post-processing, such as
image compression, image fusion, and biometric recognition [22–24]. The process of
machine learning algorithms enhances the predictability of the model and increases
the quality and security strength of imageprocess data. In this paper,machine learning
algorithms are used for the process of digital image watermarking. The proposed
digital image watermarking algorithm is based on the ensemble-based classifier [25–
27]. The proposed ensemble-based classifier is the process of boosting and used two
well know classifiers, one is a SVM, and the other is a DT. Here the SVM used
as a base classifier and DT algorithm used as a feature selector of LWT transform
function based on sample selection on high entropy gain. The proposed algorithm is
very time efficient in compression of other machine learning algorithms.
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Fig. 4 Proposed algorithm model

Support Vector Machine (SVM)

The processing of support vector machine deals with hyperplane and lie data point
on hyperplane. The non-separable plan act as vector point. The description of class
definition describes as xi∈Rd , i = 1,……,l, where x defines the data sample point
and y defines the label of class as yi∈{+1,-1}. the describe these class categorize
the sample of feature matrix of watermark. Consider a hyper-plane W T xi + b = 0
that categorized the level of class as negative and positive [26]:

W T xi + b ≥ +1 f orallxi ∈ P

W T xi + b ≥ −1 f orallxi ∈ P (4)

W T is an adjustable weight vector, and xi is the input vector and is the bias term.
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Equivalently:

yi .
(
W T .xi − b

) ≥ 1∀i,= 1 . . . N (5)

In this case, we say the set is linearly separable.

Decision Tree

The entropy-based classification algorithm.Themaximumvalue of entropy of feature
value represents as leaf node of tree and categorized the data. The processing of
decision tree is with three algorithm ID3, C.4.5, and cart. The process of feature
selection applied decision tree algorithm as ID3. The applied ID3 algorithmmeasures
the maximum gain value of selected feature points [22–25].

Boosting

The process of machine learning algorithm derived the methods of ensemble classi-
fier. The process of ensemble is defined as boosting. In approach of boosting we used
support vector machine as base classifier and ID3 as variable classifier for the selec-
tion of feature of watermark image. The process of ensemble increases the prediction
ratio of support vector machine [26–28].

3 Proposed Work

The process of proposed algorithm describes three section. In first section mapping
of extracted in second section describe the feature optimization and finally describe
embedding of watermark in section II.

Section I. Mapping of Features

The extracted feature coefficient is mapped with labeled data D and defined as the
class of feature with c1, c3,….Ck. The relation of coefficient with class is Cr. These
relations are non-overlapping feature coefficient of LWT. The regression of relation is

Cd ∩ Ce = ∅∀d �=e (6)

Lemma1 The labelled features data D of vector D = vectors D = {v1, v2, . . . . . . vn},
where each v j = {a j1, a j2, . . . . . . ..a js} is a set of features and the user-defined
classes {C1,C2, . . . . . . . . . . . . ..Ck} determine the non-overlapping partitions of D.
The features of watermark image CW of class Cr.

C S(Cr = {a j , ak, ...........am} ⊆ {a1, a2, .......as} (7)

Section II. Feature Optimization and Feature Selection
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Lemma 2 The selection of features points of real image and watermark image Pi
and discriminate the feature subset as.

Pi+1[C S′(Cg) = C S(Cg) ∪ ar ] > Pi [C S(Cg)]

Pi+1[C S′(Cg) ∪ ar ] > Pi+1[C S(Cg) ∪ at ] ∀t �= r (8)

Lemma 3 The unclassified set of features points in the region of classification is

unccs ′(cr ) = DT (C S′(Cg)) ≤ s (9)

The function of DT is decision tree of feature select or of class of embedding.

Section III. Watermark Embedding
Input: feature data of source imageD = {v1, v2, . . . . . . .vn}, where eachv j =

{a j1, a j2, . . . . . . ..a js} is a set of features of mapped class {C1,C2, . . . . . .Ck} and a
watermark image labeled instances T .

Lemma 4

The process of applied attacks on the final watermark image checks the vali-
dation and robustness of digital watermarking algorithms. The used attacks in two
categories, one is a low-intensity attack, are also called gaussian attacks such as
low pass filter, noise, and paper salt. These types of attacks degraded the quality
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of the watermark image. In feature-based watermarking techniques, such types of
aggression cannot deform the pixel position, and robustness of the watermark image
remains. In the case of geometrical attacks such as scaling, rotation, and cropping,
the embedding image’s location is visible and break the imperceptibility of digital
watermarking. The proposed algorithm defense this type of attack due to the process
of optimized features for watermarking. The streamlined features reduce the pixel
gap difference of reference image and watermark image.

4 Results

The watermarking algorithm is checked on 300 color images of size (512 ∗ 512).
The different class of images such as man, follower, peppers, and other texture
image. These images collected from CVG-UGR image dataset. All the analysis and
experiment have been carried out inWindows−10 basedMATLAB13. The hardware
used for the implementation process is a laptopwith Intel core i7-processor and 8GB-
Ram. For the evaluation of analysis, the following formula was used (Figs. 5, 6, 7,
8, 9 and 10).

Fig. 5 Comparative analysis applies on Barbara image of PSNR using DWT, KNN, PNN and
Proposed techniques with different attacks as low-pass-filter, median-filter, gaussian-noise, salt &
pepper noise, rotation, scaling and crop. In all attack point of time proposed have a higher PSNR
result respectively 37.91, 33.36, 32.11, 34.88, 12.47, 36.24, 58.06
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Fig. 6 Comparative analysis applies on Barbara image of SSIM using DWT, KNN, PNN and
Proposed techniques with different attacks as low-pass-filter, median-filter, gaussian-noise, salt &
pepper noise, rotation, scaling and crop. In all attack point of time proposed have a higher SSIM
result respectively 0.99, 0.90, 0.96, 0.98, 0.23, 0.86, 0.99

Fig. 7 Comparative analysis applies onBarbara image ofNCusingDWT,KNN,PNNandProposed
techniques with different attacks as low-pass-filter, median-filter, gaussian-noise, salt & pepper
noise, rotation, scaling and crop. In all attack point of time proposed have a lower NC result
respectively 0.91, 0.62, 0.95, 0.91, 0.25, 0.96, 0.36

The value of RMSE indicates the error difference value of real image and final
watermark image. The lower value of RMSE shows the watermark image’s good
quality and enhance the value of PSNR (Tables 1, 2, 3, 4, 5 and 6).
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Fig. 8 Comparative analysis applies on Peppers image of PSNR using DWT, KNN, PNN and
Proposed techniques with different attacks as low-pass-filter, median-filter, gaussian-noise, salt &
pepper noise, rotation, scaling and crop. In all attack point of time proposed have a higher PSNR
result respectively 53.32, 36.56, 45.67, 39.25, 25.34, 40.45, 62.55

Fig. 9 Comparative analysis applies on Peppers image of SSIM using DWT, KNN, PNN and
Proposed techniques with different attacks as low-pass-filter, median-filter, gaussian-noise, salt &
pepper noise, rotation, scaling and crop. In all attack point of time proposed have a higher SSIM
result respectively 0.89, 0.95, 0.98, 0.96, 0.27, 0.93, 0.98
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Fig. 10 Comparative analysis applies on Peppers image of NC using DWT, KNN, PNN and
Proposed techniques with different attacks as low-pass-filter, median-filter, gaussian-noise, salt
& pepper noise, rotation, scaling and crop. In all attack point of time proposed have a lower NC
result respectively 0.88, 0.68, 0.94, 0.93, 0.32, 0.85, 0.60

Table 1 Comparative analysis of different techniques DWT, KNN, PNN and proposed for PSNR
using different attacks as low–pass filter, median filter, Gaussian noise, salt & pepper noise, rotation,
scaling and crop with BARBARA

ATTACK DWT [12] KNN [13] PNN [14] PROPOSED

Low-pass-filter 30.58 32.48 36.84 37.91

Median-filter 22.83 27.25 30.52 33.36

Gaussian-noise 30.30 31.07 31.58 32.11

Salt & pepper noise 34.27 34.53 34.58 34.88

Rotation 8.02 9.23 11.56 12.47

Scaling 22.27 27.46 33.55 36.24

Crop 44.31 47.99 53.51 58.06

RMSE = √ 1

m × n

m−1∑

i=0

n−1∑

j=0

[Oimage(i, j) − Wimage(i, j)]2 (12)

where m × n is the image’s size, (i, j) is the pixel location, Oimage is the real image,
and Wimage is the watermarked image. Then PSNR is defined as

PSNR = 20log10
Max(Oimage)

RMSE
(13)
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Table 2 Comparative analysis of different techniques DWT, KNN, PNN and proposed for SSIM
using different attacks as low-pass filter, median filter, Gaussian noise, salt & pepper noise, rotation,
scaling and crop with BARBARA

ATTACK DWT [12] KNN [13] PNN [14] PROPOSED

Low-pass-filter 0.97 0.97 0.98 0.99

Median-filter 0.81 0.83 0.88 0.90

Gaussian-noise 0.94 0.93 0.94 0.96

Salt & pepper noise 0.96 0.97 0.95 0.98

Rotation 0.10 0.12 0.17 0.23

Scaling 0.78 0.79 0.82 0.86

Crop 0.97 0.98 0.98 0.99

Table 3 Comparative analysis of different techniques DWT, KNN, PNN and proposed for NC
using different attacks as low-pass filter, median filter, Gaussian noise, salt & pepper noise, rotation,
scaling and crop with BARBARA

ATTACK DWT [12] KNN [13] PNN [14] PROPOSED

Low-pass-filter 0.94 0.95 0.93 0.91

Median-filter 0.67 0.82 0.77 0.62

Gaussian-noise 1.00 0.98 0.99 0.95

Salt & pepper noise 0.95 0.93 0.94 0.91

Rotation 0.27 0.29 0.30 0.25

Scaling 0.97 1.00 0.98 0.96

Crop 0.41 0.38 0.39 0.36

Table 4 Comparative analysis of different techniques DWT, KNN, PNN and proposed for PSNR
using different attacks as low-pass filter, median filter, Gaussian noise, salt & pepper noise, rotation,
scaling and crop with peppers

ATTACK DWT [12] KNN [13] PNN [14] PROPOSED

Low-pass-filter 44.85 48.84 49.48 53.32

Median-filter 24.38 27.52 29.25 36.56

Gaussian-noise 36.03 40.70 43.26 45.67

Salt & pepper noise 36.72 37.35 38.43 39.25

Rotation 18.20 22.32 23.65 25.34

Scaling 30.72 33.64 35.25 40.45

Crop 46.13 49.72 50.34 62.55

The measure value of robustness used this numerical as
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Table 5 Comparative analysis of different techniques DWT, KNN, PNN and proposed for SSIM
using different attacks as low-pass filter, median filter, Gaussian noise, salt & pepper noise, rotation,
scaling and crop with peppers

ATTACK DWT [12] KNN [13] PNN [14] PROPOSED

Low-pass-filter 0.82 0.85 0.86 0.89

Median-filter 0.80 0.85 0.88 0.95

Gaussian-noise 0.93 0.96 0.98 0.98

Salt & pepper noise 0.91 0.93 0.92 0.96

Rotation 0.17 0.21 0.24 0.27

Scaling 0.82 0.87 0.86 0.93

Crop 0.92 0.93 0.96 0.98

Table 6 Comparative analysis of different techniques DWT, KNN, PNN and proposed for NC
using different attacks as low-pass filter, median filter, Gaussian noise, salt & pepper noise, rotation,
scaling and crop with peppers

ATTACK DWT [12] KNN [13] PNN [14] PROPOSED

Low-pass-filter 0.90 0.91 0.88 0.88

Median-filter 0.71 0.72 0.70 0.68

Gaussian-noise 1.00 0.96 1.00 0.94

Salt & pepper noise 0.94 0.94 0.95 0.93

Rotation 0.36 0.34 0.38 0.32

Scaling 0.87 1.00 0.89 0.85

Crop 0.60 0.62 0.61 0.60

NC = (

∑m−1
i=0

∑n−1
j=0 Wo(i, j) − WE(i, j)

√∑m−1
i=0

∑n−1
j=0 W2

o(i, j) ×
√∑m−1

i=0

∑n−1
j=0 W2

E(i, j)
) (14)

where WO is the original watermark and WE is the extracted watermark.

ANALYSIS

Barbara and Peppers Image with their watermark image.

Low-Pass-Filter Attack 



482 M. Rai et al.

Median-Filter Attack 

Gaussian-Noise Attack 

Salt & Pepper-Noise Attack 

Rotation Attack 

Scaling Attack 

Crop Attack 
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5 Conclusion

The proposed methods of digital image watermarking are very efficient and robust
against different types of attacks. The proposed method is a combination of two
processes: one is feature extraction, and the other is a machine learning-based water-
mark embedding. The LWT (lifting wavelet transform function) is a very efficient
process of feature extraction in even and odd samples. The ensemble of support
vector machine and decision tee produce a better watermark image. The decision
tree algorithms used for the selection of features for the prediction of LWT transform
function for the process of embedding. For the validation and strength measuring,
apply different types of attacks, such as geometrical and conventional attacks of the
watermark. In proposed algorithms predicts better value of SSIM and NC, the cost
of SSIM indicates the strength of imperceptibility and value of NC suggests the
robustness of watermark image. The proposed algorithms also focus on the quality
of digital image watermarking, validation of a class of model used PSNR parame-
ters; the high-end value of PSNR indicates the better quality of watermark image.
The proposed algorithm compared with three other algorithms, DWT, KNN, and
PNN. The DWT transform function is a well-known watermarking algorithm but
faced a problem of security and quality of digital image watermarking. The other
two algorithms KNN and PNN are machine learning algorithms that perform better
results instead of DWT. But the proposed algorithms are better than PNN and KNN
algorithms. In the future reduces the time complexity of proposed algorithms and
used some real variant image data for the processing of watermarking.
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Diabetes Classification Using Machine
Learning and Deep Learning Models

Lokesh Malviya, Sandip Mal, Praveen Lalwani, and Jasroop Singh Chadha

1 Introduction

Diabetes mellitus (DM) is also known as diabetes is a medical condition where
the pancreas does not produce enough insulin, so blood sugar level rises and it
affects various organs, in particular the eyes, kidneys, and nerves [1]. Three kinds
of diabetes exist, namely, type I diabetes, type II diabetes, and gestational diabetes
[2]. The pancreas produces very little insulin in the case of type I diabetes or even
no insulin. Roughly 5–10% of all diabetes is type I and occurs not only in puberty
or infancy but also in adulthood as well [3]. Type II diabetes occurs if insulin is not
adequately released by the body. Approximately 90% of diabetic patients are of type
II diabetes in the world. Type II is similar as third type of diabetes, i.e., gestational
diabetes mellitus (GDM). In many ways, since it requires a mixture of comparatively
inadequate secretions of insulin. Approximately 2–10% of all pregnant women is
affected by gestational diabetes, after delivery, it can progress or disappear.

Early diagnosis of diabetes has always been one of the leading areas of research.
Various machine learning methods are used for dealing with healthcare problems
which are typical in nature. Most of the medical data contains non-linearity, non-
normality, and an inherent correlation structure. Therefore, the conventional and
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extensively used classification techniques like logistic regression, naive Bayes, etc.,
cannot classify the data properly due to inefficient convergence.

1.1 Author’s Contribution

List of author’s contribution as follows:

• In this paper, review of various machine learning methods is presented and
compared based on confusion matrix and AUC score on Pima Indian dataset.

• In addition, deep learningmodelANN is also applied for the comparative analysis.
• It is observed obtained accuracy of extra tree classifier is better than other tested

machine learning models as well as deep learning model (ANN).
• Performance of deep learning model is quite low as the data-set has less number

of instances which causes inept learning (inefficient training or convergence).

1.2 Article Organization

Next section comprises all the suitable existing approaches of diabetes classifica-
tion using machine learning. The proposed methodology is presented and discussed
briefly in Sect. 3. The performance analysis of machine learning algorithms is shown
in Sect. 4. Finally, Sect. 5, concludes the article and paves path for the future research
direction.

2 Literature Review

Nowadays, diabetes is a chronic disease which poses a great threat to individual’s
physical well-being. The blood glucose is one of the major traits of diabetes, which
is higher than the normal level, because of defective insulin secretion with special
biological effects, [1, 4]. Diabetes results in persistent damage and dysfunction of
different body tissues and organs, specially kidneys, eyes, heart, blood vessels, and
nerves [2]. The common medical symptoms are increased thirst and regular urina-
tion, due high blood glucose level [3]. Diabetes cannot be treated successfully with
medications alone and the patients are prescribed with insulin therapy.

With the modern life style, diabetes is becoming more and more prevalent in
the everyday lives of people. Therefore, it has become one of the leading areas of
research. In medicine, diabetes diagnosis is based on fasting blood glucose, glucose
tolerance, and spontaneous levels of blood glucose [3, 5]. The earlier diagnosis
helps medical professionals to cater the disease easily. Machine learning can assist
medical professionals for early screening of patients in order to reduce the work load
in hospitals. In addition, it can also be used as filter to classify potential of diabetes
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mellitus in patients with respect to their physical movement data and it can serve as
a reference for doctors [6]. The most discussed and complex problems are selection
of important features and the selection of best classifier.

In recent times, several algorithms are used to forecast diabetes, including the
conventional machine learning methods [7], such as support vector machine (SVM),
decision tree (DT), logistic regression, etc.

In [8], author has applied logistic regression model for the prediction of different
onsets of type II diabetes, in order to deal with the high-dimensional datasets. In
[9], authors concentrated on glucose as a parameter and used diabetes, which is
a multivariate regression problem, to predict support vector regression (SVR). In
addition, more andmore studies have used ensemble techniques to enhance the accu-
racy [7]. A new ensemble method, Rotation Forest, which incorporates 30 machine
learning techniques, was proposed in [10]. In [11], authors suggested a method of
machine learning thatmodified the rules for the prediction of SVM.Machine learning
approaches are commonly used to predict diabetes and produce preferred results. DT
is one of the common methods of machine learning in the medical field, which has
classifies with high precision. Many DTs are created by random forest (RF). The
neural network is a common method of machine learning that has improved perfor-
mance in many aspects recently. So we used DT, RF, and neural network to predict
diabetes in this research.

3 Proposed Methodology

In this section, description of proposed work is presented in two subsections. Firstly,
description of machine learning model on well-known dataset Pima is presented,
thereafter, description of fine tuned ANN model on the same dataset is provided.

3.1 Proposed Methodology Based on Machine Learning

This section consists of system architecture and description of proposed algorithm.

System Architecture

In this subsection, pictorial representation of system architecture is shown in Fig. 1,
which includes various phases, namely, data pre-processing and splitting of pre-
processed data into train and test sets, training and testing of models, respectively.

Dataset Description

The review of machine learning methods is performed on the Pima Indian dataset
[12, 13]. In particular, all patients are females of Pima Indian heritage who are at
least 21 years old. The dataset comprises eight pregnancy features, plasma glucose
concentration after a 2-h oral glucose tolerance test, diastolic blood pressure, skin
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Fig. 1 System architecture

fold thickness of triceps 2-h serum insulin, body mass index, pedigree feature, and
age of diabetes. This dataset contains 786 initial values of diabetic data including
missing values which are removed, remaining dataset is 392.

Data pre-processing

Data pre-processing has been performed on the dataset tomake it semantically strong,
ensuring consistency throughout the dataset. The dataset has been checked for null
values (NaNvalue). In total, 392null values have beenobserved. Further, the potential
outliers have been identified with respect to normal distribution. The patient with
diabetes is labeled as 1 and non-diabetic patient as 0.

Cleaning & Filtering

After pre-processing the data and analyzing the inconsistencies. Then cleaning and
filtering is performed which includes removal of outliers, encoding of categorical
values, handling of missing values, substitution of NaN values (substituting mode
for categorical variable and mean for continuous variable), etc. The outliers have
been substituted with median values to enhance the consistency of each attribute
some of them have been represented in Figs. 2, 3, 4, and 5, respectively.

Feature Selection

The important features are selected from the cleaned and filtered data. Exploratory
data analysis (EDA) is used to analyze and understand the variable and their mutual
relationships. The feature selection is done using correlation matrix. As all input
variables should be independent of each other and this can be checked by calculating
correlation of variables.
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Fig. 2 Glucose before
filtering

Fig. 3 Glucose after
filtering

Description of ML Models

Firstly, the pre-processed data is split into two parts, train set and test set, with
composition of 80% and 20%, respectively. Then famous machine learning models,
namely, RF, DTs, extra trees (ET), etc., are applied.

Proposed Algorithm 1

The proposed algorithm for diabetes classification is shown in Algo.1, in which,
description of various feature label from × 1 to × 8 has been summarized in Table
1.
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Fig. 4 Blood pressure
before filtering

Fig. 5 Blood pressure after
filtering

Table 1 Attributes of dataset Attributes Representation

Pregnancies × 1

Glucose × 2

Blood pressure × 3

Skin thickness × 4

Insulin × 5

Bmi × 6

Diabetic predigree function × 7

Age × 8
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Algorithm 1: Proposed algorithm for diabetes.

Result: Classifier labels for test instances
Input: The train dataset consisting of input features such as x1, x2, x3, x4, x5, x6,

x7, x8 and output label y;
Output: Predicted Labels (0: non-diabetic and 1: diabetic);
Procedure;

1. Dataset analysis to identify any anomalies;
2. Cleaning and Filtering (handling null and missing values);
3. Feature selection (using Correlation Matrix);
4. Application predictive models using DT, ETs, K-nearest neighbor, RF, SVM,

and XGBoost;
5. Evaluation of results using Confusion matrix;

3.2 Proposed Methodology Based on Machine Learning

In this subsection, description of ANN architecture and composition of its layers is
given.

Architecture of ANN

See Fig. 6.

Description of Layers

Artificial neural network (ANN) has been used, which is composed of five layers as
shown in Fig. 6. In the first layer has 96 neurons, second layer has 48 neurons, third
layer consists of 24 neurons, fourth layer has 12 neurons, and last layer 1 neuron.

Fig. 6 ANN architecture
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Description of Activation Function

All layers except last layer uses ReLu (Rectified Linear Unit) activation function,
while last layer uses sigmoid activation function.

4 Performance Analysis

In the performance analysis, various indicators, namely, confusion matrix (Recall,
F1-Score, and Accuracy and Precision) and AUC curves have been taken into the
consideration and have been summarized in Table 2. The detailed description is given
below.

4.1 Confusion Matrix

To evaluate the performance of applied machine learning models on test set [14],
different metrics have been used which are mentioned below:

Recall.

It is the ratio of true positive (Tp) to the sum of Tp and false negative (Fn) and is
calculated under as following:

Recall = Tp

Tp + Fn
(1)

Precision.

It is the ratio correctly predicted diabetic patients, and is calculated under as
following:

Precision = Tp

Tp + Fp
(2)

Accuracy.

It is ration of number of all correct predictions, and is calculated under as following:

Accuracy = (Tp + Tn)

(Tp + Fp + Tn + Fn)
(3)
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F1-Score.

It is the harmonic average of precision and recall, and it is calculated under as
following:

F1 − Score = (2 ∗ Precision ∗ Recall)

(Precision + Recall)
(4)

where Tp: The number of patients that have diabetes and the predictive model has
classified them correctly, true negative (Tn): The number of patients that do have
diabetes and the predictive model has predicted them correctly, false positive (Fp):
The number of patients that have diabetes but the predictive model has classified
them in non-diabetic category, Fn: The number of patients do not have diabetes but
the predictive model has labeled or identified them as diabetic patients.

Confusion matrix measures the ability of the predictive models for classifying the
patients which are susceptible towards diabetes classification on Pima dataset.

4.2 Learning Curve of ANN

The learning curve of ANN has been shown in Fig. 7 and attains an accuracy of
73.85% on test set and 80.29% on train set. However, the accuracy of ANN is low
as the dataset used for training is very small (Figs. 8, 9, 10, and 11).

Fig. 7 Learning curve of ANN
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Fig. 8 Accuracy on test set

Fig. 9 Precision on test set

Fig. 10 Recall on test set
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Fig. 11 F1-score on test set

Table 2 Metrics showing combined results

Model Precision Recall F1-Score AUC score 

RF 72.44 72.62 72.53 83 

DT 75.90 73.03 72.95 77 

KNN 70.72 67.07 67.84 76 

GB 79.26 72.82 74.26 85 

SVM 70.97 69.59 70.09 82 

ET 82.88 75.65 77.38 81 

4.3 AUC Curve Analysis

The measure and quantify the models performance on positive and negative classes
AUC curve has been used. Higher the value of the AUC score, the better the model
performs on both positive and negative classes [15].The AUC scores of different
predictive models which are used to predict the target variable has been represented
in Table 2 (Figs. 12 and 13) .

In accordance to AUC scores Adaboost classifier outperforms other respective
algorithms on the test set. The graphical representation of AUC scores of models are
shown in Figs. 14, 15, 16, 17, 18, and 19.

4.4 Performance in Terms of Recall

On the basis of recall, ET classifier out performs other algorithms having a recall of
75.65%. However, DTs have also achieved a subtle recall of 73.03%.
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Fig. 12 Obtain result of
random forest

Fig. 13 Obtain result of
decision tree

4.5 Performance in Terms of F1-Score

On the basis of F1 score, ET performs best over other algorithms achieving a F1-score
of 77.38%.
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Fig. 14 Obtain result of
k-nearest neighbor

Fig. 15 Obtain result of
gradient boosting

4.6 Performance in Terms of Precision

Again ET classifier out performs over other algorithms having a precision of 82.05%.
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Fig. 16 Obtain result of
support vector machine

Fig. 17 Obtain result of
extra tree

4.7 Performance in Terms of Accuracy

In terms of accuracy, ET classifier performs best with respect to other algorithms
having an accuracy of 81.16%.
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Fig. 18 SVM

Fig. 19 ET

4.8 Performance in Terms of AUC Score

On the basis of AUC score, gradient boosting classifier performs best having an AUC
score of 85%. However, RF, SVM, and ET also have achieved good AUC scores of
83%, 82%, and 81%, respectively.
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5 Conclusion

Machine learning has been extended too many areas of medical health through the
exponential advancement of machine learning. Lots of data mining and machine
learning techniques have applied on diabetes dataset for risk prediction of disease.
In this paper, review of machine learning techniques on Pima dataset was presented.
Pima Indian diabetes dataset is taken as part of the study, which consists of 768
patients, ofwhich 268 patients are diabetic and 500patients are controls. In the perfor-
mance analysis, we have tested six famous machine learning algorithms, namely, RF,
DTs, K-nearest neighbor, gradient boosting, SVM, and ETs in terms of confusion
matrix and AUC score. It was observed that the ET classifier outperforms over the
other algorithms having an accuracy of 81.16% and an AUC score of 81%. In the
future research direction, deep learning approaches can be applied for the further
enhancement of accuracy and AUC score. Furthermore, we can combine the output
of ML models on numerical data with deep learning model of image classification
to make the prediction more precise (diabetic retinopathy). Genetic algorithms can
also be used in future to enhance the accuracy and resample data to handle the over
fitting problem of deep learning models as the dataset Pima is very small.

6 Future Research Directions

Diabetes mellitus is a common complication seen in diabetic patients on their retina
as white spots which effects vision of a person. This symptom can be analyzed using
OCT images of retina and can be classified using deep learning algorithms like CNN
[16], Imagenets (VGG16, InceptionNet, ResNet, etc.). In the future work, we will
be classifying diabetic patients on the basis of OCT retinal images and will try to
enhance the classification accuracy so that it can be adopted in healthcare sector.
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7. Çalişir D, Doğantekin E (2011) An automatic diabetes diagnosis system based on LDA-wavelet
support vector machine classifier. Expert Syst Appl 38(7):8311–8315

8. Kavakiotis I, Tsave O, Salifoglou A, Maglaveras N, Vlahavas I, Chouvarda I (2017) Machine
learning and dataminingmethods in diabetes research. Comput Struct Biotechnol J 15:104–116

9. Lee, Bum Ju, Jong Yeol Kim (2015) Identification of type 2 diabetes risk factors using pheno-
types consisting of anthropometry and triglycerides based onmachine learning. IEEE J Biomed
Health Inform 20(1):39–46

10. Ozcift A, Gulten A (2011) Classifier ensemble construction with rotation forest to improve
medical diagnosis performance of machine learning algorithms. Comput Methods Programs
Biomed 104(3):443–451

11. Han L, Luo S, Jianmin Yu, Pan L, Chen S (2014) Rule extraction from support vector machines
using ensemble learning approach: an application for diagnosis of diabetes. IEEE J Biomed
Health Inform 19(2):728–734

12. Kumari V Anuja, Chitra R (2013) Classification of diabetes disease using support vector
machine. Int J Eng Res Appl 3(2):1797–1801

13. .Zehra, Amatul, Tuty Asmawaty, Aznan M (2014) A comparative study on the pre-processing
and mining of Pima Indian diabetes dataset. technical report. 80, 98, 99, 102, 106, 138, 141,
142

14. Marom, Nadav David, Lior Rokach, Armin Shmilovici (2010) Using the confusion matrix for
improving ensemble classifiers. In 2010 IEEE 26th Convention of electrical and electronics
engineers in Israel. 000555–000559. IEEE

15. Bradley AP (1997) The use of the area under the ROC curve in the evaluation of machine
learning algorithms. Pattern Recogn 30(7):1145–1159

16. Alyoubi Wejdan L, Shalash Wafaa M, Abulkhair Maysoon F (2020) Diabetic retinopathy
detection through deep learning techniques: a review. Inform Med Unlocked 100377



An Efficient Algorithm for Web Log Data
Preprocessing

Vipin Jain and Kanchan Lata Kashyap

1 Introduction

WorldWideWeb is a huge resource of information. It consists of an enormous amount
of information that is accessed by the users. It is a virtually infinite storage space that
contains unlimited data in terms of text, picture, page, audio, and video. Web users
can access and share information easily. Internet data is an unstructured format or
dynamic in nature. Many times web user is unable to access the desired information.
Sometimes user gets the wrong information also. Due to this, a web user spends a
huge time on the Internet. Web data is increasing rapidly. So, an efficient solution
is required to solve the user problem. The web log information is generated when
the user accesses any website. This web log contains useful information regarding
web user behavior [1]. Web log data contains unnecessary or irrelevant data. The
web log information can be used to predict the user requirement in advance. The
browsing time of the web user can also be reduced by web page predication and
web mining techniques. A brief description of web mining taxonomy is given in
subsequent subsections.

1.1 Web Mining

Web mining is the application of data mining techniques. The aim of web mining is
to extract useful information from the web page. Various web mining techniques can
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Fig.1 Web mining taxonomy

be applied to extract useful information from the World Wide Web. Useful patterns
of user behavior can be obtained by web mining techniques. It provides a good
web environment for the user. Two approaches can be applied in web mining: (a)
data-based approach uses datamining technique and (b) process-based approaches to
extract useful information from theweb content such asHyperlink and logs data.Web
mining is classified into three categories: (a) web content mining, (b) web structure
mining, and (c) web usage mining [2]. Web mining taxonomy is shown in Fig. 1

Web content mining is the process of extracting useful information from the
contents of web documents. It may contain text, images, audio, video, or structured
records such as lists and tables. Web structure mining is the process of discovering
structured information also known as web graph. It consists of pages as a node and
hyperlinks as edges for connecting the related pages. This can be further divided into
two types according to the structure information: (a) a hyperlink may be a structural
unit that connects a location during a website to a special location, either within an
equivalent website or on a special website. A hyperlink that connects to a special
part of an equivalent page is named an intra-document hyperlink, and a hyperlink
that connects two different pages is known as an inter-document hyperlink [2].

(b)Document Structure is the contentwithin an Internet page that can be organized
into a tree-structured format supported by the various HTML and XML tags within
the page.Web usagemining is the application of knowledgemining techniques to get
interesting usage patterns from web usage data. Web usage data captures the identity
or origin of web users along with user browsing behavior. Web mining consists
of three steps: (a) web data preprocessing, (b) patterns discovery, and (c) patterns
analysis. Web data prepossessing is used to reduce the web browsing time and to
predict the user access behavior prediction.
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Data cleaning is used in the preprocessing step to remove unnecessary or irrelevant
data from the web logs. Data cleaning is required for better analysis of web user
behavior and its prediction. In this work, an efficient algorithm has been proposed
for data cleaning.

Contribution: Existing preprocessing works have used only a single parameter
such asHTTP success status code for data cleaning [1]. In thiswork, hybrid algorithm
is proposed for web log data preprocessing. Data cleaning is performed by filtering
web log data by theHTTP request code,HTTPmethod,URLextension, and crawlers.

The structure of this paper is given as follows. Related work of the data cleaning
is described in Sect. 2. Proposed algorithm is described in Sect. 3. Experimental
result analysis is presented in Sect. 4 followed by the conclusion which is discussed
in Sect. 5.

2 Literature Review

Many prepossessing techniques have been applied by various authors. Anand et al.
proposed the algorithm for data extraction and cleaning [3]. In this work, all URL
methods, all HTTP status codes with failed URL extensions are removed. The limi-
tation of this work is that the robot entries in the log file are not removed by the
proposed algorithm. Srivastava et al. described various heuristic and non-heuristic
techniques for web log preprocessing [4]. Ryang et al. proposed a novel algorithm
to find high utility patterns over a data stream based on a sliding window mode [5].
The limitation of this work is that the generation of web user patterns is not used.
Anand et al. focus on the web usage mining process to explore data cleaning [3].
Zaarour et al. proposed an algorithm based on a refined time-out heuristic for session
identification [6]. Singh et al. proposed a model that is based on the collaborative
filtering (CF) technique for the web page recommendation system framework [7].
A modified version of the Rule Growth algorithm to find the sequential rules for the
data cleaning is proposed by Erminer et al. [8]. An integrated framework of convo-
lutional neural network and recurrent neural network is proposed by Chen et al.
for data cleaning [9]. Parvatikar et al. applied Internet user routing patterns which
are Apriori and FP-growth algorithm for pattern detection [10]. Logistic web page
prediction using Biogeography Optimization Algorithm (LWPP-BOA) is proposed
by Gangurde et al. Genetic algorithm is applied for predicting the web page in this
work [11]. Tiwari et al. proposed a profile-based closed sequential pattern mining
algorithm for user behavior patterns [12].

3 Proposed Model

Data preprocessing of the web log is performed in this work which consists of two
steps: (a) data cleaning and (b) frequency of web page access counting. The block
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Fig. 2 Block diagram of data cleaning process

diagram of the proposed work is shown in Fig. 2. A brief description of each step of
data preprocessing is given in a subsequent subsection.

3.1 Dataset

First, log data from the web log file is given as input in the proposed algorithm to
remove unnecessary or irrelevant data from it. In this paper, a sample web log dataset
is taken from NASA-HTTP (National Aeronautics and Space Administration) for
validation of the proposed algorithm [17]. This dataset contains a total of 16,007
records and its file size is 1090 kb. The sample log which is in Internet Information
Services (IIS) format is shown in Fig. 3. Each log file contains the hidden information
of the web user.
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Fig.3 Dataset information

Fig. 4 Sample web log data

3.2 Web Log

The footprint is automatically stored in a file known as a server web log data file
while Internet surfing by the user. The web log is a text file that contains web user
information in terms of IP address, date, time, HTTP methods, visiting URL, and
HTTP request code [15]. A sample of the common log file is shown in Fig. 4.

3.3 Data Cleaning

Step-by-step algorithm for data cleaning is given as follows:

Algorithm 1: For Data Cleaning.

Input: Web server log data.
Output: Filtered web log data.

1. Start.
2. Read Web server log data.
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3. Scan Web server data log file.
4. While (status = = 200).
5. Read IP and URL.
6. If (URL extension== (*.html ||*.php ||*.asp ||*.aspx ||*.jsp) 6.1 save URL and

IP address.
7. if resultant URL content = null value

7.1 delete URL.

8. if URL = spider.txt || robot.txt || crawler.txt

8.1 delete URL.

9. now if resultant data not contain Get method.
10. drop that URL and IP address.
11. Save the records.
12. Fetch next data.

In this algorithm, first, web server log information is taken as input from the Nasa
http_ access log file. Next, the successful hit of the URL is checked by its status code.
The number of rows with successful hits is stored in a new database. Further, the data
is removed based on the URL feature. If the URL extension consists of media format
(images, audio, and video), then it is removed. The URLs with HTML, PHP, asp,
jsp, and aspx web page extension are stored. Various machine-generated web robot
files are removed. Further, the URLs and IP without GET method are removed. The
null and missing values are removed from the web log dataset to get a preprocessed
dataset for further use.

4 Experimental Results and Discussions

Proposed algorithm is implemented by using the Python programming language
version 3.7. Raw data is taken from the Nasa_http_access_log web log file. Each
column of each record is extracted from the dataset for cleaning. The result of datasets
before and after the data cleaning is shown in Figs. 5 and 6, respectively. The number
of records with HTTP request code, irrelevant URL extension, and a number of
duplicate values of the various features before cleaning is presented in Fig. 5(a), (b)
and (c) respectively. The number of records with HTTP request code, irrelevant URL
extension, and a number of duplicate values of the various features after cleaning is
presented in Fig. 6(a), (b) and (c) respectively.

The total number of logs obtained after applying the proposed algorithm is
presented in Fig. 7. It can be observed from Fig. 7 that the original 16,007 records
are reduced into only unique 2868 records. Totally, 82.08% deduction is obtained in
the original data (Table 1).
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Fig.5 Number of records before cleaning: (a) HTTP request code, (b) URL information, and (c)
Duplicate values

Fig. 6 Number of records after applying proposed algorithm: (a) HTTP request code, (b) URL
information, (c) duplicate values

4.1 Comparison of the Proposed Algorithm with Existing
Work

The comparative analysis of the proposed algorithm with an existing algorithm of
Mehra et al. is also performed [1]. Data cleaning is done based on HTTP status code
and the URL extension with *.txt, *.mpg, *.gif, *.css, and *.jpg. The comparative
result is shown in Table 2 and Fig. 8. It can be observed that the proposed algorithm
outperforms the existing algorithm [1].
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Fig.7 Data cleaning result

Table 1 Total number of records and size of the dataset before and after cleaning

– Number of records Size (in kb)

Before cleaning 16,007 1090

Unique records after cleaning 2868 211

Table.2 Comparative analysis of the proposed algorithm

– Proposed algorithm Mehra et al. [1]

Number of records before cleaning 16,007 2100

Number of unique records after cleaning and
prepossessing

2868 416

Fig. 8 The comparative analysis of the proposed algorithm with Mehra et al. [1]
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5 Conclusions

Web usage mining is the better way to find out the web user behavior for its web
prediction. For effective prediction, irrelevant datamust be removed in preprocessing
step by data cleaning algorithm. Data cleaning is the most important part of web
usage mining. Therefore, data must be preprocessed before applying any mining
technique for better web user behavior prediction with reduced time consumption.
The data cleaning phase also required to obtain the good quality and accurate data.
In this paper, an efficient algorithm is presented for data cleaning and obtained
82.08% data reduction. It can be observed from the result that the proposed algorithm
cleans irrelevant, noisy, incomplete, and inconsistent data from the web logs. Various
machine learning techniqueswill be applied forwebuser behavior prediction in future
work.
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Classification of Idioms and Literals
Using Support Vector Machine and Naïve
Bayes Classifier

J. Briskilal and C. N. Subalalitha

1 Introduction

The process of labeling or organizing the text data into groups is called text classifi-
cation. This is an integral part of Natural Language Processing (NLP). We are living
in the digital era, where we are surrounded by the text on our social media pages,
advertisements, blogs, e-books, etc. Most of this text data is unstructured, so classi-
fication can be extremely useful to identify this content. Text classification has the
wide variety of applications; some of them are Spam detection, Sentiment Analysis,
Topic labeling, Language detection, Tagging online content, Intent Detection, etc.
In this paper text classification is done on idioms and literals, whereas this idiom
and literal classification plays a major role in the NLP applications like Machine
Translation and Information Retrieval (IR) systems.

Natural language is still being researched a lot due to the complexities that are
inherent in the language interpretations. This gets even worse when the language
interpretations are done automatically by the computers. This necessitates automati-
cally disambiguating the text and extracting the intended meaning. This paper makes
one such attempt by focusing on classifying the idioms and their literal counterparts.
This has been perceived as a text classification task and has been implemented using
two Machine Learning classification algorithms, namely, Support Vector Machine
(SVM) and Naïve Bayes classifier.

An idiomatic phrase contains words that have a figurative, non-literal meaning
while a literal phrase has words that match with an idiomatic phrase but means the
direct meaning of the words [1, 2]. Example 1 shows a sentence that can act both as
an idiom and a literal. Idioms generally exist in all languages, in English alone, there
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are an approximate twenty-five thousand idiomatic phrases. This paper puts forth a
binary text classification through which the idioms and literals are classified. Text
classification proves to be one of the main preprocessing techniques in most of the
NLP applications such as Machine Translations, IR, Summary Generation systems,
and chatbots [3]

Example 1 Jaffy kicked the bucket
In this example, Jaffy literally kicked a true, actual bucket. However the idiomatic

meaning for this sentence is “Jaffy has died”.

The idiomatic phrases are disambiguated from their literal counter parts through
the context they are used in [4]. This paper relies on a sentence-level context interpre-
tation to classify the idioms and literals. This paper makes an initial experimentation
toward this intent classification task.

In the existing works idioms are recognized using token-based, type-based [5]
approach and idioms are detected as an outlier using Principal Component Analysis
(PCA) [6].

Classification of idioms and literals is the biggest challenge and it is widely used in
many NLP applications like Machine Translation (MT), Information Retrieval (IR),
and Chatbots. By approaching this as a classification task, this paper has attempted
to resolve this [7, 8]. In this paper we have used machine learning algorithms like
Support Vector Machine (SVM) and Naïve Bayes (NB) classifier to classify idiom
and literal sentences and observed that the probability-based classifiers like NB was
not able to give better results when used in a small-sized dataset environment.

Rest of the paper is organized as follows Sect. 2 describes the Background, Sect. 3
describes Literature survey, Sect. 4 describes the Proposed Experimental setup for
IdiomandLiteral classification, Sect. 5 describes theExperimental results, andSect. 6
gives the Conclusion and Future works.

2 Background

2.1 Support Vector Machine (SVM)

ASupport VectorMachine (SVM) is a classification algorithm that is used to classify
either binary or for multi-class classification. This paper uses SVM as a classifier to
classify the idiom and literal texts.

SVM is a linear and maximum margin classifier. SVM finds a hyperplane to
separate two classes namely idiom and literal.

Given the training data (X1, Y1), (X2, Y2)…, where X1 represents the category
of context features that are used to classify the idiom which is represented by Y1

and where X2 represents the category of context features that are used to classify the
literal which is represented by Y2.
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f (Xi) =< w · Xi > +b (1)

In Eq. (1) [9], f (Xi) is a function that categories the test input text by taking the
context features in it and predicts the appropriate class. W represents the weight of
the feature vectors and b is the bias. If f (Xi) ≥ 0, the test input is assigned to idiom
class and if it is less than 0 it belongs to literal class.

If f (Xi) ≥ 0, Yi= idiom; else Yi= literal

2.2 Naïve Bayes (NB)

Apart from SVM, Naïve Bayes Classifier is also used to classify the idioms and
literals. Given a text during testing, the Naïve Bayes classifier finds if it is a literal
or idiom by finding the posterior probability for each class using Eqs. (2) and (3).

P(I diom|x) = P(x|I diom)P(I diom)

P(x)
(2)

P(Li teral|x) = P(x|Li teral)P(Li teral)
P(x)

(3)

where X is the feature vectors that are context words,
P(x|I diom) and P(x|Li teral) refers the likelihood,
P(I diom) and P(Li teral) refer the prior probability, P(x) refers the evidence

probability.
Equations (2) and (3) shows the posterior probability of idioms/literal given a

single feature, whereas, Eq. (4) shows the total posterior probability of an idiom
or a literal class calculated for a set of features. Having calculated the posterior
probabilities of each class, the maximum of the two is chosen by using Eq. (4)

The formal decision rule is given by

ŷ = argmaxk∈{I diom, Li teral} p(Ck)
∏n

i=1
p(xi |Ck). (4)

where P (Ck) refers to either probability of idiom or literal class. The next section
gives the details of the state-of-the-art works done on text classification.

3 Literature Survey

Literature survey has been done in two dimensions. One is from the perspective of
recognition of Idioms and the other one is from the perspective of classification of
texts that are not idioms using machine learning algorithms. These two dimensions
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have given a broader perception of features and types of machine learning algorithms
that are used in text classification and in idiom recognition.

3.1 Works Related to the Recognition of Idioms

Peng et al. have comewith two approaches to identify idiom and literal texts. The first
approach computes the inner product of context word vectors with the vector repre-
senting a target expression. Second method computes idiomatic and literal covari-
ance matrices from local context in word vector space. VNC and COCO datasets
have been used for classifying idioms and literals [5]. Fazly et al. have come up
with two techniques, the first technique is type-based classification, in which the
linguistic properties of idioms are captured and used as a statistical measure for the
classification of idioms and literals. And in the second technique they have used
a token-based classification, in which classification of idiom and literal has been
done based upon the context words [10]. Feldman et al. have attempted to recognize
idiom as an outlier using Principal Component Analysis (PCA) identify idiom and
Three nearest neighbor classifiers to classify the idiom from its literal counterpart,
and VNC dataset has been used [6]. Peng et al. attempted an idea to recognize idiom
by using Latent Dirichlet Allocation (LDA) method. It was used to extract the topics
from the paragraph which contain idiom and literal [11].

3.2 Works Related to the Classification of Text

Gurinder et al. have come up with two methodologies to classify the sentiment of the
news article. One is the Multivariate Bernoulli method and the other is Multinomial
Naïve Bayes method for classification of the sentiment which is present in the news
article [12]. Liu et al. have attempted Parallel Naïve Bayes algorithm to classify the
Chinese text data using Resilient Distributed Datasets (RDD) which has been used
for classification [13]. Soumick et al. have proposed a multithreading approach using
SVM to classify the blogs, tweets, and document. Multithreading approach has been
used to reduce the preprocessing phase [14]. Said et al. have proposed Arabic text
using SVM classification model, in which Chi-square technique was used to extract
the features from Arabic document dataset which has been used and SVM is used
for classification [15].

It can be observed that Sentence level idiom and literal classification have not
been done in the existing works.

In this paper, we have attempted to classify the sentence-level classification of
idiomatic phrases and literal phrases. And we have used our in house dataset for the
classification.

The next section gives the explanation about the proposed experimental setup for
idiom and literal classification.
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4 Proposed Experimental Setup for Idiom and Literal
Classification

In this paper, SVM andNaïve Bayes classifiers have been used for classifying idioms
and literals present in the given input text.Adataset of 1471 sentences containing both
idiomatic phrases and the literal usages. Figure 1 shows the proposed experimental
setup for idiom and literal classification.

The input text is preprocessed and the features that are relevant for the text
classification are extracted and then fed to the classifiers.

4.1 In-House Dataset Creation

In-house dataset contains 1471 sentences of Idiom and literal. 735 Idioms and 735
Literal sentences are present. Dataset has been annotated by three domain knowledge
experts the author and verified by the experts. Figure 2 shows the count plot of the
dataset.

In the above diagram, “neg” refers to literal sentences and “pos” refers to idioms.

Fig. 1 Proposed framework of idiom and literal classification
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Fig. 2 Count plot of idiom
and literal

The data is preprocessed; features are extracted followed by feeding them to the
classifiers.

4.2 Data Preprocessing Techniques

Data preprocessing involves duplicate removal, tokenization, stop word removing,
converting text to lower cases, stemming, and lemmatization. This enhances the
consistency of the training data and allows precise decision-making using NLTK
Python library.

In this paper we have used NLTK library for data cleaning purpose, once the
dataset is loaded we have performed the following data cleaning methods using
NLTK library.

Feature Extraction:

Feature extraction is the process of extracting the required attributes from the dataset
to train the machine learning model. Once the text is cleaned, we need to convert
the text into vectors that are in an understandable form for the machine learning
model [16, 17]. In this paper we have used TF-IDF transformer to convert text to
vectors representing the frequency of the features.

The dataset is split into 80% training set and 20% test set and fed into the SVM
and Naïve Bayes Classifiers.

The next section describes the observations on the experimental results obtained.

5 Experimental Results

The model has been tested using in-house dataset containing 1471 sentences
comprising of 735 Idiom and 735 Literal sentences. Precision, Recall, and Accuracy
were used as the performance metrics. Tables 1 and 2 show the results given SVM
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Table 1 Evaluation metrics
for SVM Classifier

Idiom/literal Precision Recall F-Score

Literal 0.87 0.88 0.88

Idiom 0.87 0.87 0.87

Table 2 Evaluation metrics
for Naïve Bayes classifier

Idiom/literal Precision Recall F-Score

Literal 0.93 0.69 0.79

Idiom 0.76 0.95 0.84

and Naïve Bayes Classifiers. Precision and Recall metrics can be calculated using
three factors, namely, True Positive (TP), False Positive (FP), and False Negative
(FN). The equations for Precision and Recall are shown below.

Preci si on = T P
(T P + FP)

(5)

where the number of idioms correctly classified as idioms is expressed by TP and
the number of literals incorrectly classified as idioms is represented by FP.

Recall = T P
(T P + FN)

(6)

The number of idioms wrongly reflected as literals is defined by FN.
For the factors of Precision and Recall, a confusion matrix is shown in Figs. 3 and

4.

Fig. 3 Confusion matrix for
SVM classifier
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Fig. 4 Confusion matrix for
Naïve Bayes classifier

It can be observed from Tables 1 to 2 that SVM performs better. The reason for
0.76 percentage precision for the idiom class obtained byNaïve classifier is due to the
fact that Naïve Bayes classifier classifies based on the frequency of the features. If the
category is in the test dataset, was observed less frequently in the training dataset, then
model will assign a less probability to it. This is due to the disadvantage of feature
extraction. The reason for 0.69 percentages is due to the large feature dissimilarity
in the testing and training datasets. This can also be alleviated by increasing the
dataset or increasing the context span of feature extraction from sentence level to
paragraph level. This can be explained using an example. Consider the test sentence
of idiomatic phrase “The coach said I have to pull my socks up or I’ll lose my spot
on the team.” here this feature had less probability despite being a potential feature
in classifying the text. In general, when the dataset is small, the probability-based
classifiers like Naïve Bayes are not a good choice compared to that of SVM.

Also it was observed that SVM performs better because it works well with text
classification using linear kernel functions. In this paper we have used linear SVC for
the classification of idioms and literals. Training a SVM with linear kernel is faster
compared with other kernels. Also, SVM with linear kernel works well for the text
classification.

6 Conclusion and Future Works

It is important to automatically spot the idioms and distinguish them from their
literal equivalents in order to create more precise applications such as Machine
Translation (MT), InformationRetrieval (IR), andQuestionAnswering systems. This
paper has attempted to recognize idioms and literal texts. This has been perceived
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as a classification task using SVM and Naïve Bayes classifiers. This paper has used
sentence-level feature extraction. The performance difference observed between the
classifiers was mainly due to the features that contributed to the classification task.
The Naïve Bayes classifier relies on the probability of the features and the size of the
datasetwas not capable enough to pull up the precision and recall scores.Aparagraph-
level feature extraction could have yieldedmore features in order to overcome the size
of the dataset. Again there is a possibility of misclassification when an inappropriate
feature has more frequency and could affect the performance. However, even in
that case SVM might give a better performance. From the experiments done, SVM
performs better compared to that of Naïve Bayes for the dataset used by us. This
decision has to be reiterated by comparingwithmore datasets having varied contexts.
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Modeling Indian Road Traffic Using
Concepts of Fluid Flow and Reynold’s
Number for Anomaly Detection

V. Varun Kumar, Alankrita Kakati, Mousumi Das, Aarhisreshtha Mahanta,
Puli Gangadhara, Chandrajit Choudhury, and Fazal A. Talukdar

1 Introduction

Automatic traffic video surveillance video analysis and detection problems are a
mature field of research. They have been under continuous research and devel-
opment for the last couple of decades. This has led to the development of many
image processing methods that have been dedicatedly used for scene analysis and
object detections in traffic scenarios. Simultaneously, with the advent of learning-
based methods and various feature engineering techniques, the problem of detecting
anomalies in different forms of data has also been of interest to researchers in the
field of computer vision, data science, etc. Detecting or predicting anomalies in a
traffic scenario has many extremely positive implications, like finding the root cause
of traffic congestions, accidents, or even avert traffic congestions or mishaps. Every
year, millions of dollars are wasted worldwide due to wastage of fuel, valuable time,
damages to humans and properties, etc. These mishaps, resources, and time can be
saved if the traffic congestions and accidents can be averted. This needs a thorough
analysis of the traffic scenario. However, a humongous amount of surveillance video
data generated along every route makes manual analysis of the surveillance videos
a gigantic and near-impossible task. This needs automation of the process. Also,
the increasing population of the globe and aggressive consumption of the limited
stock of fossil fuel are gradually making the need for an automated expert system
for analyzing traffic scenarios unavoidable.
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In recent years with overall advancement in machine learning algorithms and
befitting computational devices, many real-time problems including traffic scene
analysis and accurate anomaly detection are possible to a great extent. However, in
our initial research, we found that most of the datasets [1–9] that are being used in
developing these algorithms are traffic video surveillance data that are taken in cities
of different developed countries. In the scenarios of these datasets, the anomalies
mostly are caused by heavy speeding or rash driving by a single or a few individuals.
But someonewho has visually sampled the traffic scenario of a thickly populated city
in a developing country, like India, will clearly realize how different the scenarios
are in these cities compared to the scenarios depicted by the databases. The traffic
scenarios in these databases overall are quite disciplined compared to the Indian traffic
scenario. In countries like India, the traffic scenario consists majorly of vehicles
moving while being in close proximity to each other, vehicles of different types
and sizes using the same road and even the same traffic lane, and while doing so the
vehicles change their lane and overtake each other frequently. Factors like thesemake
even segmentation of vehicles from the video surveillance video frames extremely
difficult. As a result, the proposed methods that are developed on the databases like
[1–9] don’t fit into the situation faced in cities of countries like India.

In this work, we propose a simple and effective method to model the Indian traffic
scenario as fluid flow and use the concept of Reynold’s number to detect anomalies
in the traffic scenario. There are no available databases as such so we have captured
a few videos of the traffic condition and have used them for training and testing of
our algorithm. If we compare the movement of vehicle traffic with the flow of fluid.
Congestions and accidents, i.e., anomalies, as the turbulence in the flow,without these
anomalies the flow can be considered streamline flow. One of the most popular ways
to quantify the turbulence or streamline flow of fluids is Reynold’s number [10]. In
this work, we havemapped the concept of Reynold’s number [10] into the road traffic
scenario. We have devised a few parameters in the vehicle traffic scenario equivalent
to the parameters in fluid dynamics needed for the computation of Reynold’s number.
We discuss these parameters and ways to compute them, followed by experimental
results on real-time data to establish the efficiency of the proposed method in this
article.

This paper is organized in the following manner: Sect. 2 gives a brief idea about
the relevant works that have been reported in the last decade, Sect. 3 discusses the
proposed method, Sect. 4 discusses the details of experimentation carried out and
the results achieved and finally Sect. 5 discusses the conclusion of our work.

2 Relevant Works

There has been extensive work done in this field and there are numerous works
reported in this field. To follow the existing works in this field, we found the survey
works reported in [9, 11–18] very useful. These survey works present an analysis
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of the methods used in anomaly detection in general including the works dealing
with vehicle traffic. Based on these surveys, the relevant works in this field can be
summarized as follows.

Many feature engineering- and learning-based alarming systems have been
reported. For these works, many combinations of features and learning methods
have been used. A few of these mentionable methods are sub-trajectories along with
Multi-instance learning [19], 3D spatio-temporal volumetric model using code-book
model learning [20], MDTs from spatio-temporal models using Dynamic Texture
model [20], Hybrid feature set consisting of HOS, HOG and PSO using SVM clas-
sifier [21], Handcrafted HOG + HOF features along with automatic CNN extracted
features [22], histogram of optical flow [23] and more recently, code words of spatio-
temporal regions [24], abnormality score from generator and critic in a GAN model
[25], and size and motion parameters of the dynamic objects in the scene [26].

Among the supervised learning-based methods, [27, 28] used Hidden Markov
Model (HMM) [27]-based model, [29] used One Class Support Vector Machine
(OCSVM) [30–32] used Gaussian Regression (GR) [33–35] used Convolutional
Neural Networks (CNN) [26, 36, 37] used Multiple Instance Learning (MIL), [35,
38] used Long Short-TermMemory (LSTM) networks, [39] used Fast Region-based
CNN (Fast R-CNN), etc.

A few of the mentionable works based on unsupervised or semi-supervised
learning are [40] using Latent Dirichlet Allocation (LDA), [41] using Probabilistic
Latent Semantic Analysis (pLSA) [24, 42] using Hierarchical Dirichlet Process
(HDP) [43–45] using Gaussian Mixture Model (GMM), [46] using Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) [47, 48] using Fisher
Kernel Method, [25, 50] using Generative Adversarial Network (GAN) [51], and
Ranking of Multi-instance-based learning model [26].

Besides these works, recently, methods have been reported [52] that consider
vehicles in both static and dynamic states on or near the road edge to detect and
even predict any upcoming anomalies. Also, deep learning-based real-time anomaly
detection systems have been proposed [53].

The databases used for these above-discussed methods are NVIDIA AI City
Database [1], CAVIAR [2], QMUL [3], UCSD [4], Bellview [5], NGSIM [6], AIRS
[7], Car Accident [8] and i-lids [9].

3 Proposed Method

In general, Indian road traffic scenes are quite haphazard, in the sense; various kinds
of static and dynamic objects are visible on the scene.Also, these objects are generally
quite close to each other. This poses a great challenge, under changing illumination
conditions, for computer vision problems like the one at hand. In our approach,
we first try to segment and select only the relevant objects, i.e., the moving vehi-
cles/humans on the road. First, we colorwise (RGB) segment the scene using mean
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shift segmentation [57]. But just depending on the color information for segmenta-
tion does not serve the purpose as segmentation only gives the partitions of the scene
frame based on color information. It does not use themotion of the information. Also,
as the scene is dynamic in nature, with changes in illumination conditions or different
set of vehicles in the scene quality of the segmentation is going to vary. This is also the
reason why did not prefer techniques like background subtraction for this purpose.
Instead, we also calculate the optical flow of the scene w.r.t. the previous frame of
the video stream. We use the gradient-based approach [61] for computing the optical
flow. The horizontal and vertical velocities are used to compute the magnitude of
2D velocities at each pixel. The earlier segmentation method had given us a set of
segments or, groups of adjacent pixels on the scene frame. The average magnitude of
velocities of each of these segments is computed. A threshold (ε) is applied to avoid
the segments that have negligible average velocity. This helps to avoid the effect of
noise on the individually computed optical flow as well as image segmentation. For
each segment, the mean and standard deviation of the pixel velocities is computed
and the segment with low standard deviation was recognized as an individual vehicle.
However, later it was found that if the initial threshold ε and the range bandwidth
and spatial radius of mean shift segmentation are properly selected, thresholding on
the standard deviation of velocities does not contribute much to the end result. So,
this step was later discarded. Once we have obtained the segments that are in motion
in the scene, we can treat these segments as particles in a flowing fluid.

Here, it might seem unacceptable that segments are considered as vehicles when
we can clearly see that a vehicle’s image can have multiple segments. We need not
bother about a vehicle generatingmultiple segments and then creatingmultiple points
in the fluid motion system. The reason is that even if multiple segments are created
from a single vehicle in every frame, these segments will appear to be adjacent and
have the same velocity. So, these adjacent segments will not create any problem in
our model. That is because there is no question of any kind of turbulent interaction
among them.

In our approach given these particles (of flowing fluid) and the information of their
motion, we compute Reynold’s number of the fluid to decide if the flow is turbulent
or smooth. To do so, we need to correlate and convert various parameters for fluid
dynamics, deciding Reynold’s number, into the vehicle traffic scenario.

Reynold’s number R was defined in [10] as

R = ρV D

μ
(1)

where ρ is the density of fluid, V is the velocity of flow, D is the diameter of the
pipe and μ is the dynamic viscosity. Dynamic viscosity, μ, is in turn defined as

μ = τ

∂V/∂y
(2)
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where τ is the shear stress defined as the tangential force per unit area. Also, ∂V/∂y
is the rate of change in velocity of the fluid with change in the distance along the
width of the pipe, i.e., as we move from the boundary to the center of the pipe. As a
whole, Reynold’s number can be stated as

R = ρV D(∂V/∂y)

τ
(3)

However, the calculation of Reynold’s number, Eq. (3), requires the flowing fluid
to be considered within a constrained region, like a pipe. To put this constraint,
we partition the scene image into a predefined set of non-overlapping blocks. The
vehicles located to be in motion within a block are considered the fluid particles
flowing in that block, just like in a pipe.

The parameters of fluid motion considered in (3) can be mapped to the vehicle
traffic scene’s relevant parameters by finding the correlation of motion of vehicles
in traffic with fluid motion. The density of fluid, ρ, here is the number of vehicles
found in each block.

ρT = K

Area of the Block
(4)

K = Number of vehicles in the block;
Area of the Block = w × h;
w = Width of the block;
h = Height of the block.
The velocity of flow, V , is the average velocity of the vehicles in a block.

VT = [um, vm]T (5)

where u = 1
K

∑K
i=1 ui ;vm = 1

K

∑K
i=1 vi .

[ui , vi ]T is the average horizontal and vertical velocities of the pixels of the i th
segment considered as a single particle or vehicle.

This parameter gives the information of the overall magnitude and direction of
movement of vehicles located in a block. Diameter of the pipe D in Eq. (3) is the
width of the flowing fluid or width that accommodates the flow of fluid, i.e., the
maximum distance perpendicular to the direction of the flow. We calculate D as the
width within the block, perpendicular to the direction of the average velocity of the
vehicles. However, if the orientation of the camera is maintained such that the traffic
direction is, on average, always horizontal or vertical in the recorded frames then we
can very easily calculate D as

DT = height or,width of the block. (6)
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The dynamic viscosity μ in fluids accounts for the interaction of various layers
of the fluid under motion. As defined in (2), μ is a ratio of shear stress and the rate
of change of velocity along the radius of the pipe. Shear stress arises due to cohesive
force between, the layers of fluid and due to adhesion between the pipe’s inner surface
and fluid layer at the boundary of the pipe. The velocity of fluid changes along the
radius of the pipe because the adhesion force at the pipe’s inner surface is quite
larger, in general, than the cohesion force fluid layers at the pipe’s center. This ratio
gives information about the resistance faced by the fluid layers in moving through
the pipe, and this resistance is dependent on the position of the layer along the radius
of the pipe. In vehicle traffic, the movement or behavior of a vehicle depends on the
behavior of the neighboring vehicles. For example, if a moving vehicle takes a turn
or gradually changes its lane or path, the nearby vehicles have to accordingly adjust
their movement to avoid any collision. With more errand and drastic behavior of the
individual vehicle, the movements of the nearby vehicles get more disturbed. This
can be compared with the molecular cohesion and adhesion force seen in the case of
the flow of fluids. In the case of vehicle traffic, we define the dynamic viscosity as

μT = τT

∂VT /∂y
(7)

where τT is the equivalent of shear stress. τT is calculated as the average acceleration
per unit area of the block. The average acceleration of the block is computed as the
difference of average velocity of vehicles in the block, VT computed at t th frame
from that computed at (t − 1)th frame, i.e.,

τT = |V t
T − V t−1

T |
(w × h)

(8)

In Eq. (3) the rate of change of velocity ∂V/∂y is computed along the radius of
the pipe. However, in the case of the vehicle traffic, the constraint on the velocity
or possible changes in the velocity of the individual vehicles is far more lenient
compared to that in the case of fluid motion, the reason of course being the free will
of individual drivers. As a result, we model this rate of change of velocity along
directions of the vehicle’s position w.r.t. the mean of positions of all vehicles in that
block.

∂VT /∂y = �V

�n
(9)

where �V = ∑K
i=1

2

√

(ui − um)2 + (vi − vm)
2

�n = ∑K
i=1

2

√
(xi − xm)2 + (yi − ym)2

xm = 1
K

∑K
i=1 xi ; ym = 1

K

∑K
i=1 yi
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(xi , yi ) is the centroid of a segment of pixels that is considered as a single point
or vehicle. Thus, the ratio of Eq. (9) tells us about the variation in the velocities of
different moving segments in the block, with the distance of their positions from the
mean of positions of all the vehicles in that block. The mean position of vehicles
(xm, ym)will be toward the crowded region in the block. Thus, if the vehicles remain
in the same direction, the ratio in Eq. (9) remains constant. If the vehicles that are far
away from the crowded region or that can be considered aloof in the block change
their velocity compared to the mean velocity of all vehicles in the block, then also
the effect is not significant. However, if the vehicles closer to crowded regions or
vehicles with more vehicle(s) in their neighborhood change their velocity, then the
ratio changes significantly. As a result, the computed Reynold’s number changes.
This modeling is befitting for the task at hand. The ratio of Eq. (9) gives us a sense
of comparative randomness in the motion of those vehicles that can influence the
overall traffic flow in the block, in a way that may lead to an anomaly. Again,τT
captures the information of the change in average motion of vehicles in consecutive
frames. The ratio in Eq. (7) thus is the change in average velocity of the block w.r.t.
the change in the randomness of the vehicle motion in the block.

Combining Eqs. (1)–(9), we get Reynold’s number for vehicle motion RT as

RT = K

w × h
× V t

T DT (w × h)
∣
∣V t

T − V t−1
T

∣
∣

× �V

�n

= DT K × V t
T

|V t
T − V t−1

T | ×
∑K

i=1
2
√

(xi − xm)2 + (yi − ym)2

∑K
i=1

2
√

(ui − um)2 + (vi − vm)2
(10)

While implementing, we have always added a small bias in the range of 10−3 to
the denominator of the ratios so as to avoid any singularity.

We expect in this modeling that the computed equivalent Reynold’s number
will show considerable change in value during the occurrence of an anomaly. The
proposed computational method is presented in the algorithmic form in Table 1.

During our initial experimentation, we found that Reynold’s number increases by
a large value in case of any anomalous movement of the vehicle(s).

We used a hard threshold-based method to just classify a few cases using
the defined parameter Eq. (10). For this purpose, we computed a threshold for
classifying anomalous situations from the normal ones. From the training video
frames, we computed the maximum value of RT in normal cases, let’s denote it as
Normal_Rmax

T , and from the anomaly cases we computed theminimum value of RT ,
let’s denote it as Anomaly_Rmin

T . Clearly, Anomaly_Rmin
T � Normal_Rmax

T . The
threshold is taken to be the mid-point between Anomaly_Rmin

T and Normal_Rmax
T .

Th = 1

2
(AnomalyR

min
T + NormalR

max
T ) (11)
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Table 1 Algorithmic representation of the proposed method to find Reynold’s number equivalent
from the tth frame of a traffic video

4 Experimentations

There are no available datasets on Indian scenarios that can be used for experimen-
tation purposes in our work. We therefore recorded our own dataset of traffic video
surveillance data. We have recorded almost 4 h of video data at different times of
the day and at different weather conditions, thus considering changing traffic condi-
tions under different illumination conditions in the day. We have also changed the
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(a) frame of a video captured at noon 
with no shadow. Video is captured from 
greater height.

(b) frame of a video captured at 
afternoon with bright light and distinct 
shadows.

(c) frame of a video captured at dusk 
with poor illumination.

(d) frame of a video of the same road 
region is captured but from a different 
view point.

Fig. 1 The images depict the variations in captured videos in terms of illumination condition,
camera perspective, camera elevation, traffic density and condition

perspective of the camera by changing the view angle, elevation, and also, we have
also taken videos of different road regions. A few sample frames of the videos have
been shown in Fig. 1.

For recording purposes, we have used a tripod-mountedCanonEOS1200DDSLR
camera. The videos captured were RGB color videos with a pixel resolution of
640× 480 at a frame rate of 30 FPS (4:3). A couple of the videos were also captured
with a pixel resolution of 1920 × 1080 at a frame rate of 24 FPS (16:9). We did so
to experiment with the effect of spatio-temporal resolution of the video feed on the
proposed method. We have taken 70% of the videos as train and the rest 30% as test
cases.

We first visually inspected all the videos for any anomaly, and we labeled the
frames and the corresponding blocks that were found to have anomalies. During
manual labeling, we considered the blocks of frames, containing the following cases
as anomalies:

a. vehicles changing lanes with other vehicle(s) present in the neighborhood,
b. vehicles moving way out the average flow direction,
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c. vehicles overtaking other vehicle(s),
d. vehicles abruptly changing their velocities and
e. vehicles getting close to each other tending to converge.

For implementation purposes, we manually decided the region on the frames of
each video (for training as well testing purposes) that should be considered for the
task at hand. Also, the relevant region on a video is further equally partitioned into
a pre-decided number of blocks. We did this because in real-life scenarios, such
algorithms run of video feed from surveillance cameras. Now, surveillance cameras’
positions are pre-decided and fixed while capturing a video. Thus, we can always
break the frames of a video feed froma particular camera fixed at a particular position.
This is also generally done in real-life scenarios to avoid parts of the frames that are
not relevant to road traffic information. For all the videos, in our experiments we
have broken the region of the frame that covers traffic movement and to some extent
its neighborhood into 2 × 3 or 3× 2 blocks. The parameter equivalent to Reynold’s
number as described above (10) was computed for each block across all the frames
in a video. Reynold’s number equivalent parameters of a particular block from all
the frames of the video are stacked to get the time sequence of these values. For each
video, there are 6 such sequences. The threshold given in Eq. (11) was computed
from the train case videos only. All the 6 sequences of Reynold’s equivalent values
from all the training videos were considered to compute the threshold as described in
Eq. (11). Reynold’s number Eq. (10) value was calculated for each of the blocks of
all the test videos. The sequences from test videos were compared with the computed
threshold. Values found above the threshold were considered anomaly cases. So, if
the nth value of a sequence is found to have an anomaly, that means the nth frame of
that particular video has an anomaly in the region of the block that the sequence is
computed from.

In Figs. 2 and 3 example images are shown to demonstrate the reflection of
occurrence of an anomaly in certain blocks of certain frames in the corresponding
Reynold’s number sequence. In Fig. 2, we can see that a scooter (marked in the
image of Fig. 2b) is moving against the direction of the vehicles really close to it,
which has caused a spike in computed Reynold’s number sequence at frame 138.
Here, the totally opposite direction of velocities of the marked scooter w.r.t. the
nearest motorbike (just below, in the image Fig. 2b) and also the proximity of these
two vehicles have caused the spike. Again, in Fig. 3 is an example of a pedestrian
crossing the road when the vehicles still have the green signal to move. The frame is
broken into 3 × 2 blocks and as a result, the marked pedestrian and the approaching
vehicles on the right side of the pedestrian in the image lie in the same block. The
huge difference in velocities of the pedestrian and the vehicles causes the spike in
the sequence of Reynold’s number.

In the plots shown in Figs. 2d and 3d, the obtained Reynold’s values are seen to
have a vast difference in range. This is due to the dependence of the computed value
on the traffic conditions like density, velocity, etc. Here, a proper normalization
method is required for automatic detection. At present, just for initial evaluation
purposes, a simple hard thresholding-based method is used for detecting any spike
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(a) frame 137 (b) frame 138 (c) frame 139

Fig. 2 Example case of the anomaly in vehicle movement causing a sharp rise in Reynold’s number
value

and hence anomaly. This is done without any normalization, and as a result the
detection accuracy achieved till now is almost 50%. No quantitative comparison is
presented for the proposed method because this work deals with only the modeling
task, whose effectiveness is evaluated as to whether or not the occurrence of an
anomaly causes a sharp change on the computed Reynold’s number. For a fair and
comprehensive comparison, the performance of the proposedmodel alongwith a time
sequence anomaly detection technique has to be evaluated on a standard database.
No such formal database is reported to exist till now, owing to which we had to
capture our own video dataset for experimentation purposes. Moreover, to the best
of our knowledge, there is no reported work in the detection of an anomaly for dense
and haphazard traffic conditions as seen in Indian cities, which has been the focus
of our work.
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(a) frame 32 (b) frame 33 (c) frame 34

Fig. 3 Example of anomaly detection when a pedestrian crosses the road even when the signal to
the vehicles is green

5 Conclusion

We have proposed a novel method for modeling the Indian road traffic scene similar
to fluid motion. Using the concept of Reynold’s number and its significance in fluid
motion, an effective equivalent measure of streamline or turbulence flow has been
derived in the case of dense traffic flow. The results achieved show the potential
of this proposed model and formulation for anomaly detection in traffic movement.
However, the derived measure of the turbulent or streamline motion of traffic shows
huge variations in scale for different traffic videos, owing to the traffic conditions,
which still remain a hurdle for accurate automatic anomaly detection. Devising a
proper normalization scheme for the proposed Reynold’s number equivalent formu-
lation and a relevant time sequence analysis technique for the computed Reynold’s
number will be the course of our future work.
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Computer-Aided Malaria Detection
Based on Computer Vision and Deep
Learning Approach

Kartik Kumar, Gaurav Chandiramani, and Kanchan Lata Kashyap

1 Introduction

Malaria is a parasitic, deadly and infectious disease caused by the genus Plasmodium
of unicellular eukaryotes. There are 5 parasitic species that are the cause of malaria in
humans viz. Plasmodium falciparum (P. falciparum), Plasmodium vivax (P. vivax),
Plasmodium ovale (P. ovale), Plasmodium malariae (P. malariae), and Plasmodium
knowlesi (P. knowlesi). Among all these, P. falciparum and P. vivax are the most
deadly. Malaria is typically transmitted through the bite of an infected Anopheles
Mosquito. Bite of this mosquito releases the parasite into the vertebrate host’s blood-
stream. When health is concerned, early detection and treatment of ailment are fore-
most. Due to its deadly nature, a faster and scalable approach for detection of malaria
is required. Current methodology includes manual examination of stained blood
slides requiring proper classification and counting of parasitized and uninfected red
blood corpuscles. This can be very detrimental in case of malaria related covid-like
outbreak.

The aim of our work is to detect parasitized and uninfected corpuscules effectively
and create a system that is less computationally expensive so that it can be deployed
to web and end point devices easily. It also focuses on automation of the process
and eliminates the need of tedious manual analysis by a trained professional to some
extent.
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1.1 Problem Statement and Major Contribution

This system employs image processing techniques for image preprocessing. The
preprocessed images are fed into the trained convolutional neural network (CNN)
model that classifies the image as to be parasitized with the malaria parasite or
uninfected. Finally, performance of the system is comparedwith various other studies
and traditional machine learning algorithms.

In Machine learning techniques, most of the applied features need to be iden-
tified by a domain expert in order to reduce the complexity of the data and make
patterns more visible to learning algorithms to work. The biggest advantage of deep
learning algorithms is that it learns high-level features from data in an incremental
manner. This eliminates the need for domain expertise and hard core feature extrac-
tion. Another major difference between deep learning and machine learning is that
machine learningmodels have limited tuning capability for hyperparameter tuning as
compared to deep learning. Hyperparameter tuning inmachine learning to achieve an
optimal accuracy requires a lot of experimentation, it is comparatively more complex
to find the optimal set of hyperparameters specific to a problem.

In this problem statement, 27,558 images of red blood cells with a dimension of
1024× 1024 pixels, are taken as input. The machine learning model is computation-
ally very expensive and time inefficient with 10,48,576 features. Even after resizing
the image there is a high likelihood of losing crucial features. It takes hours to train
the model and predict output for some set of input images. This type of model cannot
be used for deployment so a deep learning approach is used in this work. However, to
compare the accuracy of the machine learning approach, various machine learning
algorithms are also implemented.

Thiswork is structured in the following sections. The literature review is discussed
in Sect. 2. The proposed model is described in Sect. 3. Experimental results are
presented in Sect. 4. Conclusions are discussed in Sect. 5.

2 Literature Review

Vijayalakshmi et al. presented a study showing use of transfer learning for detecting
malaria in microscopic images [1]. The proposed model in this study used a unified
VGG (Visual Geometry Group) network and SVM (Support Vector Machine). The
basic principle behind this unification is training top layers and freezing out the
rest layers. Initially, k layers of pre-trained VGG are retained and (n–k) layers
are replaced with SVM. For evaluating the VGG-SVM model performance malaria
digital corpus was generated by acquiring blood smears images of malaria-infected
and non-infected patients. Malaria digital corpus images were used to analyse the
performance ofVGG19-SVM, resulting in classification accuracy of 93.1% in identi-
fication of infected falciparum malaria. The main shortcoming of this study includes
small dataset and is more computationally expensive.
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Toha et al. presented a methodology involving the use of soft computing tools
for malaria detection [2]. In this methodology, techniques like histogram, threshold
and cluster analysis using Euclidean distance were applied to an image to detect and
count the number of malaria parasites in thick blood smear. The drawbacks in this
methodology included a tediousworkflow thatwould require technicians tomanually
feed each and every image. This system will not work when testing mass amounts
of samples.

Ross et al. performed a study involving automated image processing methods
for the diagnosis and classification of malaria on thin blood smears obtained from
a charge-coupled device camera connected to a light microscope [3]. This study
used morphological and novel threshold techniques to identify the erythrocytes and
possible parasites present on microscopic slides. Also, a two-stage tree classifier
using backpropagation feedforward neural network was used to distinguish between
true and false positives and was further used to identify the species of the infection.
Proposed work in this study positively identified infected erythrocytes with a sensi-
tivity of 85% and positive predictive value (PPV) of 81%. The drawbacks in this
study included model capturing noise from the dataset as no noise removal image
processing techniques were used. Additionally, the dataset taken into consideration
was small which would result in model underfitting or overfitting depending on the
number of epochs.

Reddy et al. explored transfer learning using ResNet-50 (Microsoft Residual
Network) for Malaria cell image classification. Primarily, the study focussed on
Microsoft’sResNet-50neural networkmodel for training and testing [4]. The selected
model showed a training accuracy of 95.91% and validation accuracy of 95.4%.
Also, in this study, base neural network models such as Google’s Inception model
and Oxford’s VGG model alongside their architecture were discussed. This study
concluded that transfer learning alongside convolution was extremely effective in
predicting malaria-infected corpuscules. Additionally, use of Google’s Inception
model and Oxford’s VGG model for the same dataset was suggested for possibly
yielding better accuracy. Razzak et al. presented a case study exploring various
strengths and weaknesses of deep learning for medical image processing [5]. In this
case study, various algorithms related to deep learning such asCNNs,RNNs, LSTMs,
ELMs and GANs alongside their architecture were discussed in detail. This study
only focused on theoretical concepts of deep learning.

Litjens et al. demonstrated different approaches pertinent to medical image anal-
ysis which appeared in 2016 [6] Liang et al. demonstrated an approach that involved
using Convolutional Neural Network-based image analysis for diagnosing malaria
[7]. The approach shown in this work used 3-channel RGB images directly for convo-
lution without any preprocessing which increased the computational complexity of
the model. Additionally, the internal working structure of the defined model consists
of very complex hidden layers that would add to the computational cost of the
model by a significant amount. Proposed approach is also compared to transfer
learning model using performance indicators such as average accuracy score of
97.37% obtained from ten-fold cross-validation based on the dataset, sensitivity
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of 96.99%, specificity of 97.75%, precision of 97.73%, F1 score of 97.36% and
Matthews correlation coefficient of 94.75%.

Hung et al. presented a study involving use of Faster Region-based Convolutional
Neural Network (Faster R-CNN) for Object Detection in Malaria Images [8]. In this
approach, Faster R-CNN was fine-tuned with the available data and was compared
with traditional baseline approach consisting of cell segmentation, extraction of
several single-cell features and classification using random forests. Additionally,
a less verbose two-stage approach involving AlexNet is demonstrated for assigning
classes to objects. This approach gave an accuracy of 98% which is a significant
improvement over the one-stage method that just involved using Faster R-CNN.

Das et al. performed a study involving use of machine learning approach for
malaria parasite characterization and classification [9]. In this study, total ninety-
four statistically significant features were obtained after segmentation of erythro-
cytes using marker-controlled watershed transformation. Machine learning tech-
niques namely Bayesian Learning and Support VectorMachine (SVM)were used for
classification. The Bayesian approach showed the highest accuracy of 84%, sensi-
tivity of 98.1% and specificity of 68.91% by selecting 19 most significant features.
The SVM approach showed the highest accuracy of 83.5%, sensitivity of 96.62%
and specificity of 88.51% using 9 most significant features.

Makkapati et al. presented a methodology involving segmentation of erythrocytes
and chromatin dots in images taken fromLieshman-stained blood smear images [10].
This method was based on HSV color space that segmented RBCs and parasites
by detecting dominant hue range and by calculating optimal saturation thresholds.
Evaluation of the methodology was done with 55 annotated images showing the
sensitivity and specificity of the proposed methods to be 83% and 98%, respectively.

Ruberto et al. presented a system for detecting and classifying malaria parasites
[11]. This method used automatic thresholding based on a morphological approach
to detect parasites in the blood. Here, grayscale granulometria based on opening with
disk-shaped elements were used to segment cell images was proposed to preserve
roundness and compactness of cells. This study proved the proposed methodology
was more accurate compared to the classical watershed-based segmentation algo-
rithm. Additionally, classification of parasites was done using a morphological
skeleton which used endpoints as features for recognition. Study concluded that
the proposed system achieved very good results and was only limited by its depen-
dency on exposure and lighting conditions of the image. This study also gave way
to newer research directives that could involve automated choice of morphological
parameters in different exposure and magnification situations.

Ch et al. presented a study that involves coupling of Firefly Algorithm (FFA) and
Support VectorMachine (SVM) to predict malaria incidences [12]. The performance
of this coupling-based model is optimized by tuning the parameters of SVM which
are determined by the FFA. FFA is based on the fact that luminosity created by the
luminescent abdominal organ of one fly helps others fly to track the path of their
movement to find their prey. FFA is a metaheuristic search algorithm. This study
deals with the time series prediction, which seems irrelevant for us. Since we are
more focused on malaria prediction not at what time malaria incidences can happen.
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Quinn et al. proposed a methodology involving point of care diagnostics using
microscopy and computer vision [13]. In this work, deep convolutional techniques
are applied to three different microscopy workloads viz. diagnosis of malaria in thick
blood smears, tuberculosis in sputum samples, and intestinal parasite eggs in stool
samples. To overcome underfitting of the deep convolutional neural network model
due to small size, it was trained for 500 epochs. This study concluded with the result
of AUC = 1 for malaria dataset, showing that deep learning was extremely effective
in managing such workloads.

3 Proposed Methodology

3.1 Dataset Details

The dataset is collected from a repository of segmented cells from the thin blood
smear slide images from the Malaria Screener research activity [16]. To reduce the
burden for microscopists in resource-constrained regions and improve diagnostic
accuracy, researchers at the Lister Hill National Center for Biomedical Communi-
cations (LHNCBC), part of the National Library of Medicine (NLM), have devel-
oped a mobile application that runs on a standard Android smartphone attached to
a conventional light microscope. Giemsa-stained thin blood smear slides from 150
P. falciparum-infected and 50 healthy patients were collected and photographed at
Chittagong Medical College Hospital, Bangladesh. The dataset contains a total of
27,558 cell images with equal instances of parasitized and uninfected cells. Each
image has a dimension of 1024 × 1024 pixels and 3 channels for RGB.

3.2 Image Preprocessing

An image is essentially a matrix of numbers that represent each and every pixel of
the image. Image pre-processing is an integral part of this approach as it has been
proven highly effective in improving time complexity and the performance of the
model. In this work, the popular image processing framework OpenCV has been
used to process the dataset images.

3.2.1 Applying Image Grayscale

Converting the image to grayscale is a very crucial part of the process. In OpenCV,
transformations within RGB space like converting images to grayscale are supported
by the cv::cvtColor function. Assuming ‘A’ as the pixel matrix of an image following
function is applied:
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(a) (b)

Fig. 1 Result obtained after applying RGB to gray conversion a Original giemsa-stained RBC
image b Converted grayscale image

RGB[A] to Gray : Y ← 0.299 · R + 0.587 · G + 0.114 · B (1)

RGB to gray operation eliminates the RGB color channel in the image matrix and
replaces it with a single color channel which reduces the time complexity of training
the model by 3 folds. Image dimensions also change from 1024 × 1024 × 3 to 1024
× 1024 × 1 (Fig. 1).

3.2.2 Image Resizing

Image resizing is another known technique for reducing the time complexity while
training the model. In this work, the giemsa-stained RBC image has been dimen-
sionally reduced from 1024 × 1024 pixels to 48 × 48 pixels. OpenCV provides a
cv::resize function which takes image, dimensions and interpolation as parameters.
Image resizing in thiswork has been done using INTER_AREA interpolationmethod
which does resampling using pixel area relation. It is the preferred method for image
decimation, as it gives moire’-free results.

3.2.3 Image Blurring

Image blurring is a known technique that involves convolving the image with a low-
pass filter kernel to eliminate high frequency content (noice, edges) from an image.
Four different image blurring techniques viz. Averaging, Gaussian Blurring, Median
Blurring, and Bilateral filtering can be applied for edge detection. The main purpose
is to remove the noise from the image while keeping the edges sharp so that the
anomaly can be detected clearly and more efficiently. In this work, the bilateral filter
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(a) (b)

Fig. 2 Grayscale image a showing anomaly and distortion nearby b Filtered image (After applying
bilateral filter)

for blurring the images as it is highly effective in noise removal while keeping the
edges sharp, is applied. This filter is very slow and hence the filter size (diameter
of each pixel neighbourhood) and Sigma values (space, color—influence of other
pixels) are assigned as 5 and 75, respectively. Specifically, lower values are chosen
for these parameters as higher values showed increased time complexities while
processing. Figure 2a shows the grayscale image, light distortion and noise can be
seen which can hinder model training. Figure 3b. shows smoothened out image after
the bilateral filter is applied. It can be analysed that the distortion in resultant image
is minimal and smoothened alongside the border of the cell and the anomaly being
preserved.

3.3 Proposed CNN Model

The CNNmodel is designed and trained from scratch for this work. The main reason
behind designing a new CNN model other than using a pre-trained neural network
is that for choosing a pre-trained neural network, we need to ensure that the chosen
pre-trained network has been trained with the similar kind of images for which we
are going to use in our scenario. Moreover, the dataset taken as input in the present
work contains a substantial amount of images. Thus, training and designing of CNN
are proposed from scratch. The architecture of proposed CNN is as follows: (i) Four
convolutional layer (ii) Two max pooling layer (iii) Three dense or fully connected
layer and (iv) One dropout layer

(i) Convolutional layer—This layer contains a certain number of filters whose
parameters need to be learned. Each filter is convolved with the input volume of the
image to compute an activation mapmade of neurons. In other words, the filter is slid
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Fig. 3 Architecture of the proposed CNN model

across the width and height of the input and the dot products between the input and
filter are computed at every spatial position. An optimal number of filters at every
convolution layer is used to get better accuracy. The number of filters used at every
convolution layer is presented in Fig. 3.

(ii) Max pooling layer—This layer is usually added after convolutional layers.
The introduction of pooling layer after convolutional layers is a common pattern
used for ordering layers in the CNN that may be repeated once or twice in the
model. This layer replaces the output from the convolutional layer by deriving a
summary statistic of the nearby outputs. This in turn reduces the output size, which
decreases the computation time significantly. One pooling layer after two consecutive
convolutional layers is introduced in the proposed model. The kernel size for max
pooling used in the network is 2.

(iii) Dense or fully connected layer—The neurons have full connectivitywith the
neurons in the succeeding and preceding layer. Before the three-dimensional array
output from convolutional andmax pooling layers fed into a dense layer, it needs to be
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converted into a 1-dimensional array because the dense layer takes one-dimensional
array as input. This conversion is done by the flatten operation on output from the
convolutional layers. Total 3 dense layers and the number of neurons at each layer
are given in Fig. 3.

(iv) Dropout layer—Due to large number of images there is a probability of
overfitting in the proposed CNNmodel. This can result in a poor performance during
testing on new data. The dropout layer is used to overcome the overfitting problem.
At this layer, some number of outputs from a layer are dropped out or ignored at the
time of training the model. The dropout layer is introduced before the dense layer in
the proposed CNN model. Dropout parameter is set to 0.2 which means 20% of the
input units will be dropped at this layer.

Each layer except the output layer uses an activationof rectified linear unit (ReLU).
Considering experimental results in previous researches ReLU has shown extraor-
dinary performance in terms of results for image processing tasks. ReLU basically
rejects all the negative values coming from the neurons by converting them to zero.As
compared to other activation functions ReLU has the lowest computational expense,
which makes the model more efficient. The output layer has an activation of sigmoid
that gives a binary value which is considered as the final output.

In the training phase Adam (Adaptive Moment Estimation) optimizer is used
which is an algorithm to optimize the gradient descent at the time of backpropa-
gation in a neural network. This algorithm is very efficient to handle large dataset
which involves a lot of calculation with a large number of weights. Since the present
problem is a two-class classification, so binary cross-entropy is used as the loss func-
tion. Binary cross entropy is the most fundamental function to deal with a binary
classification problem. After a lot of experimentation, the value of batch size is
obtained as 128. The model is trained for 20 epochs where the maxima in terms of
accuracy is reached.

4 Experimental Results

The preprocessed images of 48×48 are given as input in the proposed CNN model.
The model is trained with more than 27,000 images of red blood cells. After rigorous
training and testing with various hyperparameters and preprocessing methodologies,
optimal state is obtained where the accuracy of the model converges to a specific
value. The performance of the trained model is analysed with various metrics: accu-
racy, sensitivity, specificity, precision, AUC, and F1_score. The output of the testing
results are shown in Table 1. The average validation accuracy of 95.0% is obtained
with the proposed CNNmodel. The ROC curve obtained from the proposed model is
shown in Fig. 4. The highest 95%AUC is obtainedwhich can be analysed fromFig. 4.
The result of the proposedmodel is comparedwith traditional machine learning algo-
rithms which are listed in Table 1. It can be analysed from the obtained results that
the proposed model performs better than the traditional machine learning models.



550 K. Kumar et al.

Table 1 Validation results (in %) obtained from the proposed CNN model

Model Sensitivity Specificity Precision AUC F1_score Accuracy

Proposed Model 0.968 0.932 0.933 0.950 0.950 0.950

Logistic regression – – – – – 0.669

Random forest – – – – – 0.732

Decision tree – – – – – 0.669

KNN – – – – – 0.636

SVM – – – – – 0.662

Fig. 4 ROC curve obtained from the proposed CNN model

5 Conclusions

In this work, a real-world medical imaging problem of malaria detection has been
done. Malaria detection by itself is not an easy procedure and the availability of the
right personnel across the globe is also a serious concern. A simple convolutional
neural model is proposed in the present work. The bilateral image filtering technique
has been applied for noise removal. The highest 95%, 93.2% and 96.8% of accuracy,
sensitivity and specificity are obtained, respectively with the proposed model. The
performance comparison of the proposed model with state-of-art machine learning
techniques are also done. It is concluded that the performance of the proposed model
is better than the traditional machine learning techniques. In future, the proposed
model can be easily deployed on the web and endpoint devices for malaria detection.
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Embedded Vision-Based Intelligent
Device for the Visually Impaired

Mohammad Farukh Hashmi, Sasweth C. Rajanarayanan,
and Avinash G. Keskar

1 Introduction

Visually impaired people are several times as sharp as the average human being and
have a unique alertness to sounds. While this holds true, vision holds the badge for
being the most important sense that the human being is endowed with. A normal
man’s conversation with a person can convey a lot to him visually. Visual infer-
ences are integral parts of a conversation. Though a visually impaired person draws
deep insights from his or her society through other senses that they possess, it does
not quite match the accuracy and speed that a visual contact has in inferring from a
person’s surroundings. This work aims to convey that part of the visual data to a visu-
ally impaired person that helps in adding more behaviour to his or her conversation.
Conveying the emotion that a face shows to a visually impaired person makes him
infer more during a conversation and makes him inch closer to what a person with a
proper sight feels. This aims to augment the way a visually impaired person feels the
world. Computer Vision has been making heavy strides in solving critical problems
that abound in the society. Right frommedical sciences to defence, there is literally no
domain that computer vision has untouched. With a lot of algorithms being increas-
ingly proposed in the domain of computer vision and deep learning, the selection of an
algorithm to solve a particular problem has become dynamic. Face recognition algo-
rithms like facenet by Google [1] have carved a pathway for facial recognition and
can also be modified to add features that use the facial data and its features to predict
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other parameters pertaining to a face like such as emotion, gender, age, etc. A few
state-of-the-art deep learning models built with Neural Networks like the Residual
Neural Networks can prove to be very helpful in this regard. Facial features are
complex and therefore a face recognition model has to work upon multiple features
that pertain to a face.

A Convolutional Neural Network can be used to achieve this end, but a CNN will
not be able to deal with a lot of features. This is because more features demand more
layers in the convolutional neural network. This causes problems like loss in gradient
during backpropagation. To counter this, residual neural networks were introduced
[2], which are capable of scaling up humongous amounts of layers present in a
neural network and still show an improving performance. A RNN must therefore
be used if there are a lot of features to work upon. This work uses a variant of
ResNet called Wide ResNet. Problems like age and gender recognition solicit deep
residual networks, residual networks that have huge number of layers. Diminishing
reuse of features and therefore very slow training of these networks is an important
problem to tackle in deep residual networks. The algorithm proposed in [3] presents a
solution to this by reducing the depth of the network and increasing its width. These
are called Wide Residual Networks or Wide ResNets in general. These networks
are proven to show improved accuracy, besides improved efficiency when tested
upon CIFAR and COCO datasets. This work uses a model built usingWide Residual
Networks to classify the age and gender of a person using his or her facial data. A
Convolutional Neural Network that had been trained upon the FER-2013 dataset to
classify emotions was used. The dataset has the following classes of values: Happy,
sad, angry, surprise, fear, disgust. This dataset had also been used in [4] to train amini
Xception Net to classify apparent emotions with a performance that is on par with
humans. While there are models that guarantee a solid performance in classifying
age, gender and emotions, performance results do not remain the same when these
models are deployed on a hardware platform or a single board computer. This work
is application-oriented and therefore uses a Raspberry Pi3, over which the models,
alongwith its weights are deployed. TheRaspberry Pi3 is interfacedwith a Pi Camera
that collects facial data. Resource allocation is a very important problem that needs
to be acknowledged in embedded computing systems.

Face detection is an integral part of this work and is an important first step.
The detected face is passed through the classifiers for classifying emotions, age
and gender. The accuracy of the final result, be it emotion classification or age and
gender classification depends heavily on the accuracy of the face detector, besides
depending on the respective models’ training and validation accuracies. Latency
is a very important constraint for real-time embedded systems. Since an embedded
system is proposed in this work the application is required to be working in real time.
Face detectors show extensive levels of accuracy when implemented using neural
networks, but demands heavy computational power. While a lot of work is going on
to make deep learning models platform independent, there is no perfect algorithm
that is completely resource aware. This is an important stake for real-time embedded
systems and is very crucial to the system proposed in this work. The classifier built
for detecting faces along with the emotion classifier’s weights and the age and gender
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classifier’s weights were stored locally on the Raspberry Pi. Raspbian OS, a real-time
operating system that runs on the Raspberry Pi hosts the application software, which
in this work is the proposed emotion, age and gender classifier. The Wide Residual
Network was fine tuned to improve the accuracy of the age and gender classifier.

This paper is organized as follows: Sect. 2 talks about the work going on in this
area. Section 3 throws light on the hardware setup that this work makes use of and
Sect. 4 talks about the algorithms pertaining to its software counterpart. Section 5
is an explanation of how the prototype proposed works to convey the data that is
estimated as emotion, age and gender to a visually impaired person. Section 6 is a
take on results while Sect. 7 talks about the conclusions of this work, saving further
scope for Sect. 8.

2 Related Work

There has been a lot of interesting and groundbreaking contributions to this impor-
tant area. The work in [5] has used the IMDB-Wiki dataset for gender estimation
from faces and has been an inspiration to this work. Computer Engineers are finding
ways to make deep learning models platform independent. This makes way for easy
deployments on a hardware platform. Deep learning has a lot of potential andmaking
them available through application software on single board computers is difficult
but truly helpful. Real-time embedded systems have a constraint on the resources
that it can share among its hardware and software components. Deep learning algo-
rithmsneed amendments to their core, as these algorithms are predominantly resource
hungry. Computer Vision has therefore branched out into Embedded Vision, which
is a positive step towards the future, as self-driving cars, robots and drones are all
embedded systems with visual intelligence.

A lot of works are aiming to deploy deep learning models on mobile platforms
and on single board computers [6] and a few others are working towards accelerating
them on hardware platforms. On-devicemachine learning is therefore catching atten-
tion. This work is a step towards deploying deep learning models on single board
computers to make embedded systems intelligent, yet functional in real time.

3 Hardware Setup

3.1 Raspberry Pi

This work uses a Raspberry Pi, over which the application software is run. The Rasp-
berry Pi3 is a single board computer that houses an ARMCortexM0microprocessor
and is one of the most popular single-board computing systems. The Raspberry Pi
3 comes with the Raspbian OS. The Raspbian OS is a real-time operating system,
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Fig. 1 The Hardware of Raspberry Pi 3 Board

which in this work would be hosting the application software. The Raspberry Pi
comes with an Ethernet port, a USB-A port, a memory card on which the Raspbian
OS has been mounted and a 3.5 mm headphone jack. The board solicits a 5 V power
supply. It offers GPIO support with 40 GPIO headers which encompass pulse width
modulation pins, SPI pins, I2C pins and Serial pins besides pins for power supply
(5 V and 3.3 V). The Raspberry Pi 3 also contains the Wi-Fi and Bluetooth stack,
making it suitable as a network edge device or a gateway device.

Figure 1 shows hardware of Raspberry Pi 3 board. The Raspberry Pi 3 has been
interfacedwith a Pi camera that has 8megapixels and can shoot at 1080p. The camera
here captures the facial data that the application software uses for achieving its end.
Figure 2 shows the hardware of Pi camera that has been used in this work.

4 Algorithms Used

The software here refers to the application software that this work makes use of.
The software development problem is seen as two sub problems- age and gender
recognition and emotion classification.

4.1 Age and Gender Recognition

Age and gender are both estimated using aWideResidual Network. TheWideResNet
is an improvement over the infamousResNet or Residual Neural Network [3]. During
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Fig. 2 The Hardware of Pi Camera

backpropagation in a convolutional neural network, repeated multiplications cause
the gradient to vanish. The gradient thus becomes infinitely small. This leads to the
saturation of the network and degradation in its performance. Resnet avoids this by
skipping individual layers using a gateway connection.WideResNet or wide residual
networks are obtained by widening a residual network, thus making the network
shallow. To extract a good performance out of a CNN, WideResNet and Google Net
make use of parallel network architectures [7]. WideResNet-16–8 has been used in
this work to classify age and gender. WideResNet moreover is a parallelized version
of the ResNet architecture [7]. Resnet-152 and WideResNet-16–8 have been shown
in Fig. 3.WideResNets can be trained faster when compared to ResNets and have the
same or improved accuracy as ResNets. Widening the network causes the number of
parameters to increasewhich is a dismissive problem in this application. The network
being shallow, allows for faster training. Parameters of the WideResNet have been
shown in Fig. 4. The WideResNet was trained on the IMDB-Wiki dataset that has
over 500,000 faces that are age and gender labeled. The model summary revealed a
total number of parameters as 24,463,856, out of which 24,456,656 were trainable.
The trained model along with its weights was deployed on the Raspberry Pi 3.
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Fig. 3 The Architecture of ResNet-152; WideResNet-16–8

4.2 Emotion Recognition

TheFER2013 dataset has been used to train aminiXceptionNet for emotion recogni-
tion. That dataset contain six types of emotions in the form of anger, happy, sad, fear,
surprise and disgust. Figure 5 shows a few images from the FER-2013 dataset [8]. The
dataset contains 547 images of the Disgust category, 4002 images of the Surprise
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Fig. 4 Parameters of the WideResNet

Fig. 5 A few images from the FER-2013 dataset

category, 5121 images of the Fear category, 4593 images of the Angry category,
6077 images of the Sad category, 6198 images of theNeutral category, 8989 images
of theHappy category.While conventionalmachine learning approaches likeKneas-
rest neighbours and support vector machines can help with emotion classifications, a
neural network achieves a bigger accuracy than the aforementioned algorithms [9].
The mini Xception Net was trained using the ImageNet dataset. The XceptionNet
is an infamous architecture developed by Google and makes use of upgraded depth-
wise separable convolutions in its core. For the ImageNet dataset, the XceptionNet
showed an accuracy of 94.5 percent, outperforming Inception-v3 and ResNet-152
and VGG-16 architectutres. Using the technique of transfer learning, the Xception
Network was trained on the FER-2013 dataset in this work after freezing the body of
the network that contains the ImageNet weights, to classify emotions and was able
to achieve an accuracy of 66 percent on the FER-2013 dataset. The mini Xception
network was so chosen, to work in real-time on embedded computing systems. The
mini Xception Net along with its weights was deployed on the hardware. Parameters
of the CNN built in this work have been shown in Fig. 6.
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Fig. 6 Parameters of the
CNN built in this work

5 Proposed Methodology

The Raspberry Pi 3 was interfaced with a Pi Camera to capture the facial data. Face
detection is an important part of this work, as the device’s overall accuracy is heavily
dependent on the face detector’s ability to detect a face properly. The Mutli-task
Cascaded Convolutional Network (MTCNN) was initially used to implement a face
detector [10]. The MTCNN is a deep learning algorithm and makes use of neural
networks to achieve face detection. Orientation of faces did not prove to be a problem
for the MTCNN. While this is true, there was a problem of resource allocation when
the face detector was implemented on an ARM-based computer, the Raspberry Pi 3.
This is often the problem with embedded computing systems. The algorithm proved
to be resource hungry. Real-time performance of the system is very crucial for this
application.

The MTCNN prevented the system from being real time. To counter this, a Haar-
based cascade classifier, which uses Haar-based features to classify a face, was used.
The Haar cascade classifiers are integral parts of the Viola-Jones Object detection
algorithm. These cascade classifiers guaranteed a real-time performance on theRasp-
berry Pi 3 board. The Raspberry Pi offers support for the Raspbian OS. Raspbian OS
is a Real-time Operating System (RTOS) and is a LINUX distribution. It therefore
had support for XML files. The XML file of the Haar cascade classifier for detecting
faces did not cause a problem when stored locally on the Raspberry Pi 3. The models
for emotion and age and gender recognition, along with their weights were stored
on the Raspberry Pi 3. A python script was written on the Raspbian OS that made
use of the Haar-based cascade classifier to detect faces and the respective models
and their weights to recognize the emotion, age and gender of the person in front of
the camera. The detected labels were conveyed in real time as audio outputs to the
visually impaired person using Google’s text to speech library called gTTS, through
a pair of earphones connected to the Raspberry Pi 3 board’s 3.5 mm headphone jack.
The proposed prototype has been sketched in Fig. 7. The performance of the system
was observed to be in real time. Along with the conversation, other trait that can
augment the way a conversation happens is also conveyed to a visually impaired
person. This takes the experience of a visually impaired person to a whole new level
and gives him more control over the conversation. Age detection helps the person
with vision-based difficulties to decide the nature of the conversation which humans
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Fig. 7 The proposed system

have learnt and known doing. The age and gender detection model had to be fine-
tuned to improve its accuracy in detecting a person’s age. The system’s real-time
performance was achieved after due amendments were made to the models that were
used like the one described above. Embedded Vision was thus implemented on a
system. Machine Vision has been used to mimic human vision.

6 Experimental Results

The model when deployed on a Raspberry Pi 3 board was able to detect faces,
classify the emotion it shows and estimate the age and gender of the person. Figs. 7,
8 and 9 show the results obtained in this work. The algorithm was tested on two

Fig. 8 Face that is Happy,
21 years old and Male (M)
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Fig. 9 Left: Neutral, 21 years old, M. Right: Happy, 27 years old, M

faces. In Fig. 8, the person on the right was 21 years old and a male, while the one
on the right was 27 years old and a male. The faces are classified to be neutral and
happy in Fig. 8 and were actually neutral and happy, respectively. The labels were
conveyed to the person who had the device in his possession, as an audio output.
Figure 9 shows the result when the model was tested against a video clip. The model
had a tough time predicting the stipulated parameters for faces that were disoriented
from the camera. This was because faces were not detected when they were not
oriented towards the camera completely. MTCNN boosted the performance in this
regard but was not deployable as it would make the application not work in real
time. Faces that were oriented towards the camera showed a good performance, as
indicated by Figs. 7, 8 and 9.

Since the work deals with a real-time application, latency is an important
parameter to be considered. Age and gender recognition was performed using the
WideResNet architecture and emotion recognition was done using an XceptionNet
that was finetuned on the FER-2013 dataset, while retaining the ImageNet weights.
The latency that the finetuned XceptionNet combined with the age and gender recog-
nition model introduced averaged at 0.345613956451416 s. While the Xception Net,
alongwith the age and gender recognitionmodel introduced a latency that averaged at
0.28307580947875977 s. The Xception Net was able to outperform the CNN built in
this work marginally by 0.06253814697 s. This latency calculation was made while
using haar-based cascade classifiers for face detection and is an average of a total
of seven readings of latency while running the models on a CPU. This latency also
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Fig. 10 Face that is Neutral,
21 years old originally

takes into consideration the time required for frame or image resizing and elemen-
tary image processing operations that are done before one forward passes through
the network of the input is attempted.

7 Conclusions and Future Scope

The proposed system was able to classify emotions, age and gender with a good
accuracy and acceptably low latency for a real-time system. Face detection did not
take a hit and the application was able to run almost in real time which signifies
an appropriate use of resources in the single board computer. There was a latency
of about 0.28 s for classifying the age, gender and emotion of faces in a single
frame, when Xception Net was used. The system did not perform extremely well
with disoriented faces, classifying a wrong emotion that a disoriented face showed.
This was because of the fact that haar-based cascade classifiers do not work good
with disoriented faces. MTCNN on the other hand added accuracy while classifying
emotions of faces that are disoriented from the camera but was causing the latency to
increase to as high as 1.93 s.Age andgenderwere determinedvery accurately formost
of the cases, with gender recognition being consistently accurate. Age recognition
was faulty for a few faces, as shown above but by only a very narrow margin that is
permissible for this application.
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This work talks about the implementation of an embedded computing system that
uses computer vision to classify emotions, age and gender and conveys the same
as audio output to a visually impaired person. While this would augment the way
visually impaired person perceives his peers and people who talk to him, it would be
even helpful if this system is included with algorithms for real-time activity recogni-
tion. Real-time activity recognition along with the existing emotion, age and gender
classification can itself become an eye to a visually impaired person by mimicking
the human eye completely during a conversation with a person. Movements, actions,
emotion, gender and age can be collectively recognized by a system and can be
conveyed as audio outputs to the visually impaired person. This would sophisticate
the system, make it robust and level it up to achieve the aim of helping visually
impaired people at a sensitive level.
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Genetic Algorithm Based Resident Load
Scheduling for Electricity Cost Reduction

J. Jeyaranjani and D. Devaraj

1 Introduction

Smart electricity network is an emerging service that provides various solutions like
reduction in peak demand, energy forecasting, cost-saving, securitymeasures, quality
improvement, theft detection, etc. Smart grid is the widespread area where the two-
way communication makes the system smart. Demand Response is the major issue
that requires dynamic regulation of electrical power. The consumers are categorized
into two: residents and commercial. The targeted consumers could be residents for the
reason of flexibility in altering power usage which is rather possible in commercial
consumers. The consumers are being installed with smart metre that permits two-
way communications between them and the utility. The utility companies might
predict the consumption pattern of the consumers for near future and distribute the
power accordingly. This could be achieved by using the historic consumption pattern
of the consumers. This is one way of using prediction technique based on Demand
Management. The solution initializationwill be day ahead forecasting that picture out
the future load requirement. The scenario may occur where the utility is insufficient
with the supply of power for the expected period of time in dynamic time. The
Management for the raised demand could be answered in such away that the residents
are impressed with the price scheme [1, 2]. The dynamic price value is proposed
by the utility company who supplies electricity. The dynamic price is varying cost
determined for every timeslot based on power availability at the slot. The timeslot
is the split of 24 h time. It may differ from utility to utility (eg: per timeslot may be
30 min). If there is surplus power in specific timeslot, then the price is less in that
timeslot, whereas the demand in power in specific timeslot will lead to an increase
in price in the timeslot.
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Utilizing the communication methodologies and prediction techniques, the utility
may manage the power distribution. But to also satisfy it is the requirement to know
the optimal power utilization strategy of their consumers. The expected utilization
pattern of power by every consumermay be represented using the optimal algorithms.

1.1 Literature Survey

Various researches are carried out in Demand Response for the benefit of utility and
the customers. Numbers of algorithms are experimented to provide solution where
the optimization has played vital role in obtaining best solution out of all results. In
this way, [3] uses the Genetic algorithm by proposing the combination of dynamic
pricing scheme with the inclining block rate (IBR) model to address the nonlinear
problem of peak reduction and cost–benefit. Baris Yuce et al. [4] explore the way
of finding the best combination of load for the week using ANN and GA. Simon
et al. [5] presented the finding of optimal energy storage system (ESS) schedule
for peak demand reduction and load-leveling that uses simple heuristics to find
possible optimal operation points for the ESS and improves the solutions found
using genetic algorithm optimization. The optimization algorithm is implemented
for ESS schedule for the distribution network operator at top level of the system
architecture. This will be an extra managed burden to the utility which already works
on managing the peak reduction using a consumption point of view [6]. [7–12]
Proposes the predictive control frameworks where local Home Energy Management
Systems are coordinated by the aggregator in order to come up with an agreement
throughout negotiation iterations and provide a feasible solution to the centralized
DR problem. This could involve in time consuming activity as there may be various
levels of aggregationunits [13]. Thiswork also focuses on receiving theneighborhood
power schedule and then scheduler is applied with the meta-heuristic cuckoo opti-
mization algorithm for consumer’s financial benefit. The demand response program
implemented the residential load scheduling that include pricing schemes using the
varieties of optimizations techniques [14–20]. The neighborhood scheduler strives
with getting desired load curve such that it will provide a balanced consumption.
GA-based DR scheme is presented in [21, 22] for appliance scheduling to minimize
the electricity cost and Peak Average Ratio. [23] presents the stanford digital library
metadata architecture used for the Demand Response Program.

1.2 Paper Outline

In Sect. 2, the mathematical formation of the identified problem is presented.
Section 3 presents the purpose of optimization algorithm for the identified problem.
In Sect. 4, the various constraints considered for finding the problem solution are
explained. Section 5 presents the penalty module the represents the reduction in the
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penalty cost for the resident. Section 6 concludes the benefit of GA in reducing the
electricity load during the peak time which is raised by the utility.

2 Mathematical Formulation of Problem

The load available in the home could be categorized into uninterruptible and shiftable.
The scheduling of these variety of appliances is preferred by utility and implemented
by the residents. The timestamp is considered as 24 timeslots per day. The uninter-
ruptible load is provided with the priority for occupying the energy whereas the
threshold energy value of the resident may not be a factor of consideration here. The
threshold energy of the resident is verified for scheduling the remaining load such
as shiftable loads. This type of scheduling operation may reduce the penalty for the
resident.

The numbers of considered load are N= 20, where a resident may have more than
one same type of load. Table 1 represents the 20 loads such as shiftable and unin-
terruptable. For our experiment, we considered that also as individual load eg: if a
resident has two induction stove, then it will be listed as two loads. The reason behind
the two loadworking timeslot may be varying. The ‘N’ loads itself include both unin-
terruptible and shiftable loads as represented inEq. 1. TwovectorsN_uninterruptable,
(ULn) and N_shiftable, (SLn) are merged together to form the load vector ‘N’.

N = {ULn andSLn} = {L1,L2, . . . . . . ..Ln} (1)

A matrix ‘M1’ represents the ON/OFF status of all loads for all timeslots. The
status of the load for every time slot is specified as either 0 or 1. 0 is ‘off’ state and
1 is ‘on’ state. The representation is given by LStn. Similarly, another matrix ‘M2’
represents the unit consumed by every load every time. The representation is shown
as LEt

n.

Table 1 The load details of the residents in terms of required energy, load category, timeslot

Name of the
load

Total
required
energy
(KWh)

Required
energy per
hour (KWh)

No of
timeslots
required

Timeslot
window

Load category

Refrigerator 9 0.5 24 1–24 Uninterruptable

Inverter 1.6 0.5 15 5–20 Shiftable

Air condition 5.6 1 7 21–24, 1–4 Shiftable

Electric pump 1.0 0.75 2 6–7 Shiftable

Rice cooker 5.5 3 2 5–6 Shiftable
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LStn =
{
1 If load is ON at time ‘t’
0 Otherwise

(2)

The matrix ‘M1’represnts the on/off status of all load and ‘M2’ represents the
units consumed by every load in the resident

n—Loadswhere n=1,2….20

t—Time slotswhere t = 1,2,….24

LEt
n—Units consumed by load ‘n’ at time t

Et—Total energy consumed by all load at time t

Ct—Total cost at time t

LStn—Load status (ON/OFF)

M—Matrix of Load status

As our experiments’ main focus is on cost reduction, the cost of the resident’s
consumption is calculated specifically to time slot. The total energy consumed for
every timeslot (Et) is calculated by considering the Load which is in ON state and
its units consumed. The unit of measurement of Et is kWh. The status of the load
(ON/OFF) is represented as LStn, unit consumed is represented in KWh (Table 2).

In Automated Metering Infrastructure, the cost is not flat at all timeslot. The
dynamic cost is proposed as the price plan by the utility with respect to the power
availability is represented asC.Themain aim is tominimize the cost for the consumed
units without reducing the Et.

Total energy consumed at timeslot ‘t’:

Table 2 Parameters of GA Parameters Values

Population size 480

n 20

Number of iterations 5

Pc 0.9

Pm 0.1
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Et =
20∑
n=1

[LStn ∗ LEt
n] (3)

Cost of total energy consumed at timeslot ‘t’:

Ct =
[
C ∗

20∑
n=1

[LStn ∗ LEt
n]

]
(4)

3 Genetic Algorithm

It is a stochastic population-based optimization algorithm capable for addressing
linear and non-linear problem. It is inspired from natural science. The number of
individuals is the population solution. The fitness value of the objective function is
defined for each individual of the population. The population is evaluated to identify
the better solution which has higher fitness for survival. Numbers of generations
are provided for finding the best solution for the problem. The genetic operators’
crossover and mutation are employed to fine-tune the obtained result. After number
of generations, the population becomes stable with no further requirement for opti-
mization. The binary-coded genetic algorithm uses the fixed decision parameter
either 0 or 1. In this, the resolution is represented as the number of bits involved
in the solution variable. In real-coded genetic algorithm, the solution variables are
represented in its natural form (integer or floating point). In this paper, to solve
the load optimization problem of the resident, the population solution variables are
represented in its natural form. The Genetic representation of the individual solution
(load) has 20 chromosomes (number of load) and genes are 24 (number of timeslots).

A random initial population is generated. The fitness of every individual is eval-
uated. The tournament selection method is used to select the fittest chromosome
for next generation. In tournament selection, n individuals are selected at random
from the population and the best of the n is inserted into the new population for
further genetic processing. In the final solution, the selected good individuals will
not survive with the same solution values. They cluster among themselves to find
a better solution. The crossover is the genetic operator that combines the subset of
parent chromosomes and produces the new children. In real-coded genetic algorithm,
the Blended Crossover method is applied to the natural form representation of solu-
tion variable. Let P1 and P2 are the two parent chromosomes where P1 < P2. BLX
create the children whose value is lying in the range {{P1 – α (P2 – P1)}……… {P2
– α (P2 – P1)}}, where α is a constant to be decided so that children solution do not
come out of the range of domain of the said parameter.

Another parameter ‘γ’ has to be identified by utilizing the ‘α’ and a random
number ‘r’ in the range of (0.0, 1.0) both exclusive.
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γ = (1 + 2α)r− α (5)

The children solutions C1 and C2 are determined from the parents as follows,

C1 = (1 − γ )P1 + γP2 (6)

C2 = (1 − γ )P2 + γP1 (7)

To avoid the repetition in the results after crossover, mutation is carried out.
A random number is generated in the range of problem boundaries. Here the total
timeslots are 24. So the random value range is between 0 and 24. The generated value
is added to the children solution obtained from the crossover. Again the population
is generated and evaluation of fitness is done. The new solutions are generated. After
a number of iterations, it is judged whether the solution provided is optimal and the
expected generation number of iteration is obtained.

4 Constraints for the Problem to be Satisfied

Constraint 1: Threshold Energy Monitor

To overcome the unplanned energy outage during the valley time of the utility and
to prevent the resident from dumping the energy usage at a specific timeslot whose
tariff is less, we propose a method of Threshold Energy Monitor. The load status and
energy requirement of the load for every timeslot are known. The threshold energy
for every timeslot is found by calculating Thres_E, which is the average of overall
energy consumption. The load scheduling is proposed by calculating the energy
required for the operation of uninterruptable load followed by shiftable load which
may not exceed the threshold energy.

Threshold Energy, Thres_E =
{

24∑
t=1

{
20∑
n=1

[
LStn ∗ LStn

]
/20

}
/24

}
(8)

Constraint 2: Uncompromised energy

The power demand rose in the utility, proposed price schemes or load schedule for the
residents should not be affecting the Tot_E. The load scheduling pattern is proposed
for every individual resident separately. This constraint is satisfied to provide uncom-
promised energy consumption of the resident. The total energy required for a resident
per day is represented as
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Total required Energy, Tot_E =
24∑
t=1

20∑
n=1

[
LStn ∗ LStn

]
(9)

Constraint 3: shiftable load on peak.
Shiftable load is a vector which contains all shiftable loads represented as

(10)

The similarity between the planned operation timeslot of the shiftable load and
peak timeslot will lead to the shift in operation time of the load. The shift could
be performed either before the peak or after the peak based on the slot availability.
Let the minimum and maximum Peak timeslot proposed by the utility be Pmin and
Pmax. The required operation timeslot of shiftable load with the starting timeslot and
ending timeslot is represented as OSLn

tmin and OSLn
tmax.

(11)

Constraint 4: uninterruptable on peak

To address the peak demand the loads are scheduled in such a way that the peak
slots are allocated with the uninterruptable load of the resident followed by the
shiftable load. This constraint is the dependant of constraint 1. The energy required
by the scheduled uninterruptable load of the resident during the peak timeslot is
the definite energy requirement during the peak. The definite energy requirement is
calculated for every timeslot in peak horizon (Pmin and Pmax). Total energy occupied
by uninterruptable load at every timeslot ‘t’ during peak horizon is represented as
Tot_ULn

t. The timeslot ‘t’ varies from Pmin to Pmax. The difference of Thres_E and
every peak horizon timeslot’s Tot_ULn

t is calculated. The calculated peak_load value
determines the penalty cost. If it is positive, then no penalty and the remaining energy
are occupied by shiftable load. If it is negative, then the resident is added with penalty
to the cost.

Tot_ULt
n =

n∑
n=1

[
SULt

n ∗ EULt
n

]
(12)

(13)
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Fig. 1 The penalty added to
the dynamic electricity cost

5 Reduction in Penalty Value

The objective of the work is to minimize the overall electricity cost of the resident per
day and also to schedule the loads according to the dynamic pricing as proposed by
the utility company. The appliances are scheduledwhere the average electricity usage
of the resident is not compromised and also the uninterruptable loads are preferred to
occupy the timeslots during peak time. On violating any of these constraints, penalty
cost is added to the actual cost for the specific timeslot. The penalty is calculated as,

P = √
A − Thres_E∀t (14)

where A is the sum of all units of scheduled appliances at timeslot ‘t’. As this
experiment has 24 timeslot per day, 24 penalty values are calculated and added to
the dynamic cost of every timeslot. The genetic algorithm is implemented to find the
optimal solution that produces less/no penalty. After number of iterations the penalty
becomes neutral or zero. After obtaining this expected output, the generations are
stopped.

Figure 1 represents the penalty value that is added to the dynamic electricity cost.
This penalty value is getting reduced after each generation. The genetic algorithm
is applied to identify the best individuals in each of the iteration and apply genetic
operators to it. The new generation of population is generated. The penalty module
is considered as the one of constrains that need to be evaluated in each generation.

6 Conclusion

The demand response strategy expects the reduction of electricity power usage at
peak time. Load scheduling is the process of allocating the scheduled appliances with
the required time for operation without any compromise in execution. To reduce the
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peak time electricity load usage, the appliances are rescheduled in its working time.
The Genetic Algorithm is the optimization technique applied to schedule the load
without any compromise in the usual load. It reduces the dynamic rate with the raised
tariff for peak time load usage of customers.
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CORO-NET: CNN Architecture
to Diagnose COVID-19 Disease Using
Chest X-ray Images

Rachi Jain and Devendra Kumar Medal

1 Introduction

Since December 2019, a novel coronavirus has spread from Wuhan to the whole of
China, and many other countries. By December 6, more than 65 million confirmed
cases, and more than 15,23,583 death cases were reported in the world according to
WHO.Due to the unavailability of treatment or vaccine for novel COVID-19 disease,
early diagnosis is important to provide the opportunity of immediate isolation of the
suspected person and to decrease the chance of infection to a healthy population.

Reverse transcription-polymerase chain reaction (RT-PCR) [1] was introduced
as the main screening method for COVID-19. However, the total positive rate of
RT-PCR for throat swab samples is reported 30 to 60%, which accordingly yields to
un-diagnosed patients, which may contagiously infect a huge population of healthy
people. For this, Chest X-ray or computed tomography (CT) imaging as a routine tool
for diagnosis is easy to perform. Chest CT has a high sensitivity for the diagnosis
of COVID-19 and X-ray images show visual indexes correlated with COVID-19.
Moreover, the X-ray images of the chest are given importance in the diagnosis of
disease in the modern health care system. X-ray imaging systems are available in
every hospital, thus the X-ray image-based approach is more convenient and easily
available. Researchers are focusing on deep learning techniques to detect any specific
features from x-ray images of COVID-19 patients. In recent times, deep learning has
been very successful in various visual tasks which include medical image analysis
as well. By accurately analyzing, identifying, and classifying patterns in medical
images the deep learning has revolutionized automatic disease diagnosis. In the past,
deep learning has led to success in disease classification using a chest X-ray image.
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The contributions of this research are summarized below:

1. To detect COVID-19, normal and pneumonia using chest X-ray dataset formed
3130 images and data augmentation is used.

2. Developing a deep CNN CORO-NET architecture to automatically assist the
early diagnosis of patients of COVID-19, normal and pneumonia efficiently.
Due to use of less number of parameters, this architecture becomes fast and less
complex.

3. A detailed experimental analysis is provided in terms of accuracy, precision,
Recall, F1-score, confusion matrix and receiver operating characteristic (ROC)
using true positive rate (TPR) and false positive rate (FPR) to measure the
performance of the proposed CORO-NET architecture.

The paper is organized as follows: Literature survey is provided in Sect. 2. About
the dataset collection related to this study is described in Sect. 3. A description of
the proposed architecture and dataset preparation are provided in Sect. 4. The exper-
imental results and comparative analysis of the proposed CORO-NET architecture
are provided in Sect. 5. Section 6 concludes the paper.

2 Literature Survey

There have been a fewmethods that have been tried in the past and recently in parallel
with our work that aim to detect COVID-19.

Abbas et al. [2] developed a deepCNN, calledDecompose, Transfer, andCompose
(CNN) DeTraC-Net to identify Covid-19 cases from chest X-ray images. The model
trained over 986 chest X-ray images. The accuracy obtained from this model was
95.12% a deep CNN, called Decompose, Transfer, and Compose (DeTraC), for
the classification of COVID-19 chest X-ray images. Hemdan et al. [3] developed
a COVIDX-Net for automatic detection of coronavirus infected lungs using chest X-
ray images. The classification accuracy obtained from COVIDX-Net was 92.30%.
Wang et al. [4] presented Covid-net for classification of COVID-19 from the chest X-
ray images. Covid-net provided a classification accuracy of 93.30% than the compare
Covid-net model to other deep convolutional neural networks. Quan et al. [5] utilized
DenseNet and CapsNet fusion that is used to give their respective advantages and
reduce the dependence on large data with accuracy of 95.70%. Sarker et al. [6] used a
transfer learning technique for the detection of coronavirus patterns from the patient’s
chest X-ray. The developed model is named CovidDenseNet. The accuracy obtained
from this model was 93.0% for binary class.
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3 Available Dataset

Deep learning requires well-trained network to be exposed to at least thousands
of images. As the emergence of pandemic COVID-19 is very recent, none of the
repositories contain COVID-19 labeled data, thus requiring us to collect x-ray images
from different sources of COVID-19, normal and pneumonia cases. First, 312 X-ray
images of COVID-19 patient cases were collected from the following websites:
GitHub [7, 8] and kaggle [9]. Then, 1471 images of normal cases and 1347 X-
ray images of pneumonia cases were collected from the Github [7, 8] and Kaggle
[9] repository, respectively. The objective of the dataset selection was to make it
publically available so that it is extensible and accessible to many researchers. The
number of X-ray images of each case in Table 1. The visualization of X-ray images
of a different class in Fig. 1.

Table 1 Used dataset

Source Name # Normal CXR # Covid CXR # Pneumonia CXR Total

GitHub [7] 127 58 – 185

GitHub [8] 3 35 2 40

Kaggle [9] 1341 219 1345 2905

Total 1471 312 1347 3310

Fig. 1 The first row is for sample images of COVID-19 cases, second row is for sample of
pneumonia cases and third row is for sample images of normal cases
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Table 2 Utilized image augmentation parameter setting

Parameter Rotation
range

Width shift
range

Height shift
range

Zoom range Shear range Horizontal
flip

Value 15 0.1 0.1 0.1 0.1 True

Table 3 Number of image
per category

Category # Normal CXR # Covid CXR # Pneumonia
CXR

Training 1077 249 1175

Validation 136 32 149

Testing 134 31 147

4 Method

4.1 Data Preprocessing

The quality and quantity of the images hold importance in deep learning. In the
image data, some of those images are not appropriate. Therefore, data pre-processing
is necessary. We filtered them and resized all the images 224 × 224 in pixels. The
method of generating new data from existing data, known as data augmentation [10].
In this Research paper, we use data augmentation to create a transformed version
of the chest X-ray image to increase the number of data set. Table 2 represents the
utilized image augmentation parameter setting. In data augmentation, we use the
rotation of the actual image by 15%, zooming the image to 0.1, width shift range
and height shift range are 0.1 for each and shear range is 0.1. The X-ray image was
normalized by 1/225. We flip the image to create a mirror copy of original images
along the horizontal axis. Horizontal axis flipping is much more useful than flipping
the vertical axis. Also, we used one hot encoding for the label to assign a binary value
corresponding to each class. The data is divided in the ratio of (8: 1: 1) as shown in
Table 3.

4.2 Proposed CORO-NET Architecture

The proposed CORO-NET architecture used to detect Covid-19, normal and pneu-
monia patients from theX-ray images are in Fig. 2. The overall architecture is divided
into three parts namely entry, middle, and exit flow.

The entry flow, the initial part of the architecture which accepts the X-ray image,
extracts the features and passes to the middle part of the architecture. The entry flow
is constructed from three 2D convolutional layers with a kernel size of 3 × 3 each,
2D max-pooling layers with kernel size and stride each of 1 × 1, and relu activation
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Fig. 2 Schematic diagram of the proposed CORO-NET

function. The input layer accepts 224 × 224 × 3 sized X-ray images and returns 28
× 28 × 96 features to the middle layer.

Middle part is divided into three parts to check the systematically categorical
three classes (Covid-19, normal and pneumonia). It consists three 2D-convolutional
layers which work parallelly, and then concatenation layer concatenates 3 layers and
returns the 14 × 14 × 288 feature to exit flow.

The third part of the architecture is the exit flow. The exit part facilitates the
classification of the feature. It takes input from the middle flow. Batch normalization
and average polling used in it. After the dropout, it passes to the dense layer. The exit
part is a combination of three dense layers of two relu and one the softmax activation
function [11] of 256, 128 and 3 respectively. Exit part further classifies the feature
acquired by classes that are Covid-19, normal and pneumonia. A Schematic diagram
of CORO-NET is shown in Fig. 4.

TheCORO-NETmodel has total 6,53,507 number of parameterswhich is compar-
atively less so that it takes relatively less time and its complexity is also small. The
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CORO-NET architecture was built and evaluated using the deep learning library-
Keras [12] having a TensorFlow backend. The CORO-NET has smooth gradient flow
and fast convolution. The CORO-NET model implementation using deep 2D convo-
lutions as it is easy to train it with more training samples, result in higher accuracy.
Our CORO-NET architecture implementation available in this URL https://github.
com/Rajsoni03/Coro_Net_Implementation. The proposed CORO-NET architecture
is described in Fig. 3

Fig. 3 CORO-NET architecture

https://github.com/Rajsoni03/Coro_Net_Implementation
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Fig. 4 Snapshots of graphical user interface (GUI)

4.3 Graphical User Interface (GUI)

InDeepLearningwithPython,Application programming interface (API) likeTensor-
Flow and Keras are allows us to develop a model programmatically. A GUI is a
system, allows users to interact visually with computer programs or software. In this
research, we used the Flask web framework to create a GUI and hosted it on cloud.
The GUI helps all users to easily use the CORO-NET model and predict the Covid-
19, normal and pneumonia disease by uploading their chest x-ray images. The URL
of the GUI is https://coro-net.herokuapp.com Snapshots of GUI are shown in Fig. 4.

5 Result and Analysis

5.1 Experimental Analysis

Hyper-parameter optimization—For the hyper-parameter optimization, we use
learning rate from 1e-5 to 1 and find the best point with the logarithm graph in Fig. 5.
This graph is generated on different epochs with respect to find the best learning rate.
Learning Rate Scheduler equation is shown in Eq. (1)

LR = 1e − 5 ∗ 10(epoch/4) (1)

Training with optimized Hyper-parameter—The proposed CORO-NET was
trained on a preprocessed dataset with optimized Hyper-parameter using Adam opti-
mizer. The graph in Fig. 5 shows that the accuracy and loss fluctuate after the learning

https://coro-net.herokuapp.com
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Fig. 5 Learning rate graph with accuracy/loss for hyper-parameter optimization

rate 1e-3. So given that learning rate 1e-3 is best for training with minimum loss and
highest accuracy.Hyper-parameter used for training: epochs=50, optimizer=Adam
[13], loss = categorical cross-entropy, batch size = 32.

Fine-tuning—In this part, we freeze all the initial to middle layer (up-to concate-
nation layer) and train the rest model without augmented data (Raw data/actual data).
In Fig. 6 the graph of accuracy and loss highly varies with the epoch but after the
fine-tune of CORO-NET model, we get slightly stable graph with high accuracy and
less loss which is shown in Fig. 7.

5.2 Quantitative Analysis

The following performance metrics are used to measure the performance of the
CORO-NET architecture.

True Positive (TP) denotes the correctly predictedCOVID-19 cases, False Positive
(FP) denotes the normal or pneumonia cases that are misclassified as COVID-19 by
the proposed system, True Negative (TN) denotes the normal or pneumonia cases
that are correctly classified, and False Negative (FN) denote the COVID-19 cases
that are misclassified as normal or pneumonia cases.

Accuracy = (TP + TN) / (TN + FP + TP + FN) (2)
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Fig. 6 Accuracy/Loss graph of CORO-NET model

Fig. 7 Accuracy/Loss graph of CORO-NET model after fine-tune
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Specificity = TN / (TN + FP) (3)

Sensitivity = TP / (TP + FN) (4)

F1 − score = (2 ∗ TP) / (2 ∗ TP + FP + FN) (5)

Confusion matrix is a specific table to allow visualization of the performance of
a model. It is also known as an error matrix. In the error matrix, each column shows
the instances in an actual class and each row shows the instances in a predicted
class. It can make it easy to see the system when it is confusing among classes.
Figure 8 depicts the confusion matrix of the test phase of the competitive CORO-
NET architecture for disease classification (Covid-19, normal, and pneumonia). A
total of 312 test images are classified.

The true positive rate (TPR) defines correct positive results among all positive
samples during the test. False-positive rate (FPR) defines incorrect positive results
among all negative samples during the test. The receiver operating characteristic
curve (ROC) curves are added between the true positive rate (TPR) and the false
positive rate (FPR). It is used to compare the overall performance in Fig. 9.

Moreover, Fig. 9 is the graphical representation of performance evaluation with
accuracy and cross-entropy (loss) of the CORO-NET architecture. The training,
validation and test accuracy for the CORO-NET architecture is 99.0%, 95.9% and
96.15%, respectively, at epoch 50. Similarly, the training, validation and test loss is

Fig. 8 Confusion matrix of the CORO-NET architecture
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Fig. 9 ROC curve of the CORO-NET architecture

Fig. 10 The graphical representation of the results of the CORO-NET architecture
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Table 4 Performance of the CORO-NET

Class Accuracy (%) Precision Recall F1-score

Covid-19 98.72 0.94 0.94 0.94

Normal 97.12 0.99 0.95 0.97

Pneumonia 96.47 0.94 0.98 0.96

0.31, 0.13 and 0.13, respectively. The overall accuracy, precision, recall and F1-score
for each case of CORO-NET architecture are summarized in Table 4 (Fig. 10).

The CORO-NET architecture achieved accuracy of 98.72%, precision 0.94, recall
0.94 and 0.94 of F1-score for the COVID-19 cases. For the pneumonia classification,
it recorded accuracy of 96.47%, precision 0.94, recall 0.98 and 0.96 of F1-score. In
the normal cases, it obtained accuracy of 97.12%, precision 0.99, recall 0.95 and
0.97 of F1-score. The lowest accuracy was obtained in the normal cases while higher
was obtained in the COVID-19 cases.

5.3 Architecture Comparison

By analyzing the results, it demonstrates that the proposed system could distinguish
COVID-19 from pneumonia and normal cases with high accuracy. A comparison
between our proposed system and existing systems in terms of accuracy is in Table
5. It was found that the proposed network has consistent and better true negative and
true positive values. The proposed system can efficiently classify the COVID-19,
normal and pneumonia cases. Our proposed CORO-NET architecture provides good
performance. Overall, the result of our proposed CORO-NET architecture is superior
compared to other existing systems.

Table 5 Comparison of the
proposed system to existing
in terms of Accuracy

Author Architecture Accuracy (%)

Abbas et al. [2] DeTraC- Net 95.12

Hemdan et al. [3] COVIDX-Net 92.30

Wang et al. [4] Covid-net 93.30

Quan et al. [5] DenseCapsNet 95.70

Sarker et al. [6] CovidDenseNet 93.00

Rachi Jain, D. meda (Ours) CORO-NET 96.15
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6 Conclusion

During this health emergency, it is necessary to identify a single case of COVID-19
positive.We introduced aCORO-NETarchitecture for the detection of novelCOVID-
19 from X-ray images. Here, this architecture is used as a feature extractor as well
as a classifier for the detection of coronavirus with less parameter. The performance
of the proposed CORO-NET architecture is improved by selecting the best hyper-
parameter and fine-tune the model that increases efficiency. The developed system
obtained an accuracy of 96.15%. It is also small architecture than any approach and
taking less time for training and testing which is proportionally faster.
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Stochastic Gradient Descent with Selfish
Mining Attack Parameters on Dash
Difficulty Adjustment Algorithm

Jeyasheela Rakkini and K. Geetha

1 Introduction

Dash is a more secure, fast, and affordable cryptocurrency. It is a scalable, user-
friendly cryptocurrency. The Dash network has instant transaction confirmation. For
a transaction to be irreversible, not liable to double spending, the other cryptocur-
rencies have to wait for 15 min to about one hour, Dash achieves instant transaction
confirmation by a second layer of network nodes with 15 min and with 6 confir-
mations. The transaction that is confirmed to be valid has master nodes locking the
input to the transactions. The master node broadcasts these transactions. The master
nodes regularly form voting quorums to check whether these transactions are valid.
This transaction will be included in blocks eventually with the inputs to the trans-
action being locked. When a valid solution is found when mining a block with the
current mining difficulty, the miner creates new units of the Dash currency, which
are the block rewards [1]. To avoid inflation the block rewards are reduced at regular
intervals. The total coins in circulation are known as the coin emission rate. Dash
has a decentralized governance and self-funding model. The scalability and mass
adoption of Dash is due to the instant send feature of Dash with confirmation of two
seconds. The InstaSend, PrivateSend transactions are the services that are facilitated
by master nodes.

From the NIST dataset [8], the following parameters are considered,the number
of past blocks that is considered in Dash difficulty adjustment algorithm is 24 blocks,
there is off by one error bug present for Dash cryptocurrency, the number of simula-
tions is 30, the alpha (which is the percentage of selfish miners) value ranges from
0.06 to 0.48 (their hash rate in increments of 2), the gamma (the percentage of honest
miners who wants to switch to selfish mining strategy) value ranges from 0 to 0.9
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with an increment of 0.05 hash rate, the time warp is 0,3600 and 7200 s are consid-
ered, the number of blocks is 1000, the block time is 150 s, the win ratio with 7545
values, adjusted winning is the ratio of the time concerning win ratio, which is the
ratio of selfish miner wins, the relative gain is (time adjusted relative revenue—
alpha)/alpha, the adjusted relative gain is time adjusted relative revenue/(elapsed
time/expected time), seconds per block is the average time taken by the selfish miner
to mine a block, final height is the height of the blockchain, num of reorgs is the
number of blocks reorganized, smwinreorgs is the number of times a fork occurred
and the selfish miner has won. The metrics ‘didbetternaive’, ‘didbettertimeadjust’
are concerned with the time stamp manipulation of the blocks.

2 Related Work

Dash white paper [1] gives the technicality of Dash cryptocurrency with the
quintessential features of decentralized governance, self-funding, and transaction
locking. Bai et al. [2] gives the minimum hash rate and the minimum time needed for
profitability and also the profitability of selfish mining with multiple mining pools.
Bissias et al. [3] elaborates bondedmining, which is a proactive difficulty adjustment
algorithm and this collects hash rate commitments fromminers, secured with a bond
from miners and the difficulty is set from these commitments got in bond. Those
miners who deviate from this bond are penalized. Chicarino et al. [4] indicates the
blockchain network is under the influence of selfish miners when the blockchain fork
shows deviation in height. Davidson et al. [5] gives the profitability of selfish mining
attacks with various cryptocurrencies such as bitcoin, bitcoin cash, dash, monero,
and their difficulty adjustment algorithms. Grunspan et al. [6] gives the attraction
of miners to mining pools, the time analysis of selfish mining attacks, the duration
of the attack cycles using martingale’s techniques, and the Doob stopping theorem.
Heilman et al. [7] gives the profitability of selfish miners with a hash rate of 32%
with all propagation advantages and the incentives for miners to adopt this strategy.
Kwon et al. [8] gives a fork after withholding attack which is more rewarding that
is up to four times more rewarding than the selfish mining attacks. Nayak et al. [9]
combines network-level eclipse attacks with selfish mining attacks and also display
the nonoptimality of selfish mining. Negy et al. [10] give intermittent selfish mining
strategy that is more profitable than honest mining, especially when γ = 0, with
selfish miners’ hash rate greater than 37% and the profitability of selfish mining
against various difficulty adjustment algorithms is also explored. Nicolas et al. [11]
briefly compares the strategy type, advantages, and disadvantages of selfish mining
attack’s countermeasures. The GHOST protocol to mitigate selfish mining, infiltra-
tion of selfish miners, punishment on infiltration, truth state attribute in the transac-
tion data structure, orphaned blocks withholding attack, broadcasting, withholding,
detection, freshness preferred methodologies, zero block strategies are studied and
surveyed. Niu et al. [12] have devised a two-dimensional Markov model, stationary
distribution of that Markov model and calculated long-term mining rewards for both
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selfish and honest miners. Saad et al. [13] detects selfish mining by considering
two parameters, transaction confirmation height and block publishing height. Selfish
miners are disincentivized by a defense mechanism. The transaction’s data structure
is modified to obtain ‘a truth state’ for trapping selfish miners. Sapirshtein et al. [14]
gives the profit threshold, minimal fraction of resources needed for an attacker to
launch a profitable attack, and the bound below which the system is considered to
be safe. The attackers with less than 25% of the computational resources gain from
selfish mining as opposed to previous papers. The author also proves that the attacker
launching a selfish mining attack can also perform a double-spending attack. Zhang
et al. [15] omits blocks that are not published in time and it encourages blocks that
have links to competing blocks of their predecessor. To our knowledge, we have
found that none of the previous works have explored the machine learning model
of selfish mining. The contributions of this work are (1) Implementation of linear
regression model with gradient descent to find the best line of fit between gamma
values and the relative gain values. (2) Mini-batch gradient descent and stochastic
gradient descent for prediction of the relative gain with all the features of the dataset.
It is crucial to find this metric, which will obviously give us the percentage of gamma
miners whowant to adapt selfishmining, switching from their honest mining strategy
and their relative gain also.

3 Problem Definition

The prediction of the relative revenue of the selfish miners, which is the ratio of the
blocks mined by the selfish miners with all the total number of blocks mined is not a
trivial problem and it has to be dealt with and studied by machine learning models.
The term, time-adjusted relative revenue is the ratio of the relative gain concerning
(elapsed time/expected time) and the term time-adjusted relative gain is the ratio
of (time adjusted relative gain—alpha) with alpha. Here alpha is the fraction of the
honest miners who would like to adapt selfish mining owing to the successful reward
earning trait of selfish mining. Hence the prediction of relative gain is explored here
with linear regression and gradient descent with the attributes gamma and relative
gain, mini-batch gradient descent, and stochastic gradient descent for the prediction
of relative gain of selfish miners.

4 Results and Discussion

Linear regression using gradient descent depends on the standard formula for the
line. The NIST dataset for selfish mining attacks is given on the website https://cat
alog.data.gov/dataset/selfish-mining-simulator-for-cryptocurrencies and the JSON
text file is converted to pandas data frame in python. The model is trained for a
given NIST dataset with gamma and relative gain to predict the values of y for

https://catalog.data.gov/dataset/selfish-mining-simulator-for-cryptocurrencies
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any given x. The best-fitting line that gives the minimum error for the given values
of gamma and relative gain is implemented here. The gradient descent takes into
account all the attributes multiplied by the weights and added with the bias factor
for the calculation of ‘y’. Now the root mean square error which is the difference
between the predicted ‘y’ value and the real value of ‘y’ is considered for calculation.
This is the cost function. The objective is to find the minimum value of ‘m’ and ‘c’.
The line corresponding to these values is the best fitting line or the line that gives the
minimum error. Here ‘m’ is the slope and ‘c’ is the intercept. The cost function is
differentiated concerning ‘m’ and ‘c’. The value of ‘m’ is updated with the current
value of ‘m’ subtracted from learning rate * differentiated value of the loss function
concerning ‘m’. The value of ‘c’ is updated with the current value of ‘c’ subtracted
from learning rate * differentiated value of the loss function concerning ‘c’.

4.1 Loss Function

The loss is the error in our predicted value of ‘m’ and ‘c’. Our goal is to minimize this
error and obtain the most accurate value of ‘m’ and ‘c’. Mean squared error function
is to calculate the loss, the two steps are given as,

1. For an x that is given, find the difference between actual ‘y’ and predicted ‘y’.
2. The mean square error function is calculated which is the mean of the difference

between actual ‘y’ values and predicted ‘y’ values.

Gradient descent algorithm is an iterative optimization algorithm. The loss func-
tion is the function to be optimized, here in our case is the difference between the
predicted y and the real value of y, which is the value of relative gain of selfishminers.
The scatter plot of gamma concerning relative gain is plotted in Fig 1. The regression
line of fit between the gamma values and the relative gain is shown in Fig 2.

Fig. 1 The scatter plot of
gamma versus relative gain
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Fig. 2 The linear regression
line of fit

The epoch of 1000 is carried out for finding the minimum value of m and
c for the best line of fit in gradient descent. The initial ‘m’ and ‘c’ values are
0.024731229061947763 0.043559816919804734 respectively. Thousand epochs are
carried out with the initial values of ‘m’ and ‘c’ as 0, respectively and the tail of the
epochs is shown in Fig. 3.

The head of the revised dataset with all the object variables such as name of the
difficulty adjustment algorithm ‘dash’ and the offset error, the value of which is ‘true’
is removed is shown in Fig. 4. Now all the other attributes are considered for gradient
descent and stochastic gradient descent.

The implementation is done in python for the gradient descent and stochastic
gradient descent of the above dataset and is given in the GitHub link, https://git
hub.com/jeyasheelarakkini344/StochasticGradientDescent-for-Dash-DAA-selfis
hmining-profitabiltiy. Since the features are on a different scale, we have performed
Scaling with Min-Max scaler function for the X that excludes ‘relative gain’ and for
the ‘y’ that has the values of the column ‘relative gain’ only and is shown in Fig 5.

Fig. 3 The tail of Epoch of 1000 iterations with’m’ and ‘c’ values

https://github.com/jeyasheelarakkini344/StochasticGradientDescent-for-Dash-DAA-selfishmining-profitabiltiy
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Fig. 4 Head of the revised dataset of Dash DAA for selfish mining attack

Fig. 5 Preprocessed X values of Dash dataset

In Fig 6, the target column which is ‘relative gain’ is shown as a one-dimensional
array. The reshaped ‘y’ values are shown in Fig 7.

In Fig. 8, the weight which is multiplied with the 19 features and the
bias to be added with the cost value is shown. The epoch versus cost
graph is shown in Fig. 9. So as the number of epochs increases, the cost
reduces. The predicted value of the relative gain is shown in Fig 10. for the

Fig. 6 Preprocessed ‘y’ values of Dash dataset
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Fig. 7 The reshaped ‘y’ values

Fig. 8 The weight, bias, and cost values of mini-batch gradient descent

Fig. 9 Epoch versus cost graph of mini-batch gradient descent

Fig. 10 The predicted values of the relative gain attribute

given values of 24,30,0.06,0,0,10000,150,0.013401937,0.01274954,11896.76,
–0.78750766,0,0,0,11000.03333,536.3,0.05911187,0,0 is shown.

The Epoch versus cost graph of the stochastic gradient descent is shown in Fig 12
with 10000 epochs. The prediction value for the stochastic gradient descent is nearer
to the original value than the mini-batch gradient descent and is shown in Fig 13.
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Fig. 11 The weight, bias, and the cost of the stochastic gradient descent

Fig. 12 Epoch versus cost graph of stochastic gradient descent

Fig. 13 The predicted value of relative gain in stochastic gradient descent

The gradient descent is for finding the local minimum in our dash difficulty adjust-
ment algorithm for profitably of selfish mining is implemented. We have taken only
the gamma values, which is the value of the honest miners and the relative gain
attribute is taken for the gradient descent algorithm. Relative gain is the blocks
mined by the selfish miners/total number of blocks mined in the main chain. The
scatter plot of the above values with the regression line of best fit is implemented.
Here the prediction of the values with mini-batch gradient descent and the stochastic
gradient descent is implemented.



Stochastic Gradient Descent … 597

5 Conclusion

Thus, the gradient descent algorithm for the value of gamma and relative gain
attributes in the dataset of the NIST dataset is implemented. The mini-batch gradient
descent and stochastic gradient descent for all the attributes in the above dataset is
implemented. Stochastic gradient descent is much faster than themini-batch gradient
descent. The high variance of the stochastic gradient descent causes the objective
function to fluctuate. Both mini-batch and stochastic gradient descent algorithms
are online learning algorithms. The future work can be deep learning models of the
above problem definition.

References

1. Dash - Dash is digital cash you can spend anywhere. https://www.dash.org/
2. Bai Q et al (2019)A deep dive into blockchain selfishmining. In: IEEE international conference

on communications vols. Institute of Electrical and Electronics Engineers Inc
3. Bissias G, Thibodeau D, Levine BN, Bonded mining: difficulty adjustment by miner

commitment
4. Chicarino V, Albuquerque C, Jesus E, Rocha A (2020) On the detection of selfish mining and

stalker attacks in blockchain networks. Ann des Telecommun Telecommun 75:143–152
5. DavidsonM,DiamondT (2020) On the profitability of selfishmining againstmultiple difficulty

adjustment algorithms, p 22
6. Grunspan C, Pérez-Marco R (2018) On profitability of selfish mining. arXiv
7. Heilman E, One weird trick to stop selfish miners: fresh bitcoins, a solution for the honest

miner
8. Kwon Y, Kim D, Son Y, Vasserman E, Kim Y (2017) Be selfish and avoid dilemmas: fork after

withholding (FAW) attacks on bitcoin. In: Proceedings of the ACM conference on computer
and communications security. Association for Computing Machinery, pp 195–209. https://doi.
org/10.1145/3133956.3134019

9. Nayak K, Kumar S, Miller A, Shi E, Stubborn mining: generalizing selfish mining and
combining with an eclipse attack

10. Negy KA, Rizun PR, Sirer EG (2020) Selfish mining re-examined. In: Lecture notes in
computer science (including subseries Lecture notes in artificial intelligence and lecture notes
in bioinformatics), vol 12059 LNCS. Springer, Berlin, pp 61–78

11. Nicolas K, Wang Y, Giakos GC (2019) Comprehensive overview of selfish mining and double
spending attack countermeasures. In: 2019 IEEE 40th Sarnoff symposium, Sarnoff 2019. Insti-
tute of Electrical and Electronics Engineers Inc. https://doi.org/10.1109/Sarnoff47838.2019.
9067821

12. Niu J, Feng C (2019) Selfish mining in ethereum
13. Saad M, Njilla L, Kamhoua C, Mohaisen A (2019) Countering selfish mining in blockchains.

In: 2019 international conference on computing, networking and communications, ICNC 2019.
Institute of Electrical and Electronics Engineers Inc, pp 360–364. https://doi.org/10.1109/
ICCNC.2019.8685577

14. Sapirshtein A, Sompolinsky Y, Zohar A (2017) Optimal selfish mining strategies in bitcoin. In
Lecture notes in computer science (including subseries Lecture notes in artificial intelligence
and lecture notes in bioinformatics, vol. 9603 LNCS. Springer, Berlin, pp 515–532

15. Zhang R, Preneel B (2017) Publish or perish: A backward-compatible defense against selfish
mining in Bitcoin. In: Lecture notes in computer science (including subseries Lecture notes
in artificial intelligence and lecture notes in bioinformatics), vol 10159. Springer, Berlin, pp
277–292

https://www.dash.org/
https://doi.org/10.1145/3133956.3134019
https://doi.org/10.1109/Sarnoff47838.2019.9067821
https://doi.org/10.1109/ICCNC.2019.8685577


Visualizing and Computing Natural
Language Expressions: Through a Typed
Lambda Calculus λ

Harjit Singh

1 Introduction

Church introduced a Lambda operator λ in 1941 and it is a vital tool used in syntax
and semantics. SinceMontague’s times, a typed formation of lambda abstraction has
been popular in linguistics [1].1 Sometimes, a lambda operator can be defined under
lambda expressions to focus on a specific property in a context. It appears such as
(a term = property) and fetching the predicate expressions in a second order logic
and first order logic, respectively [2].2 On the other hand, a lambda calculus is a set
of expressions and rules that produce certain new expressions. In general, a single
typed and monotyped lambda calculus is discussed many times in a literature [3].

However, it is a fact that the first order logic in contrast to a simple typed lambda
calculus allows infinite types of expressions that fundamentally enumerate from the
finite forms.3 Secondly, typed lambda notations are standard in mathematics and

1 It discusses a well-formed system in semantics through a systematic arrangement of typed mech-
anism in terms of natural language expressions that are semantically motivated. It represents the
following

(i) e is a type
(ii) t is a type then
(iii) both <e, t> is a type.
2 See Allwood et al. [2, p. 156].
3 Carpenter [4, p. 40] has pointed out that in a simple typed lambda calculus, each type either

belong to a basic type or a functional type.

Basic type ≤ Typ

(σ → τ) ϵ Typ if σ, τ ϵ Typ

H. Singh (B)
Indira Gandhi National Tribal University, Amarkantak, MP 484887, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. K. Bajpai et al. (eds.), Machine Vision and Augmented Intelligence—Theory
and Applications, Lecture Notes in Electrical Engineering 796,
https://doi.org/10.1007/978-981-16-5078-9_49

599

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-5078-9_49&domain=pdf
https://doi.org/10.1007/978-981-16-5078-9_49


600 H. Singh

computer science. At the same time, a single term calculus in itself has denoted a
formal representation of syntactic structures that are somehow different from the
first order and high order logic. On the other hand, we find three schemes when we
seeing the axiomatic nature of a simple typed lambda calculus [4]. The following
schemes are as

(a) α reduction

├ λx.α→ λy. (α [x→y])

∉ Free (α) & y is free for x in α]

(b) β reduction

├ (λx.α) (β) → α [x → β]

[β free for x in α]

(c) η reduction

├ λx.(α (x)) → α

[y

[x ∉ Free (α)]

In the context of a natural language (i.e. English), lambda operator λ resolves
passive and other cases within the propositional functions. It transforms such a func-
tion into one place predicate situation and binds the variables (x, y) in abstraction
to define the expressions in the following way.4

(d) X kicked chaster                <e, t> type  

(kick’ (chester’)) (x)           Propositional Expression

λ x [(kick’ (chester’)) (x)]   Lambda Expression 

Here (d) shows that variable (x) is bound by the lambda operator and it is a
well-formed expression for <e, t> type [5, p. 116].

The paper has a total of five sections. The first section begins with the
basic introduction of lambda calculus. The second section discusses the syntactic
and semantic background of lambda calculus. The third section deals with the
aims/objectives of the study. The fourth section analyzes the natural language expres-
sions concerning lambda abstraction and application. The fifth section concludes the
results and the future research.

4 For more details see Cann [5, p. 116].
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2 Related Works

As already has been pointed out lambda abstraction finds significant during
Montague, and later many semanticists incorporated this into linguistics. It became
a powerful tool to establish formal semantics. The following Fig. 1 shows the
grammatical nature of a lambda expression.

Figure 1 interprets how lambda expression applies in relative clause, predicates
andmany other cases in a natural language. However, a classic instance of the lambda
abstraction usually defines under ‘the proper treatment of quantifiers in English’. See
the Table 1.

Table 1 specifies that syntactic rules on the left handside translate into parallel
with lambda symbol λ that directly controls the NP and VP constitutes [1, 6, p. 350].

In fact, lambda operator/abstraction operator λ is a kind of binder which denotes
the infinite set of individuals in L1. In that case, it shows the characteristic function
of the set and sometimes, it shows the value description with the notation ϕ. On the
other hand, when both lambda operator and value notation removes from the set,
the left part is called β-reduction. Based on such function, almost many predicates
like love, like, kill, eat, see, meet, etc., defines effortlessly [7, pp. 94–95].

Table 2 demonstrates that a predicate ‘like’ can be expressed with various names
(i.e. Mary, John, Bill, Keat, etc.) bind with λ operator. It has a wide range here and
may cover set of individual those who like m = Mary. Secondly, the value notation
ϕ characterizes the set of individuals. And at last, both lambda operator λ and value
notation ϕ can be removed from the set of individuals to form a β-reduction situation.

Fig. 1 Lambda expression λ with grammar

Table 1 Syntax (rules and
interpretations)

Syntactic rules Translation

S → S and S S’1 & S’2

S → S or S S’1 ∨ S’ 2

VP → VP and VP λx (VP’1 (x) & VP’2 (x))

NP → NP or NP λP. (NP’1 (P) & NP’2 (P))
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Table 2 Syntax (categories
and λ operator)

Syntactic categories λ operator

Predicates and variables λx. Likes (m, x)

Predicate (Likes) with set of individuals (De) λx. Likes (x, m)

Value description [λx. φ]

β-reduction Loves (m, h)

3 Aims and Objectives

• To present a general survey on lambda operator λ
• To analysis natural language expressions in syntax and semantics through typed

lambda calculus λ
• To compute results when typed lambda calculus switches from one natural

language to another
• To propose an algorithm based on semantics of typed lambda calculus λ.

4 Analysis with Typed Lambda Calculus λ

We know that all objects around us identify with certain names, symbols, and terms,
etc. Moreover, they are significant for a natural language considered English, Hindi,
Punjabi, Marathi, Malayalam, etc. It is fascinating and challenging for us to develop
any logical system for such languages. We take English as a formal language to
understand the logical system for its expressions through typed lambda calculus. We
begin with the following proposition.

(i) Bill loves Elysha 

It is a combination of Subject/NP and Predicate/VP where an individual constant
Bill and Elysha respectively around the verb ‘loves’. Here V denotes a verb that has
binary relations and it is called a binary predicate. The ‘loves’ predicate attracts both
arguments, but the first argument is an empty slot intituitvely. The following way
defines this in L1.

Loves (b, e) 

Loves (_____, e)

We can compare the empty situation of ‘loves’ predicate with an abstraction that
requires the formal representation to fill it up. See Table 3.
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Table 3 Propositions with Lambda λ

Proposition Explanation

P1 Bill loves Elysha

Predicate (Binary) Loves (b, e)

Intuition ground (Empty slot) Loves (_____, e)

Abstraction field with λ λ

λ with variable x λx. Loves (x, e)

Table 4 Lambda abstraction

Lambda abstraction (syntax rule) Lambda abstraction (semantics rule)

If α is an expression of type t and u variable of
type σ then [λu] is an expression of type <σ,
t>. We say σ and t as input type and output type
of this expression

If α is an expression of type t and u variable of
type σ then [[λu α]]Mg is that function f from
Dσ into Dt such that for all objects o in Dσf (o)
= [[α]]Mg [u→o]

Adapted from Coppock and Champollion [6, p. 171]

Table 3 shows that a proposition ‘Bill loves Elysha’ has a binary predicate where
the empty slot (_____) is equal to abstraction. It fills up with a lambda operator λ

under the name of a variable x.5

4.1 Lambda Abstraction (Syntax and Semantics)

Furthermore, we must discuss both syntax and semantics-based lambda abstraction
rules.

Table 4, suggests that the input type goes to set of individuals and [λu. α] is the
output expression. At the same time, the semantics rule gives [[λu. α]]M,g expression
if there is an α and the domain of type must be under truth values.

4.2 Lambda Operator λ in Syntax

In syntax, individuals and their truth values and statements with conjunctions,
disjunctions, quantifiers and formulas are TYPE only according to simply-typed
lambda calculus. Thus, each expression carries at least one type of expression. Table
5 induces such expressions formally as.

Of these seven categories, the first is the basic level information about variables
such as x, y, z in a constant form. The second application part dealswithα and β; those
also type expressions. The third part shows that α and β both represent similarity if

5 Note that e denotes entity and t denotes truth values however both e, t used for functional types
such as <e, t>. These functional types also called a set of infinites. They denote individuals and
truth values under the domain. It is represented by De = the domain of individuals and Dt expresses
the truth values in the form of Dt = {1, 0} Coppock and Champollion [6, pp. 167–68].
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Table 5 Lambda and syntax

Basic
expressions

Application Equality Negation Binary Quantification Lambda
abstraction

Ct, n
(constant)
Vt, n
(variable)

For any
types σ and t
is an
expression of
type <σ, t>
and β is an
expression of
type σ then
[α] (β) is an
expression
of type t

If α and β

are items,
then α = β

is an
expression
of type t

If φ is a
formula,
then so is
¬φ

If φ and �

are
formulas
then so are
¬φ, [φ ∧
�]. [φ v
�], and [φ
↔ �]

If φ is a
formula and u
is a variable of
any type, then
[∀ u φ] and [∃
u φ] are
formulas

If α is an
expression
of type t and
u is a
variable of
type σ then
[λ u α] is an
expression
of type <σ,
t>

Adapted from Coppock and Champollion [6, pp. 180–81]

they are terms. The negation part tells us that if ϕ is a formula then it can appear
with ¬ also. Binary connectives mean that if any formula comes with ϕ ψ then it
can be combined with ∨, ∧, ¬, ↔ like connectives. In quantification, a universal
quantifier∀ and existential quantifier ∃ exist with variables in a formula. On the other
hand, in the lambda abstraction, any t expression binds with a lambda operator λ.

4.3 Lambda Operator λ in Semantics

Model and assignment function determine the natural language expressions by
mapping the semantic values in Lλ. Further, we say that <D, I> both are necessary
for M as a model that assigns the semantic values.6 The following way describes this
in L1.

L1 = M <D, I> 

D = De Dt

I = assignment function 

D = Domain for individuals that represent through the types e
D = Domain for truth values t

Table 6 shows that the first slot is for basic expressions with a non-logical constant
and a variable. The second one is about the application of α and β expressions in
the context of type. The third ‘equality slot’ discusses the truth value of α and β if
they belong to the same type. The fourth ‘negation slot’ tell us that the ϕ formula
translates into a ¬ϕ form. The fifth slot is the (negative, conjunctive, junction, etc.)

6 Remember that in a model M = <D, I>, D is the domain for a set of individuals which interpretes
with De and Dt describes the truth values in the form of {0, 1}.
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Table 6 Lambda and semantics

Basic
expressions

Application Equality Negation Binary
connectives

Quantification Lambda
abstraction

If α is a non
logical
constant then
[[α]]Mg= 1 (α)]

If α is an
expression
of type <σ,
t> and β is
an
expression
of type σ

then [[α
([[β]]Mg =
[[α]]Mg =
([[β]]Mg)

If α and
β related
with
same
type
then [[α
= β]]Mg

= 1

If φ is a
formula,
then
[[¬φ]]Mg =
1 iff
[[φ]]Mg = 0

If φ and �

are
formulas,
then [[φ ∧
�]]Mg = 1
iff [[φ]]Mg

= 1 and
[[�]]Mg =
1

If φ is a
formula and v
is a variable
the t type [[∀
v. φ]]Mg = 1
iff for all o ε

D:
[[φ]]Mg [v → o]

If α is an
expression of
type t and u
us a variable
of type σ then
[λ u α]Mg is
that function f
from Dσ into
Dt such that
for all objets o
in Dσ f (o) =
[[α]]Mg [σ → o]

Adapted from Coppock and Champollion [6, pp. 187–88]

binary connectives formedbywffs. The sixth ‘quantification slot’ dealswith universal
and existential quantifiers, and the last seventh slot shows the lambda λ as a binder
for types [7, 8, pp. 170–88].

5 Discussions and Results

Based on the above lambda abstraction λ in Tables 5 and 6, we take as input to
compare two different languages to see the actual output. The first abstraction rule
in syntax begins with usual expressions and ends with the lambda λ. It is suffi-
cient to generalize the formal syntactic representations in both languages here.
Secondly, abstraction rule in semantics has similar categorization and it computes
such languages.

We see Tables 7 and 8 where both languages (English and Punjabi) have 1:1
correspondance in syntax and semantics of lambda calculusλ. Moreover, two natural
languages are going to map in the same way. In other words, we argue that any ‘y’
kind of a natural language gets generated by formal language ‘xs’ . However, double
complex and compound predicates, reduplicated forms and mainly addressing notes
are typical instances that will discuss by following intention and intuition-based
research and applications [8, 9].
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Chart 1

Start with assumption of 

type e, t for all objects

Search the abstraction 

slots

Fill up abstraction slots with a lambda operator 

λ

Allow lambda 

operator λ as binder

Maintain model and 

assignment function in L1
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Step 1: Objects with <e, t/et>

Under step 1 we take two sets of common nouns (CNs) and proper nouns (PNs)
with a single predicate ‘loves’. AGR refers to another name such as arguments of both
CNs and PNs that represent either e type or t type in a discourse [10, 11].
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Step 2: Slots (______)

According to step 2, it shows that an external or a front AGR place must
be an empty slot in a predicate ‘loves’. Such slot finds with CNs and PNs sets.

Step 3: Slots with lambda operator λ

Step 3 determines that the empty slots in CNs and PNs are abstraction places that
fills up with a lambda operator λ. We add this operator in front of each empty slot.
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Step 4: Lambda operator λ as binder for variables x

In step 4, we argue that a lambda operator λ binds x variable in the same slot.
Because it is difficult to select each name separately for the same function here.

Step 5: Model and assignment functions

The step 5 defines the formal representation with a model (M) that contains (D)
and (I) function assignment as g. Any set of individuals, as appears in step 1, is a part
of e, t/et domain which directly links with truth values (1, 0).

6 Conclusion

We understand that a language like English has a formal representation. Small and
simple statements in any natural language are expressions that are nothing but a set
of finite or infinite types. We find that a lambda operator λ describes such infinite
sets better because it takes all types of expressions (equality-based, negation-based,
and so on) in the form of a type and binds them to avoid repeating any name. It also
frames syntax and semantics of a natural language. Following such observations, a
proposed algorithm helps us to analyze small CNs and PNs individual sets.
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Non-destructive Fusion Method
for Image Enhancement of Eddy Current
Sub-surface Defect Images

Anil Kumar Soni, Ranjeet Kumar, Shrawan Kumar Patel,
and Aradhana Soni

1 Introduction

Non-destructive Evaluation (NDE) techniques are broadly used in various indus-
tries in order to assess the immaculacy and adequacy of materials and structure
components without disturbing the functional properties and worth. The EC testing
technique works in the principle of electromagnetic induction for inspection of the
metallic materials. EC testing technique is used for detection and sizing of defects
in the metallic material, but due to the skin effect phenomenon, penetration of eddy
currents into the metallic material is limited and detection of sub-surface defects
is challenging [1]. Use of large diameter EC probe and lower excitation frequency
increase the detection sensitivity for sub-surface defects by increasing the deeper
penetration of eddy current into the material [2–4]. However, the use of large diam-
eter probe and lower excitation frequency cause the blurring or oversizing in defect
images and also decrease in resolution aswell as SNR [1]. In this regard, combining of
defect information (image) from different excitation frequencies as well as different
diameter probe are beneficial.

The process of combining two or more images containing complementary as
well as redundant information into a single image is called image fusion. Image
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fusion maximizes the information content in the image [5]. Image fusion is gaining
importance in NDE for image enhancement of the defect images and various fusion
methodologies are successfully reported for different NDE defect detection tech-
niques. Gros et al. used Bayesian analysis, Daubechie wavelet, steerable pyramid
transform and multi-resolution mosaic-based image fusion methods to combine
eddy current and infrared thermographic images from carbon fiber reinforced plastic
(CFRP) composite panels. They observed that data fusion increased the knowledge
about flaw location and size. They also reported that more advanced fusion tech-
niques may be developed for a specific NDE application to reduce the uncertainty
and increase the overall performance of NDE [6].

Multi-resolution-based image fusion techniques are proposed by various
researchers and they have reported that by utilization of these transformation tech-
niques removal of disturbing (noise) signal from defect images and retains the defect
information are possible. They also reported that development of efficient algorithms
is essential for dealing large amount of data from sensory, measurements and stored
data [7–9].Muduli et al. proposed amodel for an efficient and reliable crack detection,
which combines the best features of canny edge detection algorithm and Hyperbolic
Tangent filtering technique using an efficient Max-Mean image fusion rule. They
found that the fused images have high value of PSNR and an optimized edge detec-
tion technique [10]. A detailed survey is carried out by Arun et al. to identify the
research challenges and the achievements till in the field of crack detection in NDE
[11].

Apart of NDE, various image fusion methods are reported in different applica-
tion. Wang et al. proposed a fractional Fourier transform-based image fusion method
and found that the fractional Fourier transform develops the signal analysis into
fractional domain and can reflect the signal information in the time domain and the
frequency domain simultaneously and also provides more detailed information and
higher spatial resolution [12]. Yi-Fei et al. develop the fractional differential masks
for image enhancement and reported that the fraction differential-based techniques
are more efficient for the images contains nonlinear behavior of information [13].
Images of sub-surface defects of metallic material are nonlinear in behavior; because
the presence of various parameters effects the sub-surface defect images. From the
above literature it is found that the fraction derivative-based image fusion method-
ology can improve the defect information and resolution. In this paper, factional
derivative-based image fusion methodology is studied for improving the quality and
information of the defect images and the performance of the proposed fusion algo-
rithm is compared with the commonly used NDT fusion algorithms by using the
image metrics such as SNR and entropy.

2 Theoretical Background

Proposed fusion method used the fractional derivative-based approach for combina-
tion of EC images. The proposed fusion method generates the derivative of the input



Non-destructive Fusion Method for Image … 615

images, which are used as input images for wavelet transform-based image fusion.
Fractional derivative has three popular definitions by Griinwald–Letnikov (G–L),
Riemann–Liouville (R–L), and Caputo, which is used in image processing and they
are equivalent in initial condition. The R–L definition of derivative of fractional order
α > 0 is defined as [12, 14]:

aD
α
t = 1

�(n − α)

(
d

dt

)n
t∫

a

f (τ )

(t − τ)α−n+1 dτ(n − 1 < α < n) (1)

where �(.) is a gamma function:

�(n) =
∞∫
0

tn−1e−t dt (2)

Define the generalization of the factorial in the following form:

�(n) = (n − 1)! (3)

Proposed fractional derivative-based image fusion method is hybrid in nature
which is the combination of fractional derivative and wavelet transform. Proposed
image fusion method used the R–L definition of derivative and discrete wavelet
transform. In this process, α order (0–1) derivative of input images is generated first
and after that the wavelet transform-based image fusion is performed. For wavelet-
based image fusion 3-level decomposition process is taken for the derivative of
the input images. For reconstruction of the fused image inverse fraction derivative
is generated by fraction order (−α). The algorithm flow diagram of the proposed
fusion process is shown in Fig. 1.

3 Generation of Eddy Current Images

For generation of EC images of sub-surface defects, EC instrument is developed
which comprising of low-frequency, high current excitation and high sensitive lock-
in-based phase angle measurement blocks. Photograph of the experimental setup is
shown in Fig. 2. Developed system generates the sine wave signal which has variable
excitation current (up to 3A) and frequency ranging from 500Hz to 80 kHz. UsingNI
PCI-7330 motion control card through LabVIEW program, an automated line scan-
ning of EC probe over SS plate is realized. The excitation source signal and receiver
coil response are acquired simultaneously using NI PCI-6220 data acquisition card
(DAQ) for generation of sub-surface defect images [3].
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Fig. 1 Algorithm flow diagram for the proposed image fusion process

Fig. 2 Photograph of the experimental setup

For performance analysis of proposed image fusion methodology, phase angle
images of a sub-surface defect located 8.0 mm below the surface at frequency 5 and
7 kHz have been generated using the developed ECT instrument and cup-core probe.
Generated EC images of sub-surface defect have dimension as length 30.0mm,width
2.5 mm and the depth 8.0 mm below the surface of a 12.0 mm thick stainless steel
plate. These generated images have been used for evaluation of the proposed image
fusion methodology. Generated input images are shown in Fig. 3.

4 Performance Analysis Metrics

For performance analysis of proposed fusion methodologies SNR, entropy and stan-
dard deviation have been used. The SNR is defined as the ratio of mean or expected
value of flaw signal (μSignal) to the standard deviation of the noise (σnoise) in the
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Fig. 3 EC defect images with frequency (a) 5 kHz (b) 7 kHz

image and define as [5]:

SN R = 10log10
μSignal

σnoise
(4)

The SNR will tend to infinity when the flaw image is free from noise. Image with
high SNR provides the better quality image.

The entropy of an image describes the amount of information present in the image.
The entropy (H) of the image is defined as [5]:

H = −
M∑
i=1

N∑
j=1

P(i, j)log2P(i, j) (5)

where P is the probability of pixel-level image intensity. Entropy is sensitive to noise
and other unwanted rapid fluctuations in the image. Low entropy images have very
little contrast and large number of redundant data. But the higher value of entropy
shows the contrast in images and higher information content.

Standard deviation is a statistical quantity, which is used to measure the amount
of variability or dispersion around the mean of the image. It is a measure of the image
contrast and is defined as [5]:

Standard deviation(σ ) =
√√√√ M∑

i=0

N∑
j=0

(I (i, j) − μ)2

MN
(6)

μ = 1

MN

M∑
i=0

N∑
j=0

I (i, j) (7)
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where I is the image, μ is the mean of the image, M and N refers to the maximum
number of pixels in the image in horizontal and vertical direction respectively and i
and j are the indices which refers to the individual pixels of the image. An image with
high contrast would have a high standard deviation, because of the higher dispersion
(higher range of data) around the mean of the image.

5 Result and Discussion

In this paper performance of the proposed image fusion method have been analyzed
by commonly used NDE image fusion method such as Laplacian pyramid, wavelet
transform-based and principal component analysis-based image fusion techniques.
Process of implementation of this NDE image fusion method have been discussed
by Thirunavukkarasu et al. [5]. From Fig. 3 it is clearly visible that the information
contains in input image of sub-surface defect is not sufficient for characterization
of defect. A good improvement in defect images have been found after the various
fusion methods were applied. Figure 4 shows the fused images generated by using
various NDE techniques and proposed image fusion method.

Table 1 and Fig. 5 shows the performance analysis matrices for the analysis
of fused images. From the result, it is clearly seen that the proposed method has
improved the quality of fused images. Laplacian pyramid and PCA-based image
fusion approaches have improved the visibility of the defect in images but the SNR
and SD have not improved. However, the wavelet transform-based fusion method
show the improvement in SNR, standard deviation and entropy also. The proposed
fusion method shows good improvement in performance matrices as well as the
visibility of the defect image. A 13.64 dB SNR has been determined for the proposed
methodology.

6 Conclusion

Laplacian pyramid, wavelet transform and principal component analysis-based
image fusion techniques are compared with the proposed fractional derivative-based
image fusion method. For this, the eddy current sub-surface defects images are
utilized for enhancement which is generated by the developed eddy current instru-
ment. The performance of image fusion techniques has been analyzed by SNR, stan-
dard deviation and entropy. The proposed fusion method showed highest improve-
ment in SNR (13.64 dB), standard deviation (0.0085) and entropy (0.65) and found
to be superior as compared to the other fusion methodologies. Hybrid nature of the
image fusion method makes the proposed method more superior as compared to the
direct wavelet transform.
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Fig. 4 Fused EC defect images. a Laplacian Pyramid. b Principal component analysis. c Wavelet
transform. d Proposed Fusion method

Table 1 Performance Analysis Metrics of fused image

S. no Fusion Method Entropy SNR Standard deviation

1 Input Image 1 (5 kHz) 0.2242 5.62 0.0007

2 Input Image 2 (7 kHz) 0.2899 5.32 0.0014

3 Laplacian pyramid 0.3241 6.02 0.0015

4 PCA 0.369 10.43 0.0023

5 Wavelet Transform 0.5536 11.32 0.0047

6 Proposed Method 0.6461 13.64 0.0085
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Fig. 5 Performance Analysis Metrics of fused image. a SNR. b Standard deviation. c Entropy
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Histogram-Based Image Enhancement
and Analysis for Steel Surface
and Defects Images

Ranjeet Kumar, Anil Kumar Soni, Aradhana Soni, and Saurav Gupta

1 Introduction

Product quality, it indicates the strength of the product that serves to the
customer/consumer in all the field. In industrial production like steel plates and rods
that essential for the infrastructure strength; here, quality assurance is a key aspect for
the steel sheets or rods. To ensure quality and strength, different methods or systems
are followed by industries like visual inspection [1, 2] and non-destructive testing
[3–6], etc. Nowadays, visual inspection of surface and defect are in practice for steel
sheets and rods due to its effectiveness and cost-effective process [7]. However, the
quality of video or images also plays a key role in visual inspection. During the visual
inspection, exposure of light or surrounding luminance can affect image quality.
therefore, a robust image or video processing tools/image enhancement technique is
needed to retain the image quality [7, 8].

In the production of steel at a larger scale, the rolling affects the surfacemicrostruc-
ture of the steel sheets or rods [8, 9], which in turn impacts the mechanical properties
in terms of quality and strength. Visual inspection methods or technology based
on image processing has been widely used in various fields, such as electronics
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Fig. 1 Industrial visual inspection setup based on images and its analysis

chip, healthcare, the manufacturing industry, the textile industry, and the automo-
bile industry, media and art industries for its exclusive advantages of perception,
precision, and suitability [10]. Here, several techniques are developed for visual
quality enhancement of steel surface images that help to analysis in defect identifi-
cation by automated or semiautomated inspection system [11]. These techniques are
followed several operations like morphological filtering, noise filtering, processing
in the transform domain, data compression, histogram equalization for images even
for the industrial application like product surface and defect inspection [12–16].

Indeed, the number of researches related to defect detection has grown rapidly over
the past decade due to the rapid advance of the computing system, the improvement
of sensor performance, and the progress of image processing technology. The basic
components of a typical visual system are an image acquisition unit/camera, an image
processing unit, and a control execution/analysis unit as illustrated in Fig. 1.

Here, visual inspection plays a key role for the detection of surface defects in
real time; if image quality is suitable for human vision or computer vision system
in different applications like defect segmentation and detection, defect classifica-
tion, etc. [17, 18]. The objective of this paper is to evaluate different enhancement
techniques based on histogram processing of surface images of steel plates and rods.

In this paper, the contrast control image enhancement technique has been
exploited based on histogram processing. Here, the different histogram equaliza-
tion process is also evaluated for the grayscale steel surface defect images. The
performancemeasures with approximation quality metrices like peak signal-to-noise
ratio (PSNR), mean square error (MSE), maximum error (ME) and ratio of l2-norm
values. Further enhanced images are very important inputs for automated system like
classifiers or other operation.

In this context, this paper is organized as follows: a brief introduction of visual
inspection and its importance discussed for steel surfaces in section one; further,
section two explained the image enhancement with histogram techniques. In section
three, detailed result analysis is elaborated with a brief of steel surface image dataset
followed by the conclusion and references for the presented work.
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2 Image Enhancement with Histogram

A grayscale image is one in which the value of each pixel is a single illustration
of an amount of light, that is, it brings only intensity information [19]. Where low
or high intensity of light or information may lead to poor visual quality of image,
which may not use for information extraction by humans or machines. Therefore,
the visual quality of images is further corrected by the different techniques in several
application fields [16, 20]. Particular, in industrial applications like steel surface
images are captured in grayscale by the system for visual inspection. Here, image
enhancement techniques help a lot to maintain the visual image quality. As light
intensity concern, images are explained with histogram analysis that represents the
number of pixels in an image at each different intensity value found in that image.

In Fig. 2, two different histogram representations are shown for an image in
original and processed formas illustrated in Fig. 1.Here, the original image histogram
represents the frequency of pixel intensity in the range of 20–200; whereas processed
image histogram represents the frequency of pixel intensity in the range of 10–255
that outcome is better visual quality of image. It’s clearly illustrated enhanced visual
image quality achieved with histogram processing as shown in Figs. 1 and 2. In this
paper, three different histogram processing methods are exploited for steel surface
grayscale images for better visualization of defects. These are as follows: histogram
adjustment, histogram equalization and adaptive histogram equalization. The detail
of these techniques is well explained by the researcher in the very rich reference
database of image processing [17].

2.1 Histogram Analysis

Image histograms are broadly used in several fields of image processing, due to
its low computational cost and many other advantages, such as image translation,
rotation, and scale invariance, specifically in the fields of threshold segmentation of
grayscale images, image retrieval and image classification based on the color scale.
Here, histogram or contrast adjustment refers to the redistribution of the histogram of
image over the entire scale of intensity [17, 21]. In this process, a linear mapping of
a subgroup of pixel values to the entire range of display intensities (dynamic range).
This outcome is a higher contrast image by less bright pixels whose value is below
a specified value and high bright pixels whose value is above a specified value.

The process of regulating intensity values can be done inevitably using histogram
equalization. Histogram equalization involves transforming the intensity values so
that the histogram of the output image approximately matches a specified histogram.
The equalization process referred to the cumulative distribution of histogram or
image pixel values that produces better contrast and brightness as compared to the
original image [18, 19].
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(a)

(b)

Fig. 2 Histogram representation for a original/acquired image, and b approximated/processed
image of images shown in Fig. 1
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Further, the HE technique is improved for the better visual quality of images. It
varies from ordinary histogram equalization in the respect that the adaptive method
computes multiple histograms, each corresponding to a distinct section or block of
the image, and uses them to redistribute the brightness values of the image. It is,
therefore, fit for refining the local contrast and enhancing the definitions of edges in
each region of an image [20]. Still, AHE inclines to overamplify noise in relatively
homogeneous regions of an image.

In this paper, these techniques are introduced in brief to enrich the feasibility of
image processing techniques and tools in industrial applications like metal surface
image processing. A rich literature is available in the field of image processing and
applications; however, some of the suitable references are included for the detail
information of techniques.

3 Results and Discussion

In this paper, steel surface defect images are obtained from the Northeastern Univer-
sity (NEU) surface defect database. The database contained 1800 grayscale images of
6 different kinds of surface defects of hot-rolled steel strip as follow: rolled-in scale
(RS), patches (Pa), crazing (Cr), pitted surface (PS), inclusion (In) and scratches
(Sc) [9, 22]. Figure 3 shows the 12 different images of pixel size 200 × 200 for 6
kinds of database defect subjects as discussed. With these images, histogram-based
image enhancement techniques were analyzed with different quality metrices such
as peak signal-to-noise ratio (PSNR), mean square error (MSE), maximum error
(ME) and ratio of l2-norm values of original and processed image. These metrices
are especially prescribed and widely used in assessment or qualitative analysis of
processed/approximated signals, images and video [15, 23–27]. These are defined
as follows:

• Peak Signal to Noise Ratio (PSNR): 20 log
(

2B − 1√
MSE

)

where MSE represents the mean square error and B represent the bit/pixel value
of image.

• Mean Square Error (MSE): ‖X − Y‖2
N

where X and Y represent the original and processed/approximated image and N
is the total number of image pixels/elements.

• Maximum error (ME): max|X − Y |
• l2-norm ratio: ‖X−Y‖2

‖X‖2

In this section, a qualitative and visual analysis are illustrated for different defect
subject images in Figs. 4 and 5, respectively. In Fig. 4a, PSNR value is compared for
presented techniques such as histogram/contrast adjustment (HA), histogram equal-
ization (HE) and adaptive histogram equalization (AHE) with 12 different images of
6 surface defects. Where, AHE technique PSNR value is better with respect to other
both techniques for the images except the patch defect images. Similarly, Figs. 4b,
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(a) (b)

(c) (d)

(e) (f)

Fig. 3 Sample Steel Surface Defect Images: a crazing, b inclusion, c patches, d pitted surface,
e rolled-in scale, f scratches [11]

c illustrate the comparative analysis of MSE for the techniques with sample surface
defect image. It is clearly shown that the MSE of AHE processed images are less
compared to other techniques for the images except the patch defect images.

In Fig. 4d, the l2-norm ratio of difference of original and processed image with
original image. It indicates the original pixel intensity deviation with respect to
processed image value. Here, AHE technique scored less deviation as ratio as
compared to others for all the sample images. With this analysis, AHE technique
is more suitable for the steel surface images. Further, visual analysis was carried out
for better interpretation or annotations of images.

Figure 5 illustrates the visual quality comparison of HA, HE and AHE techniques
for 6 sample images of 6 kinds of surface defects from database. As discussed,
based on quality metrices analysis AHE is better for the enhancement as compared
to other techniques. Here, also observed enhanced image with HA or HE contains
over or under brightness level that moves towards image quality degradation in some
area of image. Whereas, AHE-based enhanced images are uniformly enhanced with
balanced brightness levels that help to recognize the surface defect as per human
vision system (HVS).
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(a)

(b)

(c)

(d)

Fig. 4 Approximation quality analysis of different enhanced surface defect images using HA, HE
and AHE technique based on different metrics such as a PSNR, bMSE, cME and d Image Quality
Deviation
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 5 Original and enhanced image with HA, HE, AHE techniques: a crazing, b inclusion,
c patches, d pitted surface, e rolled-in scale, f scratches
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Overall, quality metric and visual analysis indicate the histogram processing-
based adaptive equalization method is more suitable for enhancement of grayscale
steel surface defect images.

4 Conclusion

In this paper, histogram-based image enhancement techniques are studies for the
grayscale steel surface defect images of different subjects. Here, results and its anal-
ysis are clearly recommended for the suitable technique based on quality metric and
visual analysis that may be further evaluated with other annotation procedures. The
texture scale of steel sheet or rod surface is uniformed that results in acquired images
having uniform texture grayscale. However, poor visual quality of images may hide
the defects like scratches, craze, etc. Here, adaptive histogram equalization (AHE)
technique enhances the visual quality of image with balanced brightness, texture
features as compared to HA and HE techniques. The enhanced image may be helpful
for present and future semiautomated or fully automated visual inspection system in
industrial applications.
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Predicting Depression by Analysing User
Tweets

Abhay Kumar, Vaibhav Pratihar, Sheshank Kumar, and Kumar Abhishek

1 Introduction

Depression is a psychiatric disorder, and more than sadness [1]. It is a common
psychiatric disorder, but a severe one. Depression often characterises feelings of
being unmotivated, sad, and hopeless, discouraged, lack of interest in life. Depression
comes with symptoms of anxiety, and sometimes Depression can lead to suicide [2].
For every personwho attempts suicide, as perWHO report, 20 ormorewill attempt to
end their life (WHO, 2012). Depression now becomes a global burden of disease and
affects people across the globe. Depressive disorders (mood disorders) are of three
types (1) Major depression (2) Persistent depressive disorder, (3) Bipolar disorder.
Depression may cause due to a combination of biological, genetic, psychological
and environmental, factors.

More than 300 million people of all ages suffer from this disorder globally.
Supporting and treating this disorder have been considered insufficient, and there
is still no reliable test for diagnosing this order. CES-D (Center for Epidemiologic
Studies Depression Scale) designed some tests in the form of Questionnaires such
as screening test, but they are not easily attainable.

To tackle these issues, we take the aid of social media as a tool for predicting
Depression. People are increasingly using social media platforms to share their feel-
ings with their contacts. Social media provides a means for capturing behavioural
attributes like thinking, mood, communication and socialisation. The tweets or posts
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used in social mediamay indicate feelings which characterise Depression. This paper
proposes the hypothesis that a constant language activity expressing negativity in
sentiment over a period of time may be a sign of Depression.

Significant contributions in this paper are as follows:

• We use Twitter for data mining for assessment for thousands of tweets with poten-
tial signs of Depression. Twitter seems to be a viable option for selection among
all the other platforms since it provides user status access without any hassle.

• A lot of steps involving filtering and pre-processing are applied to generate data
into a more structural and usable format for further stages. A tweet is then reduced
to score (or vector) based on the expression of sentiment on a scaled basis, certain
word count and overall word count. This score is then fed to a trained classifier
model that compares depressed user class behaviour and standard user class.

• A potential list of depressed users is generated from the above step. This list
comprises variousTwitter handles—usernameof the person suspected of suffering
from Depression. These handles are then used to retrieve the recent most tweets
for further assessment which yields a list of people suffering from Depression.

The rest of the paper is organised as follows: Sect. 2 contains RelatedWork, Sect. 3
contains the Proposed Method for the model, Sect. 4 details the results obtained by
themodel and some Limitations. Section 5 concludes the research on our end, and the
potential future work to improve or overcome major hurdles to optimise the results
further.

2 Related Work

There has been much work in the past which focuses on text filtering and sentiment
analysis. The various works include data mining from Twitter, blogs and other social
media.

In 2010 Pak and Paroubek [3] showed that Twitter could be used to create a corpus
for training a model for sentiment analysis. In 2012 Gokulakrishnan and Priyanthan
[4] analysed the problem of sentiment analysis. They provided guidelines on how
we can pre-process Twitter tweets to organise an enriched training set. In 2007
Godbole et al. [5] worked on identification of sentiment for news and blogs. There
have also been many works that have proved that microblogs such as Twitter and
the social activities present on the internet help recognise users’ sentiment. In 2012
Kotikalapudi et al. [6] used real-time internet data to associate Depression and its
signs in college students with internet usage. Similarly, Moreno et al. [7] showed that
Facebook status updates might help analyse the user’s mental health. The tendency
to share their Depression and the treatment of Depression on Twitter was exposed
by Park et al. [8]. In 2008 Pang and Lee [9] surveyed and described the techniques
available for opinion-oriented information retrieval. Yang et al. [10] constructed a
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corpus for sentiment analysis after analysing the web blogs. He used SVM and CRF
learners to classify sentiments of each sentence. Go et al. [11] created training data
with Twitter and then perform sentiment search based on emoticons. He divided the
tweets in ‘positive’ and ‘negative’ class and implemented Naïve Bayes classifier to
training purpose. It worked well for two-class classification, but as the ‘neutral’ class
was included, the classifier model could not give satisfactory results.

Kumar et al. [12] proposed a method to handle the Depression. The model is
trained using Naïve Bayes, gradient boosting and random forest. A sample of 100
users is taken for analysis. The proposed model achieves a classification accuracy
of 85.09%.

De Choudhury and Gamon [13] proposed a method to identify Depression using
Twitter. Authors crowdsourced method to compile a list of Twitter users and Bag of
Words approach to quantify each tweet. Their method recorded an accuracy of 81%,
with a precision score of 0.86.

Early Detection of Depression was proposed by Hutto and Gilbert [14]. Authors
used Rando Forest classifier to diagnose the disease. In their paper, authors used a
dual model which performs better than singleton by more than 10%.

All the work that had been done till now focuses on determining the written state-
ments or sentences’ sentiment as either ‘positive’ or ‘negative’. They have focused
on microblogs and Twitter, which have significantly less text per user. Still, the work
done so far establishes a platform that allows us to extract sentiment even from a
single statement said by the user. The use of SVM and Naïve Bayes classifier has
proved that they can be used for classification purposes of the text to find their senti-
ment. The textual data and the use of emoticons in the sentiment analysis have been
proven very helpful. What is lacking is that none of the research so far has used these
microblogs for determining the existence of Depression in the statement of the use.

3 Proposed Solution

Themain issue for which a detailedmodel will be presented in this paper is threefold.
(1) Extract the textual part of the tweet from different user accounts using API.
(2) Create a dataset that contains the Twitter users’ tweets. This dataset should be
processed and ready to train on a required training model. (3) Given the dataset,
every entry of that dataset has to be classified in one out of two desired classes, i.e.
either the tweet is depressed or not depressed. To accomplish this task, a training
model is required which will efficiently perform in the classification. Once any tweet
is classified as depressed, the tweeting user can be judged based on his previous
tweets, whether he had been showing the same sentiment in his past tweets or not.
Judging on that it has to be predicted if that user is suffering from Depression or not.
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Fetching Text Pre-
processing Scoring PredictionTraining 

Classifier

Fig. 1 Proposed methodology

It is done because one depressed behaviour or action does not qualify for the criteria
to say that the person is depressed. He might be having a bad day. So, to know more
accurately, past behaviour monitoring is also required.

3.1 Proposed Method

The proposed method of this paper shown in Fig. 1 is presented in four stages:
(1) Data mining (2) Dataset Creation (3) Scoring of the tweets (4) Training of the
classifier model and prediction of tweets.

Stage I: Data Collection

Tweets from are fetched using Tweepy API based on certain words that resemble
the sentiment of Depression or grief in general. The mentioned API is capable of
handling O-Authentication and also provides a streaming API. The streaming API
provides tweets in real-time. Different Parameters can be used along with the API
such as language constraints, geographical constraints, inclusion or exclusion of
media entities (GIFs, Images, videos, etc.), re-tweeted status, etc., for better results.
In addition to the above features, Tweepy can also retrieve recent-most tweets from
a particular account with just the user’s screen name.

A total of 3223 tweets was taken from @depressionarmy, @depressingmsgs,
@depressionnote, @RethinkDep, and other similar Twitter handles that quote
depressing thoughts often re-tweeted by people suffering from Depression. These
tweets fetched were strictly of ‘English’ language without any media entities.
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Algorithm: Fetch Tweets based on keywords
INPUT: Keywords which sound sad or depressed
OUTPUT: Tweets with username

1. Con Key = “************”
2. Con_SECRET = “************************”
3. ACC_TOKEN = “*******************”
4. ACC_TOKEN_SECRET = “*****************************”
5. auth = API.OauthHandler(CONSUMER_KEY,CONSUMER_SECRET)
6. auth.setAccess(ACCESS_TOKEN,ACCESS_TOKEN_SECRET)
7. api = API.Cursor
8. tweets = {}
9. for tweets in api.search(Depressed Keywords):
10. if ‘retweeted’ then

11. Add (tweet.user_name+tweet.retweeted.text) to tweets
12. else
13. Add(tweet.user_name+tweet.text) to tweets
14. END if
15. END for
16. return tweets

Stage II: Dataset Creation

All the tweets fetched from the Tweepy API come in XML format. There is a set
of key-value pair for each tweet where keys refer to various attributes related to the
tweets. The ones relevant for this study are the textual part of the tweet and the user id.
So they are separated from the format, and a separate dataset is created using those.
The tweets now gathered still have so many noises in it, and it has to be reduced in
order to proceed further with our classification. Several methods have been applied
to pre-process the tweets. They are discussed in the following paragraphs.

Filtering Phase

There are various overheads that will be unrecognisable by the model and will not
possess any general significance. These entities need to be filtered out as they will
create an exception error in further stages. Since the data is present in textual format,
regular expressions are used extensively to achieve this task. Entities arematched and
replaced with white-spaces. Different procedures are applied on top of each other.
Some of these tasks are:

1. Hashtag removal (‘#’)
2. Mentions removal (‘@’)
3. Removal of URLs (‘http://’).
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Algorithm: Filter Tweets
INPUT: Unfiltered Tweets retrieved using API, Regular Expression of unwanted 
entities
OUTPUT: Filtered Tweets
1. filtered_tweets = {}
2. for each tweet in unfiltered_tweets:
3. for each word in tweet:
4. If word matches with regular_expression then
5. Remove that word
6. END If
7. END for
8. filtered_tweed.append(tweet)
9. END for

Preprocessing Phase

The output of the filtering phase contains data consisting of slangs, emoticons, abbre-
viations, etc. Furthermore, the data are not of relevant use yet. Several mechanisms
are applied to make the data more structured and suitable for use. First, with the help
of regular expressions abbreviations such as ‘LOL’ signifying ‘Laughing Out Loud’,
‘rn’ signifying ‘right now’, and slangs such as ‘booooooooring’ meaning ‘boring’,
‘happppppy’ instead of ‘happy’ are handled. Similarly, emoticons are turned to rele-
vant words carrying the same meaning, for ex: ‘:-)’ is converted to ‘happy’ while
‘:-(’ is converted to ‘sad’. Once the data is present in a regular English format, it can
be brought down to a structural format for different phases.

The concepts of NLP are then applied to the dataset. Each tweet is tokenised, i.e.
split into words, using the NLTK module library. These tokenised words still contain
insignificant words which only increase computational overhead without providing
any useful information. These words are usually ‘prepositions’,’conjunctions’ or
‘Interjections’, for ex. The words ‘the’, ‘is’, ‘a’, etc., will not convey any sentiment.
A set of these kinds of words is already present in the NLTK library stored as
stop-words. They are filtered out while handling each tweet in the tokenised set.
Furthermore, the data present may contain different tense forms of some words,
higher vocabulary words, etc. To handle this anomaly, lemmatisation [15], which is
an advanced form of stemming, is used. The process of lemmatisation returns a word
in its root form,whichwill be present in the lexicon. Note that theword returned from
the lemmatisation process will be a dictionary word, a dictionary of the language of
corpora over which the lexicon was trained. This process is quite vital and preferred
over stemming since it is necessary to bring down each word to its correct root form
so that the lexicon may utilise it for scoring the sentiments.

To generate a significant feature from each tweet, it is vital to understand the
context of each and every word present in it. Hence, it is vital to determine what
is the part-of-speech tag of each word is. Each and every word of the tokenised
tweets are tagged using the Hunpos tagger of NLTK library. The tags generated are
of excessive, unnecessary detail and needs to be further merged together to make the
data more structured. A chunking phase is then applied, which takes word pos tags
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as input and provides a chunk of word-tags as output. Mainly after chunking only 5
tags remain—noun(n), verb(v), adverb(adv), adjective(adj) and pronoun(pro). The
data present at this stage is in word-tag format and can be directly fed to a lexicon
to generate a numerical value which signifies a meaning resembling sentiment and
henceforth carrying the same required information.

Since the primary task remains to determine sentiment in terms of some mathe-
matical form, a set of attributes needs to be proposed which can be used to categorise
the difference in behaviours of users of two types—the first type being the targeted
type, i.e. person whose tweets indicate they might be suffering from Depression or
deviating from natural behaviour and the second one being the regular people with
no depressive episodes.

Stage III: Scoring

Now that a filtered dataset is created, some features are defined and derived from
the tweets so that they can be fed as inputs to our classifier model. Various thinking
processes have given the following scores for each tweet.

Depression Language

A person suffering from Depression exhibits a different vocabulary which is likely
to consist of words such as ‘stressed’, ‘down’, ‘upset’, etc. [16]. Along with this, a
particular set of keywords is also used by people, irrespective of their mental health
state, to express a negative sentiment. Note that this negative sentiment is broadly
defined. A good example would be the use of the word ‘sad’ which can be adopted
in various ways ranging in different domains such as movie reviews, a sports post-
match analysis, and criticism of a higher authority act and our targeted domain. These
words can be vital for depression prediction only if found in a particular linguistic
way. To express these two categories of words in terms of features, we define three
attributes.

Lexicon Score

A lexicon, in vague terms ‘the vocabulary of a person, language or branch of
language’, is a collection of information about the words of a language along with
which lexical category of the class they belong to. These tedious tasks can be solved
via a domain-specific lexiconwhich can be selected fromvarious open-source lexicon
resources developed for NLP purposes. A popular choice is Sentiwordnet [17] devel-
oped by Stanford. The selection for lexicon depends remarkably on the corpora over
which it was trained. VADER [14, 14], developed by MIT, is attuned for analysing
textual data present over social media, which stands on shoulders of NLTK and
pattern matching. Each tweet is fed to the lexicon to retrieve a compound score in the
range of−1.0 to 1.0 where−1.0 indicates an extremely negative sentiment and+1.0
indicates an extremely positive statement. Usually, for threshold values to classify
sentiments, a range of −0.5 to 0.5 is used to embody neutral sentences, whereas the
remaining region depicts negative and positive sentiments accordingly. This numer-
ical representation of sentiment in a specific range can be considered vital for the
partition of behavioural differences between depressed and non-depressed users.
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Depressed Word Count

Since it has been already established via studies that a person suffering from Depres-
sion is exhibiting a strong use of specific keywords, a sentence containing those
words would foreshadow depressive behaviour. A higher count of these words in a
tweet would simply convey a more depressive behaviour.

Word Count

A general norm established in various studies for NLP purposes proposes that textual
data comprising more words carries more information. This, in general, also makes
more sense as a sentence with more words will carry more details, and hence the
information, about the domain for which it was targeted. Hence, a tab on the count
of relevant words is taken as a feature.

Each tweet in the initial dataset is now reduced to a tuple—a feature vector of
three attributes—lexicon score, depressed word count and total word count. The data
is highly structured as it exists in numerical form in the form of tuples.

Algorithm: Scoring of Tweets
INPUT: Text of filtered and pre-processed Tweet, list of words which are often 
used by people suffering from Depression
OUTPUT: A tuple of 3 elements where 1st, 2nd and 3rd element is lexicon score, 
count of depressed words, i.e. words often used by people suffering from 
Depression and total word count respectively.
1. Score = {}
2. Lexicon score = 0
3. Depressed Word Count = 0
4. Word Count = 0
5. for each word in tweet:
6. If word in depressed_words THEN
7. Increment Depressed Word Count
8. END if
9. Increment Word Count
10. Lexicon score = lexicon Score + Lexicon Score of (word)
11. END for
12. Score = {Lexicon Score, Depressed Word Count, Total Word Count}
13. return score

Stage IV: Training and Prediction

The total tweets present in the initial dataset were manually classified into two
classes—depressed andnon-depressed.This classificationwasdonebycareful obser-
vation. The data present in the form of tuples of 3 attributes were modified to add a
new attribute, where new attribute was the class tag of each tweet. This additional
attribute is basically the desired output for the input set of the dataset.

These feature vectors and the labelled tag were fed to different binary classifiers,
under the aid of supervised learning, to obtain a suitable prediction framework that
could identify a tweet indicating sentiment of someone suffering from Depression.
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The training of these classifiers was done in K-fold cross-validation to obtain better
accurate results and reduce overfitting. These classifier models includedNaïve Bayes
classifier, LSTM classifier, and SVM with different kernels. The best performing
classifier was Support Vector Machine which could solve the problem compared
with the same accuracy as Bayes classifier while being computationally faster.

Different kernels of SVM were tried and tested for optimal selection of support
vectors; including linear and non-linear kernels such as polynomial and sigmoid,
where radial basis function (RBF)was found to be themost accuratewith an accuracy
of 93–94%.

Pseudocode to Find People Suffering from Depression

Algorithm: Classification of tweets
INPUT: Feature vector of a tweet consisting of lexicon score, word count, 
depressed word count
OUTPUT: Single output for each tweet to denoting whether it is depressed or 
not.

1. Tweets[ ] = FetchTweets(KeyWords)
2. Filter(Tweets)
3. Preprocess(Tweets)
4. Score[ ] = ScoreEvaluvation(Tweets)
5. Potential Users[ ] = { }
6. for itr in Score:
7. UserName = itr[0]
8. Features = itr[1]
9. if (identifyDepressedTweet(Features) == True)
10. PotentialUsers.append(UserName)
11. END if
12. END for
13. for User in PotentialUsers:
14. Set[ ] = RecentTweets(User)
15. RiskCount = 0
16. For tweet in Set:
17. if (identifyDepressedTweet(tweet) == True):
18. RiskCount = RiskCount+1
19. END if
20. if (RiskCount > 0.6 * sizeOf(Set)):
21. Notify()

4 Results and Discussion

In this model, the main work which has to be done is to predict the class to which
the filtered tweet belongs. After implementing the classifier model, a prediction can
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be made for a tweet that signifies the sentiments of a tweet belonging to a depressed
person or not.

The results of various classifiers are shown below in Figs. 2 and 3 for SVM and
Naïve Bayes LSTM respectively. The Receiver Operating Characteristics (ROC)
curve and the statistics such as accuracy and F1-Score are shown. Figure 4 shows
the spread of dataset in the feature spac.

Another classifier used was LSTMwhich gave accuracy around 68%. LSTM used
the relation between thewords coming inwhole sentenceswith each other. A separate
library ‘glove’ has been used to find the relationship between the words. ‘glove’ is a
pre-defined dictionary with the set relationship score of different words.

Apart from the results, there are some limitations to this approach. The scope of
observation is solely limited to the Twitter users only, also the language used in the
tweets must be English; otherwise, the tweet’s score cannot be calculated. Sources
other than text such as images, emoticons, gifs and videos are excluded from the
input.

Fig. 2 ROC Curve and various scores of the SVM classifier

Fig. 3 ROC Curve and various scores of the Naïve Bayes Classifier
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Fig. 4 Data visualisation on
feature space projected as 2D

5 Conclusion and Future Work

In this work, it has been shown that social media and microblogs such as Twitter
help determine the sentiment and further in this case whether the user is depressed or
not. The proposed model successfully fetched raw tweets, filtered the noisy part and
trimmed the tweet for text pre-processing. Further, the tweet’s evaluation based on
the lexicon is done, which provided each tweet’s score. The classifier model present
takes the tweet and the score vector and classifies the tweets in one of the two present
classes, i.e. ‘depressed’ or ‘non-depressed’.

Among future directions, we hope to understand how social media behaviour
analysis can lead to the development of scalablemethods to comeout fromdepressing
thoughts. Also, the tweet classification can be used to analyse the past tweets of a
particular user to predict his depressive state.
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Alzheimer’s Disease Diagnosis Using
Structural MRI and Machine Learning
Techniques

Samir Shrihari Yadav and Sanjay Raghunath Sutar

1 Introduction

Alzheimer’s disease (AD) is the well-known neurodegenerative dementia in older
adults, concerning 55% of all cases [1–3]. AD patients concert with premature
inhibitors of cholinesterase [4, 5] and therefore be diagnosed with AD immedi-
ately and correctly. The initial symptoms of AD have been widely studied in recent
years, approaching the idea of an amnestic mild cognitive impairment (MCI) [6, 7].
However, in the prospect of subsequent treatments, the urgent and accurate inves-
tigation of AD is not only demanding but also crucial. Clinical examination and
neuropsychological assessment are two clinical diagnostic criteria with the diagnosis
of dementia and after of the Alzheimer’s phenotype [8]. Structural visualization is
often used as part of neuropsychological studies to endorse AD diagnoses. Studies
have shown that the medial temporal lobe(MTL) starts with neurodegeneration in
AD, then passes entorhinal cortex, hippocampus, and limbic system, extending to
the neocortical regions [9]. Therefore, there was considerable effort and research for
discovering medial temporal lobe atrophy (MTA), particularly in entorhinal cortex
and hippocampus and the amygdala [10]. MTA was measured using linear or volu-
metric measures, visual rating scales, and voxel based methods. In general, the
specificity and sensitivity of hippocampus measures for classifying patients of AD
from healthy old patients have been estimated to classify from 80 to 95% [11–15].
However, there are limitations to use evaluation of MTA for diagnosis of AD. MTA
measurements in pre-dementia states like amnestic MCI are much less successful
[11, 16–18]. Atrophy is not limited to the entorhinal cortex or the hippocampus in
the initial stages of AD. In MCI patients as well as in AD patients other regions
are affected [19]. Whole-brain methods to classify brain atrophy may therefore be
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more effective in distinguishing AD andMCI patients from healthy patients that will
emerge to AD. Researches suggest that volumetric measures of regions in the brain
help to identify AD patients, classifying them from healthy elderly individuals [20].
When AD progresses, the ventricles, brain chambers containing cerebrospinal fluid,
become progressively swollen, and the brain tissue begins shrinking. Patients in the
final stages can lose the ability to identify others, feed themselves, communicate,
and regulate body functions. Remembrance worsens and can almost become inex-
istent. By average, AD patients are treated for eight to ten years time, although this
condition will continue for as long as twenty years.

The early identification and treatment of AD has been thoroughly studied over the
last few years. Machine learning algorithms are very helpful in medical disease diag-
nosis [21–31]. In addition, progress in computational learning with the introduction
of modern machine learning techniques which can handle high-dimensional data,
including the support vector machine (SVM), has helped to build modern diagnostic
methods focused on T1-weighted MRI to detect AD with high precision based on
volumetric measurement of different brain regions [32].

The main objectives of this paper are:

1. Usage of a whole-brain MRI study for the individual assessment of ADpatients
and the monitoring of stable elderly.

2. To compare different classifiers in AD diagnosis using the same study
population.

For classification, we parcellate the patient’s brain MRI into ROIs. And then
focus only on a few different features like white matter (WM), gray matter (GM),
and cerebrospinal fluid (CSF). Because these features make sense intuitively when
dealing with neurodegenerative diseases like AD. The parcellation result is used to
train the machine learning classifiers and then perform prediction on unseen data.
The reminder of this paper is organized as: Sect. 2 gives methods and data used
in this study. Section 3 discusses about the analysis of the data and experimental
design. Subsequently results are discussed in Sect. 4. Finally conclusions are drawn
in Sect. 5.

2 Materials and Methods

2.1 Dataset Exploration

In this study, we have used the Open Access Series of Imaging Studies (OASIS)
database. The OASIS database consists of a series of MRI images. The first part of
the database includes a cross-sectional collection of 416 patients aged between 18 and
96. Hundreds of those patients medically diagnosed with very mild to moderate AD
are older than 60 years. The patients contain both men and women who are all right-
handed. For each patient 3 or 4 individual T1-weighted MRI scans were obtained in
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Table 1 Patient’s level of
dementia and Scores

Sr. No. Dementia level Score

1 Normal 0

2 Very mild 0.5

3 Mild 1

4 Moderate 2

5 Severe 3

single image sessions. Multiple in-session acquisitions provide a very high contrast-
to-noise ratio, which allows the data to respond to a wide variety of analytical
approaches, consisting of machine-controlled computational test. Dementia status
is established using the clinical dementia rating (CDR) Scale. The CDR scale is a
five-point scale used to distinguish six domains of functional and cognitive perfor-
mance applicable to AD and similar dementias. The details required to include each
ranking obtained by a semi-structured questionnaire and a collateral source (e.g.,
familymember). Addition to this rating for each domain, an overall clinical dementia
rating (CDR) score may be calculated through the use of an algorithm. This score
is helpful in characterizing and recording the stage of impairment/dementia in a
patient as seen in Table 1 In a single imaging session for each subject, three to four
in dividual T1-weighted magnetization prepared rapid gradient-echo (MP-RAGE)
images acquired on a 1.5-T Vision scanner (Siemens, Erlangen, Germany), which is
shown in Fig. 1 for one random subject. Averaged motion-corrected images are then
produced using the T1-weighted MP-RAGE images for each subject to improve the
signal-to-noise ratio, which is shown in Fig. 2.

2.2 Data Preprocessing

To retrieve volumetric information of different parts of the brain, we have to perform
several preprocessing stages, a few of which are mentioned below:

– Motion Correction and Conform
– Non-parametric Non-uniform intensity Normalization (N3)
– Talairach Transformation
– Normalization of Intensities
– Skull Strip
– EM Register (linear volumetric registration)
– CA Intensity Normalization
– CA Non-linear Volumetric Registration
– LTA with Skull
– Remove Neck

With the FreeSurfer image analysis package, which is recorded and freely
available online for download, 31 preprocessing stages are performed on each
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Fig. 1 The T1-weighted magnetization prepared rapid gradient-echo (MP-RAGE) images of one
random subject

Fig. 2 Averaged
motion-corrected image of a
random subject acquired
from images in Fig. 1

image (http://surfer.nmr.mgh.harvard.edu/) [33]. Details of each step are described
in free-surfer documentation. The result of preprocessing is shown in Fig. 3 from a
sagittal, coronal, and transverse view. The preprocessed images are visualized using
FSL software, an extensive library of brain imaging data vi- sualization applications
for FMRI, MRI, and DTI. Figure 3 shows how perfectly the skull is stripped, the
neck is removed, etc.

http://surfer.nmr.mgh.harvard.edu/
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Fig. 3 Preprocessed image of the subject shown in Fig. 2 in sagittal, transverse, and coronal views
(left to right)

Out of 416 subjects MRI images, 199 images successfully preprocessed. Other
images failed because of the noise present in original image or poor quality of the
image or CDR label is not known.

2.3 Feature Extraction

In the preprocessed images, the brain is parcellated into ROIs, and then the volume of
different regions of the brain is extracted using the FreeSurfer tools. The features are
obtained of brain segmentation and parcellation from both left and right hemisphere.
139 features related to the volume of different regions of interest are extracted in
total, some of which are mentioned as follows:

1. Cerebrospinal fluid (CSF)
2. Left and right lateral ventricle
3. Left and right hippocampus
4. Left and right cerebellum white matter
5. left and right hemisphere cortex
6. left and right hemisphere surface holes
7. Estimated total intracranial (eTIV).

Finally, as the objective of the classification is to diagnose AD, the subjects with
CDR greater than 0 are labeled as 1 (patient), and others (CDR = 0) are labeled as
0 (a control subject). Table 2 shows the outline of the OASIS dataset.

Table 2 OASIS dataset Classes 2

Total samples 199

Samples per class 86(1), 113(0)

Dimensionality 139

Features Real values
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2.4 Visualization

The dataset is almost balanced, i.e., the number of samples of patients and controlled
subjects is balanced. Figure 4 shows the dataset balance. The growing age is the most
significant risk factor for Alzheimer’s. Most individuals with the disease are 65 and
older. This is shown in Fig. 5 as the distribution of age in the dataset for patients
and controlled patients. As AD progresses, brain tissue shrinks. As an example,
the brain mask volume and eTIV features extracted after preprocessing are shown in
Figs. 6 and 7, respectively. From figures, it can be seen that patients are likely to have
smaller eTIV and brain mask, which can be effectively used in the identification of
AD. Cerebral white matter and cortex volume are plotted in Fig. 8. The figure shows
that the two features tend to have smaller value in the patient compared to controlled
subjects. It can be seen that patients and controlled subjects are relatively separable.
In contrast, the ventricles, chambers within the brain that contain CSF, are noticeably
enlarged in AD patients. This is shown in Fig. 9 by plotting the CSF volume versus
age.

Plotting more important features in terms of how important they are in separating
patients from control subjects, helps to achieve a better visualization. Therefore, we
first calculate the features importance using random forest. The result is shown for
the five most important features in Fig. 10.

A 3D visualization of three most important features namely Right-Amygdala,
Left-Hippocampus, and Right-Inf-Lat-Vent is shown in Fig. 11. It can be clearly
seen that the patient and controlled subjects have become more separable compared
to the Figs. 8 and 9.

Fig. 4 Dataset balance
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Fig. 5 Distribution of AD with age

Fig. 6 Brain mask shrinkage in AD patients and controlled subjects

Therefore, classification by using all the 139 volumetric features extracted after
preprocessing helps to achieve a high accuracy in AD identification.
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Fig. 7 eTIV shrinkage in AD patients and contorlled subjects

Fig. 8 Cerebral white matter volume versus cortex volume in AD patients and controlled subjects

3 Data Analysis

Data Analysis is done using the following supervised machine learning techniques:

– Logistic Regression: Logistic Regression is a statistical classification model to
determine the probabilities of the outcomes based on the occurrence of certain
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Fig. 9 CSF versus age in AD patients and controlled subjects

Fig. 10 Five most important features

features. The process of deriving this model is called training the model. This
process finds weights for the features such that their linear combination can be
used to determine the “most probable” outcome. However, linear models are
unbounded and thus, they cannot be directly used to calculate the probabilities,
which are bounded between 0 and 1. To achieve these bounds this process uses a
squashing function which reduces the range of the linear function to be between
0 and 1.

To train this model a data set is used, which contains various observations of an
experiment. Each observation of the experiment consists of the features and the
outcome. For example, let us consider an observation of the data set for gender
classification. Each observation of this data set consists of 800 features and their
values for a person. It also contains a label to identify the person asmale or female.
This label acts as the outcome of the experiment.
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Fig. 11 Right-Amygdala, Left-Hippocampus, and Right-Inf-Lat-Vent 3D visualization

Why is it interesting and important?
Why is it hard? (E.g., why do naive approaches fail?)

The data can be used to deduce the optimal values of theweights for the features
by solving a system of non-linear equations in 800 variables. However, achieving
this by mathematical methods may be intractable. Thus, numerical methods like
Gradient Descent are used to find optimal values. However, gradient descent for
large data sets tend to be slow. This is because it has a time complexity of O(n2d)
[3] where n is the number of observations and d is the number of dimensions.
Thus, we use other numerical methods like Stochastic Gradient Descent (SGD)
and L-BFGS which are less accurate but are faster.

Although, numerical methods make hard mathematical problems tractable,
their convergence is dependent on a number of parameters. These parameters
are called hyperparameters. Better hyperparameters can result in better results
(global optima), faster convergence and less over-fitting (by using regularization).
Unfortunately, trial and error is the only way to determine them. Determination of
hyper parameter by trial and error is called grid search. To reduce the time taken to
determine the best hyperparameters, we increase them in geometric progression.

What are the key components of my approach and results? Also include any
specific limitations. In addition, this algorithm deals with the dilemma by using
a logarithmic transformation on the outcome variable, which permits us to create
a nonlinear association linearly. Therefore, logistic regression is chosen here to
evaluate linear classifiers in the OASIS dataset classification task.
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– Random Forests: Random Forests (rf) are ensembles of decision trees, proposed
by Leo Breiman in the early 2000s [34] to ameliorate the instability of decision
trees. In RF each tree is grown on a bootstrap sample from the training data,
typically to its maximum depth. To increase robustness to noise and diversity
among the trees, each node is split using the best split among a subset of features
randomly chosen at that node. The number of features on which the trees are
grown is one of the free parameters of the model. The final prediction is made
by aggregating the prediction of M trees, either by a majority vote in the case
of classification problems, or by averaging predictions in the case of regression
problems. Another important free parameter of the model is the number of trees
in the ensemble. RF is a bagging approach, which works on the assumption that
the variance of individual decision trees can be reduced by averaging trees built
on many uncorrelated subsamples. Moreover, increasing the number of trees in
the ensemble, RF does not overfit the data. Therefore, this parameter is typically
chosen to be as large as possible, consistently with the available hardware and
computational time [34]. By contrast, boosted decision trees are made by building
an iterative collection of decision trees, trained by giving more importance to
training examples that were incorrectly classified by the previous trees.

RF can provide several measures of feature importance, computed by looking
at the increase in prediction error when data for a feature is permuted while
all other features remain unchanged. Feature selection based on RF if most often
performed using one of these measures. However, several techniques for applying
regularization to random forests have been proposed. These techniques broadly
fall under two categories:

1. Cost-complexity pruning, which consists in limiting tree depth, resulting in
less complex models;

2. Gini index penalization [35, 36].

In addition, [37] proposed to use a ‘1-norm to reduce the space-complexity of RF.
RF naturally handles numerical, ordinal and categorical variables, multiple

scales and non-linearities. They also require little parameter tuning. This makes
them popular for the analysis of diverse types of biological data, such as gene
expression, Genome-wide Association Studies data or mass spectrometry [38]. In
practice, feature selection schemes that rely on RFmay be unstable [39], therefore
feature selection stabilitymeasuresmust be adopted to avoid drawing inconsistent
conclusions.

This algorithmperforms feature selection implicitly aswell as provides a pretty
good indicator of feature importance. As the number of features is relatively high,
using random forest can help us to try considering only essential features.

– Support Vector Machine (SVM): SVMs are broadly useful for problems in clas-
sification and regression, and they are part of a family of techniques known as
margin methods. The defining goal of margin methods, and SVMs specifically, is
to put as much distance as possible between data points and decision boundaries.
We will dig deeper into what exactly this means over the course of the chapter.
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One of the most appealing aspects of SVMs is that they decompose into convex
optimization problems, for whichwe can find a global optimumwith relative ease.
We will explore the mathematical underpinnings of SVMs, which can be slightly
more challenging than our previous topics, as well as their typical use cases. The
theory behindSVMshas been around for quite some time (since 1963), and prior to
the rise of neural networks and other more computationally intensive techniques,
SVMs were used quite extensively for image recognition, object categorization,
and other typical machine learning tasks. In particular, SVMs were and still are
widely used for a subset of classification problems known as anomaly detection.
The purpose of anomaly detection is to identify unusual data points. For example,
if we are manufacturing widgets, we may wish to inspect and flag any widget
that seems atypical with respect to the rest of the widgets we produce. Anomaly
detection can be as simple as a binary classification problem where the data set
is comprised of anomalous and non-anomalous data points.

As we will see, an SVM can be constructed from this data set to identify future
anomalous points very efficiently. SVMs continue to be competitive in many real-
world situations where we can define good features for our data. The kernel trick
in SVM is to transform data, and then the optimal boundary within the possible
outputs found based on these transformations.Naturally, some incredibly complex
data transformations take place, and then figure out how to distinguish data on the
basis of the labels or outputs specified. The benefit is that we can collect complex
connections within data points without having to build complicated transforma-
tions of our own. The drawback is that the time of training is much longer as
complexity is much more intensive.

3.1 Metrics

Evaluation of classifier is done by using either a graphical representation of per-
formance, such as a receiver operating characteristic (ROC) curve or a numericmetric
such as accuracy [40]. A straightforward choice to evaluate learning algorithms is the
score, which is the percentage of patients correctly predicted, which is known simply
as “accuracy.” Other metrics, such as the area under the curve (AUC), recall, and
precision, are also considered. It can be obtained from the confusion matrix and the
ROC curve. A recall is an important metric as it can be more detrimental to predict
a patient is not sick, If they are sick (False Negative), which results in a decision not
to run further diagnostics and so to cause serious complications from not treating
the illness. K-fold and leave-one-out cross-validation are two standard methods for
measuring a model’s performance on a dataset. In order to determine the accuracy
of classification models, k-fold cross-validation should be used on a large volume
of data as the accuracy of the classification model is usually too optimistic. The best
example of cross-validation of k-fold is cross-validation leave-one-out. In this case
of validation, the number of folds equals the number of instances. Nonetheless, in
the case of a limited amount of data set or class value, e.g., gene sequence data, a
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Table 3 System
configurations

Dell PowerEdge T110 II
Server

CPU : Intel Core2 Quad @
2.6 GHz
OS : Windows 7
Total Memory (RAM) : 8 GB
No. of Cores: 4

Dell Alienware X1 CPU: Intel Core i5 @ 2.8 GHz
OS: Windows 10
Total Memory (RAM): 16 GB
No. of Cores: 4

cross-validation can be used to achieve a fair approximation of the accuracy of the
classification model. In this paper, since the number of instances is large enough, we
have used k-fold cross-validation. After that, we applied significant statistical tests
on the outcomes obtained from k-fold cross-validation. The following tests will be
applied to compare different classifiers performance:

– Student’s t-test (the simplest statistical test)
– Paired tests.

3.2 Software and Hardware Implementation

Wemanage the data files on the cluster and use two system for the designing of both
our systems (Table 3).

3.3 Languages and Software Used

In this section we enumerate the software tools and languages used for the
experiments.

1. Matlab (2016a, 2015b): To make the patches in both experiment • To max- pool
the data in patch pooling and down-sampling the patches in (SCC)

2. C ++: To pool the learned dictionary • Sparse Coding, the code is taken from
[41] and modified to fit our needs.

3. Python (2.7.12): For classification and file management
4. Shell: for scripting the above listed.
5. Software: SPM To preprocess the FDG-PET scans • InkScape for diagrams •

Micron: for visualizing NiFTI files • MobaXterm/WinSCP/Putty: For accessing
the cluster

6. Libraries: Python/2.7.12 (sklearn) for classifiers.

Visualization: Visualizations of graphs and data is done by using matplotlib library.
Features Importance Tree-based estimators can be used to calculate the sig- nifi-

cance of the feature, which can help to discard irrelevant features. Using feature
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importance with forests of trees, we can draw the importance of features to see
if feature selection is necessary or not. The importance of features received from
Random Forest model is shown in Fig. 10.

4 Experimental Results

The three algorithmsmentioned in Sect. 3 are implemented to classify titanic dataset.
The three algorithms are:

– Logistic regression
– Random Forests
– SVM classification

4.1 Hyperparameters Tuning

There are parameters for each classifier which have to be adjusted in order to have a
meaningful comparison. The hyperparameters that are adjusted here is as follows:

• Logistic Regression

– Regularization Parameter

[0.10, 0.01, 0.001, 0.0001, 0.00001]

– Tolerance
[0.1, 0.01, 0.001, 0.0001, 0.00001]

• Random Forests

– Number of estimators

5, 10, 15, 20, 25

– Max depth
[2, 3, 42–60]

• Support Vector Machine

– C (l2 Regularization Coefficient)

[0.1, 1, 10, 100, 1000]

– Gamma (Free parameter of the Gaussian radial basis function)
[10, 1, 0.1, 0.01, 0.001, 0.0001]

– Kernel type
[Linear, Poly, rbf]
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The algorithms were run over 199 samples with 139 features. Cross-validation is
applied internally and externally by K = 10 for externals and by k = 5 for internal
(cross-validation tuning parameters).

The results for logistic regression, random forests, and SVM are shown in
Tables 4, 5, and 6, respectively.
The metrics are as follows:

• Accuracy
• Confusion matrix

– Recall
– Precision

• AUC (Area Under ROC Curve)

Table 4 Logistic regression performance

Logit Train accuracy Test accuracy TN FP FN TP AUC Recall Precision

K0 0.8202 0.7143 10 2 4 5 0.6944 0.5556 0.7143

K1 0.809 0.8571 11 1 2 7 0.8472 0.7778 0.875

K2 0.809 0.5238 8 4 6 3 0.5 0.3333 0.4286

K3 0.7989 0.85 11 0 3 6 0.8333 0.6667 1

K4 0.7933 0.8 9 2 2 7 0.798 0.7778 0.7778

K5 0.8045 0.9 10 1 1 8 0.899 0.8889 0.8889

K6 0.7667 0.7895 11 0 4 4 0.75 0.5 1

K7 0.8222 0.6842 8 3 3 5 0.6761 0.625 0.625

K8 0.8278 0.5789 6 5 3 5 0.5852 0.625 0.5

K9 0.7833 0.8421 10 1 2 6 0.8295 0.75 0.8571

Table 5 Random forests performance

Random
forest

Train
accuracy

Test
accuracy

TN FP FN TP AUC Recall Precision

K0 0.8652 0.5714 9 3 6 3 0.5417 0.3333 0.5

K1 0.9101 0.8095 8 4 0 9 0.8333 1 0.6923

K2 0.8933 0.7143 10 2 4 5 0.6944 0.5556 0.7143

K3 0.8994 0.75 9 2 3 6 0.7424 0.6667 0.75

K4 0.8827 1 11 0 0 9 1 1 1

K5 0.8436 0.7 8 3 3 6 0.697 0.6667 0.6667

K6 0.8722 0.7368 8 3 2 6 0.7386 0.75 0.6667

K7 0.8722 0.7368 7 4 1 7 0.7557 0.875 0.6364

K8 0.8833 0.7895 9 2 2 6 0.7841 0.75 0.75

K9 0.8778 0.8421 10 1 2 6 0.8295 0.75 0.8571
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Table 6 Support vector machine performance

SVM Train accuracy Test accuracy TN FP FN TP AUC Recall Precision

K0 0.8539 0.619 8 4 4 5 0.6111 0.5556 0.5556

K1 0.8652 0.9048 11 1 1 8 0.9028 0.8889 0.8889

K2 0.8764 0.6667 6 6 1 8 0.6944 0.8889 0.5714

K3 0.8771 0.85 11 0 3 6 0.8333 0.6667 1

K4 0.8603 0.7 7 4 2 7 0.7071 0.7778 0.6364

K5 0.8547 0.65 7 4 3 6 0.6515 0.6667 0.6

K6 0.8889 0.7368 10 1 4 4 0.7045 0.5 0.8

K7 0.8389 0.9474 10 1 0 8 0.9545 1 0.8889

K8 0.85 0.7368 9 2 3 5 0.7216 0.625 0.7143

K9 0.8667 0.7368 9 2 3 5 0.7216 0.625 0.7143

In order to determinewhether there is a substantial difference between themean of
the three methods, a variance analysis (ANOVA) evaluation was conducted for each
of the metrics (accuracy, recall, precision, AUC). The null and alternate hypotheses
are as follows:

• Null hypothesis: The true mean of all the three algorithms are the same.
• Alternate hypothesis: The true mean of the three algorithms is different.

4.2 ANOVA Test

ANOVA uses a statistical method to assess whether or not the outcomes of multiple
groups are equal and thus generalizes the t-test to more than two groups. ANOVA is
useful for checking for statistical significance by three or more methods (groups or
variables). In order to ensure the associated p-value is valid, the ANOVA test has an
essential assumption:

– The population standard deviations of the groups are all equal. This property is
known as homoscedasticity.

For that reason, we have to first calculate the standard deviation of the three groups
of accuracy. The results are shown in Table 7.

Table 7 Standard deviation
on different criterion

std Logit RF SVM

Test accuracy 0.1258 0.1105 0.1105

AUC 0.1268 0.1179 0.1104

Precision 0.1978 0.1336 0.1526

Recall 0.1609 0.2010 0.1626
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Table 8 ANOVA test on
different criterion

Test/Criterion ANOVA

Test accuracy 0.9720

AUC 0.9679

Precision 0.9690

Recall 0.9785

As the standard deviation values are almost equal, we can perform ANOVA test.
The results of ANOVA test is shown in Table 8.

The ANOVA test results demonstrate that the three classifiers are not significantly
different and the null hypothesis can not be rejected. If the ANOVA test on any of
the metrics was almost less than 0.1, we could go further and perform t-test to detect
statistically different pairs of classifiers. Nevertheless, we have performed Welch
t-test in the next section to further prove that the classifiers are not significantly
different.

4.3 T-Test

For themeans of two separate pairs of tests, i.e., the scores obtained for the algorithms,
we calculate the T-test. The test checks whether the average (expected) value varies
considerably between samples. If, for example, we find a significant p-value greater
than 0.05 or 0.1, then we can not dismiss the null hypothesis of equal average scores.
They dismiss the null hypothesis, that is, if the p-value is less than the threshold,
e.g. 1%, 5% or 10%. When the data size and variances are unequal for groups,
then Welch’s t-test outperforms the Student’s t-test. Both t-tests perform similarly
when data size and variances are equals. We use Welch’s t-test for this work. We
also provide the results of and standard t-test. The results for both tests, Welch and
standard t-test, are shown in Tables 9 and 10, respectively. The results show the
fact that when the variances are almost equal, Welch’s t-test and standard t-test give
similar results. Considering the results of Welch’s t-test, Table 9, we demonstrate
that the null hypothesis cannot be rejected as the p-value is greater than 0.1 for any
pair of algorithms and any metrics.

Table 9 Welch t-test

Standard Test accuracy AUC Precision Recall

Logit–SVM 0.987514558976 0.867896239608 0.711422776649 0.349726225454

RF–SVM 0.838589915295 0.825444904011 0.83410950904 0.85392449793

RF–Logit 0.837006408275 0.71377011516 0.573150893663 0.311849231929
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Table 10 Standard t-test

Standard Test accuracy AUC Precision Recall

Logit–SVM 0.987517448177 0.867931453192 0.711703149617 0.349727624359

RF–SVM 0.83858991532 0.825455591706 0.834150603644 0.854014868845

RF–Logit 0.837045132973 0.713792872878 0.574128015242 0.312499517608

5 Conclusion

In this work, different classifiers models that can diagnose patients with an early
AD and control subjects based on the volumetric measurements of MRI images are
developed and evaluated. Our results indicate that machine learning techniques can
aid the clinical diagnosis of AD. The results confirm that the volumetric measure-
ments of different regions of the brain can be effectively used in AD identification
and provide a potential for early diagnosis of Alzheimer’s disease. The experimental
results also show that the original hypothesis that done on one of the algorithms
chosen would not perform better than the other. In terms of the metrics chosen for
comparison, the three algorithms performed similarly. However, it should be noted
that the run time of SVM is significantly higher than the other two, which is a benefit
for logistic regression and random forests. The data preprocessing part also plays
an essential role in the quality of final results and accuracy. It may also affect the
final results of classifier differently and therefore, should be taken into account. As
a result, Further work on preprocessing data can be considered as an essential step
in future work.

For future work, collecting more data of both controlled subjects and patients
can help to achieve higher accuracy. Combining OASIS with Alzheimer’s Disease
Neuroimaging Initiative (ADNI) dataset, which is another famous dataset in
Alzheimer’s disease, might help. Nevertheless, we should be aware of different
scanning procedures and scaling as well as applying the same preprocessing and
feature extraction on both datasets. Applying outliers detection can also be helpful,
thereby detectingwrong labeled data to remove them from the training set and finally,
diagnosis accuracy improvement. It is also beneficial to consider the CDR label
as the output class. Moreover, evaluate the methods incorrectly, which differenti-
ates between different forms of dementia, which is more challenging than only AD
diagnosis.
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Supervised Machine Learning-Based
DDoS Defense System
for Software-Defined Network

Gufran Siddiqui and Sandeep K. Shukla

1 Introduction

Distributed Denial of Service (DDoS) is a cyber-attack in which an adversary
controls a large number of machines (botnets) to make network resource(s) or
machine unavailable for the intended users. Recently, multinational organizations
like Amazon, Github, etc., were struck with DDoS attacks and suffered monetary
and reputation damages. With the extensive growth in the number of vulnerable
network devices and readily available attack tools, the volume, size, and complexity
of DDoS attacks are likely to increase in the future. SDN in contrast to the tradi-
tional network separates the control plane from the data plane allowing fine-grained
centralized control of networking devices. This network architecture allows innova-
tions and programmability in computer networks. The important components of SDN
infrastructure are as follows: the control plane, data plane, and control channel [1].
The control and data planes communicate through protocols such as Openflow [2].

Routing in Openflow enabled switches is performed based on the match action
paradigm, where the processed packet’s header is matched against the rules in the
flow table. If there exists a match then the defined rule’s action(s) (e.g., drop, forward
to an out port, etc.) is performed on that packet. Routing in SDN ismainly categorized
into proactive or reactive routing.

In reactive routing, a switch processes packets based on a flow table, if there exists
a set of rule in switch table that matches the processed packet’s headers, switch select
the highest priority rule to forward the packet, Otherwise switch triggers a table-miss.
Upon a tablemiss the switchwill encapsulate the packet headerwithmetadata such as
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ingress port, etc., into a control packet named packetin and forward it to the controller
using a secure control channel. Whereas in proactive routing, all the possible sets of
network flow rules are pre-installed in switches before the network communication
begins and a table miss results in the dropping of the packet in the data plane.

After receiving the message, the controller computes a new rule using the global
routing information of the network devices it has. It then encapsulates the rule into
a control packet named f lowmod and forwards it to the Openflow switches resulting
in the installation of a new rule or if the controller finds the destination address to be
broadcast or unknown, then the controller will send a packetout message to switches.
Upon receiving packetout , a switch will simply flood the packet in the network.

This reactive routing scheme allows SDN to rapidly adapt with changing network
topologies, however, it also introduces new vulnerabilities at different layers of the
SDN infrastructure where an adversary could use multiple bots to craft packets in
such a way that doesn’t match with any existing entries in flow tables resulting in
overwhelming the controller with massive events causing saturation at the controller
end. The table miss events will implicitly result in the exchanges of messages in
between a controller and switch, therefore degrading the control channel bandwidth.
The messages will results in the installation of a new rule, therefore occupying flow
table space until the flow timeout is expired causing saturation at the data plane
level. Also, these malicious packets may cause the replacement of an active benign
connection(s) due to the limited size of theflow table (e.g., CISCOOpenflowswitches
supports 2 K flows), thus degrading the network performance (e.g., increased delay
canminimize the throughput of a flow) of the legitimate connection(s). The impact of
these saturation attacks is thus cascading and could degrade the network performance
or even worse, bring down the whole network.

Our main contributions are (i) Design a system to detect the saturation attacks (ii)
Design amodule that models the system’s false positive rate to minimize the effect of
the system’s response towards benign traffic. (iii) Evaluate the system’s performance
using benchmark data sets provided by the Canadian Institute for Cybersecurity
against standard performance metrics.

We organized the rest of the paper as follows: we review the previous work related
to theDDoS attack defense framework in SDN in Sect. 2.We discuss the design of our
proposed system in Sect. 3. Section 4 describes the implementation and evaluation
details of our proposed system.Wediscuss the experimental results in Sect. 5. Finally,
Sect. 6 concludes the paper with potential future work.

2 Related Works

In this section, we discussed a few machine learning-based DDoS defense and
mitigation systems in SDN environment briefly [1, 3–5].
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2.1 Machine Learning-Based Mechanism

Quamar et al. [6] implemented a Stacked Auto Encoder-based DDoS detection
system. Their DDoS detection system consists of the following modules such as
Traffic Collector and Flow installer (TCFI), Feature Extractor (FE), and Traffic Clas-
sifier (TC). TCFI module is triggered using a timer function every 60 s. TCFI module
extracts the various header fields of packets that arrive at the controller either because
of an installed rule or due to a table miss.

The FE module extracts a list of features from the packets list populated by the
TCFI module. The FE module triggers the TC module which uses the Stack Auto
Encoder to classify the traffic feature into normal and attack class. Their system
offers a detection accuracy of 99.82% for binary classification, whereas for multi-
class classification the system’s accuracy is about 95.65% with a false positive rate
lower than 5%. However, their proposed system suffers from processing capabilities
as every packet traversing the network reaches the controller, secondly, the detection
module triggers periodically at 60 swhichwill hinder the system fromearly detection,
and mitigation of an attack.

Hu et al. [7] designed a lightweightedDDOSdetection system (ADM) composing
of detection and mitigation modules. The system collects the flow stats information
at the controller end using S-Flow or Controller-based method depending on the
network environment such as Small Office/Home Office (SOHO) (where normal
background traffic rate is a low) or large enterprise network (where normal back-
ground traffic rate is high). It then uses an entropy-based method for evaluating the
traffic feature vector. Finally, the Support VectorMachine (SVM) classifies the traffic
vector into normal or attack. Their experimental result shows that when the back-
ground traffic is set to 10Mbps and the attacker flooding rate is set to 400 packets per
second (PPS), the proposed system offers a 60 and < 60% attack detection rate with a
control-based and s-flow-based method, respectively. However, when the attack rate
is >= 850 PPS, the attack detection rate is found to be 100%.

In [8], a framework namedATLANTIC is designed to detect DDoS-based attacks.
The framework composes of two steps to detect DDOS attacks, in the first step,
entropy-based analysis is used to detect the variation in traffic feature(s) observed
along with consecutive traffic snapshots. In the second step, the Support Vector
Machine (SVM) classifier or k means clustering is used to classify the traffic flows
intomalicious or benign. The proposed framework obtained an accuracy of 88.7 with
82.3% precision using the SVM classifier.

Ye et al. [9] proposed a framework consisting of modules such as flow status
collection, features extraction, and classification for TCP, UDP, and ICMP-based
DDoS attacks detection. The framework uses the SVM for classification and offers
a detection accuracy of 95.24% with a false positive rate of 1.26%.

In [10], a defense system is proposed named Floodlight Gaurd (FL-Gaurd). FL-
Gaurd first prevents IP spoofing by monitoring the DHCP response/release message
between the secure DHCP server and the client. Secondly, it uses the C-SVM
classifier for detecting attacks. The proposed system offered an accuracy of 96.55%.
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Chen et al. [11] proposed a defense system that collects packets at the controller
end using the Tcpdump. It then uses the Extreme Gradient Boosting (XGBoost)
method for DDoS detection from the collected packets. The proposed method shows
high accuracy of 98.53% and a low false rate of 0.8%.

In [12], Mousavi et al. proposed a system that calculates the entropy of the
extracted features from the traffic flows. For certain features, its entropy values are
checked against the predefined threshold value to detect attacks. Threshold value
selected after performing several experiments. Their approach is lightweight and
offers high accuracy. However, may not be reliable as the threshold value may vary
from scenario to scenario.

In contrast to the previous works, we propose a system that detects attacks with
high accuracy and a low false-positive rate.We use a set of 30 features extracted from
flow tables and packetin events to classify the traffic flows into normal or attack. We
also model the system’s false positive rate to minimize the interruption of the normal
connection(s) by the system’s response module without making the whole system’s
process cumbersome.

3 System Design

In this section, we discuss the overall architecture of our proposed system with a
detailed description of its modules.

3.1 System Architecture

Our designed framework is composed of five modules that are as follows: traffic
collector, feature extractor, traffic classifier, traffic state, and response as depicted in
Fig. 1. We implemented these modules on top of the python-based POX controller.

Traffic Collector. The Traffic Collector module’s task is to collect the traffic
information at the controller end. Firstly, this module uses a timer function to peri-
odically (e.g. T = 5 s) pull the existing flow table stats from the switches using the
stats request and stats replymessages. Secondly, this module collects the information
related to the number of events that occurred during an interval T.

The traffic collector module then groups the flow entries based on the source IP
address and Ingress port. This module passes grouped flows to the feature extractor
module. A network administrator can choose a lower time interval which will
frequently trigger this module increasing the control-data plane communication and
CPU cycle of the controller. Hence, an optimal value must be chosen depending on
the load on the controller and the available bandwidth of the control-data channel.

Feature Extractor. For each group of flows obtained from the traffic collector
module, this module extracts the features mentioned in Tables 1, 2, and 3 forming a
feature vector of dimension 30 × 1.
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Fig. 1 System architecture

Table 1 Feature description
of TCP flows

# Feature description

1 Mean of flow duration

2 Standard deviation of flow duration

3 Median of flow duration

4 Mean of packet count

5 Standard deviation of packet count

6 Median of packet count

7 Mean of flow byte count

8 Standard deviation of flow byte count

9 Median of flow byte count

10 Distinct # source port

11 Distinct # destination port

12 Arrival rate of SYN packets

13 Arrival rate of ACK packets

14 Fraction of symmetric flow over total flows

15 Mean packet length

To increase the detection accuracy of the system,we normalized the traffic features
using the min–max normalization with range [0, 1].

xkthnorm =
(
xkth − xkthmin

)

(
xkthmax − xkthmin

)

xkthnorm = Normalize value for the kthfeature
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Table 2 Feature description
of UDP flows

# Feature description

16 Mean of flow duration

17 Standard deviation of flow duration

18 Median of flow duration

19 Mean of packet count

20 Standard deviation of packet count

21 Median of packet count

22 Mean of flow byte count

23 Standard deviation of flow byte count

24 Median of flow byte count

25 Distinct # source port

26 Distinct # destination port

27 Fraction of symmetric flow over total flows

28 Mean packet length

Table 3 Other feature
descriptions

# Feature description

29 Fraction of packet_in event for a host over total
packet_in events happened in T interval

30 Inter arrival rate of flows

xkthmin = Smallest value in kth feature

xkthmax = Largest value in kth feature

Traffic Classifier. The normalized feature vector provides input to this module
that consists of a simple classifier or a deep learning model. It output the probability
(or confidence that a feature vector belongs to a particular class) and the class itself
(e.g. in the case of binary classification, the class is either normal or attack).

Traffic State. Based on the output of the traffic classifier module, we could adopt a
zero-tolerance response to the threat that is to prevent the host from occupying any
network resources. However, the classifier module doesn’t yield zero false-positive
rates which could lead to the interruption of normal connections. One approach is
to manually examine the threat by the network administrator which is tedious. To
handle this issue, we implemented this module that maintains a score for every host
within the network dynamically depending on the classifier module output, if a traffic
feature vector for a given host a belongs to normal then its score is updated at an
instant i in a linear fashion as per Eq. (1), otherwise the score is decreased by a factor
of β as per Eq. (2)
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Sia = (1 − α) ∗ Si−1
a + prob ∗ α (1)

Sia = Si−1
a

β prob
(2)

where, α ε [0, 1], β > 1, prob is the traffic class probability return by the supervised
classifier, and threshold ε [0, 1].

Response. If the score of a host is found lower than a threshold, then this module
installs a blocking rule of highest priority inOpenflow switchesmatching the attacker
IP and ingress port and also eliminates any existing rules that belong to the attacker’s
network location (i.e., Source IP and Ingress port), protecting the SDN infrastructure
from the DDoS attacks.

4 Implementation and Evaluation

The implementation of the designed framework meets the OpenFlow policy. The
implemented system is deployed on pox controller without making any hardware
changes making it easily deployable.

4.1 Experimental Setup

We considered a simple tree topology consisting of 7 Openflow switches, 3 normal
host, and 1 attacker host, as shown in Fig. 2. We emulate the network on Mininet
and uses POX as a centralized controller. The hardware setting for running Mininet
(OVSSwitch) [13] and POX controller [14] in Intel(R) Core (TM)-i5 -8300 CPU
(2.30 GHz) with 3 GB RAM and set all links bandwidth to 1 Gbps, queuing delay to
10ms, the maximum size of flow table to 2000 and switches are configured with least
recently used (LRU) policy to replace an existing entry with a new rule [2] when the
flow table is full.

4.2 Dataset

In this work, we use CICIDS2017 [15], and CICDDOS2019 [16] benchmark datasets
containing benign and the new common attacks (e.g., UDP lag) to evaluate the
performance of our system. However, in this work, we focus on DDoS attack traces
based on TCP and UDP protocol only (note that the dataset CICDDOS2019 doesn’t
have ICMP protocol-based attack). We use the benign trace of CICIDS2017 and
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Fig. 2 Experimental topology with an attacker host H3

attack trace of the CICIDS2019 dataset for training and testing of various classifiers
and Deep learning models.

We processed the datasets to obtain normal and attack traces containing TCP or
UDP or TCP-UDP both protocols-based packets. We used tcpreplay [17] to replay
the normal and attack traces of the same kind (e.g., TCP or UDP or TCP-UDP) at
a rate of 100, 200, and 400 PPS, one at a time for about 2 h. The obtained records
after processing datasets are shown in Table 4.

Table 4 #Records in the
training and testing of models

Protocol Normal records Attack records

Training TCP
UDP
TCP-UDP

4313
193
3587

4232
3707
5298

Testing TCP
UDP
TCP-UDP

4123
598
2472

4231
3707
5297
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4.3 Supervised Machine Learning Classifier

In this section, we discuss a range of classifiers and deep learning (DL) models,
their implementation, along with the optimal value of hyper-parameters used to train
them, as shown in Table 5.

GaussianNaiveBayes. GaussianNaiveBayes is a variant ofNaiveBayes classifi-
cationwith an assumption that the likelihood of the feature to beGaussian distribution
that is:

P(xi |y) = 1
√
2πσ 2

y

exp

(

−
(
xi − μy

)2

2σ 2
y

)

where the parameter μy and σy are estimated using the maximum likelihood, xi ε

Rd , and y ε {0,1}.
Decision Tree. Decision Trees is a supervised learning method where decision

rules are learned from the data features. The test data is then classified using these
learned decision rules taken at each node starting from the root, where a leaf node
represents the predicted class label for a test data instance. However, this can lead to
the over-fitting issue.

RandomForest. RandomForest is an ensemble learning classifier that is obtained
by leaning several different decision tree classifiers on a training dataset. For testing
data instance, it output the class that is the mode of the classes. This approach
increases the prediction accuracy by controlling the over-fitting issue of the decision
tree.

Adaboost. AdaBoost is a boosting ensemble model consisting of weak classifiers
where the first classifier fits the original dataset with equal weights assigned to all
data instances.

During each iteration, incorrectly classified instances’ weights are adjusted so
that the subsequent classifier fits the same dataset while focusing more on these
incorrectly classified data instances. The final classifier thus combines each learned
weak classifier prediction in the weighted form to output the final predicted class
label of a data instance. In the implementation of the Adaboost classifier, the decision
tree is taken as the weak classifier.

Table 5 Implemented
supervised ML classifiers

Category Classifier Library

Simple classifier Gaussian Naïve Bayes
(GNB)

Scikit learn

Decision tree (DT)

Random forest (RF)

Adaboost (ADA)

Deep learning model LSTM Tensorflow

GRU
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LSTM. Long short-term memory (LSTM) that having feedback connections can
learn complex structures/patterns in the datasets. LSTM [18] is composed of three
gates in each cell which are as follows: input, output gate and forget, these are
calculated as follows:

it = σ
(
Wi .

[
ht−1, xt

] + bi
)
, c−

t = tanh
(
Wc.

[
ht−1, xt

] + bc
)

ft = σ
(
W f .

[
ht−1, xt

] + b f
)
,ct = ft .ct−1 + it .c

−
t

ot = σ
(
Wo.

[
ht−1, xt

] + bo
)
,ht = ot .tanh(ct )

where xt is the input at time t, Wi , Wc, and W f are the weight matrices, bi , bc, b f

and bo are biases, ct and c−
t are the new and candidate state of the cell respectively,

ft is forget gate and ot is output gate, ht is output vector, and σ(z) = 1
(1+e−z)

.

Gated Recurrent Unit. Gated Recurrent Unit (GRU) is equally effective variant of
LSTM that does not maintain an internal cell state. GRU consisted of updated gate
zt , reset gate r and current memory gate h−

t , they are calculated as follows:

zt = σ(Wz .xt +Uz .ht−1 + bz),rt = σ(Wr .xt +Ur .ht−1 + br )

h−
t = tanh

(
W.xt + r◦

t ht−1 + bn
)
,ht = (1 − zt )

◦ht−1 + z◦
t h

−
t

where xt , ht is input vector and output vector,Wz ,Wr ,Uz ,Ur , bz , br are parametric
matrices and vector, operator ° is the hadamard product.

5 Experiments and Results

In this section,we evaluate the system’s performance on the benchmark datasets using
the following parameters: accuracy, precision, recall, F1 score, false alarm rate, and
detection rate. In order to accurately detect attacks, the hyperparametersmentioned in
Table 6 should be tuned well to achieve the best performance. In the experiment, we
manually tuned the hyperparameter instead of the grid search as it is computationally
expensive.We achieved the highest accuracy of 98.54%, low false alarm rate of 2.2%
with zero false-negative using a random forest classifier. A detailed description of
the performance of all the implemented supervised classifiers, is shown in Table 7.
Performance parameters are calculated using the confusion matrix.

A confusionmatrix, M, is a n∗nmatrix that indicates how successful a classifier’s
predictions were, where n is the number of classes. For binary classification, the
confusion matrix is 2 ∗ 2. The columns of the matrix are labeled as true classes and
rows are labeled as predicted classes of all records as depicted in Fig. 3. The element
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Table 6 Hyperparameters

Hyperparameters RF DT ADA LSTM GRU

n_estimators 100 – 100 – –

Criterion Entropy Entropy Gini – –

Optimizer – – – Adam Adam

Learning rate – – – 1e−4 1e−4

Batch size – – – 32 32

Epoch – – – 50 100

Input layer unit – – – 32 32

Hidden layer unit – – – 16,8 16,8

Activation – – – tanh tanh

Table 7 Performance metrics of all implemented classifiers

Classifier AR PR RL FS FA DR

GNB 96.68 97 97 97 4.85 99.98

RF 98.54 99 99 99 2.2 100

DT 96.61 97 96 96 2.42 97.67

ADA 97.4 98 97 97 3.85 100

LSTM 96.73 97 97 97 4.5 99.48

GRU 96.27 96 96 96 4.38 98.77

Fig. 3 Confusion Matrix for Gaussian NB and Random Forest classifier

at the zeroth row and zeroth columnM[0][0] of the 2∗2 matrix represent the value of
true-positive (TP), whereas element M[0][1] represents the false-positive (FP). The
element at M[1][0] represents a value of false-negative (FN), whereas the element at
M[2][1] represents true negative (TN) records. The performance metrics are defined
as follows:
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Table 8 Testing dataset under different traffic rate

Records Packet per seconds (PPS)

600 800 1000 1200 1400 1600

# 2397 2025 1943 2121 1582 1612

Accuracy(AR) = T P + T N

T P + T N + FP + FN
,Precision(PR) = T P

T P + FP

Recall(RL) = T P

T P + FN
,F1score(FS) = 2

PR ∗ RL

PR + RL

False Alarm Rate(FA) = FP

T N + FP
,Detection Rate(DR) = T P

T P + FN

Precision and Recall are calculated using the weighted average provided by sci-
kit-learn API. True positive is the normal data records that are correctly classified as
benign, where, the true negative is an attack data records that are correctly classified
as an attack. Whereas, false positives are benign records that are wrongly classified
as an attack, false negatives are attack records that are wrongly classified as benign.

As mentioned in Sect. 4.2, the training and testing dataset are generated when
the normal and attack traffic traces are replayed at a rate of 100, 200, and 400 PPS,
therefore we conducted an experiment intended to verify how well these trained
classifiers perform when the normal and attack rate is higher than 400 PPS. In this
experiment, we used the already trained classifiers from Table 7 and obtained the
testing dataset for the higher traffic rates (PPS), similar to Sect. 4.2. The generated
testing dataset records are shown in Table 8.

The experimental result shows that the Gaussian Naive Bayes classifier outper-
forms the other classifiers for the higher traffic rates with an average accuracy of
98.76% and an average detection rate of 99.79%. The performance comparison such
as accuracy and detection rate of all the implemented classifiers against the different
traffic rates is depicted in Figs. 4 and 5, respectively.

5.1 Traffic State Module’s Parameters Analysis

In this section, we briefly analyze the system Traffic State module’s parameters
which minimize the effects of the response module on benign connections. We thus
conducted an experiment to find a suitable value of the threshold while causing
minimum delay to handle such cases. In this experiment, we use 5 min traffic traces
from the testing dataset and already trained supervised classifier fromTable 7whereas
the network is consisting of one normal and one attacker host. Other experimental
settings are similar to the ones mentioned in Sect. 4.1.
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Fig. 4 Accuracy of all implemented classifiers under different traffic rates

Fig. 5 Detection Rate of all implemented classifiers under different traffic rates

We replayed the traffic traces at a rate of 400 PPS and used Gaussian Naive Bayes
classifier for calculating traffic class probability prob at every 5 s. We observed the
score assigned by the traffic state module for each host (normal or attacker) over
5 min, as shown in Figs. 6 and 7 with different choices of α and β. A high value of β

indicates low tolerance toward false-positive cases, whereas a high value of α meant
that the current updated score at instant i is highly dependent on the Traffic Classifier
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Fig. 6 Depict the score versus time graph for α = 0.5

Fig. 7 Depict the score versus time graph for α = 0.2

module, less on the past score. Therefore, by observing the pattern in Fig. 6, we could
choose α = 0.5 and β = 1.2 and thus we could set threshold to 0.7 (depicted in Fig. 6)
causing a delay of 5 s for triggering the response toward the attacker traffics.

6 Conclusion

In this work, we propose a DDoS detection system on the SDN environment and
evaluate the performance of different implemented supervisedmachine learning clas-
sifiers and models on datasets provided by the Canadian Institute for cybersecurity.
The experimental results show that the Gaussian Naive Bayes classifier generalizes
well with different traffic rates. The experiment result shows the score-based scheme
successfully handles the false positive cases thus causing no effect of the system’s
response towards the normal connection(s). In future work, we will focus on attacks
based on ICMP protocol, and multi-class classification so that the response module
installs the filtering rule on the ingress switch to block the particular protocol-based
attack, instead of blocking all types of connections originating from an attacker to
the victim(s).
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A Pluggable System to Enable Fractal
Compression as the Primary Content
Type for World Wide Web

Bejoy Varghese and S. Krishnakumar

1 Introduction

Content delivery network (CDN) is a distributed network of different data services [1]
to serve the data to clients in such a way that the spatial distance between the server
and client is minimum. It is a distributed resource service, used as part of the internet
to reduce the delivery time of the content from a URL to the client. Since the CDN
provider has multiple data centers across the globe, the servers are load balanced and
the resources are replicated to the data center servers using a distributed file system.
As per the request from a client, a proxy server or name resolving service forwards
the request to the spatially nearest server. Depending upon the CDN provider, the
replication and load balancing technology may be changed, and these algorithms are
proprietary in nature. A small amount of data reduction in a CDN can have an impact
on a large number of clients.

One of the important aspects of CDN is that the majority of operations are data
download and its frequency is very less in comparison with the data upload.When an
image is uploaded in a CDN, a large number of clients access the same depending on
the traffic to the website. So, the key aspect of reducing the data transfer is the mech-
anism used to compress the uploaded image. There are many image compression
techniques available in the context of network data transfer. Widely used methods
includeTagged ImageFile Format (TIFF),WEBP, PortableNetworkGraphics (PNG)
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and JPEG. All these methods take comparatively less time to compress and decom-
press the images. But in the CDN, compression can be occurred only once, while
uploading the image to the CDN server, and decompression may be occurred many
times depending on the access of the image from client side.

Even if Fractal-based Image Compression (FIC) offers a superior performance
in terms of PSNR and Compression ratio, developers of internet-based applications
don’t prefer fractal-based techniques. This is because of the high execution time of
FIC to find the affine transformations during the compression phase. But in the case
of CDN, reduction in a bit of network traffic can impact millions of users as the
download operation occurs multiple times at the user end. It is also noted that a large
amount of data traffic on the Internet is handled by CDNs during the last few years.

Even though delivery speed of the CDN completely depends on the technology
and backbone network of the provider, the ultimate objective is to increase the speed
of data download for static assets. The main static assets which can be found in the
CDN networks are the images and videos. So, the major traffic to any CDN network
is the download request to these assets. The asset upload to the CDN network occurs
only once. The backbone network of theCDNprovider helps to replicate the uploaded
assets to all the servers in the CDN [2]. Once the resource replication is completed
worldwide, the URL gets registered in the URL registry of the CDN proxy and
name resolvers. After completing the registration process, the client requests for the
resource to be forwarded to the server which is spatially close to the client. In the
case of a company that uses CDN to deliver the static asset such as the logo of the
company everywhere on the internet. If the company uses the same logo URL in
their mobile application, the data traffic may be high depending on the size of the
image and the user base. So, the file format or the compression method used in the
image can affect the data consumption on both server and client.

2 Methodology

Present system architecture uses a plugin system that can be connected to any CDN
provider as shown in Fig.1. The plugin system handles the request for image upload
from the user end. It accepts both raw image data and compression system specifi-
cations. If the client requests for fractal image compression, the plugin system runs
an RL-based adaptive compression technique. This plugin includes the transforma-
tion predictor for the fractal compression. The learned weights for the pre-trained
network are used in the system to achieve a faster compression process.

RL techniques are very efficient to interact with the environment which utilizes
the Bellman equation to update the Q-function [3]. It always tries to increase the
cumulative rewards by interacting with an environment that is not familiar earlier.
The environment relies over a specific model which forms a control policy from
its experience. The Q learning network uses another neural network, called target
network to form an un-biased network of Bellman mean squared error. This target
network in alignment with the QL network helps to couple the outputs of both main
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Fig. 1 Overview of system architecture

and target networks after each iterative period. Here the target network is fixed to
give more focus on updating the Q network, leading to a better convergence factor.

Q learning in discrete domain is a tuple (W, S, A, F, R) where W is a stochastic
width with state space S and action space A, T: S X A→ S, F is the state transition
function, and R: S X A X S→ R is the cumulative reward function [4]. The reward
function R and state transition function F are considered to be unknown and static
throughout the convergence process. The policy tends π: → A is a PDF against the
actions of each state. The Q-function Qπ (S, A) for policy π is the reward to the
agent for considering all the states 1S, taking action 1A, and then following policy
π. The Q learning network always tries to achieve maximum rewards, and hence to
predict the decisions with less time.

Deep Reinforcement Learning (DRL) is basically a Machine Learning algorithm,
usually allows the agent to work on the environment, and hence to maximize the
reward. Agent is capable to observe the environment and to align its actions more
toward the positive rewards [5]. Adaptive fractal-based image compression is capable
of finding out the affine transformations with much lesser time in comparison to
classical FIC and its variants [6]. Initially, the system follows exhaustive search
procedures as follows.

• The input image is partitioned into non-overlapping nxn range blocks, which form
a range pool.

• Compute the affine transformations by finding the relation between range blocks
and overlapping 2nx2n domain blocks.

• These transformation sequences are stored as the compressed image.
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TheMeanSquaredError (MSE) between range anddomain blocks can be obtained
by pre-calculating the luminance/chrominance offset and contrast scaling values as
shown in Eq. 1. This can be used to determine the strength of a domain block. The
computational cost can be reduced by eliminating the domain blocks with the Root
Mean Square (RMS) values less than a pre-fixed threshold. The speed can be further
improved by adopting the modified HV partitioning scheme, where the variable size
partitions up to four splits are preferable [5].

minD c ∈ �MSE(R, D c)

= minD∈� minS,0∈R

r−1∑

j=0

r−1∑

j=0

(ri j − (s · �(di j) + 0))

2

(1)

where s and o are the scaling parameter and luminance offset respectively. dij and rij
are pixel intensities of domain block and range block.

When the compression process is completed as shown in the flow chart of upload
plugin in Fig. 2, transformations are stored in the CDN file system and send the
request for registration in the central registry of CDN. The plugin collects URL and
sends it back to the client when the registration process is completed. If the client
selects a compression technique such as JPEG or PNG, the plugin system sends
the conversion request to standard Operating System (OS) utility and completes the
process. The major advantage of using the plugin system is to port into any CDN
using a standard HTTP REST Application programming Interface for file upload
and registration process. So, the performance of the system can be measured across
different CDN providers and different file types.

At the resource downloading end, the client side process requests the image using
the URL given by the upload plugin system as shown in the process flow diagram of
client application in Fig. 3. This request gets forward to the spatially nearest server
by the CDN proxy or Name resolvers. Then the system sends the compressed image
with the corresponding headers to indicate the compression technique. If the retrieved
file uses a fractal-basedmethod, the client uses a custom renderingmethod to convert
it into bitmap format and fit to an image view of the User Interface (UI). If it is not a
non-fractal method, the client uses the native image view available in the system to
display the image. In both cases, the time for download and rendering is noted by a
separate timer process. PSNR of the uncompressed image is also calculated by the
measurement system.

3 Experimental Setup

Client side experimental setup includes android OS and custom application devel-
oped using android software development kit [6–8]. Figure 4 shows a demo android
client application developed to test the present system. The server side plugin system
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Fig. 2 Flow chart of upload plugin

is developed using Python languagewith support of Djangoweb application develop-
ment kit. Server side system uses HTTP REST Application programming Interface
to establish the communication between the CDN provider and the plugin system
[9]. The plugin system is designed to be modular to establish the communication to
well-knownCDNproviders. TheCDNproviders includeAmazon cloud front [9, 10],
Cloudflare [11], Google cloud [12], Akamai [2]. Experiment conducted by uploading
different size and varying texture images that are in raw format to theCDNand choose
fractal based, JPEG or PNG as the compression as file format. The testing images
include the same image with varying size by downsampling the number pixels. Each
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Fig. 3 Process flow of client application
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Fig. 4 Output screen of the
client application

time the test is repeated with the above-mentioned CDN providers for image size of
100 KB to 100 MB. The test includes 10 different texture images, 20 different sizes
of each and 4 CDN providers. The download time and sampling time for each test
image are recorded in the mobile application.

4 Results and Discussion

The experiment shows that Fractal Image Compression based on RL technique is a
clear winner compared to the JPEG and PNG compression methods. Figure 5 shows
the PSNR comparison between these three methods with varying sizes of different
images from Akamai CDN. The chosen images are the standard image set with
varying texture patterns (a, b, c, d). The RL system is pre-trained using the ImageNet
data set to ensure a better compression of the test images. The empirical analysis
shows that the PSNR values of FIC are better than JPEG and PNG.

Akamai is chosen as the best provider in the test, based on the download speed
comparison chart given in Table 1. The Table lists the download and rendering time
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Fig. 5 Comparison of PSNR for different compression methods using different textures a, b, c, and
d

Table 1 Download and rendering time for different compression methods in various CDNs

CDN Provider Compression method download time (ms) Rendering time (ms)

Cloudflare JPEG 1252 22

Google cloud [13] JPEG 1200

Amazon cloud front [12] JPEG 1000

Akamai JPEG 800

Cloudflare [14] PNG 1100 30

Google cloud PNG 985

Amazon cloud front PNG 900

Akamai PNG 852

Cloudflare FIC 874 11

Google cloud FIC 800

Amazon cloud front FIC 822

Akamai FIC 500
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for different file compression techniques. The compressed images are generated
from a distributed texture image of size 100 MB. The input image is in raw format
and is compressed and uploaded to the CDN using this plugin system. The same
procedure is followed for 10 texture images and 20 different sizes. The table lists a
sample data for the image of size 100 M, and for all the combinations FIC method
shows lesser download time compared to Wang et al. [15].

5 Conclusion

This paper adopts the fractal-based image compression as the primary image format
for the CDNs and uses a plugin-based mechanism to upload the images to CDN. The
present uploadmechanism is compatiblewith different CDNproviders. In the current
scenario of the internet, there are no providers or the client software’s support a fractal
compressed image as a content type. Therefore, in order to test out the suggestion
to use FIC as the primary image format, a plugin system has been developed for
compression and also developed a mobile application to decompress, render and
display the image. There are different fractal-based techniques available to develop
a plugin system for compression. But the RL-based fractal compression is the fastest
one available today. Hence, it is proved that the present system can drastically reduce
the network load, power consumption and carbon footprint of the internet.
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