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Abstract In this paper, the heterogeneous comprehensive learning particle swarm
optimization is proposed for the tuning of multivariable proportional integral deriva-
tive (PID) for Wood and Berry system. This simulation work is done for both the
decentralized and centralized PID controller. For comparison, results from the tuning
of multivariable PID controller by particle swarm optimization (PSO) algorithm is
considered. Here, our objective is to minimize the integral absolute error (IAE) value
of the system. For the simulation of the systemand algorithm,MATLAB/SIMULINK
software is used. Statistical performance of evolutionary algorithms such as best
value, mean value, and standard deviation are going to be evaluated based on ten
independent initial conditions. In this work, it is observed that HCLPSO give more
consistent performance compared to PSO algorithm.
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1 Introduction

In this modern world, most of the industries are having multiple inputs and multiple
outputs systems. These systems are very complicated to get the desired output so
that a suitable controller and tuning methods are needed. Most of the MIMO system
is controlled by using a PID controller [1]. PID controller [2] is the most popular
controller due to its advantages over others. It is most widely used in industrial
applications. It uses a control loop feedback mechanism to control the variables. PID
stands for the mathematical term proportional, integral, and derivative. Proportional
means constant or right value. Integral means the summation of a function over a
given interval and derivative is the rate of change of value for a given interval. In
this work, decentralized and centralized PID controllers for the tuning of the MIMO
system. In decentralized controller [3], there are n PID controllers and in centralized
controller [4] n*n PID controllers. In various engineering applications, the tuning of
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the PID controller for various algorithm is mentioned in [5]. In recent times, hetero-
geneous comprehensive learning particle swarm optimization (HCLPSO) algorithm
[6] performs very well. The tuning of PID controller for SISO system for HCLPSO
algorithm was explained in the paper [7]. In this paper, we are going to tune the PID
controller forMIMO system by using HCLPSO algorithm. Among population-based
tuning algorithms, HCLPSO has the learning capability to become the output of the
system as consistent, converged, and has better performance. In HCLPSO, the total
population is grouped into two subpopulations such as exploration and exploitation.
For the optimal results, we have to balance between these two subpopulations. This
paper mainly focuses on minimizing the error value such as integral absolute error
(IAE) and the performance analysis of the PID controller for the binary distillation
column plant that was described byWood and Berry [8]. The PID controller continu-
ously calculates the error value which is the difference between the desired set point
and themeasured process variable and applies the correction by changing the propor-
tional, integral, and derivative value. For the performance analysis, we compare the
output results of HCLPSO to the output results of PSO.

2 MIMO System

TheMIMO system is the multiple inputs and multiple outputs systemwhich requires
control techniques for improving the performance of the system. The MIMO system
is more difficult to exploit than a SISO system. We have used a 2 × 2 Binary
distillation column plant described by Wood and Berry.

The generalized transfer function for the MIMO system is given below,

G(s) =
⎡
⎢⎣
g11(s) · · · g1n(s)

...
. . .

...

gn1(s) · · · g11(s)

⎤
⎥⎦ (1)

2.1 Wood and Berry System

Wood and Berry have derived the mathematical model for binary distillation column
plant. The typical column plant consists of a vertical column, re-boiler, condenser,
reflux drum, and it contains a feed stream and two product streams. The column plant
requires a minimum four number of feedback control loops. These control loops are
used to control the distillate concentration, bottom concentration, level of re-boiler,
and level of reflux rate. Each controller loop requires a minimum of one input and
output so that the system is considered as a MIMO system.

The derived transfer function for the column plant is given by
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G(s) =
[

12.8e−s

1+16.7s
−18.9e−3s

1+21s
6.6e−7s

1+10.9s
19.4e−3s

1+14.4s

]
(2)

2.2 Decentralized Controller

In a decentralized controller, there are n controllers are used. We used the Wood and
Berry system with 2 PID controllers. The decentralized controller system is most
frequently used in industries. The computational time is less for a decentralized
controller system compared to a centralized controller system. Simulink model for
the decentralized controller is shown below (Fig. 1). The general transfer function
for the decentralized controller is given by,

K (s) =
⎡
⎢⎣
k1(s) · · · 0

...
. . .

...

0 · · · kn(s)

⎤
⎥⎦ (3)
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Fig. 1 Simulink model for decentralized controller
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Fig. 2 Simulink model for centralized controller

2.3 Centralized Controller

For a MIMO system, a full multivariable controller is used, such a controller is
called a centralized controller. This controller will give satisfactory responses for
the desired system. The centralized controller requires n*n controllers, whereas the
decentralized controller requires only n controllers. In this controller, two PIDs are
coupled to each other to obtain the desired output for the system. We can design a
full matrix for a centralized controller system and find out the controller parameter
values by suitable tuning methods. Simulink model for the centralized controller is
shown below (Fig. 2).

The general form of n* n multivariable PID controller is given by,

K (s) =
⎡
⎢⎣
k11(s) · · · k1n(s)

...
. . .

...

kn1(s) · · · knn(s)

⎤
⎥⎦ (4)

3 HCLPSO Algorithm

In HCLPSO, the swarm is divided into two heterogeneous subpopulations. The first
subpopulation is enhanced for exploration and the second subpopulation is enhanced
for exploitation. In both exploration and exploitation subpopulations, the exemplar
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is generated using comprehensive learning (CL) strategy with the learning proba-
bility. Each subpopulation is assigned to focus only on either exploration or exploita-
tion. To generate exemplars, in exploration subpopulation exemplars, the personal
best experience of the same subpopulation is used and in the exploitation subpop-
ulation, the personal best experience of the entire swarm population is used. As
exploration subpopulation learns only from the same population, the diversity can be
retained. The velocity of an exploitation-enhanced subpopulation is updated using
the following equation:

V d
i = ω∗V d

i + c1∗randd1∗
(
p bestdf i(d) − Xd

i

) + c2∗ rand2∗
(
g bestd−Xd

i

)

d dimension
Vi

d updated velocity of an ith particle
ω inertia weight
c1, c2 acceleration factor
rand1d, rand2 uniform random between 0 and 1
Xi

d dth value of ith particle in the population
Pbestdfi(d) best position of the ith particle
Gbestd best position of the whole swarm population

V d
i = wV d

i + c∗randdi ∗ (
pbestdf i(d) − Xd

i

)

where f i(d) =[f i(1), f i(2),…., f i(D)] indicates the ith particle follows its own or
other pbest for each dimensions. The particle is specified according to the learning
probability values(pci) .

4 Parameter Analysis

For the decentralized controller, we made the performance analysis. In HCLPSO,
there are several tuning parameters such as learning probability, grouping, and the
velocity of the particle. The output result was analyzed by changing these parameters,
keeping the two parameters as constant. So that one parameter is kept as constant
and change the other parameter and analyze the output. In order to find the effect
of learning probability to the performance of HCLPSO, the velocity of the particle
is kept as constant. The obtained statistical performance such as best value, mean
value, and optimal value among ten independent runs for the velocity= 0.15, learning
probability = 0.25 and velocity = 0.15, learning probability = 0.15 are represented
in Table 1.

From Table 1, we infer that
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Table 1 Performance of HCLPSO algorithm based on learning probability

Parameters Functional count Best value Mean value Std deviation value

Velocity = 0.15 and
learning probability y =
0.25

9000 8.1462 8.2849 0.1714

3000 8.6521 9.5202 0.7022

Velocity = 0.15 and
learning probability y =
0.15

9000 8.1129 8.5659 0.3783

3000 8.6511 10.2654 1.9256

Table 2 Performance of HCLPSO algorithm based on velocity of the particles

Parameters Functional count Best value Mean value Std deviation value

Velocity (Vmax) = 0.25
Learning probability (Pc)
= 0.2

3000 9.7702 10.3743 0.5655

9000 9.6836 9.7862 0.2620

Velocity (Vmax) = 0.2
Learning Probability (Pc)
= 0.2

3000 9.8895 10.5557 0.5392

9000 9.6824 9.8263 0.3014

• If we decrease the learning probability value, the standard optimal value will
increase and output will not converge.

• If we increase the learning probability value, the standard optimal value will
decrease and output will converge, and it will give the consistent performance.

The obtained statistical performance such as best value, mean value, and standard
deviation value for the velocity = 0.25, learning probability = 0.2 and velocity =
0.2, learning probability = 0.2 are represented in Table 2. In order to find the effect
of maximum velocity of the performance of the HCLPSO algorithm, the learning
probability is kept as constant.

From the above Table 2, we infer that

1. If we decrease the velocity of the particle, it will give the best optimal solution.
2. From the above analysis, we conclude that the best optimal solution and system

consistent

5 Results

From this paper, we analyze the parameter changes and finally conclude that the
best optimal solutions will get for the particular parameters. We made several trials
and runs and obtained the suitable parameters for the design of centralized and
decentralized PID controllers for HCLPSO algorithm.

For decentralized controller, the parameters are learning probability (pc) = 0.25,
grouping ratio (g1)= 0.3, and velocity (Vmax)= 0.2. The overall obtained results for
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Table 3 Comparison of HCLPSO algorithm with PSO algorithm for decentralized controller

PSO obtained results Max_FES Best optimal Mean optimal Standard deviation value

3000 9.6824 10.2209 0.5433

6000 9.6824 10.104 0.4444

9000 9.6824 10.0822 0.5468

Learning probability(pc) = 0.25, Grouping ratio(g1) = 0.3, Velocity(Vmax) = 0.2

HCLPSO obtained
results

3000 9.9101 10.5299 0.4284

6000 9.6826 9.7301 0.0666

9000 9.6825 9.6851 0.0018

Table 4 Comparison of HCLPSO algorithm with PSO algorithm for centralized controller

PSO obtained results Max_FES Best optimal Mean optimal Standard deviation value

3000 8.3255 9.0636 0.7900

6000 8.1245 10.0422 2.7854

9000 8.0189 9.0186 1.5178

12,000 8.0273 10.9396 4.4975

Learning probability(pc) = 0.25, Grouping ratio(g1) = 0.3, Velocity(vmax) = 0.15

HCLPSO obtained
results

3000 8.6521 9.5202 0.7022

6000 8.2661 8.8084 1.1179

9000 8.1462 8.2849 0.1749

12,000 8.0945 8.2580 0.1289

the decentralized controller usingHCLPSOalgorithm for various function evolutions
are reported in Table 3.

For centralized controller, the parameters are learning probability (pc) = 0.25,
grouping ratio (g1) = 0.3, and velocity (vmax) = 0.1. The overall obtained results
for the centralized controller using HCLPSO algorithm are represented in Table 4.

From the Tables 3 and 4, the obtained best performance of both the HCLPSO and
PSO algorithms are similar, but the performance of HCLPSO algorithm gives more
consistent performance compared to PSO algorithm when the number of function
evaluations are higher due to their learning ability. Convergence characteristics of
both the algorithms are reported in Figs. 3 and 4 which shows both the algorithms
have converged their optimal values.

6 Conclusions

• From the Table 1, we conclude that by increasing the learning probability value,
the output results are more consistent and the deviation is minimum.
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Fig. 3 Convergence graph for decentralized controller

Fig. 4 Convergence graph for centralized controller

• From the Tables 3 and 4, we conclude that PSO and HCLPSO have moreover
give same optimal solution, but HCLPSO gives lesser value of standard deviation
value for increasing the function evaluation of the particle. Since the HCLPSO has
learning probability, it gives more consistent solution for greater value of function
evaluation.

• From the Tables 3 and 4, we conclude that centralized controller has better optimal
solution compared to the decentralized controller.
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