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Preface

Game theory is a formal, mathematical discipline that studies interactive decision-
making and is especially relevant for situations of competition and cooperation
among a group of agents. The applications of game theory are wide and varied
ranging, viz., from addressing strategic negotiations in the international polity to
analyzing the economic competitions, from explaining socio-economic issues of
bargaining and fair distribution of resources to studying and predicting evolution
dynamics of the animal kingdom, and from developing strategic mobile ad hoc
networks to building models of voting and social choices, to name just a few.

We live in an interconnected world and an understanding of networks is useful
for almost all activities ranging from making a simple decision of buying a product
to complex policy decisions by governments. With the incorporation of the strategic
interactions through the models of game theory, research in networks became even
more critical since it helps in understanding how networks form, which networks
are stable, and how people connected via networks make decisions. Social networks
and their analysis is an interdisciplinary approach encompassing economics, soci-
ology, political science, epidemiology, psychology, computer science, mathematics,
biology, etc.

This compilation contains 14 full-length papers that include both expository and
research articles built on networks andgame theory’s recent developments. It includes
chapters on network measures and network formation, application of network theory
to contagion, biological data and finance and macroeconomics as expository arti-
cles. The volume also contains chapters on fair allocation in the context of queueing,
rationing, and cooperative games with transferable utilities for engaged researchers.
A few survey chapters on non-cooperative game theory, evolutionary game theory,
mechanism design, advances in provision of public goods, and social choice theory
are also incorporated to cater to the needs of the beginners in the field. This book
brings together new research by scholars in different fields in a manner that is acces-
sible to all. We envisage that this will initiate fruitful interdisciplinary research work
andopennewdirections in game theorywith spillover effects on research in networks.

Both the expository and the original research articles were carefully selected
from the deliberations made in the International Conference on Game Theory and
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Networks held at Dibrugarh University, Dibrugarh, India, during September 6–8,
2019, and the International Seminar onGameTheory andNetworks held atDibrugarh
University, Dibrugarh, India, during September 13–14, 2018.

We take this opportunity to thank all our authors whose contributions and timely
responses in their efforts starting from the initial submissions to the final revisions
made this volume a reality in a trying time that ismarked by the arduous challenge the
pandemic Covid-19 has brought about. We also thank all the referees whose sincere
and involved evaluation of the articles was key to maintaining the volume’s scientific
quality and standard. The conference is a part of a series of seminars and conferences
held under the aegis of a project awarded by the UK-India Education and Research
Initiatives (UKIERI) to Surajit Borkotokey, Department of Mathematics, Dibrugarh
University,Dibrugarh, India, andRajnishKumar,Department ofEconomics,Queen’s
Management School, Queen’s University, UK. We thank UKIERI for their generous
funding and the collaborating institutions for providing the material and technical
support. We thank the participants in all these conferences coming from different
parts of the world to disseminate their research works. Finally, our deep sense of
appreciation goes to Springer for including this volume in their series. We believe
that the volumewill be useful for the postgraduate and doctoral students, researchers,
and practitioners working in various sub-disciplines of game theory and networks.

Dibrugarh, India
Belfast, UK
Kolkata, India
Mumbai, India
Blacksburg, USA
September 2020

Surajit Borkotokey
Rajnish Kumar

Diganta Mukherjee
K. S. Mallikarjuna Rao

Sudipta Sarangi



Introduction

GamesNet: The Genesis

The story of this book is closely tied with GamesNet and the small group of people
who have been associated with it. GamesNet (gamesnet.in) is a loosely defined
group that brings together researchers across disciplines who have a keen interest
in anything and everything that relates to networks, in any tangible or intangible
form, and are also enthusiastic about Game Theory. The journey began about 8
years ago, i.e., in 2013 at the famed Indian Statistical Institute, Kolkata. From this
humble beginning, and eight conferences later, the GamesNet initiative provides a
wonderful example of how a real network can evolve. Over the years, GamesNet has
organized multiple programs with visitors from different corners of India as well as
from different continents of the world. We proudly enumerate these as follows:

i Research meeting on Strategic Network Formation & Evolution, Indian
Statistical Institute, Kolkata, 2013.

ii International Seminar on Game Theory and its applications to Social and
Economic Networks, Dibrugarh University, Dibrugarh, Assam 2014.

iii Networks and Games, Indian Institute of Technology, Ropar, 2015.
iv International Conclave on Foundations of Network & Game Theory, IGIDR

Mumbai, 2016.
v Mini-Conference on Networks and Games, SOSU, ISI Kolkata, 2017.
vi One-day Workshop on Network and Graphical Statistics, SOSU, ISI Kolkata,

2018.
vii InternationalWorkshop onGameTheory andNetworks,DibrugarhUniversity,

Dibrugarh, Assam, 2018.
viii International Workshop on Game Theory and Networks, Indian Institute of

Technology Bombay, Mumbai, 2019.
ix Workshop on Combinatorial Game Theory, Indian Institute of Technology

Bombay, Mumbai, 2019.
x International Conference on Game Theory and Networks, Dibrugarh Univer-

sity, Dibrugarh, Assam, 2019.
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x Introduction

GamesNet has been fortunate to receive (financial, technical, and moral) support
from various organizations including Department of Science and Technology (DST),
National Board for Higher Mathematics (NBHM), IISc Mathematics Initiative, UK-
India Education and Research Initiative (UKIERI), and our respective universities
and institutes. Several well-known researchers including Tamer Basar, Kaushik
Basu, Francis Bloch, Kalyan Chatterjee, Bhaskar Dutta, Sanjeev Goyal, Michel
Grabisch, Mathew Jackson, Debasish Mishra, Herve Moulin, Y. Narahari, Indrajit
Ray, Agneiszka Rusinowska, Arunava Sen, and Georges Zaccour have participated
in our activities and encouraged us. The group has also edited two special issues
associated with the journal Studies in Microeconomics. During the ongoing Covid
pandemic, GamesNet initiated a webinar series on Networks and Games and has
reached a far greater audience virtually. The Fall 2020 season even concluded with
a paper presentation competition for junior scholars.

The present volume is another way to reach out to researchers in different fields.
Several of the papers included in the present volume grew out of the presentations
given by the respective authors in some of the conferences organized by GamesNet.
Till now, GamesNet has largely been India-centric. We believe this book has become
another step that will bring together researchers working in these fields not just in
India but also across the globe.

Introduction to the Volume

Game theory studies strategic interactions among agents. The umbrella term “agent”
means, for example, individuals in social interactions, attributes in case of economic
interactions, or nodes in networks that describe an interaction pattern. It may refer
to human beings, computers, or entities like firms and countries. Although notions
relating to game theory date back to ancient times and can be found in the works
of scholars like Sun Tzu and Chanakya or in medieval times in books like The
Prince, attempts to formalize it are relatively recent. Scholars like Cournot and
Bertrand had started to solve formal models and did Emile Borel who got inter-
ested in Colonel Blotto types problems in the early twentieth century. However,
formal theory in a systematic way started with the pioneering work of mathemati-
cian John von Neumann resulting in a book titled Theory of Games and Economic
Behaviour jointlywrittenwith economist OskarMorgenstern in 1944. Since then, the
subject has attracted researchers from diverse fields and has achievedmethodological
prominence in multiple disciplines.

Playing games and winning them are fundamental human instincts. The game
theory follows these same fundamentals craved by competition, strategies, andmone-
tary gains (loss). It is also interesting to see howcooperation among agents emerges to
everyone’s benefits under competition! Games may be broadly divided into two cate-
gories: non-cooperative games and cooperative games. In non-cooperative games,
agents maximize individual utility, do not make any binding agreements, and an
equilibrium strategy is the best response of an agent against each of her opponents.



Introduction xi

In cooperative games, on the other hand, agents try to maximize their utilities by
making binding agreements among themselves to share the total output. The objec-
tive is to find what underlies sharing rules that would be attractive and feasible using
an axiomatic approach.

The purpose of this book was to provide a compilation of the recent developments
in various disciplines of game theory that include primarily the topics on network
games, social choice, and distributive justice. Given the vast scope of these topics
and the advances, the book is not exhaustive but rather a compendium of recent
research and reviews that will introduce new work both to those who are new as
well as scholars who have been in the field. With this objective in mind, we have
divided the book into three parts: Game Theory and Social Choice, Distributive
Justice and, Network Theory and Applications. Before discussing the contributions
of the individual chapters, we will briefly introduce our vision of these broad themes
to the reader.

Social choice theory is the theoretical study of consensus that brings about social
welfare by aggregating individual opinions, preferences, interests, or welfares. Social
choice combineswelfare economicswith voting theory. It builds on the individualistic
preferences of the members of a society that lead to a collective decision for the
benefits of society. The challenge of social choice theory, therefore, lies in converging
to a correct social judgment or acceptable group decision that balances the moral and
pragmatic considerations of individuals with possibly varying informational inputs.

Laws, institutions, policies, etc., constitute the framework underlying the very
structure of a society. They, in turn, create different distributions of benefits and
burdens among the stakeholders. These frameworks are instituted by human beings
over the entire spread of political arrangements, their cognition, and functioning. The
most interesting part is that such frameworks keep evolving over time both within
and across different societies. The structure of these frameworks is an important
area of study since the distributions of benefits and burdens it offers to influence
the societal behavior at large. Rationalizing the different frameworks and/or their
resulting distributions so that they can be morally preferable to the individual agents
is a primary concern of the study in distributive justice. Thus, the principles of
distributive justice provide moral guidance for the political processes and structures
that affect the distribution of benefits and burdens in societies, regardless of the
terminology they employ.

Network games are graph restricted gameswhere it is assumed that the interactions
among the agents exist only through some network. RogerMyerson in 1977 proposed
a communication situation where agents’ activities and payoffs are determined by
the restrictions imposed on them through their direct or indirect connections. A
number of other papers in a similar vein were also published around that time.
However, the study of networks took a new turn in the 1990s. These were all aimed
at understanding the formation of networks, i.e., how social and economic networks
emerged instead of taking them simply as given. In 1996, Jackson and Wolinsky
proposed a more sophisticated model of network games, where the network structure
is also equally important in defining a game. In 2000, Bala and Goyal proposed the
non-cooperative framework of network games. A wide range of theoretical models
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of network formation has been proposed since then in multiple disciplines to address
different types of network situations. In recent years, a number of applications of
the theory have also been developed to understand wide-ranging phenomena like
homophile, terrorism, and contagion.

Organization of the Book

Part I: Game Theory and Social Choice

This part covers six chapters discussing various aspects of game theory and social
choice. The book begins with a chapter on evolutionary game theory by Mahanta
titled “Replicator Dynamics and Weak Pay-Off Positive Selection Dynamics:
An Overview”. In many instances, by engaging in repeated bilateral interactions,
they “learn” to play strategies that yield higher benefits and lead to the equilibrium
behavior. Among the many dynamic behaviors, replicator dynamics is an important
andwidely discussed one,which also leads to an evolutionary stable strategy.Another
important class of dynamics is the weak-payoff positive selection dynamics. In this
chapter, the replicator and weak-payoff dynamics are derived followed by a review
of some the most important properties providing the reader with a comprehensive
overview.

The second chapter, “Linear Games and Complementarity Problems” byGokulraj
and Chandrashekaran, discusses a generalization of the classical two-person matrix
games. A linear game consists of a finite-dimensional inner product space V , a self-
dual cone K , and a fixed point e in the interior of K . The players choose from
� = {x ∈ K : 〈x, e〉 = 1 and the payoff to Player 1 is given by 〈Lx, y〉, where
the first player’s choice is x ∈ � and the second player’s choice is y ∈ �. The
authors discuss several important properties of the symmetrization of linear games
(along the lines of von Neumann symmetrization) and their connections with the
complementarity problems using mathematical models involving linear algebra and
optimization.

In the chapter “Social Preferences and the Provision of PublicGoods”, Sarangi and
Updadhyay consider the ever-important public goods game. Public goods games are
characterized by non-rivalry and non-exclusivity. Non-rivalry implies that multiple
players can benefit from the public goods and non-exclusivity makes it difficult to
prevent any player to enjoy the benefits. Typically in a Nash equilibrium, players free
ride. However, following the more recent advances in behavioral economics, if the
utility function considers social preferences, then cooperation may emerge. In this
paper, the authors survey the impact of social preferences in the public goods game.
Moreover, the authors also consider the situation wherein the players are connected
by a network and public good provision happens in the network.

In a society consisting of many agents with conflicting interests, the social choice
function attempts to aggregate the individual preferences subject to certain basic
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axioms. Significant efforts have been made to justify several impossibility results,
the chief among them being the Arrow’s impossibility theorem. An important desir-
able property of a social choice function is “strategy-proofness”. Strategy-proofness
makes it unprofitable for agents to misrepresent their preferences. The Gibbard–
Satterthwaite theorem makes it necessary to restrict the class of preferences (else
the social choice function will be dictatorial) with some constraints. In the chapter
“Recent Results on Strategy-Proofness of Random Social Choice Functions”, Roy
et al. discuss random social choice functions and their strategy-proofness. This
chapter surveys some recent results in this area.

The chapter “Assembly Problems” by Gupta and Sarkar considers an exchange
problem in which there is a network of locations and a buyer who wishes to buy a
subset of these locations. The objective of the buyer is to buy those locations that
constitute a path in the network of the desired length. In this chapter, the authors
survey two alternative approaches to this assembly problem, viz., bargaining under
complete information and exchange with asymmetric information.

The ranking of different objects is present in almost every situation, especially
in these days of wide access to information and the need to identify the relevant
information through search. In the chapter “On Different Ranking Methods”, Rusi-
nowska considers the situation where the objects are connected by a directed graph
and discuss various ranking methods.

Part II: Distributive Justice

This part begins with the chapter “The Efficient, Symmetric and Linear Values
for Cooperative Games and Their Characterizations” by Goala and Borkotokey. The
main objective of cooperative games with transferable utilities is to provide founda-
tions for distributing the worth of a coalition to the agents in the coalition. In this
paper, the authors discuss the Egalitarian Shapley (ESL) value for TU games. The
second part of the chapter considers a subclass and provides a characterization for
the extended generalized ESL value.

The next chapter “New Characterizations of the Discounted Shapley Values”
by Boruah deals with a new class of games that form a basis for the kernel of the
discounted Shapley value. The advantage of this model is theminimal requirement of
two axioms only, whereas the existing models in the literature require more axioms.

In the next chapter “No-envy in the Queueing Problem with Multiple Identical
Machines” by Mitra and Mutuswami, the authors consider queueing problems with
multiple machines with the no-envy property, which says that no agent is interested
in swapping his allocation with another agent. The paper identifies and analyses the
no-envy allocations. The Pareto efficient rule and Lorenz optimal allocation rule are
also discussed.
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Thefinal chapter in this part “RationingRulesUnderUncertainClaims:ASurvey”
byErtemel andKumar discusses various rules including the proportional, parametric,
equal quantile, and expected-waste constrained uniform gains rules. The paper then
discusses the axiomatic characterization of these rules when there is uncertainty in
the claims.

Part III: Networks Theory and Applications

Part III of this book consists of four chapters. The first chapter “Building Social
Networks Under Consent: A Survey” is an expository chapter by Gilles. The basic
problem of network formation is to see how networks of strategic agents form when
the decision of the strategic agent is to decide on the links with whom she wishes to
form. The typical Nash networks approach, however, does not incorporate consent
between agents into the formation problem. Themajor focus of this paper is to look at
the situation where link formation requires mutual consent by both agents. The paper
discusses different ways to understand consent in the context of the Nash equilibrium
and provides a comparison of the results.

The next chapter “Analysis of Biological Data by Graph Theory Approach
Searching of Iron inBiologicalCells” byŽdímalová et al. presents the graph-theoretic
approach to image processing focusing on the biological data. For obtaining segmen-
tation of biological objects, graph cut algorithms along with some extensions are
discussed. As an application, the importance of iron segmentation in Alzheimer’s
disease is also discussed.

In the real world, the networks (both physical as well as economic) are subject to
threats and attacks. Such attacks are caused by nature or by humans. In view of this,
one is interested in understanding how robust networks are when they face attacks. In
this reprint of a paper “How Do You Defend a Network?” by Dziubiński and Goyal,
first published in the Theoretical Economics 12 (2017), 331–376, these aspects are
discussed.

The chapter “Macroeconomic and Financial Networks: Review of Some Recent
Developments in Parametric and Non-parametric Approaches” by Chakrabarti et al.
reviews the recentwork in this area using the complex networks approach. The under-
lying network theory in finance and macroeconomics is surveyed. Topics of discus-
sion include propagation of risk, analyzing social networks, as well as empirical
work on financial networks.

The title of the book was carefully chosen to include chapters from both classical
game theory and networks and also to highlight the new perspectives and dimen-
sions which, we are sure will prove to be useful for students and researchers (in
early as well as senior stages) alike and create exciting (further) interest in various
novel perspectives. We believe that the book will span this exciting interdisciplinary
ground across economics,mathematics, statistics and also physics, computer science,
political science, and sociology and not just be useful to readers but also foster
collaborative research.
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Replicator Dynamics and Weak Pay-Off
Positive Selection Dynamics: An
Overview

Amarjyoti Mahanta

1 Introduction

In this review essay, we mainly discuss results related to replicator dynamics and
weak pay-off positive selection dynamics. Replicator dynamics1 is one of the ways
of studying the long-term outcome of the interactions of agents who play normal
form games and who are not fully rational. By “not fully rational” we mean that the
agents playing the game do not have the capacity to form a correct belief about the
strategy going to be played by their opponent. Therefore, each agent learns the game
by playing repeatedly. In replicator dynamics, each strategy of the game is identified
with the type of agents who are playing it. For example, if a game has three strategies
and each strategy is played by some agents then we say that there are three types of
agents playing the game. The strategies with higher pay-off replicate at a higher rate
and become prevalent over time. In other words, the agents playing a strategy with
higher pay-off grow at a higher rate than those with lower pay-off. In the long run,
the agents playing strategy with lower pay-off get eliminated and only those with
higher pay-off prevail. This kind of dynamics belongs to a broader class of learning
dynamics called pay-off monotone dynamics. In this kind of dynamics, the ordering
of the rate of growth of strategies is the same as the ordering of the pay-off. The
strategies with the highest pay-off grow at the highest growth rate and vice versa.

The growth rate of each strategy in replicator dynamics is called the fitness func-
tion in the terminology of evolutionary biology. It represents the aggregate behaviour

1Taylor and Jonker [13] is the first paper to derive replicator dynamics.

I am grateful to Prof. Surajit Borkotokey, Prof. Sourav Bhattacharya, editors of this volume and an
anonymous referee for the important and helpful comments. I thank the participants of International
Conference on Game Theory and Network held at Dibrugarh University for helpful comments.

A. Mahanta (B)
Department of Humanities and Social Sciences, IIT Guwahati, Guwahati, India
e-mail: amarjyoti@iitg.ac.in
© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Borkotokey et al. (eds.),Game Theory and Networks, Indian Statistical Institute Series,
https://doi.org/10.1007/978-981-16-4737-6_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4737-6_1&domain=pdf
mailto:amarjyoti@iitg.ac.in
https://doi.org/10.1007/978-981-16-4737-6_1


4 A. Mahanta

of all the agents playing a particular strategy. The micro-foundation of replicator
dynamics can be established in multiple ways and imitation is one of them, because
the strategy with higher pay-off is imitated more often, leading to greater replication.

Replication through imitation has been studied using numerous revision protocols,
broadly categorized as imitation driven by dissatisfaction and imitation of successful
strategies. In these classes of learning dynamics, a type of agent that is following a
particular strategy switches to another strategy if the pay-off from the current strategy
is less than a threshold level. Here, the agents only need to know the threshold level
and the pay-off from its present strategy before switching. In the imitation of a
successful strategy, the agents do a pairwise comparison of pay-offs. The agents are
randomly matched to play the game. Of the two strategies, the agent switches to
one with higher pay-off. The information requirement is not that stringent; the agent
has to know about the pay-off of its current strategy and its opponent. Based on this
criterion of switching, a number of models have been studied. The consequence of
this inflow and outflow of the agents into strategies using the switching criteria leads
to the replicator kind of dynamics.

Another class of selection dynamics which is generally compared to replicator
dynamics is weak pay-off positive selection dynamics. In such dynamics, at least one
of the strategies has a positive rate of growth from the set of strategies having pay-off
greater than the expected pay-off. So all the strategies with pay-off greater than the
average may not grow at a positive rate. And strategies with lesser pay-off may grow
at a higher rate compared to those with a higher pay-off. Sethi [12] provided the
micro-foundation of such dynamics based on the imitation of successful strategies,
calling it generalized replicator dynamics.

In this review essay2, we describe the derivation of replicator dynamics and weak
pay-off positive selection dynamics based on imitation of successful strategies. We
discuss some of the common properties of selection dynamics such as Lipschitz con-
tinuity and the fact that the trajectories are bounded within the unit simplex. All the
Nash equilibria of a normal form game belong to the set of fixed points of these two
dynamics. There are also, however, a few fixed points which are not Nash equilibria.
We demonstrate the results showing that those fixed points are not Lyapunov stable.
The limitations of the results related to the stability of fixed points are shown. For
potential games, the Nash equilibria are asymptotically stable in the case of replica-
tor dynamics. And for the general normal form games, only the evolutionarily stable
states which are also fixed points of the replicator dynamics are asymptotically sta-
ble. In the case of weak pay-off positive selection dynamics, only monomorphic
evolutionarily stable states of any normal form game are asymptotically stable. The
presence of cycles in replicator dynamics for the Rock Paper Scissors game has been
demonstrated. An example of a stable limit cycle in case of weak pay-off positive
selection dynamics is provided.

2 Some of the interesting and expository papers on evolutionary games are Friedman [3], Van
Damme [14],Hofbauer andSigmund [6] andLahkar [7]. For comprehensive exposition on replicator
dynamics and all sorts of imitation dynamics, the reader may refer to Weibull [16], Hofbauer and
Sigmund [5], Vega Rodendo [15] and Sandholm [10, 11].



Replicator Dynamics and Weak Pay-Off Positive … 5

The structure of the paper is as follows: in Sect. 2, we build the model and derive
both the selection dynamics from imitation protocols. In Sect. 3,we present the results
on the nature of fixed points of these two dynamics and their stability.

2 Model

In this section, we explain how the aggregate imitation dynamics is generated from
the simple imitative behaviour of the agents. For simplicity, we consider a symmet-
ric normal form game with three strategies.3 The pay-off matrix is given below as

G =
⎛
⎝
a11 a12 a13
a21 a22 a23
a31 a32 a33

⎞
⎠

The social state or population state is given by vector x = (x1, x2, x3) where x ∈
[0, 1]3 and x1 + x2 + x3 = 1. Here, xi i ∈ {1, 2, 3} where an element of x denotes
the fraction of agents playing strategy i. The population state x belongs to the set �,

� = {x : x ∈ [0, 1]3and
3∑

i=1
xi = 1}. The strategies are denoted as si , i ∈ {1, 2, 3}.

The corresponding pay-offs are π1 = a11x1 + a12x2 + a13x3, π2 = a21x1 + a22x2 +
a23x3 and π3 = a31x1 + a32x2 + a33x3. The expected pay-off of a normal form game
G is π̄ = π1x1 + π2x2 + π3x3.

We assume that a continuum of agents is playing the above normal form game.
At any time t , agents are randomly matched in pairs to play the game.4 At time t , xi ,
the fraction of agents are playing strategy si , i ∈ {1, 2, 3} or xi fractions of agents
are si type. An s1 type of agent can be matched with s1 type also; the probability of
s1 matched with s1 is x1(t)x1(t) at time t . An s1 type can be matched with s2 type;
the probability of this event is x1(t)x2(t) at time t . An s1 type can be matched with
s3 type too, the probability of this event being x1(t)x3(t) at time t .

When the agents are matched in pairs, each type of agent can compare the pay-off
from its own strategy and its opponent. If the pay-off of the strategy of its opponent
is higher than its own, then it may switch to the strategy of its opponent, otherwise,
it sticks to its own strategy. If similar types of agents are matched, they stick to
their own strategy. This imitation rule is called the imitation of successful strategies
which is followed by the agents when they are matched in pairs at any time t . When
xi (t)x j (t) fraction of agents of si and s j types are matched at t , if πi (t) ≥ π j (t) then
h(πi − π j ) fraction of xi (t)x j (t) fraction switch to strategy si . This h(πi − π j ) is a
strictly increasing function of πi − π j such that 0 ≤ h(πi − π j ) ≤ 1 for all values
of πi and π j , i, j ∈ {1, 2, 3} provided πi − π j ≥ 0. The h() function is defined for
non-negative values only. The probability of switching is taken as a function of the
difference of the pay-offs of the matched pair. The information requirement of this

3 In this paper, we describe all the results by taking symmetric normal form games with three
strategies.
4 This description of imitation protocol is taken from Hofbauer and Sigmund [5].
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protocol is veryminimal. The agents only have to know about the pay-off of their own
strategy and that of their opponents. For a detailed understanding of the informational
requirements of different imitation protocols when agents are randomly matched in
pairs, see [10, 11].

From the above argument, we get that when πi (t) ≥ π j (t), x1(t)x2(t)h(πi (t) −
π j (t)) fraction of agents switch from strategy s j to strategy si . So x1(t)x2(t)h(πi (t) −
π j (t)) are inflows to strategy si and at the same time the outflows for the strategy s j .
Taking all these inflows and outflows together at time t , if the pay-offs are π1(t) ≥
π2(t) ≥ π3(t), we get the following aggregate dynamics of the populated state,

ẋ1(t) = x1(t)x2(t)h(π1(t) − π2(t)) + x1(t)x3(t)h(π1(t) − π3(t))

ẋ2(t) = −x1(t)x2(t)h(π1(t) − π2(t)) + x2(t)x3(t)h(π2(t) − π3(t))

ẋ3(t) = −x1(t)x3(t)h(π1(t) − π3(t)) − x2(t)x3(t)h(π2(t) − π3(t)) (1)

Here, x1(t)x2(t)h(π1(t) − π2(t)) term is inflow from strategy s2 to s1 and
x1(t)x3(t)h(π1(t) − π3(t)) is the inflow from strategy s3 to s1. As at time t the
pay-offs are π1(t) ≥ π2(t) ≥ π3(t), s1 strategy will have inflows only. The strategy
s2 will have inflows from strategy s3 and outflows to strategy s1. But strategy s3 will
have outflows only. Had the pay-offs at time t been π2(t) ≥ π3(t) ≥ π1(t), the strat-
egy s1 will have outflows only and strategy s2 will have inflows only. The strategy s3
will have inflows from s1 and outflows to s2.

In the literature5 for simplicity, the h() function has been taken as h(πi (t) −
π j (t)) = [πi − π j ]+. With the incorporation of this change in the equation system
(1), we get the general aggregate dynamics for all combinations of pay-offs as

ẋ1(t) = x1(t)x2(t)[π1(t) − π2(t)] + x1(t)x3(t)[π1(t) − π3(t)]
ẋ2(t) = x1(t)x2(t)[π2(t) − π1(t)] + x2(t)x3(t)[π2(t) − π3(t)]
ẋ3(t) = x1(t)x3(t)[π3(t) − π1(t)] + x2(t)x3(t)[π3(t) − π2(t)] (2)

With a little manipulation in the equation system (2), we get the replicator dynam-
ics

ẋ1(t) = x1(t)[π1(t) − π̄(t)]
ẋ2(t) = x2(t)[π2(t) − π̄(t)]
ẋ3(t) = x3(t)[π3(t) − π̄(t)] (3)

Thus, replicator dynamics can be derived from the aggregate imitation dynamics
where the imitation is based on the imitation of successful strategies. It is shown in
Weibull [16] and Sandholm [10, 11].

5 See Sandholm [10, 11], Weibull [16] and Sethi [12].
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Next, we discuss the imitation driven by dissatisfaction. In imitation driven by
dissatisfaction, an agent following a particular strategy may switch to any other
strategy if the pay-off from the present strategy is less than a threshold level. Again
in such settings, agents are randomly matched. So s1 can be matched with s1 with
probability x1(t)x1(t) at t . Similarly, s1 can be matched with s2 and s3 at time t with
probability x1(t)x2(t) and x1(t)x3(t), respectively. If the pay-off of s1 is π1(t) < k
where k is the threshold level, then the agent may switch to any other strategy. For
example, when s1 and s2 are matched and pay-off of strategy s1 is π1(t) < k, then the
agent playing s1 strategy may switch to s2 or s3 strategy. The probability of switching
to any strategy is h(k − π1(t)) for s1 type of agents at time t . The h() function is same
as defined earlier in this section. The consequence of this is that if π1(t) < k at time
t , then the outflows from strategy s1 to strategy s2 and s3 are x1(t)x2(t)h(k − π1(t))
and x1(t)x3(t)h(k − π1(t)), respectively. These are inflows to s2 and s3 strategies.
For a sufficiently higher value of k, there is such inflow and outflow to each strategy
and the resulting dynamics is as follows:

ẋ1(t) =x1(t)x2(t)h(k − π2(t)) + x1(t)x3(t)h(k − π3(t))

− x1(t)x2(t)h(k − π1(t)) − x1(t)x3(t)h(k − π1(t))

ẋ2(t) =x1(t)x2(t)h(k − π1(t)) + x2(t)x3(t)h(k − π3(t))

− x1(t)x2(t)h(k − π2(t)) − x2(t)x3(t)h(k − π2(t))

ẋ3(t) =x1(t)x3(t)h(k − π1(t)) + x2(t)x3(t)h(k − π2(t))

− x1(t)x3(t)h(k − π3(t)) − x2(t)x3(t)h(k − π3(t)) (4)

In the literature, the h(.) function is taken as h(k − πi (t)) = [k − πi (t)]+. By
substituting it in Eq. (4) and with a little manipulation, we get the replicator equation:

ẋ1(t) = x1(t)[π1(t) − π̄(t)]
ẋ2(t) = x2(t)[π2(t) − π̄(t)]
ẋ3(t) = x3(t)[π3(t) − π̄(t)] (5)

Thus, imitation driven by dissatisfaction also provides the micro-foundation of
replicator dynamics. The detailed derivation is given in Weibull [16] and Sandholm
[10, 11].

One of the generalizations of replicator dynamics is done in the following way.
Sethi [12] introduces strategy-specific barriers in themodel of imitation of successful
strategies. Each strategy in the gameG as defined earlier has a barrier.When an agent
tries to switch to a strategy, it may not be successful always. A probability is attached
to the successful imitation of each strategy. It may be different for each strategy so
this is strategy-specific. Each strategy si has λi , λi ∈ (0, 1), i ∈ {1, 2, 3} probability
of being successfully imitated.
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Drawing from the argument provided in the derivation of the imitation of suc-
cessful strategies, we obtain that if π1(t) > π2(t) at time t , then x1(t)x2(t)h(π1(t) −
π2(t)) fraction of agents are going to switch from s2 to s1 strategy. Now with the
introduction of barriers to imitation, we get that only x1(t)x2(t)h(π1(t) − π2(t))λ1

fraction can successfully imitate strategy s1 which are switching strategy s2, so inflow
to strategy s1 is x1(t)x2(t)h(π1(t) − π2(t))λ1. If π1(t) < π2(t), then the inflow to
strategy s2 from strategy s1 is x1(t)x2(t)h(π1(t) − π2(t))λ2. Incorporating this into
Eq. (1), we get the aggregate dynamics when π1(t) ≥ π2(t) ≥ π3(t) as

ẋ1(t) = x1(t)x2(t)h(π1(t) − π2(t))λ1 + x1(t)x3(t)h(π1(t) − π3(t))λ1

ẋ2(t) = −x1(t)x2(t)h(π1(t) − π2(t))λ1 + x2(t)x3(t)h(π2(t) − π3(t))λ2

ẋ3(t) = −x1(t)x3(t)h(π1(t) − π3(t))λ1 − x2(t)x3(t)h(π2(t) − π3(t))λ2 (6)

As done earlier, we take h(πi (t) − π j (t)) = [πi (t) − π j (t)]+ in the equation sys-
tem (6). In this scheme of imitation, the switching takes place when agents are
matched in these three pairs (s1, s2), (s1, s3) (s2, s3). For notational convenience,
we define a set to denote the agent with higher pay-off among a pair of agents when
they are matched Bi j = {i : i f πi ≥ π j , i, j ∈ {1, 2, 3} and i �= j}. Using these two
things, the equation system (6) can be written in a more compact form as

ẋ1(t) = x1(t)x2(t)[π1(t) − π2(t)]λi(i∈B12) + x1(t)x3(t)[π1(t) − π3(t)]λi(i∈B13)

ẋ2(t) = x1(t)x2(t)[π2(t) − π1(t)]λi(i∈B12) + x2(t)x3(t)[π2(t) − π3(t)]λi(i∈B23)

ẋ3(t) = x1(t)x3(t)[π3(t) − π1(t)]λi(i∈B13) + x2(t)x3(t)[π3(t) − π2(t)]λi(i∈B23) (7)

This is the generalized replicator dynamics which is derived from the imitation of
successful strategies with strategy-specific barriers. If all the λi are the same, then we
get the dynamics of (7) to be exactly the same as replicator dynamics. The important
thing to note in the equation system (7) is that the ordering of the rate of growth
of strategies may not be the same as the ordering of the pay-offs. However, at least
one of the strategies with pay-off greater than the expected value will have a positive
growth rate. This is a version of weak pay-off positive selection dynamics. In the
preceding section, we discuss the results related to replicator dynamics and weak
pay-off positive selection dynamics.

3 Results

At first, we look at the results related to replicator dynamics. Replicator dynamics
is part of a larger class of selection dynamics called monotone selection dynamics.
The selection dynamics are characterized in the following way. A selection dynamics
given by the differential equation ẋi = xi f (x) must satisfy the following:
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1. Lipschitz continuity;
2.

∑
xi fi (x) = 0;

3. xi = 0 implies xi fi (x) ≥ 0.

Lipschitz continuity ensures that the dynamical system has a unique solution. Since
replicator dynamics given in the equation system (3) is continuously differentiable
in all the variables (x1, x2, x3), we get that the replicator dynamics has a unique
solution.

The second condition says that the unit simplex is the invariant set under the
selection dynamics. In the case of replicator dynamics with three strategies, it means
x1(t)[π1(t) − π̄(t)] + x2(t)[π2(t) − π̄(t)] + x3(t)[π3(t) − π̄(t)] = 0. This is true
because x1(t) + x2(t) + x3(t) = 1 when x ∈ �. The implication of this condition
is that the trajectories of the replicator are bounded within the unit simplex. The
third condition means that when population share of a particular strategy is zero,
there cannot be a further decrease in the population share of that strategy. These
results are shown in Samuelson and Zhang [9], Weibull [16], Cressman [2] and Vega
Redondo [15].

The dynamical system given in Eq. (7) also satisfies all the above three conditions.
In Sethi [12], it is shown that the dynamical system (7) is Lipschitz continuous.
Another way to show Lipschitz continuity in the dynamical system (7) is, each term
in each equation of the dynamical system (7) has a max function. We know that
a max function is not continuously differentiable but satisfies Lipschitz continuity.
Therefore, the weak pay-off positive selection dynamics given by the dynamical
system (7) is Lipschitz continuous. Note that the other two conditions are easily met
by the weak pay-off positive dynamics given in the dynamical system (7). Based on
these conditions, we claim that the dynamical system (7) has a unique solution and
the trajectories are bounded within the unit simplex.

Another important characteristic of these two dynamical systems is that the equa-
tions are invariant if pay-offs are additively shifted by a common number. This is
because the dynamical system is defined based on the difference of pay-offs.

3.1 Characteristics of Fixed Points

We now discuss the results related to the fixed points6 of replicator dynamics and
weak pay-off positive selection dynamics. The Nash equilibria of any normal form
game are fixed points of the replicator dynamics. All the pure strategyNash equilibria
of a normal form game are monomorphic in nature. A monomorphic population is
one in which all the agents follow a single strategy or in other words, only one type of
agent are present in the population. For example, in gameG given in Sect. 2, (1, 0, 0)

6 It is easy to see that the origin is always a fixed point in these two dynamical systems. The initial
point of these two dynamical systems belongs to the unit simplex and as already shown that the
trajectories of these two dynamical systems are bounded within the unit simplex. So we are not
concerned about the origin as the fixed point of these dynamical systems.
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is a monomorphic state which can be a Nash equilibrium and in this pure strategy
Nash equilibria all the agents play strategy s1. Suppose (1, 0, 0) is a Nash equilibrium
of game G. In replicator dynamics given by equation system (3), ẋ2 = 0 and ẋ3 = 0
since x2 = 0 and x3 = 0. And ẋ1 = 0 because π1 = π̄ at (1, 0, 0). In other words,
the pay-off of strategy s1 is the same as the expected pay-off. Thus, pure strategy
Nash equilibria of a normal form game are fixed points of the replicator dynamics.

Suppose (x∗
1 , x

∗
2 , x

∗
3 ) is a mixed strategy Nash equilibrium of game G. The

mixed strategy Nash equilibria are polymorphic states which means that there is
a presence of more than one type of agent. Since (x∗

1 , x
∗
2 , x

∗
3 ) is a mixed strategy

Nash equilibrium, the pay-off must be the same from these three strategies, that is
π1 = π2 = π3 at (x∗

1 , x
∗
2 , x

∗
3 ). It implies that π1 = π2 = π3 = π̄ at (x∗

1 , x
∗
2 , x

∗
3 ). It is

obvious that ẋ1 = 0, ẋ2 = 0, ẋ3 = 0 for the dynamical system (3) at (x∗
1 , x

∗
2 , x

∗
3 )

sinceπ1 = π2 = π3 = π̄ . Themixed strategyNash equilibria are also the fixed points
of the replicator dynamics.

It is obvious that there can be monomorphic states which are fixed points of the
replicator dynamics given in (3) but may not be a Nash equilibrium. Is this true for
a polymorphic state also? Suppose (x∗

1 , x
∗
2 , x

∗
3 ) is a fixed point of (3) but not a Nash

equilibrium. Since it is a fixed point, ẋ1 = 0, ẋ2 = 0, ẋ3 = 0 at (x∗
1 , x

∗
2 , x

∗
3 ). Again

(x∗
1 , x

∗
2 , x

∗
3 ) > 0, so π1 = π̄ for ẋ1 = 0, π2 = π̄ for ẋ2 = 0 and π3 = π̄ for ẋ3 = 0.

This impliesπ1 = π2 = π3 = π̄ at (x∗
1 , x

∗
2 , x

∗
3 ). Thus, (x

∗
1 , x

∗
2 , x

∗
3 ) is amixed strategy

Nash equilibrium. A polymorphic state fixed point of the replicator dynamics must
be a Nash equilibrium. We find these results in Hofbauer and Sigmund [5].

Another type ofNash equilibria are partiallymixed strategyNash equilibria which
are also polymorphic states. These Nash equilibria are also fixed points of replicator
dynamics. Suppose x∗ = (x∗

1 , x
∗
2 , 0) is a partially mixed strategy Nash equilibrium.

It implies that π1 = π2 ≥ π3 at (x∗
1 , x

∗
2 , 0). x3 = 0 implies π̄ = π1 = π2. Therefore,

ẋ1 = 0, ẋ2 = 0 and x∗
3 = 0 implies ẋ3 = 0. Thus, x∗ is a fixed point of replicator

dynamics. It is easy to see that the converse is always true.
Do we see similar kinds of rest points with regard to weak pay-off positive

selection dynamics? It is easy to see that all the monomorphic states are fixed
points of the dynamical system (7), the same as replicator dynamics. Thus, pure
strategy Nash equilibria are fixed points of the dynamical system (7). Suppose
(x∗

1 , x
∗
2 , x

∗
3 ) is a polymorphic state which is a mixed strategy Nash equilibrium.

So π1 = π2 = π3 at (x∗
1 , x

∗
2 , x

∗
3 ), implying that each term of each equation in the

dynamical system (7) is zero. Thus, (x∗
1 , x

∗
2 , x

∗
3 ) is a fixed point of the dynam-

ical system (7). To see whether the converse is true, we take (x∗
1 , x

∗
2 , x

∗
3 ) to

be a fixed point of the dynamical system (7). Suppose it is not a mixed strat-
egy Nash equilibrium. In a dynamical system (7), for this to be true, we need
x2(t)[π1(t) − π2(t)]λi(i∈B12) + x3(t)[π1(t) − π3(t)]λi(i∈B13) = 0 in the first equation
of the dynamical system (7). One of the ways the first equation of the dynami-
cal system (7) equals zero is when the pay-offs are π3 > π1 > π2 at (x∗

1 , x
∗
2 , x

∗
3 ).

Now π1 > π2 at (x∗
1 , x

∗
2 , x

∗
3 ) implies that for the second equation of the dynami-

cal system (7) to be equal to zero, π2 > π3. So we get the ordering of the pay-offs
as π1 > π2 > π3. We cannot have two orderings of the pay-offs at the same point
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(x∗
1 , x

∗
2 , x

∗
3 ) . Thus, (x∗

1 , x
∗
2 , x

∗
3 ) must be a mixed strategy Nash equilibrium. The

polymorphic fixed points of the dynamical system (7) are always Nash equilibria.
Similarly, we obtain that partiallymixed strategyNash equilibria are also the fixed

points of weak pay-off positive selection dynamics. A polymorphic fixed point of
weak pay-off positive selection dynamics lying in the boundary of the unit simplex
is a partially mixed strategy Nash equilibrium. Suppose (x∗

1 , x
∗
2 , 0) is a fixed point

of the dynamical system (7). Here x3 = 0 ensures ẋ3 = 0 and ẋ1 = x1x2[π1 −
π2]λi(i∈B12), ẋ2 = x1x2[π2 − π1]λi(i∈B12). Since (x∗

1 , x
∗
2 , 0) is a fixed point, ẋ1 = 0

and ẋ2 = 0. It implies π1 = π2 at (x∗
1 , x

∗
2 , 0). Suppose π1 = π2 < π3 at (x∗

1 , x
∗
2 , 0).

There is a neighbourhood of (x∗
1 , x

∗
2 , 0) such that the pay-offs are π1 = π2 < π3

because of the continuity of the pay-off function. In this neighbourhood, ẋ3 > 0 since
π1 = π2 < π3. Again using continuity, we get that ẋ3 > 0 at (x∗

1 , x
∗
2 , 0), which leads

to a contradiction. Therefore, π1 = π2 < π3 is not possible, implying π1 = π2 ≥ π3.
This results in (x∗

1 , x
∗
2 , 0) to be a partially mixed strategy Nash equilibrium when

(x∗
1 , x

∗
2 , 0) is a fixed point of the dynamical system (7).

We now analyse the trajectories of the replicator dynamics and weak pay-off pos-
itive dynamics. We ask two kinds of questions in this topic. Firstly, if the trajectories
are converging to a particular point, what are the characteristics of such a point? The
second question is to ascertain whether the trajectories converge to a point or exhibit
cyclical behaviour. In Sect. 3.2, we take care of the latter question.

In the case of replicator dynamics, we see that if a fixed point is Lyapunov stable
then it must be a Nash equilibrium. This is shown in Hofbauer and Sigmund [5] and
Bomze [1]. Suppose x∗ = (x∗

1 , x
∗
2 , x

∗
3 ) isLyapunov stable andnot aNash equilibrium.

Since x∗ is not a Nash equilibrium, there must be at least one strategy si such that
πi (x∗) > π̄(x∗) at x∗. From the continuity of x , we get that there exist ε and a
strategy i such that πi (x∗) − π̄(x∗) > ε for all x around the ε neighbourhood of x∗.
This implies that in this ε neighbourhood, the growth rate of xi is positive. Thus, the
trajectories have the tendency to move away from the point x∗, therefore it cannot
be Lyapunov stable.

A result obtained by Akin (1980) and Samuelson and Zhang [9] shows that a
dominated pure strategy will vanish in the long run. The fraction of the population
playing a strictly dominated pure strategy or a weakly dominated pure strategy is
going to be zero if initially a positive fraction of agents are playing it. An easier proof
of this result is given in Cressman [2], Hofbauer and Sigmund [5] and Weibull [16].
Suppose the strategy si is dominated by the strategy s j and s j is not dominated by any

other strategy, thenwe show the limit of
xi (t)

x j (t)
−→ 0 as t −→ ∞. The timederivative

of
xi (t)

x j (t)
is

x j (t)xi (t)[πi (t) − π j (t)]
x j (t)2

. Since si is dominated by s j , πi < π j for all x ,

implying
x j (t)xi (t)[πi (t) − π j (t)]

x j (t)2
< 0 for all t . Thus, the limit of

xi (t)

x j (t)
−→ 0 as

t −→ ∞. It implies that the fraction of agents playing a dominated strategy goes to
zero in the long run. Samuelson and Zhang [9] proved further that if a pure strategy is
iteratively strictly dominated, then the fraction of agents playing it vanish. The proof
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is a bit involved so we do not reproduce a version of it here. The idea is more or less
similar to the argument related to the dominated strategy. A non-Nash equilibrium
cannot be Lyapunov stable under replicator dynamics.

In the case of weak pay-off positive selection dynamics given by the dynamical
system (7), a Lyapunov stable state is always a Nash equilibrium. Here again, the
argument is similar to replicator dynamics. The proof is obtained using the definition
of a Nash equilibrium and continuity in Weibull [16].

3.2 Stability of Fixed Points

Next, we present the results related to convergence in these two types of dynamical
systems. Hofbaur and Sigmund [5] showed that for a partnership game, the expected
pay-off π̄ is a strict Lyapunov function and the maximum of the expected pay-off
is asymptotically stable which is a Nash equilibrium. In a normal game like G, if
ai j = a ji thenG is a partnership game.Anormal formgamewith a symmetric pay-off
matrix is a partnership game. This type of normal form gameis also called a potential
game. Partnership games and potential games are similar to normal form games.
We demonstrate the convergence result in Appendix. The trajectories converge to
the local maximum of the expected pay-off which is a Nash equilibrium. For the
trajectories to converge to the local maximum, another requirement is that the initial
point should not be a non-Nash equilibrium fixed point. These types of fixed points
lie in the boundary of the unit simplex.

A population state x∗ is defined7 as an evolutionarily stable state if the two condi-
tions are satisfied: a) xGx∗ ≤ x∗Gx∗ for all x ∈ �; b) if x �= x∗ and xGx∗ = x∗Gx∗,
then xGx < x∗Gx where G is the pay-off matrix of game G. It is a subset of Nash
equilibrium. Strict Nash equilibria are evolutionarily stable states. Weak Nash equi-
libria are not evolutionarily stable states. The evolutionarily stable states are fixed
points of the replicator andweak pay-off positive selection dynamics. The stability of
the fixed points of the replicator dynamics of a general normal form game is attained
only for evolutionarily stable strategies.

If x∗ ∈ � is an evolutionarily stable state, then it is asymptotically stable. This is
shown using the relative entropy function in Taylor and Jonkar [13], and Hofbauer,
Schuster and Sigmund [4]. Suppose x∗ ∈ � is an evolutionarily stable state of a game
with the pay-off matrix G. The relative entropy function is defined as

Hx∗(x) =
3∑

i=1
x∗
i log(

x∗
i

xi
) where x ∈ � and x∗ is an evolutionarily stable state. The

result is demonstrated in Appendix. We do not have a general convergence result in
the case of replicator dynamics. So, weak Nash equilibria which are also fixed points
of replicator dynamics may not be asymptotically stable.

7 This definition is taken from Hofbauer and Sigmund [5].
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We next describe the stability results pertaining to the weak pay-off positive selec-
tion dynamics. Sethi [12] shows that monomorphic evolutionarily stable states are
asymptotically stable in the case of weak pay-off positive selection dynamics given
by the dynamical system (7). Suppose (1, 0, 0) = e1 is amonomorphic evolutionarily
stable state of game G. As e1 is an evolutionarily stable state, there exists a neigh-
bourhood N (e1) of e1 such that π1(x) > πi (x) for all x ∈ N (e1) and i ∈ {2, 3}. This
implies ẋ1 > 0 in the dynamical system (7) when x ∈ N (e1). Since the trajectories
are alwayswithin the unit simplex, ẋ1 + ẋ2 + ẋ3 = 0which implies that ẋ2 + ẋ3 < 0.
This implies that the trajectories with initial point in the N (e1) are going to stay in
N (e1). As ẋ1 > 0 for all x ∈ N (e1), eventually the trajectories are going to hit e1.
Therefore, e1 is asymptotically stable. We do not have a general result on the sta-
bility of all types of evolutionarily stable states in the case of weak pay-off positive
selection dynamics. Mahanta [8] shows the convergence to Nash equilibria in case
of potential games for weak pay-off positive selection dynamics.

Another interesting character of the trajectories of a dynamical system is the
presence of cycles. Next, we look at the possibility of cycles in these two types of
selection dynamics. In the Rock Paper Scissors game, replicator dynamics exhibit
cycles for some values of pay-offs. Weissing [17] andWeibull[16] show the presence
of cycles in the following form of the Rock Paper Scissors game when a = 0,

A =
⎛
⎝

1 2 + a 0
0 1 2 + a

2 + a 0 1

⎞
⎠

In the game with the above pay-off, the only Nash equilibrium is ( 13 ,
1
3 ,

1
3 ). Con-

sider a function Q(x) = x1(t)x2(t)x3(t). The time derivative of Q(x(t)) is
Q̇(x(t)) = x2(t)x3(t)ẋ1 + x1(t)x3(t)ẋ2(t) + x2(t)x1(t)ẋ3(t).
Substituting from the replicator dynamics in the above, we get
Q̇(x(t)) = x1(t)x2(t)x3(t)[π1 + π2 + π3 − 3π̄ ].
Again, substituting the pay-off from the pay-off matrix A, we get
Q̇(x(t)) = x1(t)x2(t)x3(t)a[1 − 3(x1x2 + x3x2 + x1x3)].
We know that (x1 + x2 + x3)2 = x21 + x22 + x23 + 2(x1x2 + x1x3 + x3x2) = 1.

Hence,
1 − (x21 + x22 + x23 )

2
= x1x2 + x1x3 + x3x2.

Using this, we get

Q̇(x(t)) = x1(t)x2(t)x3(t)a(3(x21 + x22 + x23 ) − 1) (8)

The term (3(x21 + x22 + x23 ) − 1) is positive for x ∈ � and x �= ( 13 ,
1
3 ,

1
3 ). At (

1
3 ,

1
3 ,

1
3 ),

(3(x21 + x22 + x23 ) − 1) = 0.
In Eq. (8) when x ∈ �, a = 0 implies Q̇(x(t)) = 0, a > 0 implies Q̇(x(t)) > 0

and a < 0 implies Q̇(x(t)) < 0. Thus, when a = 0, for all interior initial points the
trajectories of replicator dynamics will generate cycles (closed orbits). Thus, the tra-
jectory from any internal initial point is periodic. When a > 0, we get that ( 13 ,

1
3 ,

1
3 )

is not asymptotically stable and when a < 0, we get that ( 13 ,
1
3 ,

1
3 ) is asymptotically

stable.
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In the case of weak pay-off positive selection dynamics, the normal form game
with the following pay-off matrix

B =
⎛
⎝

0 6 −4
−3 0 5
−1 3 0

⎞
⎠ and λ1 = 0.8, λ2 = 0.1, λ3 = 0.4 exhibit stable limit cycles.

The proof was obtained using the Poincare–Bendixson theorem in Sethi [12]. The
main idea is that an invariant set containing no fixed point has been constructed
within the unit simplex. So any trajectory originating in this invariant set is going to
stay within this set. There is no rest point in this set. Using the Poincare–Bendixson
theorem, we get that the trajectories will converge to a stable periodic orbit (stable
limit cycle).

These are some of themain results related to replicator dynamics andweak pay-off
positive selection dynamics.

4 Conclusion

Weconclude by enumerating some possible extensions in these two types of selection
dynamics. Some further work can be done related to these two selection dynamics.
In the case of replicator dynamics, one can search for games where global conver-
gence of trajectories is possible. As of now, we can show the presence of cycles in
the Rock Paper Scissors game in the case of replicator dynamics. We can investigate
other games for the presence of cycles. In the case of weak pay-off positive selection
dynamics, other forms of strategy-specific barriers can be analysed. For example,
the strategy-specific barriers are functions of pay-offs or population states. There are
no stability results with respect to imitation driven by dissatisfaction when there are
strategy-specific barriers.

Appendix

Convergence of trajectories in partnership games.
The expected pay-off of game G at any x is
π̄(x(t)) = π1(t)x1(t) + π2(t)x2(t) + π3(t)x3(t).
The time derivative of π̄(x(t)) is
˙̄π(x(t)) = π1(t)ẋ1 + π2(t)ẋ2 + π3(t)ẋ3 + π̇1(t)x1(t) + π̇2(t)x2(t) + π̇3(t)x3(t).
In partnership games, π1(t)ẋ1 + π2(t)ẋ2 + π3(t)ẋ3 = π̇1(t)x1(t) + π̇2(t)x2(t) +
π̇3(t)x3(t).
This implies

˙̄π(x(t)) = 2(π1(t)ẋ1 + π2(t)ẋ2 + π3(t)ẋ3) (9)
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Using ẋ1 + ẋ2 + ẋ3 = 0 in Eq. (9), we get
˙̄π(x(t)) = 2((π1(t) − π̄(t))ẋ1 + (π2(t) − π̄(t))ẋ2 + (π3(t) − π̄(t))ẋ3).
It implies ˙̄π(x(t))=2((π1(t)−π̄(t))2x1 + (π2(t) − π̄(t))2x2 + (π3(t) − π̄(t))2x3).
We obtain ˙̄π(x(t)) ≥ 0 for all x ∈ �. For x > 0, equality sign holds when πi =
π̄ , i ∈ {1, 2, 3} which is a mixed strategy Nash equilibrium. Note that the dynamics
may not always lead to the global maximum. If the initial point is at some boundary
of � and the interior mixed strategy Nash equilibrium is the global maximum, the
trajectories will never reach it. The important thing to note is that the initial point
should not be a non-Nash equilibrium. These types of fixed points are in the boundary
of the unit simplex.

Asymptotic stability of evolutionarily stable strategy in Normal form games.
In the literature, relative entropy function has been used to show the above result.
The relative entropy function is defined as

Hx∗(x) =
3∑

i=1
x∗
i log(

x∗
i

xi
) where x ∈ � and x∗ is an evolutionarily stable state.

Hx∗(x) =
3∑

i=1
x∗
i log(

x∗
i

x
) = −

3∑
i=1

x∗
i log(

xi
x∗
i

) ≥ −log(
3∑

i=1

xi x∗
i

x∗
i

) = −log(
3∑

i=1
xi )

= −log(1) = 0. The inequality in the above expression is due to the concavity of
the log function. Thus, Hx∗(x) ≥ 0 always and holds with equality at x∗ = x .
The time derivative of Hx∗(x) is

Ḣx∗(x) = −
3∑

i=1

x∗
i

xi
[πi (x) − π̄(x)]xi .

= −
3∑

i=1

x∗
i [πi (x) − π̄(x)].

= − [π1(x)x
∗
1 + π2(x)x

∗
2 + π3(x)x

∗
3 − π̄(x)]

Since x∗ is an evolutionarily stable state, there exists a neighbourhood N (x∗) of
x∗ such that π1(x)x∗

1 + π2(x)x∗
2 + π3(x)x∗

3 > π̄(x) for all x ∈ N (x∗). This implies
that for all x ∈ N (x∗), Ḣx∗(x) < 0. Thus, x∗ is asymptotically stable.
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Linear Games and Complementarity
Problems
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1 Introduction

Since Von Neumann and Morgenstern’s seminal work in game theory, it has been
further developed and used to analyse the conflicts and cooperative situations in bio-
logical sciences, social sciences, economics, etc. Depending on the players’ antag-
onistic nature, two-player games are classified as zero-sum games (antagonistic)
and non-zero-sum games (not antagonistic). In the following subsections, we briefly
survey these games and their generalizations.

1.1 Matrix Games and their Generalizations

A non-cooperative two-person zero-sum game is a game played by two players in
which the gain of one player results in a loss for the other. To explain, consider
a game G played by the two players say, players I and II. Assume that player I
has m possible moves (pure strategies) and player II has n pure strategies. Suppose
player I and II play with the i th and j th pure strategy, respectively, then denote the
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corresponding pay-off for player I as ai j . If pay-off for player II is −ai j , then the
game G is said to be a zero-sum game. From this, it could be observed that in any
two-person zero-sum finite game (games with a finite number of pure strategies),
pay-offs of the players are identified as entries of a matrix. Here, A = (ai j )m×n is the
pay-off matrix of player I in the given finite game G. This says that pure strategies
of players I and II correspond to the rows and columns of A, respectively, and so we
may call player I as a row player and player II as a column player. In case players I
and II choose to play with the probability distributions x on rows and y on columns,
respectively, then the expected pay-off for player I is 〈x, Ay〉 and by the definition of
a zero-sum game, player II’s pay-off is −〈x, Ay〉. The set of all possible strategies
(probability vectors) for players I and II is denoted as �1 and �2, respectively, and
they are defined as follows:

�1 = {x ∈ R
m |x ≥ 0 and

m∑

i=1

xi = 1}, �2 = {y ∈ R
n|y ≥ 0 and

n∑

j=1

y j = 1}.

The solution concept of zero-sum games is the existence of an optimal strategy
pair (equilibrium strategy pair). A strategy pair (x∗, y∗) is said to be an optimal
strategy pair if the following inequality holds:

〈x, Ay∗〉 ≤ 〈x∗, Ay∗〉 ≤ 〈x∗, Ay〉 ∀x ∈ �1 andy ∈ �2.

This says, both the players cannot improve their expected pay-off by unilaterally
changing their strategy from the optimal strategy (strategy in the optimal strategy
pair). The expected pay-off 〈x∗, Ay∗〉 at the optimal strategy pair (x∗, y∗) is said to
be the value of the game G, or the value of A and is denoted by v(A). When the
context is clear, we simply write v in place of v(A). The existence of an optimal
strategy pair is known from the celebrated minimax theorem for finite games. For
more details on minimax theorem, we refer to [25] and the references therein. A
strategy is said to be completely mixed if it is in the interior of the strategy set. A
game is called a completely mixed game if all the optimal strategies are completely
mixed.

Non-cooperative two-person zero-sum games, also known as matrix games, are
well-studied in the game theory literature and have a wide variety of applications in
economic theory, social sciences, matrix theory, etc. For instance, in matrix theory
the Perron-Frobenius theorem and its extension to the positive operators have been
proved by using the minimax theorem [3, 26]. In [28], game-theoretic proofs for the
well-known characterizations of non-singularM-matrix have been given by Ragha-
van. In particular, he shows that the game corresponding to the Z-matrix (matrix
with non-positive off-diagonal entries) is completely mixed if the value is positive.
By exploiting the value being positive, he proves a number of equivalent conditions
for the Z-matrix such as the positive stable property, P-property and semi-positive
property.
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We see from [28] that for a Z-matrix A, the value of A is positive if and only if
there exists an x∗ ∈ R

n such that

x∗ > 0 and Ax∗ > 0. (1)

Here, the inequality x > 0 means entrywise positive vector in Rn. From the study of
a linear continuous dynamical system, we know that for a given real matrix An×n,

the continuous dynamical system dy
dt + Ay = 0 is asymptotically stable in R

n (that
is, any trajectory starting from any point in R

n converges to the origin) if and only
if there exists a real symmetric matrix X in Sn (space of all n × n real symmetric
matrices) such that

X > 0 and L A(X) > 0. (2)

Here X > 0means that X is a positive definitematrix and LA denotes thewell-known
Lyapunov transformation defined onSn.That is, for X ∈ Sn , L A(X) := AX + X At .
A similar result holds for the discrete dynamical system also. Motivated by the sim-
ilarity between the inequalities (1) and (2), Gowda and Ravindran extended the con-
cept of value to the general linear transformations defined on the finite-dimensional
real inner product spaces [12]. In fact, they defined the concept of linear games over
the self-dual cone as the generalization of the non-cooperative two-person zero-sum
game and obtained the results of dynamical systems in terms of the value. Also, they
extended the classical matrix game results of Kaplansky [17] and Raghavan [28] to
the general linear game setting. Further studies on the linear games over the proper
cone appeared in [24].

In [11], Gowda, studied the completely mixed linear games (linear games with
all its optimal strategies in the interior of the strategy set). He classified those linear
transformations for which the corresponding linear game is completely mixed even if
we change the strategy set in the ambient space. In addition to that, he generalized the
result of Kaplansky in [17] which describes the necessary and sufficient conditions
for the linear game to be completely mixed when the value is zero.

In [9], Gokulraj and Chandrashekaran defined symmetric linear games which
are linear games corresponding to skew-symmetric linear transformations. And they
discussed the symmetrization procedure for the general linear games. In particular,
they show that for a given linear game, there exists a symmetric linear game whose
solution yields the solution to the underlying linear game. Also, they discussed the
results on the nature of the optimal strategies of the linear game and its symmetrized
game. In fact, they proved the following theorem.

Theorem 1.1 (Theorem3.6 in [9])For a given linear gameG = (L , K , e), consider
its generalized Von Neumann symmetrization Ĝ = (L̂, K̂ , ê). If Ĝ has a pure (or
mixed or completely mixed) strategy equilibrium, then G also has a pure (or mixed
or completely mixed) strategy equilibrium.

In addition to that, they consider the gRPS symmetric linear game which is the
generalization of the well-known symmetric zero-sum game “Rock Paper Scissor”
and proved that a symmetric linear game has a pure strategy equilibrium if and only
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if it is not gRPS. Also, it is shown that a completely mixed symmetric linear game
is a gRPS game.

1.2 Two-Person Non-zero Sum Games

Though some situations are modelled as zero-sum games, most situations are non-
zero-sum. For instance, models in social sciences like prisoner’s dilemma, models
of interaction between landlord and tenant, husband and wife, etc., are not always
antagonistic.

Two-person non-zero-sum game, also known as a bimatrix game, is a game played
by two players say player I (row player) and player II (column player) whose pay-off
matrices are A and B, respectively, in Mm×n(R). Suppose player I plays with the
probability vector x and player II with y, then their expected pay-offs are 〈x, Ay〉
and 〈x, By〉, respectively.

In non-zero-sum games, we use the existence of equilibrium as the solution of the
game, whereas in a zero-sum game we use the optimality concept as the solution. In
the early 1950s, John Nash, in his seminal papers [21, 22], proved the existence of
equilibrium pairs for non-zero-sum games in mixed strategies. That is, every two-
person non-zero-sum game has a mixed strategy equilibrium. In fact, he proved this
result for N -person games. In the literature, this equilibrium concept is called Nash
equilibrium. In this article, by the word equilibrium we mean Nash equilibrium. A
pair of probability vectors (strategies) (x∗, y∗) is said to be an equilibrium pair if the
following inequalities hold for all the probability vectors x ∈ R

m and y ∈ R
n .

v1 := 〈x∗, Ay∗〉 ≥ 〈x, Ay∗〉,

v2 := 〈x∗, By∗〉 ≥ 〈x∗, By〉.

That is, x∗ is the best response for player I against player II’s y∗, likewise player II’s
best response against x∗ is y∗. The expected pay-offs v1 and v2 at the equilibrium
pair (x∗, y∗) are called as the equilibrium value of player I and player II, respectively.

Consider a two-player game with the pay-off matrix A being Z-matrix. That
is, A = s I − B where s is a scalar and B is a non-negative matrix. It is known
that properties of A can be obtained by analysing the matrix game �(A). Here, we
emphasize that in this matrix game, diagonal and off-diagonal entries of the pay-off
matrixmight have different signs. So the process of iterative elimination of dominated
strategy (IEDS) is not beneficial in this matrix game consideration. In contrast, if
we consider the bimatrix game �(A, B), then player II’s pay-off matrix has non-
negative entries and applying the process of IEDS possibly reduces the dimension of
the game, which eventually helps in finding the equilibria. This situation is illustrated
in the following example.
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Example 1.2 Let B =
[
5 2
2 1

]
and A = 6I2 − B =

[
1 −4

−4 5

]
where I2 denotes the

identity matrix of order 2. Consider the bimatrix game �(A, B). Here, we note that
player II’s pay-off matrix have non-negative entries and applying the IEDS process
eliminates the dominated strategy (2nd column) of player II; by that, the dimension
of the game is reduced to 2 × 1 from 2 × 2. In the next iteration, player I’s dominated
2nd row is eliminated. By this, the dimension of the game gets reduced to 1 × 1 from
2 × 1. This does not happen if we consider as a matrix game �(A).

Motivated by these possible benefits of the bimatrix game consideration for a
Z-matrix, bi-linear games have been introduced as a generalization of the bimatrix
game in [10]. And results related to Z-transformations were proved through this
bi-linear game concept.

Motivated by the study on linear and bi-linear games and their connections to
dynamical systems and matrix theory, since zero-sum games are a special case of
non-zero-sum games, we ask if the results of the two-person non-zero-sum game can
be extended to the general linearmaps. Inwhat follows, we extend some of the results
on the bimatrix game to the general linear maps defined on a finite-dimensional real
inner product space. In particular, we extend the results on bimatrix games due to
Parthasarathy and Raghavan [25, 27] to this general bi-linear game setting. We show
that the existence of an equilibrium pair for a given bi-linear game is equivalent to
the existence of a solution to a corresponding conic optimization problem. Further,
we observe some relationships between bi-linear and linear games under special
circumstances. We also characterize the equilibrium pairs of completely mixed bi-
linear games corresponding to Z-transformations. Using this for a special type of
Z-transformation, we relate the bi-linear game results and some known classical
results in matrix theory and the theory of complementarity problems. In addition to
that, we discuss the converse of Theorem 1.1.

The organization of the article is as follows. In the immediate section, we pro-
vide some preliminary definitions and results on linear complementarity problems,
Z-transformations, linear games and tensor product of finite-dimensional spaces. In
Sect. 3, we recall generalized Von Neumann symmetrization of a linear game and
prove the converse of Theorem 1.1. In Sect. 4, we recall bi-linear games and show
that the existence of equilibrium pairs for bi-linear game is equivalent to the exis-
tence of solutions for an associated conic optimization problem. In addition to this,
we consolidate some results about completely mixed bi-linear games. In Sect. 5,
we discuss the relationship between the game-theoretic value of linear and bi-linear
games corresponding to a given Z-transformation. Also, we characterize the equi-
librium pairs of the completely mixed bi-linear games corresponding to the given
Z-transformations.
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2 Preliminaries

In this article, (V, 〈·, ·〉) and (W, 〈·, ·〉) are finite-dimensional real inner product
spaceswhere 〈·, ·〉 denotes the inner product on the respective spaces. For a linearmap
L : V → W,wedenote its transpose as Lt . For x ∈ V, let x⊥ := {y ∈ V |〈y, x〉 = 0}.

A non-empty subset K in V is said to be a convex cone if px + qy ∈ K for all
x, y ∈ K and p, q ≥ 0. A convex cone K is closed if it is topologically closed and
pointed if K ∩ −K = {0}. A closed convex pointed cone is said to be a proper cone
if it has a non-empty interior. A convex cone K is said to be self-dual if its dual
K ∗ := {x ∈ V |〈x, y〉 ≥ 0 ∀ y ∈ K } is K itself. For a set K , we use K ◦ and ∂K to
denote the interior and boundary of K , respectively. We consider the partial ordering
induced by K as x K y when x − y ∈ K and x �K y when x − y ∈ K ◦.

Let K be a self-dual cone in V . For a fixed e ∈ K ◦, consider the subset � :=
{x ∈ K |〈x, e〉 = 1}. It is clear that � is a compact convex set and forms a base for
K . That is, every element in K is a positive scalar multiple of an element in �.

Lemma 2.1 ([12], Lemma 1) Let x ∈ � and z ∈ V .

1. If z �= 0 and 〈z, e〉 = 0, then there exists t > 0 such that x − t z ∈ ∂K .

2. If z �= x and 〈z, e〉 = 1, then there exists t > 0 such that (1 + t)x − t z ∈ ∂K .

2.1 Linear Complementarity Problems

For a given matrix A ∈ Mn(R) and a vector q ∈ R
n , the standard linear complemen-

tarity problem
(
LCP(A, q)

)
is to find an x ∈ R

n such that

x ≥ 0, y := Ax + q ≥ 0 and xt y = 0.

Here, x ≥ 0means entrywise non-negative vector inRn (x ∈ R
n+). If such an x exists,

we call it a solution of the problem LCP(A, q). For the detailed literature on LCP
theory and its applications, we refer to [4, 5, 14, 20] and references therein.

Cone linear complementarity problem is a generalization of the above standard
linear complementarity problem. That is, for a given proper cone K and a vector q in
V and a linear transformation L : V → V, the cone linear complementarity problem
(LCP(L , K , q)) is to find an x ∈ K such that y := L(x) + q ∈ K ∗ and 〈x, y〉 = 0.
Here, K and its dual cone K ∗ play the role of Rn+ in the standard LCP setting.

A linear transformation L is said to have the Q-property if for all q ∈ V,

LCP(L , K , q) has a solution. A sufficient condition for a linear transformation
to have the Q-property is given by Karamardian in [18]. Similarly, L has the GUS-
property if for all q ∈ V, LCP(L , K , q) has a unique solution. In the standard LCP
setting, these transformations are known as theQ-matrix and P-matrix, respectively,
and they play a prominent role in matrix theory and economic theory. For further
details, see [6, 15].
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2.2 Z-Transformations and their Properties

An n × n real matrix A is said to be a Z-matrix, if all its off-diagonal entries are
non-positive. In [6], Fiedler and Ptak study these types of matrices in detail. Matrices
of these types are studied not just in matrix theory but also in numerical analysis and
economic theory. In numerical analysis, the study of matrix splitting and asymptotic
rate of convergence of various iterativemethods involves such kinds of matrices [30].
In Economics, these matrices are called “matrices of the Leontief type”, and they
play an important role in the study of Leontief’s input-output system and factor-price
equalization; for details, see [7, 23] and references therein. Properties of a Z-matrix
related to the LCP theory are found in [2, 16] and references therein.

From [2], we see that for a Z-matrix A, the following are equivalent:

(1) A is a P-matrix.
(2) A is a Q-matrix.
(3) A is semi-positive (that is, there exists an x > 0 such that Ax > 0).
(4) A−1 exists and is non-negative.
(5) A is positive stable (that is, the real part of every eigenvalue is positive).

It is easy to observe that for non-negative vectors x, y with xt y = 0, A being Z-
matrix, we get yt Ax ≤ 0. This observation is used to extend the Z-matrix property
to the general linear transformations in the following way:

Definition 1 Given a closed convex cone K in V and a linear transformation L
defined on V, we say L is a Z-transformation on K (or has the Z-property) if

[x ∈ K , y ∈ K ∗ and 〈x, y〉 = 0] =⇒ 〈L(x), y〉 ≤ 0.

Linear transformations of these types are introduced in the form of cross-positive
matrices in [29]. In [13], Gowda and Tao introduced the above formal definition
of Z-transformation on proper cones and extended the Z-matrix results to the Z-
transformations defined on a proper cone. We have the following equivalent condi-
tions for a Z-transformation defined on any proper cone K [13, 29].

(a) e−t L(K ) ⊆ K for all t ≥ 0.
(b) L = lim

n→∞(αn I − Sn) where αn ∈ R and Sn is a linear transformation on V with

Sn(K ) ⊆ K for all n.

The last item helps to generate Z-transformations. In this article, we consider trans-
formations of the form α I − S with S(K ) ⊆ K which is a natural extension of the
Z-matrix. Such transformations are important in matrix theory; see [1, 2].



24 S. Gokulraj and A. Chandrashekaran

2.3 Linear Games and Related Results on Z-Transformations

Given a linear transformation L : V → V and a self-dual cone K , a fixed e ∈ K ◦,
we consider the linear game denoted by �(L) := (L , K , e) as a game played by two
players, say, players I and II in the following way: If players I and II choose x ∈ �

and y ∈ �, respectively, as their strategy, then the pay-off for player I is 〈L(x), y〉
and the pay-off for player II is −〈L(x), y〉. Since � is a compact convex set and L is
linear, by the min-max Theorem of Von Neumann ([19], Theorems 1.5.1 and 1.3.1),
there exist optimal strategies (equilibriums) x ′ for player I and y′ for player II such
that

〈L(x), y′〉 ≤ 〈L(x ′), y′〉 ≤ 〈L(x ′), y〉 ∀ x, y ∈ �.

The pair (x ′, y′) is called an optimal strategy pair and the expected pay-off at the
optimal strategy pair 〈L(x ′), y′〉 is called the value of the game �(L) and is denoted
by v(L). The strategies in the interior of � are called completely mixed. The linear
game�(L) is completelymixed if the strategies in all the optimal pairs are completely
mixed. The following theorem due to Gowda and Ravindran appeared in [12].

Theorem 2.2 ([12], Theorem 6) Suppose L is a Z-transformation. Then the follow-
ing are equivalent:

1. L is positive stable.
2. For every q ∈ V , LCP(L , K , q) has a solution.
3. L is invertible with L−1(K ) ⊆ K.
4. There exists x ∈ K ◦ such that L(x) ∈ K ◦.
5. There exists x ∈ K ◦ such that Lt (x) ∈ K ◦.
6. A dynamical system ẋ + L(x) = 0 is asymptotically stable.
7. v(L) > 0.

Moreover, when v(L) > 0 the game �(L) is completely mixed.

We recall that the linear transformation L is said to be Lyapunov-like if both L
and −L are Z-transformations on K; it is Stein-like if L = I − T where I is the
identity transformation and T ∈ Aut (K ) (closure of the set of all invertible linear
transformation on V which maps K onto K ). In addition to the above result, it
is shown that the game with a non-zero value is completely mixed when L is a
Lyapunov/Stein-like transformation. Also, the positive stable and Schur stable (all
the eigenvalues lie inside the unit disc) properties were related to the value being
positive for Lyapunov and Stein-like transformations, respectively.

2.4 Tensor Product of Vector Spaces

The concept of tensor product of V and W can be defined in terms of elementary
tensors which in turn can be defined as the bi-linear functional on the Cartesian
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product V × W. For x ∈ V and y ∈ W, the elementary tensor x ⊗ y is defined to
be a bi-linear functional from V × W to R such that x ⊗ y(v,w) := 〈x, v〉 · 〈y, w〉
for all (v,w) in V × W . The tensor product of V and W , denoted by V ⊗ W , is an
inner product space consisting of all finite sums of elementary tensors xi ⊗ yi where
xi and yi are elements of V and W , respectively. The inner product on the space
V ⊗ W is defined as follows:

〈
m1∑

i=1

xi ⊗ yi ,

m2∑

j=1

v j ⊗ w j

〉
:=

m1∑

i=1

m2∑

j=1

〈xi , v j 〉〈yi , w j 〉,

for every
∑m1

i=1 xi ⊗ yi and
∑m2

j=1 v j ⊗ w j in V ⊗ W where m1,m2 ∈ N. The norm
on this tensor product space is the one induced by the inner product defined as above.
For a fixed basis {v1, v2 · · · vdim(V )} of V and {w1, w2 · · · wdim(W )} of W , the set of
all elementary tensors vi ⊗ w j forms a basis for V ⊗ W . By this, we can see that
the dimension of the space V ⊗ W equals the product of dimensions of the spaces
V and W .

The tensor product of two operators T ∈ B[V ] and S ∈ B[W ] is the operator
T ⊗ S : V ⊗ W → V ⊗ W in B[V ⊗ W ] defined as follows:

(T ⊗ S)

m1∑

i=1

xi ⊗ yi :=
m1∑

i=1

T (xi ) ⊗ S(yi ) for all
m1∑

i=1

xi ⊗ yi ∈ V ⊗ W.

It is to be noted that in the matrix case, tensor product of operators is called the
Kronecker product of matrices. In the following proposition, we summarize some of
the properties of tensor product spaces which will be used in the later chapter.

Proposition 2.3 For α ∈ R, x1, x2 ∈ V, y1, y2 ∈ W, T ∈ B[V ] and S ∈ B[W ], the
following are true:

1. α(x ⊗ y) = (αx ⊗ y) = (x ⊗ αy),
2. (x1 + x2) ⊗ y = x1 ⊗ y + x2 ⊗ y,
3. x ⊗ (y1 + y2) = x ⊗ y1 + x ⊗ y2,
4. ||x ⊗ y|| = ||x || ||y||,
5. (T ⊗ S)t = T t ⊗ St .

3 Symmetrization of Linear Games

Let (L , K , e) be the given linear game. We recall that � is the strategy set for both
the players in (L , K , e) and denote the set of all extreme points of� in K by ext(�).

Let us denote the inner product space V ⊗ V as V̂ . Consider the skew-symmetric
linear map L̂ defined as follows:

L̂ := P ◦ (E ⊗ L) − (E ⊗ Lt ) ◦ P, (3)
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where P and E , respectively, are symmetric linear maps on V̂ and V such that
P(x ⊗ y) := y ⊗ x and E(x) := 〈e, x〉e for all x, y ∈ V .

Consider the set ext(�) ⊗ ext(�) := {xi ⊗ yi |xi , yi ∈ ext(�)} ⊆ V̂ . Let K̂ be
the proper cone defined as Pos

(
ext(�) ⊗ ext(�)

)
. That is,

K̂ =
{

m∑

i=1

λi (xi ⊗ yi )
∣∣∣λi ≥ 0, xi , yi ∈ ext(�), m ∈ N

}
. (4)

For a fixed ê := e ⊗ e ∈ K̂ , �̂ := {Z ∈ K̂ |〈Z , ê〉 = 1} is a base of K̂ . It is known
that � ⊗ � := {x ⊗ y|x, y ∈ �} ⊂ �̂. Here, the set inclusion is strict since for any
λ1 and λ2 with λ1 + λ2 = 1, λ1x ⊗ x + λ2y ⊗ y ∈ �̂ for all x, y ∈ � but does not
belong to � ⊗ � whenever x �= y. Also, we can observe that the set of all extreme
points of �̂ consists only of elementary tensors x ⊗ y where x, y ∈ ext(�). Formore
details, see [9].

Theorem 3.1 ([9], Theorem 3.4) Given a linear game (L , K , e) there exists a sym-
metric linear game (L̂, K̂ , ê) whose solution yields a solution to the given linear
game.

The symmetric linear game �(L̂) derived in the above theorem is called the
generalized Von Neumann symmetrization of the given linear game �(L). Linear
games which may have different strategy sets for two players are studied in [24]
as linear games over proper cones. Linear games over a proper cone (need not be
self-dual) can also be symmetrized in the same procedures given above.

Definition 2 (Pure strategies) For the given linear game (L , K , e), an element in
the strategy set � is said to be a pure strategy if and only if it is an extreme point
of the strategy set �. Any other strategy is called a mixed strategy. In particular,
strategies in the interior are called completely mixed strategies.

The following theorem deals with the converse of Theorem 1.1.

Theorem 3.2 Let �(L) be the given linear game and �(L̂) be its generalized Von
Neumann symmetrization. �(L̂) has a pure strategy equilibrium if and only if �(L)

has a pure strategy equilibrium. A similar result holds for mixed and completely
mixed strategy equilibrium.

Proof Assume that �(L) has a pure strategy equilibrium pair (x∗, y∗). We claim
that (y∗ ⊗ x∗, y∗ ⊗ x∗) is a pure strategy equilibrium pair for the symmetric linear
game �(L̂) = (L̂, K̂ , ê). That is, for all z in �̂,

〈y∗ ⊗ x∗, L̂(z)〉 ≤ 〈y∗ ⊗ x∗, L̂(y∗ ⊗ x∗)〉 = 0 ≤ 〈z, L̂(y∗ ⊗ x∗)〉.

Now, consider z := ∑n
i=1 αi (xi ⊗ yi ) in �̂ where αi ≥ 0 and xi , yi ∈ � for all i .

Then,
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〈z, L̂(y∗ ⊗ x∗)〉 = 〈z, [P ◦ (E ⊗ L) − (E ⊗ Lt ) ◦ P](y∗ ⊗ x∗)
= 〈z, L(x∗) ⊗ E(y∗)〉 − 〈z, E(x∗) ⊗ Lt (y∗)〉

= 〈
n∑

i=1

αi (xi ⊗ yi ), L(x∗) ⊗ e〉 − 〈
n∑

i=1

αi (xi ⊗ yi ), e ⊗ Lt (y∗)〉

= 〈
n∑

i=1

αi xi , L(x∗)〉 − 〈
n∑

i=1

αi yi , L
t (y∗)〉.

Since z is arbitrary and (x∗, y∗) is an equilibriumpair for the linear game (L , K , e),
the above equality becomes the following inequality:

〈z, L̂(y∗ ⊗ x∗)〉 = 〈y, L(x∗)〉 − 〈x, Lt (y∗)〉 ≥ 0, (5)

where y = ∑n
i=1 αi xi and x = ∑n

i=1 αi yi belongs to�. Since L̂ is skew-symmetric,
we have

〈y∗ ⊗ x∗, L̂(y∗ ⊗ x∗)〉 = 0 and 〈y∗ ⊗ x∗, L̂(z)〉 ≤ 0. (6)

From (5) and (6), it is clear that (y∗ ⊗ x∗, y∗ ⊗ x∗) is an equilibrium pair for the
symmetric linear game (L̂, K̂ , ê). Since y∗, x∗ is in ext(�), y∗ ⊗ x∗ is in ext(�̂).
Thus, (y∗ ⊗ x∗, y∗ ⊗ x∗) is a pure strategy equilibrium. The converse part is clear
from Theorem 1.1. Similar proof can be given for mixed and completely mixed
strategies. �

4 Results on Bi-linear Games

Let us recall the definition of the bi-linear game defined as in [10]. Let K1 and K2 be
self-dual cones in V andW , respectively. For a fixed e1 ∈ K ◦

1 and e2 ∈ K ◦
2 , consider

the sets �1 and �2 defined as follows:

�1 := {x ∈ K1|〈x, e1〉 = 1}, �2 := {y ∈ K2|〈y, e2〉 = 1}.

Let L1, L2 : V → W be two linear transformations. The bi-linear game correspond-
ing to L1 and L2 denoted as �(L1, L2) is defined to be the game played by two
players, say players I and II. If the players I and II choose x ∈ �1 and y ∈ �2,
respectively, as their strategies then their pay-offs PI (x, y) and PI I (x, y) are defined
as follows:

PI (x, y) := 〈y, L1(x)〉, PI I (x, y) := 〈y, L2(x)〉.

A strategy x of player I (II) is said to be completely mixed if x ∈ �◦
1 (�

◦
2).

Remark 1 It is to be noted that “bi-linear games” considered in this article are
different from the one that appeared in [8] where bi-linear games are defined as a
very general class of games, for which bimatrix games, two-person Bayesian games,
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polymatrix games, etc., are a special case. One technical difference between these
two definitions is the ambient space where the game is defined. The game considered
here is named as “bi-linear” since it involves two linearmapswhich define the pay-off
functions.

Definition 3 (Equilibrium pair) A pair of strategies (x∗, y∗) ∈ �1 × �2 is said to
be an equilibrium pair for �(L1, L2) if it satisfies the following inequalities:

〈y∗, L1(x
∗)〉 ≥ 〈y∗, L1(x)〉 ∀ x ∈ �1,

〈y∗, L2(x
∗)〉 ≥ 〈y, L2(x

∗)〉 ∀ y ∈ �2.
(7)

The pay-offs v1 := 〈y∗, L1(x∗)〉 and v2 := 〈y∗, L2(x∗)〉 at the equilibrium pair is
called the equilibrium value of player I and II, respectively. That is, v1 and v2 are the
value of the respective player corresponding to the equilibrium pair (x∗, y∗).

Let E denote the set of all equilibrium pairs of the game �(L1, L2), and we say
E is completely mixed if the strategies in all the equilibrium pairs are completely
mixed. In this case, we say that the bi-linear game �(L1, L2) is completely mixed.
We define the following subsets:

S(y∗) := {x ∈ �1|(x, y∗) ∈ E},

T (x∗) := {y ∈ �2|(x∗, y) ∈ E}.

Remark 2 In a bi-linear game �(L1, L2), if L2 = −L1 then the bi-linear game
definition is consistent with the definition of the linear game �(L1) defined as in [12,
24].

Theorem 4.1 ([10], Theorem 3.2) For any bi-linear game �(L1, L2), there exists a
equilibrium pair (x∗, y∗).

The above theorem ensures the existence of Nash equilibrium for this general
bi-linear game setting. The following are the results characterizing equilibrium pairs
of the given bi-linear game.

Theorem 4.2 A pair (x∗, y∗) is an equilibrium for the bi-linear game �(L1, L2) if
and only if there exists p, q ∈ R such that the following holds:

pe1 − Lt
1(y

∗) ∈ K1,

qe2 − L2(x
∗) ∈ K2,

(8)

〈x∗, Lt
1(y

∗)〉 + 〈y∗, L2(x
∗)〉 = p + q. (9)

Proof Let (x∗, y∗) be an equilibrium pair of �(L1, L2). Now, consider p :=
〈L1(x∗), y∗〉 and q := 〈L2(x∗), y∗〉. Now, (8) follows from the fact that (x∗, y∗)
is an equilibrium pair and by the assumption on p and q, Eq. (9) is also true. Con-
versely, assume that (x∗, y∗) satisfies (8) and (9) for some p, q ∈ R. From (8), we
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see that p ≥ 〈L1(y∗), x〉 ∀ x ∈ �1 and q ≥ 〈L2(x∗), y〉 ∀ y ∈ �2. This together
with (9) implies that p = 〈L1(y∗), x∗〉 and q = 〈L2(x∗), y∗〉. Thus, (x∗, y∗) is the
equilibrium pair for �(L1, L2). �

Theorem 4.3 A pair (x∗, y∗) is an equilibrium for the bi-linear game �(L1, L2)

if and only if for some p, q ∈ R, (x∗, y∗) solves the following conic optimization
problem:

max 〈y, L1(x)〉 + 〈y, L2(x)〉 − p − q,

s.t qe2 − L2(x) K2 0,

pe1 − Lt
1(y) K1 0,

x ∈ �1, y ∈ �2.

(10)

Proof Let (x∗, y∗) be an equilibrium pair of �(L1, L2). Since the objective func-
tion of the conic optimization problem (COP) (10) is non-positive, by Theorem 4.2
we can see that (x∗, y∗) satisfies the COP (10). Conversely, assume that (x∗, y∗)
solves the COP (10) for some p, q ∈ R. Since the objective function is non-positive
and attains its maximum, 〈y∗, L1(x∗)〉 + 〈y∗, L2(x∗)〉 − p − q = 0. Thus, by The-
orem 4.2, (x∗, y∗) is the equilibrium pair of �(L1, L2). �

Consider a linear map E : V → W where E(y) := 〈y, e1〉e2. We observe and
state the following propositions without proof.

Proposition 4.4 If�(L1, L2)has equilibriumvaluesv1 andv2, then for anya, b ∈ R

the bi-linear game�(L1 + aE, L2 + bE) has equilibrium values v1 + a and v2 + b.

Proposition 4.5 If (x0, y0) is an equilibrium pair for �(L1, L2), then (x0, y0) is
also an equilibrium pair for �(L1 + aE, L2 + bE) where a, b ∈ R. That is, for any
a, b ∈ R, �(L1, L2) and �(L1 + aE, L2 + bE) have same set of equilibrium pairs.

Theorem 4.6 Let�(L1, L2)beabi-linear gamewithv2 = 0and for some (x0, y0) ∈
E , S(y0) be completely mixed (i.e.) S(y0) ⊆ �◦

1. Then,

(i) dim(ker L2) = 0 or 1.
(ii) If dim(ker L2) = 1 then S(y0) = {x0}.
Proof Consider a bi-linear game �(L1, L2) with v2 = 0. Let (x0, y0) ∈ E with
S(y0) ⊆ �◦

1. From the inequalities in (7), we can observe that v1e1 − Lt
1(y

0) ∈ K1

and L2(x0) ∈ −K2. Since x0 ∈ K ◦
1 , v1e1 − Lt

1(y
0) = 0. Clearly, dim(ker L2) ≥ 0.

Suppose it is non-zero, we claim that dim(ker L2) = 1. On the contrary, let us assume
dim(ker L2) ≥ 2.Now, ker L2 has at least two linearly independent vectors, say z1, z2

in V and either one of them has to be linearly independent with x0. Without loss
of generality, we consider z1 is linearly independent with x0. In case 〈z1, e1〉 = 0,
then by Lemma 2.1 there exists a t > 0 such that x∗ := x0 − t z1 ∈ ∂(K1). In case
〈z1, e1〉 �= 0, without loss of generality we can take 〈z1, e1〉 = 1. Then again by
Lemma 2.1, there exists a t > 0 such that x∗ := (1 + t)x0 − t z1 ∈ ∂(K1). In both
cases, x∗ is in ∂�1 and we claim that x∗ ∈ S(y0). In case 〈z1, e1〉 = 1, since
v1e1 = Lt

1(y
0), v1 = 〈y0, L1(x∗)〉 and so
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∀ x ∈ �1 〈v1e1 − Lt
1(y

0), x〉 ≥ 0 =⇒ v1 ≥ 〈y0, L1(x)〉.

Now ∀ y ∈ �2,

〈y0, L2(x
∗)〉 = 〈y0, L2

(
(1 + t)x0 − t z1

)〉
= 〈y0, (1 + t)L2(x

0)〉
≥ 〈y, (1 + t)L2(x

0)〉
= 〈y, (1 + t)L2(x

0)〉 − 〈y, t L2(z
1)〉.

Hence, 〈y0, L2(x∗)〉 ≥ 〈y, L2(x∗)〉 for all y in �2. This implies x∗ ∈ ∂�1 ∩ S(y0)
which is a contradiction to the assumption that S(y0) is completely mixed. Similarly,
in 〈z1, e1〉 = 0 case alsowe arrive at a contradiction. Thus, dim(ker L2) = 1.Toprove
the second part of the theorem, let dim(ker L2) = 1. Suppose there exists x ∈ S(y0)
different from x0. If x is linearly independent with x0, then as in the above proof,
we can find a x∗ ∈ S(y0) which is not completely mixed. Thus, x has to be linearly
dependent with x0. Since x ∈ �1, x = x0. Hence S(y0) has unique element. �

Remark 3 Similar results hold for Lt
1 if v1 = 0 and T (x0) is completely mixed.

Theorem 4.7 Let �(L1, L2) be a bi-linear game. If dimW < dim V , then there
exist x∗ in S(y0) such that x∗ is not completely mixed

(
(i.e.) x∗ ∈ ∂�1

)
.

Proof Let dimW := m < dim V := n and (x0, y0) ∈ E . Without loss of generality,
we assume that the equilibrium value of the player II (v2) is zero. We claim S(y0) is
not completely mixed. On the contrary, let us assume that S(y0) is completely mixed.
From Theorem 4.6 and given hypothesis, it is clear that rank(L2) = n − 1 = m.
This implies null(L2) = 1 and so by Theorem 4.6, L2(x0) = 0. Consider a subspace
decomposition V = {x0} ⊕ {x0}⊥. Now consider a linear map L := L2|{x0}⊥ . Here,
rank(L) = dim{x0}⊥ = m = dimW . Thus, there exists a vector, sayπ ∈ {x0}⊥, such
that L(π) = e2. Clearly, π and x0 are linearly independent and so as in the proof
of Theorem 4.6, there exists x∗ ∈ ∂�1. Here, L2(x∗) = αe2 for some non-zero α ∈
R and further v1e1 − Lt

1(y
0) = 0. It is easy to verify that x∗ ∈ S(y0) which is a

contradiction to our assumption that S(y0) is completely mixed. Hence S(y0) is not
completely mixed. �

Remark 4 Similarly, we can prove if dimW > dim V then T (x0) is not completely
mixed.

Theorem 4.8 If E is completely mixed, then dim V = dimW and E has a unique
pair.

Proof Let E be completely mixed. From Theorem 4.7, it is clear that dim V =
dimW . To show E has a unique equilibrium pair, let (x∗, y∗) ∈ E and without loss
of generality we assume v2 = 0. Since S(y∗) is completely mixed and v2 = 0, by
Theorem 4.6, rank(L2) = n − 1 and there exists unique x∗ in S(y∗). Now suppose
(x1, y1) ∈ E . Since x1 ∈ K ◦

1 , y1 ∈ K ◦
2 , it is easy to observe the following:
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v′
1e1 = Lt

1(y
1),

v′
2e2 = L2(x

1),

where v′
1 = 〈y1, L1(x1)〉 and v′

2 = 〈y1, L2(x1)〉. By using the above equations, we
can observe that (x1, y∗) ∈ E . Since S(y∗) has a unique element, x1 = x∗. In a similar
way, we can show that y1 = y∗. Hence E has a unique equilibrium pair. �

5 Bi-linear Games and Complementarity Problems

In this section, we consider only the bi-linear games over the self-dual cones. Let K
be a self-dual cone and L̂ be a linearmap defined on V such that L̂(K ) ⊆ K . Consider
a linear map L defined as L := s I − L̂ where s is a fixed scalar and I is the identity
map on V . Clearly, this is a Z-transformation. Any such linear map is called M-
transformation if ρ(L̂) ≤ s and a non-singularM-transformation if ρ(L̂) < s. In this
section, for a linear transformation of the form L = s I − L̂ , we fix e ∈ K ◦ ∩ L̂(K )

whenever L̂ is invertible or simply e ∈ K ◦ otherwise. We consider the set � as the
strategy set for both the players in �(L) as well as �(L , L̂).

Since L̂(K ) ⊆ K , we can observe that the equilibrium value of the player II(v2)
in the bi-linear game �(L , L̂) is always non-negative. So, we define the value of
�(L , L̂) with respect to the value of the player I(v1) as in the following definition:

Definition 4 Let L be a Z-transformation such that L = s I − L̂ with L̂(K ) ⊆ K .
Then we say that the value of the bi-linear game �(L , L̂) is positive if there exists
an equilibrium pair (x∗, y∗) such that 〈y∗, L(x∗)〉 is positive.
Theorem 5.1 (Theorem 4.1 in [10]) If L is semi-positive, then �(L , L̂) has value
positive.

From the above theorem, we can observe that the bi-linear game �(L , L̂) has a
value positive whenever the linear game �(L) has a value positive. It is evident from
the following example that the converse of Theorem 5.1 need not be true.

Example 5.2 Let L̂ : R2 → R
2 be the linear transformation defined by the matrix

[L̂] =
[
4 3
2 2

]
and L : R2 → R

2 be defined by [L] = 5I2 − [L̂] =
[
1 −3

−2 3

]
with

respect to the standard basis where I2 denotes the identity matrix of order 2.

In the linear game settings, Gowda and Ravindran showed that for a
Z-transformation, semi-positivity is equivalent to the value being positive but it is not
true in the bi-linear game setting. However, the converse of Theorem 5.1 holds with
the assumption of some weaker conditions that are shown in the following theorem.

Theorem 5.3 (Theorem 4.3 in [10]) For some (x∗, y∗) ∈ E , if �(L , L̂) has value
positive and S(y∗) has at least one completely mixed strategy, then L is semi-positive.
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The following example illustrates that the converse of Theorem 5.3 need not be
true.

Example 5.4 Let L̂ : R2 → R
2 be the linear transformation defined by the matrix

[L̂] =
[
4 3
2 2

]
and L : R2 → R

2 be defined by [L] = 6I2 − [L̂] =
[
2 −3

−2 4

]
with

respect to the standard basis.

Lemma 4.5 in [10] says that for a Z-transformation L = s I − L̂ , s > 0 whenever
the value of �(L , L̂) is positive. From Example 5.2, we can observe that it is not
necessary to hold s ≥ ρ(L̂). However, it does hold with some condition on �(L , L̂)

that is shown in Theorem4.6 in [10]. In particular, they proved the following theorem.

Theorem 5.5 Consider a Z-transformation L := s I − L̂. Suppose there exists
(x∗, y∗) ∈ E such that the value of �(L , L̂) is positive and x∗ ∈ K ◦. Then the fol-
lowing statements hold:

(1) Linear complementarity problem (L , K , q) has global solvable property.
(2) The dynamical system ẋ + L(x) = 0 is asymptotically stable.
(3) L is invertible with L−1(K ) ⊆ K.
(4) L is a non-singular M-transformation.

The following examples illustrate the connection between the bi-linear games and
complementarity problems given in the above theorem.

Example 5.6 Consider the following Z-transformations defined on R
2 and R

3.

(i) [L1] :=
[
4 −4

−3 5

]
; (i i) [L2] :=

⎡

⎣
7 −3 −5

−3 4 −2
−5 0 7

⎤

⎦

.

(i) By considering [L̂1] =
[
2 4
3 1

]
, we can see that the bi-linear game �(L1, L̂1)

has ( 34 ,
1
4 ) as an equilibrium strategy and 1

2 as an equilibrium value for player I.

(i i) By considering [L̂2] =
⎡

⎣
1 3 5
3 4 2
5 0 1

⎤

⎦, we can see that for the bi-linear game

�(L2, L̂2), ( 1327 ,
4
27 ,

10
27 ) and 1

71 , respectively, are equilibrium strategy and equilib-
rium value of player I. Thus, we can conclude from the above theorem that both L1

and L2 have Q-property.

In [10], a theoremwhich is analogous toTheorem6 in [12] is proved.Here,we state
the theoremwithout the proofwhichwill be used to characterize the equilibriumpairs
of the completely mixed bi-linear games corresponding to the Z-transformations.

Theorem 5.7 (Theorem 4.8 in [10]) Suppose both L and L̂ are invertible with
L−1(K ) ⊆ K. Then,
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v1 = 1

〈(Lt )−1(e), e〉 and v2 = 1

〈(L̂)−1(e), e〉 ,

respectively, are equilibrium values of players I and II corresponding to the equilib-
rium pair (x∗, y∗) where x∗ := v2(L̂)−1(e) and y∗ := v1(Lt )

−1
(e).

It is to be noted that strategies x∗ and y∗ defined in the above theorem are in fact
completely mixed strategies. In the following theorem, we discuss the converse of
Theorem 5.3, equivalence of the statements in Theorem 5.5 and the equilibrium
characterization of the completelymixed bi-linear games. Though part of the theorem
has appeared in [10], for completeness we provide a proof for all the statements.

Theorem 5.8 Consider a Z-transformation L := s I − L̂. Suppose L̂ is invertible.
Then the following are equivalent:

1. L is invertible with L−1(K ) ⊆ K.
2. There exist an equilibrium pair (x∗, y∗) such that the value of�(L , L̂) is positive

and x∗ is completely mixed.
3. L is semi-positive.

Moreover, when �(L , L̂) is completely mixed, the following holds.

(a) �(L , L̂) has the unique optimal strategy pair (x∗, y∗) where x∗ :=
1

〈(L̂)
−1

(e),e〉 (L̂)−1(e) and y∗ := 1
〈(Lt )−1(e),e〉 (L

t )
−1

(e).

(b) The values of the players I and II are v1 = 1
〈(Lt )−1(e),e〉 and v2 = 1

〈(L̂)
−1

(e),e〉 , respec-
tively.

Proof (1) ⇒ (2) : Assume L−1 exists and L−1(K ) ⊆ K . Now, consider x∗, y∗
defined as in Theorem 5.7. It is clear that (x∗, y∗) is an equilibrium pair with x∗
completely mixed and the equilibrium value corresponding to (x∗, y∗) is positive.
(2) ⇒ (1) follows from Theorem 5.5. We know the equivalence of (1) and (3) from
Theorem 2.2. Now assume �(L , L̂) is completely mixed.
(a) By Theorem 5.7, we see that the pair (x∗, y∗) where x∗ := 1

〈(L̂)
−1

(e),e〉 (L̂)−1(e)

and y∗ := 1
〈(Lt )−1(e),e〉 (L

t )
−1

(e) is an equilibrium pair. And from Theorem 4.8, we
can say that (x∗, y∗) is unique.
(b) Again by Theorem 5.7, we see that the values of players I and II are 1

〈(Lt )−1(e),e〉
and 1

〈(L̂)
−1

(e),e〉 , respectively. �

Concluding Remarks
In this article, we have given a brief survey on the linear and bi-linear games and
proved the converse of Theorem 1.1. Then we have consolidated some results on
bi-linear games. In particular, we proved the uniqueness of equilibrium pairs for
completely mixed bi-linear games. Using this, we characterized the equilibrium
pairs of completely mixed bi-linear games corresponding to a special type of Z-
transformations. In addition to that, we have related the bi-linear game results to the
well-known results on Z-transformations in matrix theory and linear complementar-
ity problems.
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Social Preferences and the Provision of
Public Goods

Sudipta Sarangi and Sakshi Upadhyay

How selfish soever man may be supposed, there are evidently
some principles in his nature, which interest him in the fortune of
others, and render their happiness necessary to him, though he
derives nothing from it, except the pleasure of seeing it [45, p. 9]

JEL Classification: D91 · H41 · D85 · C72

1 Introduction

Public goods are characterized by non-rivalry, meaning that more than one person
can simultaneously benefit from them, and non-exclusivity, meaning that it is difficult
to prevent any individual from enjoying their benefits. They simultaneously benefit
many people and their creation requires the coordinated actions of people who will
subsequently enjoy its benefits. Environmental protection, research and innovation,
vaccination, health care services, highways, and public parks are just a few important
examples.

Despite receiving benefits from public goods, individuals tend to free ride on the
contributions of others in a group. Given that these goods are non-rival and non-
excludable, it is evident that once the goods have been produced, every agent can
consume them regardless of their contribution. Unless there exist mechanisms to
make individuals act in their common interests, rational or self interested individuals
will not act to achieve their common or group interests [37]. There are various
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mechanisms to ensure cooperation or reduce free riding. We discuss punishment,
commitment, and communication as some of the mechanisms which help increase
cooperation in a society.

An alternative explanation for the cooperation seen can be provided by social
preferences. Social norms and preferences also matter in the provision of public
goods. For example, local resources can be managed well when users care about
others and can organize and enforce their own rules, instead of following externally
imposed norms [20].

The importance of social norms and preferences can also be seen in our daily lives.
Consider a family with grandparents/parents and their children. Parents or grand-
parents might invest in infrastructure, environment, technology to mitigate climate
change so that it can benefit their future generations. They have an added incentive
to invest in highways, public schools, public parks, environment-friendly vehicles
or practices because of the concern for their children. Another way to understand
this idea is that your family member might contribute more to public goods that will
benefit you in the future as compared to a stranger.

In the following subsection, we start with a simple public goods model and show
how free riding is an equilibrium in this game. Our goal in this chapter is to exam-
ine the reasons for the absence of free riding, in particular, by focusing on the role
of social preferences. In Sect. 2, we provide evidence on the absence of free rid-
ing and also discuss mechanisms available in the literature to ensure cooperation.
Section3 describes how social preferences can explain cooperation. The section also
entails a model on social preferences and the equilibrium after incorporating social
preferences. In Sect. 4, we will discuss models of various types of social preferences
available in the literature. These theoreticalmodels are also supplementedwith exper-
imental evidence. Section5 discusses how social preferences influence public goods
provisioning in a coalition or network framework. Section6 concludes the chapter.

1.1 A Simple Model of Public Goods

To fix ideas formally, we now present the public goods model in Fehr and Schmidt
[18]. We will use this model to arrive at a fundamental result in public goods which
will also be the first Proposition of this chapter. Let there be n ≥ 2 individuals in
a society who simultaneously decide on their contribution levels gi ∈ [0, y], i ∈
[1, 2, . . . , n] to the public good. Each player has an endowment of y. The monetary
payoff of player i is given by [18, p. 836, Eq.11]

xi (g1, g2, . . . , gn) = y − gi + a
n∑

j=1

g j , 1/n < a < 1 (1)
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Here a denotes the constant marginal return to public good G = ∑n
i=1 gi . Since

a < 1, contributing toG leads to loss of 1 − a. The dominant strategy of an individual
i is to choose gi = 0.

Definition 1 A strategy g∗
i is a Nash equilibrium of this game if for all i ∈

[1, 2, . . . n], xi (g∗
i , g−i ) ≥ xi (g

′
i , g−i ) for all g′

i ∈ (0, y].
In this game, we have g∗

i = 0 as the Nash equilibrium strategy for any player
i ∈ [1, . . . . . . , n]. Strategy other than gi∗ = 0 is denoted by g

′
i . Strategy of players

other than i is given by g−i .
Thus, the standard model predicts gi = 0 for all i ∈ [1, 2, . . . , n]. However, since

a > 1/n, aggregate monetary payoff is maximized at gi = y. This observation leads
us to fundamental result about public goods in economics summarized in our first
Proposition.

Proposition 1 Suppose the payoff function is given by Eq.1 and satisfies 1/n < a <

1, then in Nash equilibrium gi = 0 for all i ∈ [1, 2, . . . , n].
Not contributing to the public goods is termed as ‘free riding’. Kim and Walker

[30] summarize the ‘free-rider’ problem in their theoretical model: “If the method of
voluntary contributions is used to determine the level at which public goods will be
provided, then the resulting provision level will be far below the optimal level, and
many individuals will contribute nothing at all.” Free riding is also evident in their
experimental results.

In practice, however, we may not always see free riding. In the next section,
we provide experimental and empirical evidence on lack of free riding. Various
mechanisms to ensure cooperation or avoid free riding will also be discussed in the
next section. In a later section, we examine how social preferences can be used to
explain cooperation or absence of free riding.

2 Evidence on Free Riding Behavior

Free riding has been a widely accepted notion in the literature of public goods games.
Previous theory suggests that players try to get the benefit from public goods without
contributing towards it. However, those results are in sharp contrast to the existence
of cooperative behavior among individuals in real-life public goods games. This
behavior has been substantiated by data from national surveys as shown in Andreoni
[1], who states: “Around 85% of households make donations to charity, 50% of
tax returns include charitable deductions”. Another related evidence of cooperative
behavior can be found in voting in elections. Individuals tend to vote in elections,
even though economic theory predicts that free riding will be higher as the decisive
power of one vote is low. Countries joining International Environment Agreements
(IEA) to solve environmental issues is also an example of cooperation. Group of
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77 (G77), United Nations Framework Convention on Climate Change (UNFCCC),
Kyoto Protocol are some of the existing IEA’s.

The contrast between the theoretical predictions and real-life evidence motivated
the testing of ‘free-rider’ hypothesis in the lab. Ledyard [34] surveys the experimental
literature on public goods before 1995. Some of the prominent papers included in
the survey are Marwell and Ames [35], Isaac et al. [29], Isaac and Walker [28], and
Andreoni [2]. One of the findings from these experiments suggests that individuals
contribute more than the Nash equilibrium prediction in a public goods game. As we
saw in the previous section, theNash equilibrium in a public good game is to free ride,
however, it is optimal to contribute the full amount. On an average, contributionswere
about 40–60% of the optimal level in these experiments. However, the contributions
varied over individuals. The other common observation is that contributions start at
40–60% of the optimal level but over the periods decline to ‘free riding’ outcome.

This decay in contribution levels was further analyzed in Andreoni [2] through
‘learning’ and ‘strategies’ hypothesis. According to the learning hypothesis, repeated
periods allow individuals to learn the incentives from the game which can explain
the fall in contribution levels. At the same time learning also allow players to signal
future moves to each other. This leads to the strategy hypothesis, where in a repeated
games a rational player will develop multi period strategies that can lead to coop-
erative behavior. However, Andreoni finds no significant support for either of these
hypotheses which could have explained the decay experienced in these games. We
now state our first observation from findings in this section.

Observation 1: Empirical and experimental evidence show that individuals cooper-
ate and contribute to public goods as opposed to the theoretical predictions.

These experimental results motivated research on the importance of institutional
environment which can help in achieving the optimal outcome or reduce free riding.
In next subsection, we discuss these mechanisms which can help further increase
cooperation in a public goods game.

2.1 Mechanisms that Avoid Free Riding

This section summarizes the institutional environments which have been used in the
literature to reduce the incidence of ‘free riding’. Institutional environment refers
to the context or setting in which individuals would make their decisions. The pay-
off function remains the same as in Eq.1, however, we look into different settings
under which the public goods game is played. We discuss three such institutional
environments: communication, commitment, and punishment.
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Communication

Communication between the participants regarding their strategies or intentions can
help in increasing contributions to a public goods game. Isaac and Walker [28]
were the first to test face-to-face communication as a means to reduce ‘free rid-
ing’. According to the authors, “The role of communication is to a) help the group
understand the group profit implications for different allocations and b) build cred-
ibility to the expected decisions of group members”. Communication thus helps in
learning the optimal strategy (contributing to public goods). Ostrom [38] also finds
that face-to-face communication can sustain cooperation even through the last period.
Communication enforces no verbal agreement and hence can be thought of as ‘cheap
talk’ [39]. This paper summarizes the findings on collective action and one of the
findings suggests that when communication is implemented by allowing subjects to
signal promises through their computer terminals, much less cooperation is observed
as compared to the case when subjects are allowed face-to-face communication.

Communication enhances cooperation, however, the effectiveness of communi-
cation depends on its structure and the level of private information among players.
Palfrey et al. [41] provide an answer to this problem both theoretically and empiri-
cally. They find theoretical bounds on efficiency gains that can be attained through
different modes of communication by using the Bayesian-mechanism design. The
bounds depend upon the distribution of private information(value of endowed unit
of output) and on the richness of the message space (communication structure). The
authors choose three forms of pre-play communication: binary message (intention to
contribute or not), practice game (announce their contribution against different con-
tribution costs), and natural language communication (exchange of chat messages) in
order to test their theoretical bounds. The results from their experiment find efficiency
and public goods provisioning to be significantly higher in case of natural language
communication as efficiency bounds predicted by the theoretical model were only
achieved in this treatment. This might be because “unrestricted chats give subjects an
opportunity to understand each other’s intentions and messages”. Natural language
communication can be thought of as a more personal form of communication which
gives more scope to convey an individual’s message and intentions than a restricted
message or any other form.

Commitment

Commitment can also be used as a strategy to enhance cooperation. “Commitment
is a means by which players can assure one another that they are not going to free
ride on others’ contributions, so that group members can contribute without fearing
that they will be free ridden” [32]. Chen [14] was one of the first paper to use ‘pledge
to contribute’ as a commitment. The authors find that group-based pledge (subjects
make a pledge before making a contribution, are given feedback and have to then
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contribute a proportion of the mean pledge) and face-to-face communication have
similar results in enhancing cooperation. Through commitment, individuals can elim-
inate free riding. However, once an individual makes a commitment, he/she is more
vulnerable for being free ridden [32]. This is because individuals might use commit-
ment by others as an opportunity to ‘free ride’ on their contribution. To respond to
this issue authors design a mechanism, where players can commit to cooperating to
a small degree and then observe other player’s reciprocal contributions. The mech-
anism allows participants to signal their commitment without exposing them to be
‘free-ridden’. They test for the efficiency of different ‘pledges for contribution’. The
study finds that ‘increase only’ pledge is effective in increasing cooperation. This
mechanism works as a commitment strategy by not letting the players reverse their
contributions and allows players to reduce their extent of free riding by limiting their
commitments.

Punishment

People who cooperate might be willing to ‘punish’ the free riders. Ostrom et al. [40]
was one of the first papers to test the impact of punishment in a public goods frame-
work. The authors allow for costly punishments in a repeated common pool resource
game and find that participants punish free riders in their experiment. However, in
their paper, the same subjects interacted for multiple periods, thus giving them an
incentive to cooperate and punish free riders. To rule out these incentives, Fehr and
Gachter [19] in their experiment have a punishment and non-punishment treatment
crossed with a stranger (group composition changes every period) and partner treat-
ment (group composition is fixed). The authors find that in both the treatments, the
punishment is heavier if the more negatively individual deviates from the contribu-
tions of group members. The average contribution goes up in both the stranger and
partner treatment when punishment is allowed and approaches to full cooperation in
partner treatment.

Previous experiments which studied the role of punishments could not elicit much
about the robustness of punishment schemes. Nikiforakis and Normann [36] in their
paper provide a comparative statistics of punishment in public goods games. They
find that contributions to public goods increase monotonically in the effectiveness of
punishment (factor by which the punishment reduces the punished player’s income).
Higher effectiveness leads us near to social optimal outcome.

Individuals do not contribute in a public goods game, due to the chance of being
‘free ridden’ by others. All the mechanisms discussed above change the environmen-
tal setting of a game in a manner which increases the incentive to cooperate. The
success of the mechanism depends upon how effective it is in reducing chances of
being ‘free ridden’.
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3 Social Preferences: An Alternative Explanation

While the experimental literature has provided us with examples of several mecha-
nisms that can lead to free riding and reduce cooperation, we now focus on an alterna-
tive approach to explain these findings: the presence of social preferences. Theories
of others regarding preferences/social preferences are based on the assumption (and
observation) that people care about the well-being of others. In his paper, Andreoni
[5] shows that, on an average, about half of all cooperation is due to subjects who
understand free riding but cooperate due to kindness. The author also suggests that
the decline in cooperation observed in multiple trials of public goods experiment
might not be due to learning, but maybe a result of frustrated attempts at kindness.

According to Fehr and Fischbacher [20]: ‘An individual exhibits social preference
if the person cares about material resources allocated to relevant reference agents’.
The relative reference agent can vary according to different domains, thus resulting
in various types of social preferences. The authors empirically also show that it is
difficult to understand concepts of competition on market outcomes, laws governing
cooperation and collective action, optimal contracts and property rights, social norms
and market failures without incorporation of social preferences.

Nash equilibrium strategy of players in a public goods game is to contribute noth-
ing. However, past literature suggests clear evidence of cooperation among players.
Players’ incentive to contribute positively can be predicted theoretically by includ-
ing social preferences in their payoff functions. Examples of such social preferences
include the responsibility of the older generation (grandparents/parents) towards their
future generation. Such responsibility drives elders to contribute positively towards
any public goods or service which will guarantee a secure future for their children.
We illustrate such cooperative behavior using a model of social preferences from
Fehr and Schmidt [18]. In the later subsections, we introduce different models of
social preferences.

3.1 A Simple Model of Public Goods with Social Preferences

In order to show how the results in a public goods model (Proposition1) change
after incorporation of social preferences, we use the inequity aversion model of Fehr
and Schmidt [18]. In this model, in addition to purely selfish individuals, the authors
assume the presence of subjects who dislike inequity both when they are worse off
than other players and also when they are better off than other players.

Consider a set of n players indexed by i ∈ [1, 2, . . . , n] and let x = x1, x2, . . . , xn
denote vector of monetary payoffs. The utility function of i ∈ [1, 2, . . . , n] is given
by
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Ui (x) = xi − αi

(
1

n − 1

∑

j �=i

max |x j − xi , 0|
)

− βi

(
1

n − 1

∑

j �=i

max |xi − x j , 0|
)

(2)

The second term in Eq.2 measures loss from disadvantageous inequality, the third
term measures loss from advantageous inequality. The two parameters αi and βi

measure player i’s utility loss from disadvantageous inequality and from advanta-
geous inequality. The authors assume that βi ≤ αi and 0 ≤ βi < 1. βi ≤ αi implies,
players suffer more from inequality that is to their disadvantage, i.e., the subject is
loss averse in social comparisons. βi ≥ 0, rules out the subjects who like to be better
than others.

We now substitute Eq.1 in Eq.2 to see how public goods provisioning changes
due to presence of inequity aversion. For this result, we focus on Proposition 4c of
Fehr and Schmidt [18] which discusses positive contribution levels of individuals.1

Player i who does not contribute (gi = 0) is a ‘free rider’. Let number of free riders
be represented by k. Recall from Eq.1, gi and a denote the contribution levels and
marginal return to public good, respectively.

Proposition 2 ([18, p. 839 Proposition 4(c)]) If k/(n − 1) < (a + β j − 1)/(α j +
β j ) for all players j ∈ [1, 2, . . . , n] with a + β j > 1, then other equilibria with
positive contribution levels does exist. In this equilibria, all k players with a + βi < 1
must choose gi = 0, while all other players contribute gi = g ∈ [0, y]. Note further
that (a + β j − 1)(α j + β j ) < a/2.

We first discuss the author’s intuition behind the proof and then move towards
the sketch of the proof. If there are sufficiently many players with a + β j > 1, they
can sustain cooperation among themselves even when other players are free riding.
This only holds when contributors are not affected much by the disadvantageous
inequality. This is because if α j increases, it is less likely to be the case that: k/(n −
1) < (a + β j − 1)/(α j + β j )

Sketch of the proof

• Following from the author’s Proposition 4a, the dominant strategy of k free riders,
with a + βi < 1, is gi = 0 (not contribute). This is because free rider’s return from
public good (a) and non-pecuniary benefit from reducing inequality(βi ) is less than
1.

• The remaining n − k or j players with a + β j > 1 contribute positively with
gi = g ∈ [0, y]. j’s payoff is given by

Uj (g) = y − g + (n − k)ag − α j

(
1

n − 1
kg

)
(3)

Any individual who contributes is deprived of the advantageous utility which
reduces the third term in Eq.2 to zero, thereby forming Eq.3.

1 The case of free rider (gi = 0) is studied in part a and b of the Proposition 4 of the original paper.
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Suppose player deviates from contributing g to g − �, such that � > 0. The
deviation strategy towards contributing less than g will not payoff if and only
if U (g − �) ≤ U (g). Simplifying this inequality leads us to the following condi-
tion: k/(n − 1) ≤ (a + β j − 1)/(α j + β j ).

• Following from author’s Proposition 4b, if there are only a few players with a +
βi > 1, they would suffer too much loss from the disadvantageous inequality
caused by the free riders. The proof given by the authors shows that if a potential
contributor knows that the number of free riders, k, is larger than a(n − 1)/2, then
he will not contribute either.

4 Types of Social Preferences

As seen in the previous section, incorporation of inequity aversion in the standard
utility functions, predicts cooperation in a public goods game. Depending on the
assumptions of the model and the type of social preference, the model can look
different. For instance, we can have altruism as a social preference, incorporated into
the standard utility function. However, the mechanism to arrive at the equilibrium
will be similar and will lead to positive contributions being made to the public goods
game. In the next subsection, we will discuss other papers on fairness and inequity
aversion. In the later subsections, we explainmodels with different social preferences
and their outcomes.

4.1 Fairness and Inequity Aversion

Inequity aversion implies that individuals care for equitable distribution of resources
or equal outcomes. These models consider an individual ‘fair’ if the individual is
willing to give up their payoff to help others. A model of fairness is represented in
Eq.2. The second and third term which measures the individual loss from disadvan-
tageous and advantageous inequality, respectively, are a measure of fairness in their
model.

Rabin [42] was one of the first to develop game-theoretic solution concept “fair-
ness equilibria”. An outcome is considered to be fair if the intention behind the action
is kind, whereas if the intention is hostile, the action is considered to be unfair. The
model is applicable to all finite-strategy games involving two players. Each player’s
expected subjective utility depends on: his strategy, his beliefs about other player’s
strategy choices, and his beliefs about other player’s beliefs about his strategy.

Let a1 ∈ S1 and a2 ∈ S2 represent strategies chosen by two players; b1 ∈ S1 and
b2 ∈ S2 represent player 2’s belief about strategy player 1 is choosing, and player 1’s
belief about what strategy player 2 is choosing. c1 ∈ S1 and c2 ∈ S2 represent player
1’s belief about what player 2 believes player 1’s strategy is, and player 2’s beliefs
about what player 1 believes player 2’s strategy is.
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Each player i chooses ai to maximize expected utility

Ui (ai , b j , ci ) = πi (ai , b j ) + f̄ j (b j , ci ).[1 + fi (ai , b j )] (4)

• πi (ai , b j ) is individual i’s material payoff.
• Player i’s kindness to player j is measured by fi (ai , b j ). The function measures
how much more than or less than player j’s equitable payoff2 player i believes he
is giving to player j . When fi = 0, player i is giving j her equitable payoff. If
fi > 0, player i is giving j more than her equitable payoff. When fi < 0, player
i is giving j less than her equitable payoff.

• f̄i (b j ,Ci ) measures player i’s belief about how kind player j is being to him.
If player i believes that player j is treating him badly ( f̄i (b j ,Ci ) < 0), then i
chooses ai such that fi (ai , b j ) is low or negative. The opposite situation occurs
when f̄i (b j ,Ci ) > 0.

The above game by Rabin is a psychological game of the type described by
Geanakoplos et al. [25]. The equilibrium concept in these games is called psycho-
logical Nash equilibrium which is an analog of Nash equilibrium. The psychological
Nash equilibriumconcept imposes an additional condition that all higher order beliefs
match actual behavior. Rabin uses psychological Nash equilibrium to arrive at the
fairness equilibrium, which we describe in the next definition.

Definition 2 ([42, p. 1288, Definition 3]) The pair of strategies (a1, a2) ∈ (S1, S2)
is fairness equilibrium if for i = 1, 2, j �= i

• ai ∈ arg maxa∈SiUi (a, b j , ci )
• ci = bi = ai

According to the above definition, an individual i’s strategy (ai ) should maximize
her payoff. The strategy should also be equal to player j’s belief about player i’s
strategy (bi ) and player i’s belief about what player j believes player i’s strategy is
(ci ). Thus, individuals actions and their higher order beliefs both match their actual
behavior.

A mutual-max(min) outcome is the one where the player’s mutually maximize
(minimize) each other’s payoffs. We now discuss one of the Propositions which talks
about two types of Nash equilibrium being ‘fairness equilibrium’.

Proposition 3 ([42, p. 1290, Proposition 1]) Suppose that (a1, a2) is a Nash equi-
librium, and either a mutual-max outcome or a mutual-min outcome. Then (a1, a2)
is a fairness equilibrium.

The proof is intuitive. First, suppose (a1, a2) is mutual-max outcome, then both
f1 and f2 are non-negative. This implies players have positive regard for each other.
Since both players are choosing a strategy that maximizes their payoff and payoff of

2 Equitable payoff is the average of highest and lowest payoff of player j .
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other players, this must maximize their own utility. Now suppose (a1, a2) is mutual-
min outcome, then f1 and f2 will be non-positive, both players would like to decrease
the well-being of others. Simultaneously, player also maximizes his own utility by
maximizing his material well-being.

We can draw predictions by applying a prisoner dilemma game into a public
goods framework with only 2 players. The Nash equilibrium in a prisoner’s dilemma
game is to defect, which can be interpreted as no cooperation in a public goods
game. Incorporation of reciprocal motives, in a public goods game can lead to full
cooperation as one of the equilibrium. The implications will be difficult if there are
more than two people (which is usually the case). The payoff function incorporates
the stylized facts evident in many experiments: people are willing to sacrifice their
own well-being to help those who are kind, people are willing to sacrifice their own
well-being to punish those who are unkind. However, Rabin [42] model can only be
applied to two persons game.

Fehr and Schmidt [18] models fairness as a self-entered inequity aversion, i.e.,
individuals are willing to give up some payoff to move in the direction of an equitable
outcome. Individuals in these models are concerned about their relative utility or
payoff as compared to others. Unlike Rabin [42], Fehr and Schmidt [18] do not
model intentions explicitly and use standard game theory in order to analyze n-person
public goods game. The authors assume that subjects suffer more from inequity due
to their material disadvantage than from inequity due to their material advantage (see
Sect. 3.1). In the presence of inequity-averse people, the authors can explain “fair” and
“cooperative” as well as “competitive” and “non-cooperative” behavioral patterns.
The model also accounts for the interaction between distribution of preferences in a
given society. For instance, the presence of ‘free riders’ in the society induces many
inequity-averse individuals to behave in a selfish manner. This happens because if
there are only a few individuals who have α + βi > 1, they suffer too much loss
from disadvantageous inequality caused by free riders. This is Proposition 4(b) in
their paper, discussed briefly in our Sect. 3.1.

The experimental evidence on fairness and inequity aversion is not obvious. Dan-
nenberg et al. [16] test for inequity aversion using model from Fehr and Schmidt
[18]. The experiment is a two-step procedure using within-subject design. In the
first step, subjects played selected games to estimate their individual other regarding
preferences. In the second step, subjects with preferences (fair and selfish) according
to Fehr and Schmidt [18] were matched into pairs and interacted with the possibil-
ity of punishment. They find a significant effect of advantageous inequity aversion
(third term in Eq.2) on an individual’s contribution to public goods. Another paper,
Blanco et al. [8] also uses within-subject design to assess predictive power of Fehr
and Schmidt [18] model. They find that inequity aversion can explain an individ-
ual’s behavior in a public goods game at an aggregate level, however, not at the
individual level. Aggregate level tests compare the distribution of outcomes across
different experiments that were run with different samples and thereby check for
consistency. Individual level analysis on the other hand uses within-subject design
to test for decisions in different experiments with the same sample. The model of
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inequity aversion was based on the relative payoff of individuals. In our next section,
we discuss models of altruism focusing on absolute payoff of individuals.

4.2 Altruism

Standard utility function as defined in Eq.1 focus on individual’s monetary payoff.
Models of giving or donating to a charity have been based on ‘altruism’, where an
individual is assumed to contribute to the public goods because they simply demand
more of public goods. However, these models have low predictive power and were
not able to incorporate the empirical findings, this lead to the development of models
with ‘impure altruism’. In themodelswith ‘impure altruism’, individuals are assumed
to contribute to public goods because of two reasons: (1) altruism: people demand
more of public goods, (2) people get some private goods benefits from the gift per se
which is called ‘warm-glow’. The second motive is also termed as ‘egoistic motive’.

Andreoni [3, 4] presents the model of giving that incorporates a warm glow in a
public goods game. Suppose there is one private good and one public good. Individ-
uals are endowed with wealth wi , which they can allocate between consumption of
private good xi and their gift to the public good gi . Let n be total number of individ-
uals and G = ∑n

i=1 gi . In order to explain how a utility function transforms in case
of impure altruism, we use the utility function from [4, p. 465, Eq.1] as stated below

Ui = Ui (xi ,G, gi ), i = 1, 2, . . . , n (5)

Here, Ui is assumed to be strictly quasi concave. Notice that gi enters twice in the
utility function, once as part of public good G, and as private good gi . This captures
the fact that an individual’s contribution/gift (gi ) has properties of a private good that
are independent of its properties as a public good.

If the utility function is of the form Ui = Ui (xi ,G) then preferences are purely
altruistic. This is because individual does not get any private goods to benefit from the
contribution. In contrast, if the utility function is of the formUi = Ui (xi , gi ), then the
preferences are purely egoistic and the individual is only motivated to give because
of the warm glow. Individual only derives private goods benefit from contributing to
the public goods.

Let gift/contribution of all the other players except i be denoted by G−i =∑
j �=i g j , individual donations/contributions can be found by solving

maxxi ,gi ,G Ui (xi ,G, gi )

s.t. xi + gi = wi

G−i + gi = G

Under the Nash equilibrium, G−i is treated exogenously, thus we can rewrite gi =
G − G−i . Substituting the budget constraints given above into utility function (Eq.5),
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we get

maxG Ui (wi + G−i − G,G,G − G−i ) (6)

Differentiating Eq.6 w.r.t G and solving leads a donation function that is given by
the following:

G = fi (wi + G−i ,G−i ) (7)

gi = fi (wi + G−i ,G−i ) − G−i (8)

The first argument in Eq.7 is from the public dimension of the utility function.
The second argument is from the private goods dimension of the utility function.
The partial derivative of fi with respect to first argument is denoted by fiα . This
is i’s marginal propensity to donate for altruistic reasons. fie represents the partial
derivative of fi with respect to second argument. This is i’s marginal propensity
to donate due to egoistic reasons. Thus, the model incorporates both altruistic and
egoistic reasons for contributing to public goods. In the model, 0 < fiα < 1 and
fie > 0. From the equations above, we can say that individual’s contribution gi is
increasing in both egoistic and altruistic motives.

Incorporation of these motives can lead to positive contribution (gi > 0) unlike
the standard model, which will predict no contribution (gi = 0). The predictions
from their model are also consistent with various empirical findings mentioned by
Andreoni. Including private provisioning of public goods or impure altruism also
increase the predictive power of the models. For instance, the pure altruism model
predicts that an increase in the amount of public good provided (G), implies a dollar-
for-dollar decrease in an individual’s own contribution (gi ). If there is a dollar-for-
dollar decrease in gi for any increase in G, we call such crowding out of gi as
complete. However, empirically, the magnitude of such crowding out is found to be
incomplete or proportionately less than the magnitude of change in G. Such findings
are consistent with the theoretical predictions from impure altruism models.

Andreoni et al. [6] provide evidence of altruistic preferences in various games:
prisoner’s dilemma, public goods game, dictator game, trust games, and gift exchange
games. The survey also suggests the formation of altruistic preferences can be due to
cultural norms, psychological development, socialization, and neural foundations.

The model of impure altruism also predicts that individuals will reduce their
contribution to the public goods when other individuals increase their contribu-
tions. However, this observation is in contrast to various other outcomes in a public
goods game. For instance, conditional cooperation (discussed in the next section)
is observed in a public goods game, where individuals cooperate if they see others
contributing. Reciprocity observed in many games also contradicts the assumption
of altruism.“An altruistic person’s kindness does not depend on behavior of others,
whereas the kindness of a strong reciprocator is conditional on the perceived kind-
ness of other players” Fehr et al. [21]. We next discuss reciprocity and conditional
cooperation.
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4.3 Reciprocity and Conditional Cooperation

Theories of reciprocity and conditional cooperation incorporate an individual’s will-
ingness to cooperate if others are cooperating as well. In these models, individuals
are also concerned about the intentions behind other’s decisions. We can also apply
the concept of ‘conditional cooperation’ to the section of inequity aversion, wherein
individuals contribute if they believe others will contribute due to his/her concern for
equity in payoffs [13]. However, models of reciprocity or conditional cooperation
capture the intentions or beliefs of individuals as compared to models of inequity
aversion.

Reciprocal motivation is modeled in Rabin [42], however, the model does not
apply to sequential games. Falk and Fischbacher [17] extend the notion of reciprocity
in a sequential game. The authors present a formal theory of reciprocity (Eq.9), where
the players utility now depends upon an individual’s payoff and also on the kindness
(how kind a person perceives action by another player) and the reciprocation term
(response to the experienced kindness). We now represent their utility function in a
‘reciprocity game’ [17, p. 301, Definition 3]

Ui ( f, si", s
′
i ) = πi ( f ) + ρi

∑

n→ f

ψ j (n, si", s
′
i )σi (n, si", s

′
i ) n ∈ Ni (9)

The game is a two-player extensive form game with finite number of stages. Let
i ∈ {1, 2} be a player in the game and let player j be the other player. N denotes the
set of nodes and Ni is the set of nodes where player i has the first move. n ∈ N is
one of the node in the game. Si and Sj is behavioral strategy space of player i and j
respectively. si ∈ Si , s j ∈ Sj are behavior strategy of player i and j , respectively. s ′

i
denotes first order belief of player i and captures i’s belief about the behavior strategy
player j will choose. si" denotes the second order belief of player i and captures i’s
belief about j’s belief about which strategy player i will choose. F denotes the set
of end nodes of the game. The models fixes, f as an end node that follows (directly
or indirectly) node n.

The first term in Eq.9: πi ( f ) is individual i’s material payoff. The second term
is the reciprocity utility and comprises of

• Reciprocity parameter: ρi is a positive constant and common knowledge. It cap-
tures the strength of player i’s reciprocal preferences. A high ρi implies reciprocal
utility is more important as compared to the other utility. If ρi = 0, then utility
equals material payoff πi ( f ).

• Kindness term: ψ j (n, si", s ′
i ) which measures how kind i perceives action by

another player j . It depends upon the consequence or outcome of that action and
underlying intention.ψ j is product of outcome term (� j ) and intention factor (v j ).
Outcome term measures the output, � j > 0 expresses advantageous outcome for
i ,� j < 0 expresses disadvantageous outcome for i . The intention factor measures
the intention behind the outcome. v j = 1 captures a situationwhere� j is the result
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of an action which j completed intentionally and v j < 1 implies j’s action was
not fully intentional.

• Reciprocation term: σi (n, si", s ′
i ) expresses response to experienced kindness, how

much i alters payoff of j with his move in node n. A rewarding action implies a
positive reciprocation term,whereas a punishment implies a negative reciprocation
term.

• Product of kindness term and reciprocation term measures the reciprocal utility
in a particular node. If the kindness term in a particular node n is positive, then
individual i’s utility increases if he/she chooses an action in that node which
increases j’s payoff. The opposite holds when the kindness term is negative and
i has an incentive to reduce j’s payoff. The model measures kindness in each
node where i has the move, hence the overall reciprocity utility is the sum of the
reciprocity utility in all nodes (before the considered end node), weighted with the
reciprocity parameter (ρi ).

The authors discuss the intuition of their theoretical prediction for public goods
game. According to the authors: ‘the strategic structure of a prisoner’s dilemma is
very similar to a public goods game’. In a sequential prisoner’s dilemma, player 1
either cooperates or defects, and after observing player 1’s outcome, player 2 also
chooses to cooperate or defect. The subgame perfect solution is for both the players
to defect. The above model predicts that if player 2 is sufficiently reciprocally moti-
vated there is a positive probability that player 2 rewards player 1’s cooperation with
cooperation. Also, player 2 will defect if player 1 defects. Conditional cooperation
between subjects can also be seen through the payoff function (Eq.9), subjects con-
tribute more if the contributions of other group members are also higher. In terms of
model parameters: if player j is cooperative then kindness term ψ j will be positive
and if player i expresses response to experienced kindness then, σi is also positive.
Since ρi > 0, i’s contribution increases in response to higher contribution by j .

The authors also substantiate their theoretical predictions with experimental
results from Fischbacher et al. [23]. In their experiment, subjects could conditionally
indicate how many tokens they wanted to contribute to public goods. The best strat-
egy is to contribute nothing irrespective of others contributions, however, subjects’
average contribution was increasing in the mean contributions of others. Using this
conditional-cooperation strategy, more than half of the subjects were classified as
“conditional cooperators” and the rest were classified as free riders.

Fehr and Gachter [19] also find evidence of reciprocity in their public goods
experiment, themore a subject free rides relative to others themorehe/she is punished.
In order to test multiple preferences, Croson [15] conducts an experiment to test
theories of commitment, theories of altruism, and theories of reciprocity in a public
goods game. Almost all subjects demonstrate a positive correlation between their
own contribution and belief of others’ contributions, consistent with the theory of
reciprocity.
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4.4 Heterogeneous Social Preferences

Positive contribution towards public goods game can be explained and sustained
through incorporation of others regarding preferences. We have discussed theoret-
ical models of three types of social preferences along with their experimental evi-
dence. These models incorporate heterogeneity, thereby allowing for the presence of
different equilibria.

Experimental evidence in the public goods game, further add to the above obser-
vation. Chaudhuri [13] in his survey summarizes the advances made in the litera-
ture since Ledyard [34] by agreeing upon the presence of distinct types of players.
These players differ in social preferences and/or their beliefs about others, which can
explain their behavior being contrary to the standard theoretical prediction of free
riding. Gunnthorsdottir et al. [27] in their voluntary contribution mechanism (VCM)
public goods experiment classify the subjects into ‘free riders’ (contributes 30% or
less of his/her endowment) and ‘cooperators’ (contributes more than 30%) based on
their first round contribution.

Heterogeneous preferences can also explain the decline in cooperation in these
experiments due to the presence of free riders [22]. The decline in cooperation over
periods is suggested due to the“presence of imperfect conditional cooperators”, those
who match others contributions but only partially. Interaction of “imperfect condi-
tional cooperators” with free riders leads to an increase in free-rider behavior.

5 Extensions

In this section, we discuss extensions of the model of social preferences in pub-
lic goods game. We explain how the effectiveness of ‘Coalition’ and ‘Networks’
increases through the incorporation of social preferences.

5.1 Coalition Formation

Coalitions, subgroups of individuals who agree to act collectively to produce public
goods, represent a possible solution to the public goods problem. Coalitions such
as International Environmental Agreements (IEA) where countries cooperate for an
environmental cause are also observed in practice. Agents in a coalition first decide
whether or not to join a coalition, then members decide how much to contribute.
Social preferences also influence coalition size and their inclusion can lower the
threshold for contributing to the public goods.

Kolstad [31] assumes homogeneous Charness and Rabin [12] preferences. Let
there be i = 1, 2, . . . , N countries, each with potential to emit wi . Each country
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chooses level of abatement (a public good) given by gi or level of emissions xi =
wi − gi .

Welfare is positively affected by

1. Direct benefits of emitting: xi . If the country has more emissions, the production
cost reduces.

2. Aggregate level of abatement: G. Higher abatement leads to lower pollution
levels or reduces the environmental damage.

National welfare (ui ) depends upon egoistic component/self centered (πi ) and
pro-social or altruistic component (αi ). Altruistic component (αi ) depends on the
vector of egoistic payoffs of other countries. The payoff is given as follows:

ui (xi ,G) = λiπi (xi ,G) + (1 − λi )αi (π) (10)

Here, λi ∈ [0, 1] reflects extent to which country is selfish or altruistic. Egoistic
component can be described as following in a public goods game framework:

πi = xi + aG, where xi + gi = wi ,G =
∑

gi (11)

= wi − gi + aG, where G =
∑

gi ; 0 ≤ gi ≤ wi (12)

Here,wi is themaximumpossible emissions for country i , gi is the level of abatement
for country i and G is aggregate abatement over all the countries. a represents
the marginal per capita return (MPCR) and indicates how much an investment in
abatement returns privately. The authors assume a ∈ (1/(N − 1), 1). This is because,
for a = 1, the individualwill be indifferent between abating and non-abating (welfare
from emitting and abatement have the same return). Small values of a are also
excluded because coordination might not be enough for abatement.

Now we talk about the altruistic payoff in the utility function which is taken from
Charness and Rabin [12].

αi (π) = [δi (min j �=iπ j ) + εi
∑

j

π j ]/(1 − λi ) where δi , εi ≥ 0; δi + εi + λi = 1

(13)

Here, δi reflects relative importance of agent i of distribution/equity and εi reflects
importance of efficiency. Equity is represented in themodel by a Rawlsian preference
which is the minimum monetary payoff over the rest of the population. Efficiency is
represented by total monetary payoffs over the population. The inclusion of social
preferences in the model reduces the threshold for contributing to the public goods.
This result is given by Proposition 1 in the paper

Proposition 4 ([31, p. 15, Proposition 1]) Assuming the N homogeneous player
public goods game with Charness and Rabin social preferences, then
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1. Efficient (Pareto Optimal) outcomes involve all countries undertaking maximal
abatement; and

2. The Non-cooperative Nash equilibrium involves each agent either not abating
(gi = 0) or fully abating (gi = wi ) according to

gi = 0 if a < āi (14)

gi = wi if a > āi (15)

where āi = (λi + εi )/[1 + εi (N − 1)]. (16)

In case of standard preferences, the cutoff for abating and not abating is a = 1, with
social preferences cutoffs are lower, by construction āi < 1. āi can also be interpreted
as MPCR between cooperation and non-cooperation. Concerns for efficiency (εi >

0), keeping δi constant also lowers āi . Thus, inclusion of social preferences reduces
the cutoff for abating or not abating.With the presence of social preferences, countries
find it individually rational to abate (provide public goods).

Ringius et al. [43] identify ‘fairness’ as a motivation for countries in environmen-
tal negotiation. The study also analyzes various IEA’s with negotiations leading to
the Kyoto protocol and find considerations of fairness and equity to be building char-
acteristics of these negotiations. In their empirical analysis, Lange et al. [33] show
that equity issues are considered highly important in international climate negotia-
tions by using a worldwide survey of people involved in international climate policy.
Polluter pays rule (rule of equal ratio between abatement costs and emissions) and
the accompanying poor losers rule (exempting due to GDP) are the most widely
accepted equity principles according to this study.

Grüning et al. [26] in their paper incorporate fairness and justice in countries’
preferences.We now illustrate their utility function to understand how coalitions/IEA
incorporate social preferences. Thepublic goods problemarises because each country
can choose their level of abatement (say reducing carbon emissions) and benefits from
the reduced emissions by all the other countries as well. Country j’s payoff can be
represented by the following quasi-linear logarithmic function (consisting of benefit
minus abatement cost) minus a term which measures heterogeneity by means of
variance in all abatement strategies [26, p. 141, Eq.1].

Pj = ln

(
∑

i

ai

)
− a j − θ.σ (a1, a2, . . . , aN ) (17)

In the above payoff, ln(
∑

i ai ), measure the benefit from abatement of all the coun-
tries. (ai , a j ) measures the abatement levels of country i and j . σ(a1, a2, . . . , aN )

measures variance in the environmental policies of all the countries. Variance is a
measure of fairness and justice in their model since countries prefer a more egalitar-
ian cost sharing. Variance in their model is defined as

∑
i

(ai−ā)

N , where ā is the global
average of all countries environmental policies. A country’s payoff is also assumed
to be concave in its own strategy and continuous in that of the opponents. θ ≥ 0
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represents preference intensity for welfare loss due to cost dispersion. For instance,
θ = 0 corresponds to the case of pure selfishness, increasing θ corresponds with
stronger concern for ‘fair or just’ cost sharing. Equity concerns are homogeneous in
this symmetric payoff function, however, their model is also robust to heterogeneous
countries. The authors extend their results to asymmetry in measuring equity (σ is
modified by incorporating countries self interest), heterogeneous countries (countries
have different θ or different abatement costs).

The authors find that stronger fairness attitudes lead to homogeneous results as
countries both inside and outside IEA adjust abatement levels to each other. This is
explained by Proposition 1 from their paper

Proposition 5 ([26, p. 143, Proposition 1])Abatements inside and outside the coali-
tion.

1. For signatories, stronger fairness preferences result in smaller abatement activ-
ities. If θ exceeds the threshold level θ̃ , even an outsider becomes active. The
stronger θ , themore abatements an outsider carries out. In the limit (for θ → ∞)
there is no difference between an insider and an outsider.

2. The aggregate does not significantly change in θ . For θ < θ̃ ; fairness has a
negative impact on global abatements, while A(S; θ) remains constant for all θ
exceeding the threshold θ̃ .

Here A(S; θ), is the aggregate abatement activity and is given by

A(S; θ) = Sa∗
S(S, θ) + (N − S)a∗

o(S, 0) (18)

Here, a∗
S(S, θ) and a∗

o(S, 0) are the abatement activities of countries inside and out-
side IEA, respectively. Countries in IEA are signatories and are represented by S.
According to the above Proposition, if θ < θ̃3; outsiders are free riders and fair-
ness concern leads to signatories reducing their abatements. This leads to a lower
A(S; θ) or loss in environmental quality. For θ > θ̃ , A(S; θ) does not change and
for stronger θ countries abatement becomes similar, leading to not much difference
between insider and outsider. In other words, stronger fairness preferences lead to
more abatement by non-signatories. Fairness concerns imply that countries should
not deviate too much from other countries’ environmental policies. This deviation
is measured by the variance in the payoff function (Eq.17). Fairness concern thus
leads to similar abatements by signatories as well.

Thus, either all or almost none of the countries form an IEA. Internalization of
the global environmental externality stabilizes IEA’s, whereas free riding hinders
larger coalitions. Thus, stronger fairness preferences are needed to overcome the
instability of grand coalition as these preferences favor similar behavior with respect
to abatement.

Sarangi andUpadhyay [44] study the role of social preference in a two-stage public
goods gamewhere, in the first stage, heterogeneous agents first choosewhether or not

3 a∗
o (S, 0) = 0 for θ < θ̃ , see Grüning and Peters [26, p. 142, Eq.5].
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to join a coalition then, in the next stage, the coalition votes on whether its members
will contribute. The preferences are assumed to be Rawlsian, wherein the individuals
care about the least well-off person in the society.

Let there be i = 1, 2, . . . , n players. The individuals payoff depend on their own
payoff and the payoff of the least well-off person. λi is the weight on their won
payoff. The utility function in their model is as follows:

πi = λi (Pi ) + (1 − λi )(min(Pj )) (19)

Here Pi is the monetary payoff of i and min (Pj ) is the lowest monetary payoff of
any player j .4

They find that individuals with stronger social preferences are more likely to join
the coalition and vote for the coalition to contribute to the public goods. This can
be summarized from Proposition 2 in their paper given below. Let the decision to
join be given by ji , ji = 1 means individual joins the coalition and ji = 0 implies
individual does not join the coalition.

Proposition 6 ([44, p. 10, Proposition 2]) In the subgame perfect Nash equilibrium,
if λi ≤ γ then ji = 1. If λi > γ then ji = 0.

The threshold for joining the coalition (λi ≤ γ ), also satisfies the threshold for
contributing to the public goods in their paper. Thus, incorporation of social pref-
erences can result in a larger coalition. The result is intuitive since individuals with
stronger social preferences are more likely to join the coalition and contribute to
public goods.

The inclusion of social preferences lowers the thresholds for contribution and
increases the likelihood of a larger coalition/grand coalition. Accounting for social
preferences in the coalition framework helps in learning about the successful devel-
opment of coalitions.

5.2 Network Formation

Bramoullé et al. [10] provide the first network model of public goods and answer
how social or geographical structure affects the level and pattern of public goods. The
study finds that individuals who have active social neighbors usually gain more from
the contribution of others (due to more links) but contribute less to public goods. This
is similar to the concept of free riding observed in a general public goods game. For
similar reasons, an addition of a new link increases access to public goods, however,
reduces an individual’s incentive to contribute. Galeotti et al. [24] suggest that the
effect of adding links to a network depends upon where is the link added.

Galeotti et al. [24] in their paper also examine patterns of social communication
in a network. In the game, individuals choose to personally acquire information

4 Player i can also have the least payoff, in that case πi = Pi .
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and form connections with others. Main findings of the paper suggest that strict
equilibrium of the game exhibits the “law of the few”. According to the “law of the
few”, in a social group, small subset of individuals personally acquire information
(called hub), while rest of the population forms connections with this small set of
information acquirers. Individual information acquisition is a local public good game
and implies that an equilibrium which entails links can lead to under provision of
information acquisition. The socially optimal output is when central player in a star
network acquires information and the others form links with hub. This happens when
cost for forming an additional link is less than cost of acquiring information. If this
is not the case, then in the social optimal outcome, all players acquire information
and no one forms links.

Caria and Fafchamps [11] conduct a public good experiment on a star network
(one central player and seven spokes). The design of the experiment is based on the
theoretical work of Bramoullé et al. [10]. By design, the contribution of the center
player benefits all individuals located at the spokes, while the contributions of the
spokes only benefits the center. Following prediction from equity and efficiency,
center player should be motivated to contribute more than the spokes. Also, the
central player experiences ‘social pressure’ as other players also expect central player
to contribute more than others. This is captured using the ‘guilt aversion’ model
from Battigalli and Dufwenberg [7], where subjects experience guilt if their actions
determine a payoff for other players that is lower than what these players expect.

Guilt aversion that star center i feel towards player j can be captured by [11, p.
397]

Gi j (ci , α j , z) = max{E j [π j ] − π j , 0} = max{r(αz
j − czi ), 0} (20)

Here, E j [π j ] is the expected payoff of spoke player j and π j is the actual payoff
of player j . ci is the contribution profile of the star player, z indicates the average
contribution of all spoke players. Thus, czi indicates the contribution of player i when
seven spokes have contributed on average z. αz

j is the expectation profile of player
j from player i when spoke members contribute on average z. r indicates the rate
of return to public good contributions. Thus, guilt is a measure of the difference
between player i’s contribution and what spoke members expect i to contribute.

Each player was also asked to predict the average value of contribution among
the other 7 players for each level of z. αz

i records how much player i expects other
7 players to contribute when they play as center of the star and spokes on average
contribute z. ᾱz is the contribution that individuals in the network, on an average,
expect from a player at the center of the star. This is arrived at by taking the group
expectations: average of αz

i over all the eight players.
We now use their utility function to illustrate incorporation of social preference

(guilt aversion here) in a Network [11, p. 397, Eq.2].
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ui (ci , ᾱ, z) = πi − 1

7

∑

j �=i

7gi ∗ Gi j (ci , α j , z) (21)

Utility is monetary payoff minus cost of guilt central player experiences for each of
the 7 spoke members. The authors assume that player i believes that each spoke has
the same expectations, so that individual expectation coincidewith group expectation
(α j = ᾱ). Hence, the central player experiences same guilt towards each of the 7
spoke players. The utility function simplifies to [11, p. 397, Eq.3]

ui (ci , ᾱ, z) = πi − gi ∗ Gi j (ci , ᾱ, z) (22)

HereGi j (ci , ᾱ, z) = max{r(ᾱz − czi ), 0}. The first term in the utility function, Eq.22
reflects concern for monetary payoff and second term is cost of guilt. If player i is
sufficiently averse to guilt, he/she will align his/her contributions to expectations of
other players to minimize guilt. For instance, if player i contributes an amount lower
than what other players expected, he/she will be guilty. Suppose player i increases
contribution by one unit, this will decrease guilt of player i by gi r .

The Contribution decisions in the game were made before assigning positions in
the network. This was done in order to ask subjects how much they would like to
contribute: (i) if they are assigned the spoke position and (ii) if they are assigned the
center position. Contribution in case (i) is denoted by denoted by si and in case (ii)
is denoted by ci . Each player had three notes worth 50 INR and had to decide how
many notes to contribute, thus z ∈ {0, 1, 2, 3}. For each value of z, central player has
to decide how much he would like to contribute. Vector ci = (c0i , c

1
i , c

2
i , c

3
i ) collects

four conditional decision of player i . Subjects were also asked to predict the average
value of contribution (czj ) among the other seven players for each value of z. This
helps to get an estimate of αz

j , and we thereby arrive at ᾱz . The results from the
experiment suggest that subjects in the center contribute as much as the average
contribution, thus suggesting evidence of ‘conditional cooperation’. Subjects play
‘conditional cooperation’ even when efficiency and equity concerns would require
star player to contributemore than others.Disclosing group expectations significantly
increases the contribution made by the star central player, thus confirming evidence
of guilt aversion.

Altruism has been studied in a network framework [9], however, in the context of
transfers. The structure of the network again plays a role in determining how income
shocks lead to change in inequality. The consequence of change in altruism network
is uncertain and also depends upon where the expansion takes place.

Zhang [47] investigate social preferences in a networks game. Their models incor-
porate inequity aversion [18] and welfare preferences [12]. The experiment manip-
ulated the network structure: star or circle and the return from public good. Subjects
at the core/center of a network contribute more than others in a star network. Sub-
jects in a circular network, who earned less than others also contribute more than
the predicted outcome in the subsequent period. This behavior suggests individuals
exhibit welfare preferences rather than inequity aversion.
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Cooperation is reinforced when conditional cooperators are more likely to inter-
act. Thus, cooperation should fare better in highly clustered networks. Suri and
Watts [46] conducted a series of web experiments in which individuals play local
public goods game with network topology varying across the sessions. In contrast
to the earlier results, they find that network topology had no significant effect on
an average contribution. Players were as likely to decrease their contributions for
low contributing neighbors as they were to increase their contributions in response
to high contributing neighbors, thereby suggesting evidence of conditional coopera-
tion. Positive effects of cooperation were contagious only to direct neighbors in the
network.

6 Conclusion

Public goods simultaneously benefit many people and are vital to individuals and
societies which further fosters economic growth. A key theme in public goods
research is deciding how much of public goods to produce and how to pay for it.
While public goods theory predicts free riding and inefficient outcomes, experimental
results suggest the existence of cooperation, with contribution rates at 40–60 percent
of the efficient level. Donations to charity, payment of taxes, voting in elections, and
countries participating in IEA’s are some of the other examples which support the
claim that cooperation does exist. There are various mechanisms in the literature to
reduce ‘free riding’. Face-to-face communication, pledging the contribution, punish-
ing the free riders are some of the effective tools to increase and sustain cooperation
over the periods.

Studies on public goods highlight that human behavior is not entirelymotivated by
pure self interest. This has led to the formalization of others regarding preferences
in the standard utility function. We have classified social preferences as impure
altruism, fairness and inequity aversion, reciprocity and conditional cooperation.
These models with social preferences are able to generate predictions for positive
contribution and cooperation in a public goods game. However, there are variations
in predictions of these models which arise from the heterogeneity of preferences
of individuals. Further, the preference of one individual might vary, contingent on
the situation. Thereby in some situations, an individual’s behavior can be driven by
fairness, while in other scenarios, he might be influenced by reciprocity.

Another possible solution to the public goods problem can be carried out through
coalitions among individuals who agree to act collectively. Incorporation of social
preferences in a public goods framework with coalition can then explain the exis-
tence of groups like IEA. Further incorporation of social preferences in a network
framework can lead to interesting insights into a public goods game.
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Recent Results on Strategy-Proofness
of Random Social Choice Functions

Souvik Roy, Soumyarup Sadhukhan, and Arunava Sen

1 Introduction

Randomization has long been recognized as a useful device to achieve fairness in
allocation problems. For example, in a cricket match, the first use of the pitch for
batting may be important for the determination of the result, and a flip of coin is the
device used to decide this issue. In addition to resolving fairness, randomization is
also useful for incentivizing people to reveal their private information truthfully in
mechanism design problems. In this essay, we will briefly survey some of the main
results in randomized mechanism design problem in the context of voting models.

Avotingmodel is onewhere individuals/agents/voters have to choose one among a
number of alternatives or candidates. Each individual has a ranking or preference over
all alternatives and a (deterministic) social choice function picks an alternative for
every tuple of individual ranking of alternatives. An important feature of the voting
model is that monetary payments or transfers are not permitted—this assumption
is entirely in keeping with our understanding of voting. Individual preferences are
private information and are known only to the individuals themselves. A social choice
function is strategy-proof if no individual can gain bymisrepresenting her preference.
A fundamental question in mechanism design theory is the following: what is the set
of strategy-proof social choice functions? If a social choice function is not strategy-
proof, there are strong grounds to conclude that the social goals represented by the
social choice functions are unattainable in the presence of private information.
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The classical result on strategy-proofness is the Gibbard-Satterthwaite Theorem
[25, 45]. According to the theorem, a social choice function is strategy-proof and
satisfies a mild range condition only if it is dictatorial. Thus, there exists an agent
whose most preferred alternative is always chosen. This result relies on the assump-
tion of an unrestricted domain, i.e., it is assumed that every individual can have
any preference over the alternatives. However, in several situations, it is natural to
assume that individuals can never have certain preferences. In an extreme case, all
individuals have a single ranking; the problem is then rendered trivial because indi-
viduals do not have any opportunity for misrepresentation. In general, considering
plausible restrictions on possible preferences, called the restricted domain approach
to the mechanism design problem, has produced important insights. For instance, the
domain of single-peaked preferences admits a variety of well-behaved strategy-proof
social choice functions (see Sect. 4.2 for further details).

There has been a great deal of research since the 1970s on the structure of strategy-
proof (deterministic) social choice functions on both restricted and unrestricted
domains. In contrast, there has been much less work on strategy-proof random social
choice functions. There has, however, been some recent literature addressing these
issues, and our goal in this paper is to survey some of these results. We focus mainly
on two questions. Does randomization help in escaping the well-known negative
results such as the Gibbard-Satterthwaite Theorem? Secondly, in restricted domain
environments, does randomization further enrich the class of well-behaved deter-
ministic social choice functions?

The paper is organized as follows. Section2 introduces the problem and discusses
various properties of random social choice functions. Sections3 and 4 present results
on unrestricted domains and various restricted domains, respectively. Section5 dis-
cusses the deterministic extreme point property while Sect. 6 concludes.

2 Preliminaries

We consider a society consisting of a (finite) set of individuals N = {1, . . . , n} with
at least two individuals. Except in Sect. 4.5, the set A is assumed to be finite. The set
of alternatives or candidates is Awith |A| ≥ 2. Society faces the problem of choosing
a probability distribution over alternatives based on the “preferences” of individuals
in the society.

For notational convenience, we do not use braces for singleton sets whenever it
is clear from the context; for instance, we denote the set {i} by i .

2.1 Preferences

A complete, reflexive, asymmetric, and transitive binary relation over A (also called
a linear order) is called a preference. A preference can be viewed as a strict ranking
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over the alternatives. We denote by L(A) the set of all preferences over A. For
P ∈ L(A) and a, b ∈ A, aPb is interpreted as “a is strictly preferred to b according
to P”. For P ∈ L(A) and 1 ≤ k ≤ m, by rk(P)we denote the k-th ranked alternative
in P , i.e., rk(P) = a if and only if |{b ∈ A | bPa}| = k. We denote the top-ranked
alternative of a preference P by τ(P) (instead of r1(P)). For P ∈ D and a ∈ A, the
upper contour set of a at P , denoted byU (a, P), is defined as the set of alternatives
that are as good as a in P , that is, U (a, P) = {b ∈ A | bPa}. We call a set U an
upper contour set at a preference P if it is the upper contour set of some alternative
at P .

A set of admissible preferences (henceforth referred to as a domain) is denoted
by D ⊆ L(A). For a ∈ A, we denote by Da the preferences in D that have a as the
top-ranked alternative. For a domain D , the top-set of D , denoted by τ(D), is the
set of alternatives that appear as a top-ranked alternative in some preference in D ,
that is, τ(D) = ∪P∈D τ(P).

A preference profile (or simply a profile), denoted by PN = (P1, . . . , Pn), is an
element of Dn = D × · · · × D that represents a collection of preferences one for
each individual.

2.2 Random Social Choice Functions

In this section, we define social choice functions and discuss their properties. We
denote the set of probability distributions over A by �A. A random social choice
function (RSCF) is a function ϕ : Dn → �A that assigns a probability distribution
or lottery over A at every profile. For a ∈ A and PN ∈ Dn , the probability of a at the
outcome ϕ(PN ) is denoted by ϕa(PN ), and for B ⊆ A, the total probability of the
alternatives in B at ϕ(PN ) is denoted by ϕB(PN ) = ∑

a∈B ϕa(PN ). Some examples
of RSCFs are provided below.

Example 1 (RSCFs based on scoring rules) A score vector s is an m-dimensional
vector (s1, s2, . . . , sm) such that s1 ≥ s2 ≥ · · · ≥ sm with s1 > sm .1 For any individual
i , any preference Pi , and any alternative a, the score assigned by i to a in Pi is
s(a, Pi ) = sk where k is the rank of a in Pi , i.e., rk(Pi ) = a. The score of a at profile
PN is sss(a, PN ) = ∑

i∈N si (a, Pi ). We now define two RSCFs based on score vectors
(for other such RSCFs see [7])

The Proportional Scoring Rule ϕPS: for all a ∈ A and profiles PN ,

ϕPS
a (PN ) = sss(a, PN )

∑
a∈A sss(a, PN )

.

Let M(PN ) denote the set of alternatives that attain the maximum score at profile
PN , i.e., M(PN ) = argmaxa∈A sss(a, PN ).

1 Well-known score vectors are the Plurality vector (1, 0, . . . , 0) and the Borda vector (m − 1,m −
2, . . . , 0).
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Table 1 The proportional scoring rule

1\2 abc acb bac bca cab cba

abc
( 6
12 , 4

12 , 2
12

) ( 6
12 , 3

12 , 3
12

) ( 5
12 , 5

12 , 2
12

) ( 4
12 , 5

12 , 3
12

) ( 5
12 , 3

12 , 4
12

) ( 4
12 , 4

12 , 4
12

)

acb
( 6
12 , 3

12 , 3
12

) ( 6
12 , 2

12 , 4
12

) ( 5
12 , 4

12 , 3
12

) ( 4
12 , 4

12 , 4
12

) ( 5
12 , 2

12 , 5
12

) ( 4
12 , 3

12 , 5
12

)

bac
( 5
12 , 5

12 , 2
12

) ( 5
12 , 4

12 , 3
12

) ( 4
12 , 6

12 , 2
12

) ( 3
12 , 6

12 , 3
12

) ( 4
12 , 4

12 , 4
12

) ( 3
12 , 5

12 , 4
12

)

bca
( 4
12 , 5

12 , 3
12

) ( 4
12 , 4

12 , 4
12

) ( 3
12 , 6

12 , 3
12

) ( 2
12 , 6

12 , 4
12

) ( 3
12 , 4

12 , 5
12

) ( 2
12 , 5

12 , 5
12

)

cab
( 5
12 , 3

12 , 4
12

) ( 5
12 , 2

12 , 5
12

) ( 4
12 , 4

12 , 4
12

) ( 3
12 , 4

12 , 5
12

) ( 4
12 , 2

12 , 6
12

) ( 3
12 , 3

12 , 6
12

)

cba
( 4
12 , 4

12 , 4
12

) ( 4
12 , 3

12 , 5
12

) ( 3
12 , 5

12 , 4
12

) ( 2
12 , 5

12 , 5
12

) ( 3
12 , 3

12 , 6
12

) ( 2
12 , 4

12 , 6
12

)

Table 2 The uniform maximal scoring rule

1\2 abc acb bac bca cab cba

abc
(
1, 0, 0

) (
1, 0, 0

) ( 1
2 , 1

2 , 0
) (

0, 1, 0
) (

1, 0, 0
) ( 1

3 , 1
3 , 1

3

)

acb
(
1, 0, 0

) (
1, 0, 0

) (
1, 0, 0

) ( 1
3 , 1

3 , 1
3

) ( 1
2 , 0, 1

2

) (
0, 0, 1

)

bac
( 1
2 , 1

2 , 0
) (

1, 0, 0
) (

0, 1, 0
) (

0, 1, 0
) ( 1

3 , 1
3 , 1

3

) (
0, 1, 0

)

bca
(
0, 1, 0

) ( 1
3 , 1

3 , 1
3

) (
0, 1, 0

) (
0, 1, 0

) (
0, 0, 1

) (
0, 1

2 , 1
2

)

cab
(
1, 0, 0

) ( 1
2 , 0, 1

2

) ( 1
3 , 1

3 , 1
3

) (
0, 0, 1

) (
0, 0, 1

) (
0, 0, 1

)

cba
( 1
3 , 1

3 , 1
3

) (
0, 0, 1

) (
0, 1, 0

) (
0, 1

2 , 1
2

) (
0, 0, 1

) (
0, 0, 1

)

The Uniform Maximal Scoring Rule ϕUMS: for all a ∈ A and profiles PN ,

ϕUMS
a (PN ) =

{ 1
|M(PN )| if a ∈ M(PN ),

0 otherwise.

Tables1 and 2 illustrate the Proportional Scoring Rule and the Uniform Maximal
Scoring Rule, respectively, in the case where N = {1, 2}, A = {a, b, c}, and s is the
Borda score vector.

A RSCF is a deterministic social choice function (DSCF) if it selects a degen-
erate probability distribution at every profile. Formally, an RSCF ϕ : Dn → �A is a
DSCF if ϕa(PN ) ∈ {0, 1} for all a ∈ A and all PN ∈ Dn . For convenience, we shall
sometimes write a DSCF as a function f : Dn → A.

In our model, as in the standard model of mechanism design, an individual’s pref-
erence is her private information, i.e., known only to herself. Since the mechanism
designer goals depend on this information, it must be elicited from the individ-
uals. The property of strategy-proofness ensures that individuals have the correct
incentives to report their true preferences. Specifically, she cannot obtain a strictly
better alternative according to her true preference irrespective of her beliefs about
the reports of other individuals. In game-theoretic terms, truth-telling constitutes a
dominant strategy for every individual in the direct revelation game.
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Strategy-proofness for a DSCF can be defined straightforwardly along the lines of
the discussion in the preceding paragraph: a DSCF f : Dn → A is strategy-proof if
either f (Pi , P−i ) = f (P ′

i , P−i ) or f (Pi , Pi )Pi f (P
′
i , P−i ) for all Pi , P ′

i ∈ D for all
P−i ∈ Dn−1 and all individuals i . Consider an individual i whose true preference is Pi
and “believes” that all other individuals will announce P−i ∈ Dn−1. If she is truthful,
the outcome is f (Pi , P−i ). On the other hand, suppose she considers manipulating
or misrepresenting her preference as P ′

i , the new outcome is f (P ′
i , P−i ). If f is

strategy-proof, the misrepresentation will either keep the outcome unchanged or
lead to a worse outcome according to her true preference Pi . Importantly, i cannot
gain by the misrepresentation no matter what she believes about the preferences of
others.

There are some conceptual difficulties in extending the same idea to RSCFs. The
strategy-proofness property involves the comparison of the outputs of a DSCF or
RSCF at two profiles—one where the individual is truthful and the other, where she
misrepresents her preference. In the case of aDSCF, these two outputs are alternatives
and can be compared using the individual’s (true) preference. However, in the case
of a RSCF, the relevant outputs are lotteries and it is not obvious how preferences
over alternatives can be extended to rankings over lotteries.

In some cases, there is a natural way to evaluate lotteries given an individual’s
preferences. Suppose A = {a, b, c}, and an individual has the preference P = abc.2

Consider the lotteries p = (0.5, 0.3, 0.2) and q = (0.6, 0.35, 0.05).3 Observe that
q can be obtained from p by transferring probabilities from lower to higher ranked
alternatives. Therefore, requiring the individual to prefer q to pwould appear entirely
reasonable. However, this argument cannot be applied while comparing p with r =
(0.4, 0.5, 0.1). Here, probabilities are simultaneously shifted from lower to higher
ranked alternatives and from higher to lower ranked alternatives.

In this essay, we focus on the stochastic dominance approach introduced in Gib-
bard [26]. Following Von Neumann and Morgenstern [46], the standard approach to
lottery comparisons is via expected utility comparisons: thus, lottery q is preferred
to lottery p if the expected utility from q is greater than the expected utility from p.
The difficulty in following this approach is that inputs to the RSCF are preferences
(ordinal rankings) rather than utility functions. A natural way to deal with this issue
is to consider utility representations of preferences. For example, a utility represen-
tation of the preference P = abc, consists of real numbers u(a), u(b), and u(c) with
u(a) > u(b) > u(c). Observe that for any such representation, the expected utility
from q is greater than the expected utility from p. However, the expected utility
from p can be greater or less than that of r depending on the utility representation
chosen.4 According to the stochastic dominance criterion, the expected utility of the

2 By P = abc, we mean the preference where a is the top-ranked, b is the second-ranked, and c is
the third-ranked alternative.
3 By (p1, p2, p3), we denote the lottery where a, b, and c receive probabilities p1, p2, and p3,
respectively.
4 To see this, choose u(a) = 1 and u(c) = 0. If u(b) is close to one, r will have a higher expected
utility than p. The opposite will be true if u(b) is chosen sufficiently close to zero.
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lottery obtained from truth-telling must not be lower than the expected utility of any
lottery arising from misrepresentation of preferences for any representation of true
preferences. This is stated formally below.5

Let P be a preference ordering. The function u : A → 	 is a utility representation
of P if u(a) > u(b)whenever aPb. The RSCF ϕ is stochastic dominance strategy-
proof if

∑
a∈A u(a)ϕa(Pi , P−i ) ≥ ∑

a∈A u(a)ϕa(P ′
i , P−i ) for all Pi , P ′

i ∈ D , for all
P−i ∈ Dn−1, and for all utility representations u of Pi . This notion of strategy-
proofness places a heavy burden on the truth-telling lottery. In the example discussed
previously, ϕ will fail to be strategy-proof if p and r arise from truth-telling and
misrepresentation, respectively, because there exists a utility representation of abc
according to which r has a higher expected utility than p. Thus, we may be confident
that a RSCF that is strategy-proof in this sense will induce individuals to be truthful.
However, we may be excessively cautious in eliminating from consideration RSCFs
that fail to satisfy this property. A weaker notion of strategy-proofness would only
require the expected utility from the lottery from truth-telling not be smaller than
that frommisrepresentation for all utility representation of the true preference. In the
previous example, a RSCF which produced p and q from truth-telling and misrepre-
sentation, respectively, would fail strategy-proofness. However, it would not violate
the condition if misrepresentation yielded r instead of q.6

We now present an alternative formulation of stochastic dominance strategy-
proofness. The lottery p stochastically dominates lottery q at a preference P if
p(U ) ≥ q(U ) for all upper contour sets U of P . Another equivalent way to define
stochastic dominance is as follows. ARSCFϕ : Dn → �A is stochastic dominance
strategy-proof if ϕ(Pi , P−i ) stochastically dominates ϕ(P ′

i , P−i ) for all Pi , P ′
i ∈ D ,

for all P−i ∈ Dn−1 and all individuals i . It is straightforward to verify that the two
notions of stochastic dominance strategy-proofness are equivalent and reduce to
the notion of strategy-proofness for DSCFs. Henceforth, we shall refer to stochas-
tic dominance strategy-proofness simply as strategy-proofness. If a RSCF is not
strategy-proof, we shall say it is manipulable.

Theproportional scoring rule is strategy-proof,while the uniformmaximal scoring
rule is not. For instance, individual 2 can manipulate ϕUMS at the profile (abc, cba)

via the preference cab as ϕU (abc, cba) > ϕU (abc, cab) for the upper contour set
U = c of the preference cba (see Table2).

The next property of a RSCF ensures that it is minimally responsive to the pref-
erences of individuals. This property requires an alternative to be chosen with prob-
ability one if this alternative is top-ranked by all individuals. Formally, a RSCF
ϕ : Dn → �A satisfies unanimity if for all a ∈ A and all PN ∈ Dn , [τ(Pi ) =

5 It is important to emphasize that cardinal mechanisms are not considered here as the private
information of agents is not cardinal (i.e., utility functions). There is a small literature on strategy-
proof RSCFs on cardinal preferences (see [19, 20, 27] for details).
6 For further discussion of alternate notions of strategy-proofness, see [3–6, 9].
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a for all i ∈ N ] ⇒ [ϕa(PN ) = 1].7 Note that the proportional scoring rule is not
unanimous, whereas the uniform maximal scoring rule is unanimous.

There is a natural way to generate “new” RSCFs from any given collection of
RSCFs. Let ϕ j , j = 1, . . . , K be a collection of RSCFs and let λ j , j = 1, . . . , K be
non-negative real numbers such that

∑K
j=1 λ j = 1. Define ϕ = ∑K

j=1 λ jϕ j where

ϕa(PN ) = ∑K
j=1 λ jϕ

j
a (PN ) for all PN ∈ Dn and all a ∈ A. We shall refer to ϕ as a

convex combination of the RSCFs ϕ j . Since the convex combination of a collection
of lotteries is a lottery, ϕ is a RSCF. We record some important properties of convex
combinations of RSCFs below. They can be easily verified and are stated without
proof.

Remark 2.1 Let ϕ be a convex combination of ϕ j , j = 1, . . . , K . If each ϕ j is
strategy-proof and satisfies unanimity, then ϕ is strategy-proof and satisfies unanim-
ity.

The set of strategy-proof RSCFs satisfying unanimity is, therefore, a convex set.
This set can, therefore, be characterized by its extreme points. Note that the RSCFs
ϕ j could be deterministic. Since DSCFs cannot be written as convex combinations of
other RSCFs, it follows that strategy-proof DSCFs satisfying unanimity are extreme
points of the set of strategy-proof RSCFs satisfying unanimity. A question of con-
siderable theoretical and conceptual interest is whether they are the only extreme
points. We shall discuss this issue in greater detail in Sect. 5.

3 Results on the Unrestricted Domain

In this section, we present characterization results for unanimous and strategy-proof
RSCFs on the unrestricted domain. A domain D is unrestricted if it contains all
preferences over A, i.e., D = L(A). We distinguish two cases based on the number
of alternatives in A.

3.1 The Case of Two Alternatives

An important class of social choice problems is concerned with the case of two
alternatives. Among such problems are those where individuals have to vote Yes or
No to a proposal, to Approve or Disapprove a resolution or if there are two candidates
in an election.

We introduce a class of DSCFs on the unrestricted domain with two alternatives.
A committee W is a set of subsets of N such that:

7 It is worth mentioning that under strategy-proofness, unanimity can be weakened in the fol-
lowing way: a RSCF ϕ : Dn → �A satisfies unanimity if for all a ∈ A and all PN ∈ Dn ,
[Pi = Pj for all i, j ∈ N ] ⇒ [ϕa(PN ) = 1] where a = τ(Pi ) for some (and hence, all) i ∈ N .
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(i) ∅ /∈ W and N ∈ W ,
(ii) for all S, T ⊆ N , if S ⊆ T and S ∈ W , then T ∈ W .

The elements of W are called winning coalitions, and other subsets of N are called
losing coalitions.

Let us assume A = {a, b}. For PN ∈ Dn , by Na(PN ), we denote the set of indi-
viduals i ∈ N who have a as their top-ranked alternative, that is, τ(Pi ) = a. For a
committee W , a DSCF fW is called a voting by committees rule with respect to
a and b if at any profile PN , a is chosen as the outcome if and only all members of
some winning coalition vote for a, that is, if for every PN ∈ Dn ,

fW (PN ) =
{
a if Na(PN ) ∈ W
b if Na(PN ) /∈ W .

Voting by Committees is a rich class of rules. It includes majority voting where a
coalition is winning only if it contains at least half the members of the society, the
unanimity rulewhere only the coalition of all individuals is winning, and dictatorship
where a coalition is winning if and only if it contains a specific individual called the
dictator.

A RSCF is called a random voting by committees rule with respect to a and b if
it is a convex combination of voting by committees rules with respect to the same
alternatives.

Theorem 1 ([33, 35]) A RSCF on a domain over two alternatives is unanimous and
strategy-proof if and only if it is a random voting by committees rule.

3.2 The Case of More Than Two Alternatives

It is well-known in social choice theory that the set of strategy-proof DSCFs shrinks
dramatically if the set of alternatives increases beyond two. According to the cele-
bratedGibbard-SatterthwaiteTheorem, every strategy-proofDSCF satisfying una-
nimity must be dictatorial. Formally, a DSCF f : Dn → A is dictatorial or is a dic-
tatorship if there is an individual i ∈ N called the dictator such that f selects the
top-ranked alternative of i at every profile PN , i.e., f (PN ) = τ(Pi ) for all PN ∈ Dn .
Thus, all the well-behaved rules such as majority rule are no longer strategy-proof
once there are at least three alternatives. Gibbard [26] provides a complete answer
to the following question: does the negative result for DSCFs extend to RSCFs as
well?

A RSCF ϕ : Dn → �A is unilateral if (i) ϕ is strategy-proof and (ii) there exists
an individual i ∈ N such that ϕ(PN ) = ϕ(P ′

N ) for all profiles PN , P ′
N such that

Pi = P ′
i . In other words, a RSCF is a unilateral if it is strategy-proof and depends

only on the preference of a single individual.An example of a unilateral is aRSCF that
gives probability 0.5, 0.4, and 0.1 to individual i’s first-ranked, second-ranked, and
third-ranked alternatives, respectively. A duple is a RSCF ϕ if (i) ϕ is strategy-proof
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and (ii) there exist alternatives a, b ∈ A such that for all profiles PN , ϕc(PN ) > 0
only if c ∈ {a, b}. A duple is a strategy-proof RSCF that gives positive probability
to at most two fixed alternatives at any profile.

Remark 2.1 implies that convex combinations of unilaterals and duples are
strategy-proof. Gibbard [26] shows that the converse is also true: every strategy-
proof RSCF (on the unrestricted domain) is a convex combination of unilaterals and
duples.

Theorem 2 ([26]) Assume m ≥ 3. A RSCF on the unrestricted domain is strategy-
proof if and only if it is a convex combination of unilateral and duple rules.

The class of strategy-proof RSCFs on the unrestricted domain is not as restricted
as the class of strategy-proof DSCFs. Although a unilateral only considers the pref-
erence of a single individual while assigning probabilities, unilaterals for differ-
ent individuals can be combined (using convex combinations) to generate a more
acceptable RSCF which is also strategy-proof. Similarly, duples over different pairs
of alternatives can be combined to produce RSCFs that have full support at every
profile. Unilaterals and duples can be combined as well. Consequently, the class
of strategy-proof RSCFs is “large” and includes many RSCFs that have attractive
features from an ethical point of view (unlike dictatorship, for example). One such
RSCF is the Proportional Scoring Rule in Example 1 which can be expressed as a
convex combination of unilaterals and duples. Further examples and results can be
found in Barbera [7].

The discussion in the previous paragraph is subject to an important caveat. A
duple does not satisfy unanimity since it assigns zero probability to all except two
alternatives. Nor can duples be convexified in a manner that the resulting RSCF
satisfies unanimity. A unilateral satisfies unanimity only if the first-ranked alternative
of an individual gets probability one. Recall that a RSCF is a random dictatorship if
it is a convex combination of dictatorial DSCFs. Combining these observations, we
obtain the following result.

Theorem 3 ([26]) Assume m ≥ 3. A RSCF on the unrestricted domain is strategy-
proof and satisfies unanimity if only if it is a random dictatorship.

We provide a proof of this result in the case where there are two individuals. An
induction argument can be used to extend the argument to an arbitrary number of
individuals.8

Proof It is left to the reader to verify that every randomdictatorship is unanimous and
strategy-proof. We prove the converse. Let N = {1, 2}. Assume that ϕ : [L(A)]2 →
�A satisfies unanimity and strategy-proofness.

Lemma 1 Let (P1, P2) ∈ [L(A)]2 be such that τ(P1) �= τ(P2). Then [ϕa(P1, P2) >

0] =⇒ [a ∈ {τ(P1), τ (P2)}].

8 Duggan [17] provides a geometric proof of the result.
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Proof Suppose not, i.e., suppose that there exists P1, P2 ∈ L(A) and a, b ∈ A such
that τ(P1) = a �= b = τ(P2) and ϕa(P1, P2) + ϕb(P1, P2) < 1. Let α = ϕa(P1, P2)
and β = ϕb(P1, P2). Let P ′

1 = ab · · · and P ′
2 = ba · · · . Then strategy-proofness

implies ϕa(P ′
1, P2) = α. Furthermore, it must be that ϕa(P ′

1, P2) + ϕb(P ′
1, P2) = 1

as otherwise voter 1 will manipulate via P2 and thereby obtaining probability one
on b by unanimity. Hence, ϕb(P ′

1, P2) = 1 − α. Note that strategy-proofness also
implies ϕb(P ′

1, P
′
2) = ϕb(P ′

1, P2) = 1 − α and ϕa(P ′
1, P

′
2) = α.

By a symmetric argument, ϕb(P ′
1, P

′
2) = ϕb(P1, P ′

2) = β and ϕa(P ′
1, P

′
2) = 1 −

β. Comparing the probabilities on a and b given by ϕ at the profile (P ′
1, P

′
2), it follows

that α + β = 1 contradicting the earlier conclusion. �

Lemma 2 Let (P1, P2), (P̄1, P̄2) ∈ [L(A)]2 be such that τ(P1) = a �= b = τ(P2)
and τ(P̄1) = c �= d = τ(P̄2). Then [ϕa(P1, P2) = ϕc(P̄1, P̄2)] and [ϕb(P1, P2) =
ϕd(P̄1, P̄2)].
Proof Let P1 = a · · · , P2 = b · · · . Let (P̂1, P̂2)be an arbitrary profilewhere τ(P̂1) =
a and τ(P̂2) = b. Then strategy-proofness implies that ϕa(P̂1, P2) = ϕa(P1, P2).
Lemma 1 implies ϕb(P̂1, P2) = ϕb(P1, P2). Now changing voter 2’s ordering from
P2 to P̂2 and applying the same arguments, it follows that ϕa(P̂1, P̂2) = ϕa(P1, P2)
and ϕb(P̂1, P̂2) = ϕb(P1, P2).

Assume that c �= b. The argument in the previous paragraph implies that it can
be assumed without loss of generality that c is the second-ranked outcome at P1 (if
a and c are distinct), i.e., it can be assumed that P1 = ac · · · . Let P̄1 = ca · · · . Then
strategy-proofness implies ϕa(P̄1, P2) + ϕc(P̄1, P2) = ϕa(P1, P2) + ϕc(P1, P2). By
Lemma 1, ϕc(P1, P2) = ϕa(P̄1, P2) = 0. Hence, ϕa(P1, P2) = ϕc(P̄1, P2) while
ϕb(P1, P2) = ϕb(P̄1, P2). Assume b �= d. Switching voter 2’s preferences from P2 to
P̄2 and applying the same argument as above, it follows that ϕc(P̄1, P2) = ϕc(P̄1, P̄2)
while ϕb(P̄1, P2) = ϕd(P̄1, P̄2).

The arguments above can deal with all cases except the case where c = b and d =
a. Sincem ≥ 3, there exists x ∈ A distinct from a and b. Let P̃1 be such that τ(P̃1) =
x . From earlier arguments, ϕa(P1, P2) = ϕx (P̃1, P̄2) and ϕb(P1, P2) = ϕa(P̃1, P̄2).

Applying these arguments again, it can be inferred that ϕx (P̃1, P̄2) = ϕb(P̄1, P̄2)
and ϕa(P̃1, P̄2) = ϕa(P̄1, P̄2) establishing the Lemma. �

Lemmas 1 and 2 above establish that ϕ is a random dictatorship. �
We now proceed to examine the structure of strategy-proof RSCFs on restricted

domains.

4 Results on Restricted Domains

In many mechanism design problems, the mechanism designer has a-priori infor-
mation about the preferences of individuals. For instance, a and c may represent
candidates with “extreme” positions while b is a “moderate” candidate. The designer
may know (without preference revelation) that b always lies between a and c in the
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preferences of all individuals. As a consequence, RSCFs need to be defined only over
a subset of the set of all preferences. The designer also has to consider a narrower
class of preferences while checking for possible deviations from truth-telling. Of
course, various types of restricted domains can be considered. In this section, we
review results on several well-known restricted domains.

4.1 Dictatorial Domains

A domain D is a dictatorial domain if every unanimous and strategy-proof DSCF
f : Dn → A is dictatorial. Similarly, a domainD is a randomdictatorial domain if
every unanimous and strategy-proof RSCF ϕ : Dn → �A is a random dictatorship.
A random dictatorial domain is clearly a dictatorial domain. The unrestricted domain
is both a dictatorial domain as well as a random dictatorship domain by virtue of
the Gibbard-Satterthwaite Theorem and Theorem 3, respectively. This observation
motivates the following general observation: is every dictatorial domain a random
dictatorial domain?

Aswaletal. [1]providesufficientconditionsforadomaintobedictatorial in termsof
agraphinducedbythedomain.9 Twoalternativesa andbaredefinedtobe linked if there
exist two preferences in the domain, onewhere a is ranked first and b is ranked second
and another preferencewhere the reverse is true.Consider a graphwhere the nodes are
alternatives.There isanedgebetweentwonodes if theyare linked.Aswaletal. [1]show
that a condition on this graph is sufficient for the underlying domain to be dictatorial.
They refer to this as the linked domain condition. It can be described as follows: there
is an ordering of the nodes such that the first two in the ordering are linked; in addition,
every subsequent node is linked to at least two others that are predecessors of the node
in theordering.An implicationof this result is that there are several domainsother than
the unrestricted domain that are dictatorial. These domains can be much smaller than
the unrestricted domain (which has m! orderings). There are, in fact, linked domains
whose size is a linear function ofm.

Chatterji et al. [14] investigate the relationship between linked domains and ran-
dom dictatorial domains. They provide examples of linked domains that are not
random dictatorial. In other words, there are domains where every DSCF that is
strategy-proof and satisfies unanimity is dictatorial but admitRSCFs that are strategy-
proof, satisfy unanimity but are not random dictatorships. In these domains, the
randomization allows the mechanism designer to escape the straightjacket of (ran-
dom) dictatorship. Chatterji et al. [14] also provide additional conditions on linked
domains that make them random dictatorial domains. One such condition is the hub
condition according to which there is a node that is linked to every other node in the
graph. Examples suggest that strong conditions are required to make linked domains,
random dictatorial domains.

We now consider several domains that are not random dictatorial domains.

9 See also Sato [44] and Pramanik [36].
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4.2 Single-Peaked Domains

Single-peaked preferences are the bedrock of the theory of political economy (see [2]
for example). There is an underlying structure on alternatives with respect to which
preferences are described. We proceed to details.

We let A = {a1, . . . , am}. There is a prior ordering ≺ on the elements of A given
by a1 ≺ · · · ≺ am . We write x � y to mean that either x ≺ y or x = y. For all a, b ∈
A, we define [a, b] = {c | either a � c � b or b � c � a} as the set of alternatives
that lie “between” a and b. For any B ⊆ A, [a, b]B = [a, b] ∩ B denotes the set of
alternatives in B that lie in the interval [a, b]. Whenever we refer to the maximum or
minimum of a subset of alternatives, we are referring to the maximum and minimum
with respect to the ordering≺. Whenever we write τ(D) = {b1, . . . , bk}, we assume
without loss of generality that b1 ≺ · · · ≺ bk .

A preference P is single-peaked if for all a, b ∈ A, [τ(P) � a ≺ b or b ≺ a �
τ(P)] implies aPb. A domain is called single-peaked if each preference in the
domain is single-peaked and is calledmaximal single-peaked if it contains all single-
peaked preferences.

A preference is single-peaked if there exists a unique alternative that is first-
ranked (sometimes referred to as the peak). Moving farther away from the peak in
any direction leads to a decline in preferences. Consider the problem of finding a
location on a street to build a public facility such as a hospital or school. Every
individual has a unique location on the street which is her peak. While comparing
two possible locations for the public good on the same side of her peak, she strictly
prefers the location closer to her peak. The street can also be interpreted as the
political spectrum. If a and b are two political candidates with a ≺ b, then a is more
“left-wing” than b. If a voter’s preferences are single-peaked and her peak (or ideal
candidate) c is more left-wing than a, i.e., c ≺ a, then she will prefer candidate a
to b. If on the other hand, the voter’s peak is b, she will prefer a to c. Figure1 is a
diagrammatic representation of a single-peaked preference.

An important class of DSCFs on single-peaked domains is min-max rules. These
rules were introduced in Moulin [30] and constitute the set of all unanimous and
strategy-proof DSCFs on the maximal single-peaked domain. Min-max rules are
based on a class of parameters, one for each subset of individuals, which we denote

Fig. 1 A graphic illustration
of a single-peaked preference
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Table 3 Parameters of the min-max rule f

β β1 β2 β3 β{1,2} β{1,3} β{2,3}
a8 a9 a7 a4 a5 a2

by (βS)S⊆N . These parameters are required to satisfy some boundary conditions and
some monotonicity properties. As the name suggests, the outcome at any profile is
calculated by taking suitable minima and maxima of the top-ranked alternatives at
the profile and the parameters.

Definition 4.1 A DSCF f on Dn is called a min-max rule if for all S ⊆ N , there
exists βS ∈ A satisfying

β∅ = am, βN = a1, and βT � βS for all S ⊆ T

such that

f (PN ) = min
S⊆N

[

max
i∈S {τ(Pi ), βS}

]

.

Aproperty that occurs frequently in social choice theory is tops-onlyness. ARSCF
is tops-only if its outcome at a profile depends only on the top-ranked alternatives
in that profile. Two profiles PN , P ′

N ∈ Dn are tops-equivalent if each individual
has the same top-ranked alternative in the two profiles, i.e., τ(Pi ) = τ(P ′

i ) for all
i ∈ N .ARSCFϕ : Dn → �A is tops-only ifϕ(PN ) = ϕ(P ′

N ) for all tops-equivalent
PN , P ′

N ∈ Dn . Note that min-max rules are tops-only by definition. In what follows,
we provide an example of a min-max rule.

Example 2 Let A = {a1, . . . , a10} and N = {1, 2, 3}. Consider the min-max rule,
say f , with parameters as given in Table3.

The outcome of the min-max rule at the profile (a5, a3, a8), where a5, a3, and a8
are the top-ranked alternatives of individuals 1, 2, and 3, respectively, is determined
as follows.

f (PN ) = min
S⊆{1,2,3}

[
max
i∈S {Pi (1), βS}]

= min
[
max{β∅},max{τ(P1), β1},max{τ(P2), β2},max{τ(P3), β3},
max{τ(P1), τ (P2), β{1,2}},max{τ(P1), τ (P3), β{1,3}},max{τ(P2), τ (P3), β{2,3}},
max{τ(P1), τ (P2), τ (P3), β{1,2,3}}

]

= min
[
a10, a8, a9, a8, a5, a8, a8, a8

]

= a5.�

It is shown inMoulin [30] andWeymark [48] that a DSCF on themaximal single-
peaked domain is unanimous and strategy-proof if and only if it is a min-max rule. In
this section, we present results for RSCFs for a large class of single-peaked domains,
which we call top-connected single-peaked domains.
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For a domain D , the top-interval I (D) is the set of alternatives [min(τ (D)),

max(τ (D))].
Definition 4.2 A single-peaked domain D is top-connected if for every two con-
secutive alternatives ar and as in τ(D) with min(τ (D)) � ar ≺ as � max(τ (D)),
there exist P ∈ Dar and P ′ ∈ Das such that as Par−1 if ar−1 ∈ I (D) and ar P ′as+1

if as+1 ∈ I (D).

Observe that some alternative may not appear as a top-ranked alternative in any
preference in a top-connected single-peaked domain, in other words, the top-set of
such a domain does not necessarily contain all alternatives.

Remark 4.1 Note that top-connectedness does not impose any restriction (except
from single-peakedness) on any preference with the top-ranked alternative as
min(τ (D)) or max(τ (D)). To see this, take, for instance, min(τ (D)) = ar ≺ as �
max(τ (D)). Definition 4.2 says that there must exist a single-peaked preference
P ∈ Dar such that as Par−1 if ar−1 ∈ I (D). However, since ar = min(τ (D)), it
must be that ar−1 /∈ I (D). Therefore, this condition does not apply to P . Similar
logic applies to any preference with the top-ranked alternative as max(τ (D)).

For a sequence of alternatives b1, . . . , bk , denote by 〈b1, . . . , bk〉 . . . a prefer-
ence where P(l) = bl for all l = 1, . . . , k. Then, the top-connectedness property
of a domain D assures that for every two consecutive alternatives ar and as in
τ(D) with min(τ (D)) � ar ≺ as � max(τ (D)), there are two single-peaked pref-
erences P and P ′ such that P = 〈ar , ar+1, . . . , as−1, as〉 . . . if ar−1 ∈ I (D) and
P ′ = 〈as, as−1, . . . , ar+1, ar 〉 . . . if as+1 ∈ I (D). For example, if A = {a1, . . . , a15}
and τ(D) = {a3, a4, a5, a8, a10}, then top-connectedness ensures, for instance, that
preferences such as 〈a5, a6, a7, a8〉 . . . and 〈a8, a7, a6, a5〉 . . . are present in the
domain. Note that as we mention in Remark 4.1, top-connectedness does not impose
any restriction (except from single-peakedness) on the preferences with top-ranked
alternatives a3 or a10. Thus, the top-connectedness property of a domain D guaran-
tees that for every two consecutive alternatives ar and as in τ(D) with min(τ (D)) �
ar ≺ as � max(τ (D)), there are two single-peaked preferences P and P ′ such that
P|I (D ) = 〈ar , ar+1, . . . , as−1, as〉 . . . and P ′|I (D ) = 〈as, as−1, . . . , ar+1, ar 〉 . . ..

We provide an example of a top-connected single-peaked domain in Example 3.

Example 3 Let A = {a1, . . . , a10} be the set of alternatives. Consider the top-
connected single-peaked domain D = {P1, . . . , P9} given in Table4. Here, τ(D) =
{a3, a4, a7, a9}.

It is worth noting that the number of preferences in a top-connected single-peaked
domain can range from 2|τ(D)| − 1 to 2m−1. Thus, the class of such domains is quite
large. It should be further noted that any single-peaked domainD with |τ(D)| = 2 is
a top-connected single-peaked domain. This is because top-connectedness does not
impose any condition on the preferences with top-ranked alternatives min(τ (D)) or
max(τ (D)).
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Table 4 Preference domain for Example 3

P1 P2 P3 P4 P5 P6 P7 P8 P9

a3 a3 a4 a4 a4 a7 a7 a9 a9
a4 a2 a3 a5 a5 a6 a8 a10 a8
a5 a4 a2 a6 a6 a5 a9 a8 a7
a2 a1 a5 a3 a7 a4 a6 a7 a6
a1 a5 a6 a7 a3 a3 a5 a6 a10
a6 a6 a1 a8 a2 a2 a4 a5 a5
a7 a7 a7 a9 a8 a8 a3 a4 a4
a8 a8 a8 a10 a9 a9 a10 a3 a3
a9 a9 a9 a2 a1 a1 a2 a2 a2
a10 a10 a10 a1 a10 a10 a1 a1 a1

Our next theorem provides a characterization of unanimous and strategy-proof
RSCFs on top-connected single-peaked domains. A randommin-max rule is a convex
combination of min-max rules.

Theorem 4 ([40]) A RSCF on a top-connected single-peaked domain is unanimous
and strategy-proof if and only if it is a random min-max rule.

Ehlers et al. [21] consider the case where the set of alternatives is continuous,
say the interval [0, 1]. They provide a different characterization of unanimous and
strategy-proof RSCFs on the maximal single-peaked domain by means of a class of
RSCFs called probabilistic fixed ballot rule (PFBR). Below, we define these rules
for the case of finitely many alternatives.

A PFBR ϕ is based on a collection of parameters (βS)S⊆N , called probabilistic
ballots. Each probabilistic ballot βS , which is associated to the coalition S ⊆ N , is
a probability distribution on A satisfying the following two properties.

• Ballot unanimity: βN assigns probability 1 to a1, and β∅ assigns probability 1 to
am .

• Monotonicity: probabilities according to βS move toward left as S gets bigger,
i.e., βS([a1, ak]) ≤ βT ([a1, ak]) for all S ⊂ T and all ak ∈ A.10

For example, suppose there are two individuals {1, 2} and four alternatives
{a1, a2, a3, a4}. A choice of probabilistic ballots could be β∅ = (0, 0, 0, 1), β{1} =
(0.5, 0.2, 0.1, 0.2), β{2} = (0.4, 0.3, 0.2, 0.1), and βN = (1, 0, 0, 0).11

A PFBR ϕ w.r.t. a collection of probabilistic ballots (βS)S⊆N works as follows. For
each1 ≤ k ≤ m, let S(k, PN ) = {i ∈ N : τ(Ri ) � ak}be the set of individualswhose
peaks are not to the right of ak . Consider an arbitrary profile PN and an arbitrary alter-
native ak . We induce the probabilities βS(k,PN )([a1, ak]) and βS(k−1,PN )([a1, ak−1]). If

10 For a subset B of A, we denote the probability of B according to βS by βS(B).
11 Here (x, y, w, z) is the probability distribution where a1, a2, a3, and a4 receive probabilities x ,
y, w, and z, respectively.
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ak = a1, then set βS(0,PN )([a1, a0]) = 0. The probability of the alternative ak selected
at the profile PN is defined as the difference between these two probabilities, i.e.,
ϕak (PN ) = βS(k,PN )([a1, ak]) − βS(k−1,PN )([a1, ak−1]).12 Consider, for example, the
PFBR ϕ w.r.t. the parameters described in the previous paragraph. Let PN = (P1, P2)
be a profile where τ(P1) = a2 and τ(P2) = a4. Then,

ϕa1(PN ) = βS(1,PN )([a1, a1]) − 0 = 0,

ϕa2(PN ) = βS(2,PN )([a1, a2]) − βS(1,PN )([a1, a1])
= β{1}([a1, a2]) − β∅([a1, a1]) = 0.7 − 0 = 0.7,

ϕa3(PN ) = βS(3,PN )([a1, a3]) − βS(2,PN )([a1, a2])
= β{1}([a1, a3]) − β{1}([a1, a2]) = 0.8 − 0.7 = 0.1, and

ϕa4(PN ) = βS(4,PN )([a1, a4]) − βS(3,PN )([a1, a3])
= βN ([a1, a4])β{1}([a1, a3]) = 1 − 0.8 = 0.2.

Clearly, the PFBR satisfies the tops-only property.
It is important to note that the probabilistic ballot βS for a coalition S ⊆ N rep-

resents the outcome of ϕ at the “boundary profile” where individuals in S have
the preference Pi = (a1 · · · ak−1 ak · · · am), while the others have the preference
Pi = (am · · · ak ak−1 · · · a1). We call such a profile a S-boundary profile.13 If a
PFBR ϕ is unanimous, then it follows that β∅ assigns probability 1 to am and βN

assigns probability 1 to a1, which in turn implies ballot unanimity. We now argue
that (βS)S⊆N is monotonic if ϕ is strategy-proof. Consider a proper subset S ⊂ N
and i ∈ N \ S. Let PN and P ′

N be the S-boundary and S ∪ {i}-boundary profiles,
respectively. In other words, only individual i changes her preference Pi in the
S ∪ {i}-boundary profile to Pi . Strategy-proofness of ϕ implies that the probability
of each upper contour set of Pi is weakly increased from ϕ(PN ) to ϕ(P ′

N ). Since
the interval [a1, ak] coincides with the upper contour set of ak at Pi , it follows that
βS([a1, ak]) ≤ βS∪{i}([a1, ak]). Monotonicity of (βS)S⊆N follows from the repeated
application of this argument.

The outcome of a PFBR at any profile is uniquely determined by its outcomes at
boundary profiles. It is shown in Ehlers et al. [21] that every PFBR is unanimous and
strategy-proof on the single-peaked domain. Thus, unanimity and strategy-proofness
of a PFBR at every profile can be ensured by imposing those conditions only on
boundary profiles.

The deterministic versions of PFBRs can be obtained by additionally requiring the
probabilistic ballots be degenerate, i.e., βS(ak) ∈ {0, 1} for all S ⊆ N and ak ∈ A.
These DSCFs were introduced by Moulin [30]; we refer to these as Fixed Ballot

12 Since S(k − 1, P) ⊆ S(k, PN ) and [a1, ak−1] ⊂ [a1, ak ], monotonicity ensures ϕak (PN ) =
βS(k,PN )([a1, ak ]) − βS(k−1,PN )([a1, ak−1]) ≥ 0. Moreover, note that

∑m
k=1 ϕak (PN ) =∑m

k=1 βS(k,PN )([a1, ak ]) − βS(k−1,PN )([a1, ak−1]) = βS(m,PN )([a1, am ]) = 1. Therefore,
ϕ(PN ) ∈ �(A) and ϕ is a well-defined RSCF.
13 Note that for every S ⊆ N , there is a unique S-boundary profile.
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Rules (or FBRs).14 Moulin [30] showed that a DSCF is unanimous, tops-only, and
strategy-proof on the single-peaked domain if and only if it is an FBR. It can be
easily verified that an arbitrary mixture of FBRs is unanimous and strategy-proof on
the single-peaked domain and is a PFBR. Theorem 3 of [34] and Theorem 5 of [37]
prove that the converse is also true.

Below, we present the formal definition of PFBRs.

Definition 4.3 A RSCF ϕ : Dn → �A is called a Probabilistic Fixed Ballot Rule
(or PFBR) if there exists a collection of probabilistic ballots (βS)S⊆N satisfying
ballot unanimity and monotonicity such that for all PN ∈ Dn and ak ∈ A, we have

ϕak (PN ) = βS(k,PN )([a1, ak]) − βS(k−1,PN )([a1, ak+1]),

where βS(0,PN )([a1, a0]) = 0.

Theorem 5 ([21]) A RSCF on the maximal single-peaked domain is unanimous
and strategy-proof if and only if it is a PFBR.

It follows from Theorem 5 and Theorem 4 that every PFBR is a random min-max
rule and vice versa.15

4.3 Single-Dipped Domains

Single-dipped preferences are the reverse of single-peaked preferences. In the latter,
preferences decline as one moves farther away from its peak. On the other hand,
preferences increase in single-dipped preferences as one moves farther away from
its “dip”. These preferences are appropriate for the location of “public bads” such as
nuclear plants and garbage dumps. All individuals want such facilities to be located
as far away as possible from their location.

A preference P is single-dipped if it has a unique minimal element d(P), the
dip of P , such that for all a, b ∈ A, [d(P) � a ≺ b or b ≺ a � d(P)] ⇒ bPa. A
domain is single-dipped if each preference in it is single-dipped. A single-dipped
preference is illustrated in Fig. 2.

Peters et al. [33] introduce the notion of binary restricted domains and show that
every unanimous and strategy-proof RSCF on a binary restricted domain is a convex
combination of unanimous and strategy-proof DSCFs on the same domain. It is easy
to verify that every top-connected single-dipped domain is a binary restricted domain.

14 Moulin [30] called these Augmented Median Voter Rules, while [8] called these Generalized
Median Voter Schemes. For an FBR ϕ, the subtraction form in Definition 4.3 can be simplified to
a min-max form (see Definition 10.3 in [31]).
15 In a related paper, Dutta et al. [18] analyzed the structure of strategy-proof and unanimous RSCFs
on domains containing strictly convex continuous single-peaked preferences on a convex subset of
Euclidean space. They show that every strategy-proof and unanimous RSCF on any such domain
must be a random dictatorship.
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Fig. 2 An illustration of a
single-dipped preference

It follows that every strategy-proof RSCF satisfying unanimity on a top-connected
single-dipped domain is a random voting by committees rules (recall the definition
of such rules in Sect. 3.1) with respect to the boundary alternatives a1 and am .

Theorem 6 ([33]) A RSCF on a top-connected single-dipped domain is strategy-
proof and satisfies unanimity if and only if it is a random voting by committees rule
with respect to a1 and am.

It follows from Theorem 6 that any strategy-proof RSCF that satisfies unanimity
on a top-connected single-dipped domain can assign positive probability to only the
“boundary” alternatives a1 and am .

4.4 Single-Crossing Domains

The single-crossing property is a familiar one in economic theory.16 It appears fre-
quently in models of income taxation and redistribution [29, 38], local public goods
and stratification [22, 23, 47], and coalition formation [16, 28]. A more detailed
discussion of applications and other issues can be found in Saporiti [42].

A domain D is a single-crossing domain if there exists an ordering ≺ over
A and an ordering � over D such that for all a, b ∈ A and all P, P ′ ∈ D , [a ≺
b, P � P ′, and bPa] =⇒ bP ′a. Preferences in a single-crossing domain can be
ordered in such a way that every pair of alternatives switch their relative ranking at
most once along the ordering. A single-crossing domain D̄ is maximal if there does
not exist another single-crossing domain that is a strict superset of D̄ . Note that a
maximal single-crossing domain withm alternatives containsm(m − 1)/2 + 1 pref-
erences.17 A domain D is successive single-crossing if there is a maximal single-
crossing domain D̄ with respect to some ordering � and two preferences P ′, P ′′ ∈ D̄
with P ′ � P ′′ such that D = {P ∈ D̄ | P ′ � P � P ′′}.18

16 See, for example, Romer [39], p. 181, and Austen-Smith and Banks [2], pp. 114–115.
17 For details, see Saporiti [42].
18 By P � P ′, we mean either P = P ′ or P � P ′.
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Examples of a maximal single-crossing domain and a successive single-crossing
domain with five alternatives are shown below.

Example 4 Let the set of alternatives be A = {a1, a2, a3, a4, a5}with the prior order
a1 ≺ · · · ≺ a5. The domain D̄ = {a1a2a3a4a5, a2a1a3a4a5, a2a3a1a4a5,
a2a3a4a1a5, a2a4a3a1a5, a4a2a3a1a5, a4a2a3a5a1,
a4a3a2a5a1, a4a3a5a2a1, a4a5a3a2a1, a5a4a3a2a1} is a maximal single-crossing
domainwith respect to theordering�givenbya1a2a3a4a5 � a2a1a3a4a5 � a2a3a1a4a5
� a2a3a4a1a5 � a2a4a3a1a5 � a4a2a3a1a5 � a4a2a3a5a1 � a4a3a2a5a1 � a4a3a5a2a1 �
a4a5a3a2a1 � a5a4a3a2a1 since every pair of alternatives change their relative order-
ing at most once along this ordering. Note that the cardinality of A is 5 and that of D̄
is 5(5 − 1)/2 + 1 = 11. The domain D = {a1a2a3a4a5, a2a1a3a4a5, a2a3a1a4a5,
a2a3a4a1a5, a2a4a3a1a5, a4a2a3a1a5} is a successive single-crossing domain since
it contains all the preferences between a1a2a3a4a5 and a4a2a3a1a5 in the maximal
single-crossing domain D̄ . �

In what follows, we introduce a restricted version of min-max rules called tops-
restricted min-max rule. For such a min-max rule, all the parameters are required
to come from the top-set of the domain. Formally, a DSCF f : Dn → A is a tops-
restricted min-max (TM) rule if for all S ⊆ N , there exists βS ∈ τ(D) satisfying
the conditions that β∅ = max(τ (D)), βN = min(τ (D)), and βT � βS for all S ⊆
T such that

f (PN ) = min
S⊆N

[

max
i∈S {τ(Pi ), βS}

]

.

Note that if τ(D) = A, then a TM rule becomes a min-max rule. For an example
of a TM rule, consider the DSCF f in Example 2 and a domain D with τ(D) =
{a2, a3, a4, a5, a7, a8, a9}. Since all parameters of f take values in τ(D), f becomes
a TM rule on D .

It is worth noting that the outcome of a min-max rule at a profile is either some
top-ranked alternative at that profile or some parameter value (that is, βS for some
S ⊆ N ). Since for a TM rule f , all these alternatives must be in the top-set of the
corresponding domain, its outcome also lies in the same set, that is, f (PN ) ∈ τ(D)

for all PN ∈ Dn .
A crucial property of a single-crossing domain is that the outcome of a unanimous

and strategy-proof DSCF always lies in the top-set of the domain. This implies that
one can restrict a single-crossing domain to its top-set for the purpose of analyzing
unanimous and strategy-proof DSCFs on it. It can be verified that a single-crossing
domain restricted to its top-set is a top-connected single-peaked domain. Therefore,
by Theorem 4, it follows that a DSCF on a single-crossing domain is unanimous and
strategy-proof if and only if it is a TM rule. These results are formally proved in
Saporiti [43].19 Subsequently, [41] have shown that these properties hold for RSCFs
on single-crossing domains as well and provide a characterization of unanimous and
strategy-proof RSCFs on these domains.

19 Saporiti [43] uses the term augmented representative voter schemes for TM rules.
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A RSCF ϕ : Dn → �A is a tops-restricted random min-max (TRM) rule if
ϕ can be written as a convex combination of some TM rules on Dn . As we have
explained earlier, if τ(D) = A, then a TRM rule ϕ : Dn → �A becomes a random
min-max rule.

Theorem 7 ([41]) A RSCF on a successive single-crossing domain is unanimous
and strategy-proof if and only if it is a tops-restricted random min-max rule.

4.5 Euclidean Domains

Euclidean preferences are a special case of single-peaked preferences. Alternatives
are located on the real line (or the unit interval without loss of generality) and≺ is the
natural order < on the real numbers. We let the set of alternatives A be the interval
[0, 1]. A preference P is Euclidean if there is x ∈ [0, 1], such that τ(P) = x and
for all alternatives a, b ∈ A, |x − a| < |x − b| implies aPb. A domain is Euclidean
if it contains all Euclidean preferences.

A preference is Euclidean if an alternative a is preferred to another alternative b
only if the distance from a to the peak is smaller than the distance of b to the peak. If
both a and b lie on the same side of the peak, then single-peakednesswould imply that
the alternative closer to the peakwould be preferred. However, Euclidean preferences
also compare alternatives on different sides of the peak unlike single-peakedness.
Euclidean preferences are determined completely by the peak of an individual’s peak.
Consequently, the domain of Euclidean preferences is a strict subset of the set of the
maximal single-peaked domain.

Since theEuclideandomain is a strict subset of themaximal single-peakeddomain,
the possibility that there are unanimous and strategy-proof DSCFs on the domain
apart from the min-max rules cannot be excluded. However, [11] show that this case
does not arise: a DSCF on the Euclidean domain is unanimous and strategy-proof if
and only if it is a min-max rule. Furthermore, [40] show that the same holds even for
RSCFs on the Euclidean domain.

Theorem 8 ([40]) A RSCF on the Euclidean domain is unanimous and strategy-
proof if and only if it is a random min-max rule.

4.6 Dichotomous Domains

Dichotomous preferences are a generalization of binary preferences. There are an
arbitrary number of alternatives but each alternative can belong to exactly one of two
indifference classes—a “good” set and a “bad” set. An important point of departure
from our earlier discussion is that an individual can be indifferent between alterna-
tives. A dichotomous domain is the set of all dichotomous preferences. Dichotomous
domains have been studied extensively in Bogomolnaia et al. [10].
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A dichotomous preference for individual i can be represented by a subset Xi of A
with the interpretation that Xi is the good set of i . A profile is n-tuple (X1, . . . , Xn).
Let X n denote the set of all profiles.

A characterization of strategy-proof DSCFs satisfying unanimity remains an open
and difficult problem. However, [24] provide a necessary condition, called the pair-
triple property, for a strategy-proofRSCF to be representable as a convex combination
of strategy-proof DSCFs.

A RSCF ϕ : X n → �A satisfies the Pair-Triple (PT) Property if for all i, j ∈
N , all a, b, c ∈ A, and all X−{i, j} ∈ X n−2, we have

ϕa({b}, {c}, X−{i, j}) + ϕb({c}, {a}, X−{i, j}) + ϕc({a}, {b}, X−{i, j}) ≤ 1.

In the notation above, the first component of a profile denotes the preference of
individual i and the second one denotes that of individual j .

Theorem 9 ([24]) A strategy-proof RSCF on the dichotomous domain satisfying
unanimity can be represented as a convex combination of strategy-proof DSCF sat-
isfying unanimity only if it satisfies the PT property. In the case of three alternatives,
the converse also holds.

A more complete result on the structure of strategy-proof RSCFs satisfying una-
nimity on dichotomous domains is not yet available.

4.7 Additional Literature

In this subsection, we briefly review some related results in the literature.
Chatterji and Sen [13] provide conditions on a domain which ensure that every

unanimous and strategy-proof DSCF on it has the tops-only property. Subsequently,
[15] consider the same problem for RSCFs. They identify two conditions, the inte-
rior property and the exterior property, and show that on every domain satisfying
these two properties, a strategy-proof RSCF satisfying unanimity also satisfies the
tops-only property. This result is particularly useful in characterizing strategy-proof
RSCFS on various domains.

Chatterji et al. [12] investigate hybrid domains. Given an ordering ≺ over the
alternatives, a preference is hybrid if there exist threshold alternatives ak and ak with
ak ≺ ak such that preferences over the alternatives in the interval between ak and
ak are “unrestricted” relative to each other, while preferences over other alternatives
retain features of single-peakedness. Thus, the set A can be decomposed into three
parts: left interval L = {a1, . . . , ak}, right interval R = {ak, . . . , am}, and middle
interval M = {ak, . . . , ak}. Formally, a preference is (k, k)-hybrid if the following
holds: (i) for a voter whose best alternative lies in L (respectively in R), preferences
over alternatives in the set L ∪ R are conventionally single-peaked,while preferences
over alternatives inM are arbitrary subject to the restriction that the best alternative in



84 S. Roy et al.

M is the left threshold ak (respectively, right threshold ak), and (ii) for a voter whose
peak lies in M , preferences restricted to L ∪ R are single-peaked but arbitrary over
M . Observe that if k = 1 and k = m, then preferences are unrestricted, while the
case where k − k = 1 coincides with the case of single-peaked preferences. They
characterize all strategy-proof RSCFs satisfying unanimity on these domains.

Peters et al. [32] consider domains on graphs. In such domains, there is a graph
with the alternatives as nodes with preferences declining as one moves away from
the top-ranked alternative along any spanning tree of the graph. Note that if the
underlying graph is a line graph, then the resulting domain becomes single-peaked.
They characterize all strategy-proof RSCFs satisfying unanimity.

5 The Deterministic Extreme Point Property

In this subsection, we discuss the following issue: in what sense does randomization
enlarge the possibilities for a mechanism designer? As we have noted earlier, an
implication of Remark 2.1 is that a convex combination of strategy-proof DSCFs
satisfying unanimity is a strategy-proof RSCF that satisfies unanimity. A domain D
satisfies the deterministic extreme point property (DEP) if the converse is true:
i.e., if every unanimous and strategy-proof RSCF can be written as a convex com-
bination of unanimous and strategy-proof DSCFs. If a domain satisfies DEP, the
only additional possibility afforded by randomization is that before the elicitation of
preferences from individuals, the designer can pick a strategy-proof DSCF satisfy-
ing unanimity according to a fixed probability distribution. Thereafter, the designer
simply follows the DSCF chosen. Such a procedure does not exhaust all possibili-
ties if the domain does not satisfy DEP. In particular, there will exist strategy-proof
RSCFs satisfying unanimity, where the designer will have to randomize over alter-
natives after the elicitation of preferences. For this reason, we regard DEP as a
benchmark property for domains. Randomization expands the possibilities available
to the designer only if the domain under consideration violates the DEP property.

The DEP property of a domain can be utilized in finding optimal mechanisms
on it. Consider an optimization problem with incentive constraints and unanimity
constraints. Since these are linear constraints, the constraint space is a polytope
and the results identify its extreme points. If the objective function is linear, the DEP
property implies that an optimal solution is a deterministic mechanism. This fact may
help in finding optimal random mechanisms using the knowledge of the same for
deterministic mechanisms as optimizing over an infinite set of random mechanisms
may be harder than optimizing over a finite set of deterministic mechanisms. Further,
the incentive constraints may simplify with deterministic mechanisms.

It follows from Theorems 1, 2, 3, 4, 6, 7, and 8 that several well-known domains
of strict preferences, namely the unrestricted, single-peaked, single-dipped, single-
crossing, and Euclidean domains, satisfy the DEP property. However, as we have
seen, there are dictatorial domains [14] and hybrid domains [12] that are not random
dictatorial. Peters et al. [32] show that DEP is satisfied for a domain on graph only
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when the underlying graph is a line, i.e., only when the domain is single-peaked.
The dichotomous domain (a domain where indifference is permitted) also does not
satisfy DEP. This conclusion follows from Theorem 9 since the TP property is not
vacuous.

In spite of its theoretical significance, there is as yet, nogeneral analysis of domains
satisfying DEP. A more challenging open question is to characterize the extreme
points of strategy-proof RSCFs satisfying unanimity in domains that do not satisfy
DEP.

6 Conclusion

We have attempted to provide a brief survey of recent results pertaining to the struc-
ture of strategy-proof RSCFs on various preference domains. Although considerable
progress has been made, some key issues, such as the precise relationship between
strategy-proof DSCFs and strategy-proof RSCFs on a given domain, require further
investigation.
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Assembly Problems

Dhritiman Gupta and Soumendu Sarkar

JEL Classifications: C78 and D82

1 Introduction

A set of sellers own one unit each of an indivisible good. A buyer wants to purchase
a subset of these units. Additionally, the units in the subset are required to constitute
a path of a feasible length in a graph. The nodes of this graph represent units of the
good, and edges between pair of nodes represent the complementarity of the pair in
the production process used by the buyer. The sellers have non-negative valuations
for the units they own. The buyer has a non-negative valuation for every subset
of units on a feasible path. These valuations may be common knowledge or private
information. An Assembly Problem is the exchange problem described by the graph,
the minimal size of a feasible subset, and the valuations of the agents.

Efficient assembly is obtained easily in static models with complete information.
It is the prospect of strategic delays or private information that makes the assembly
problem interesting. Games of complete information multi-period bargaining are
used to model the former, while static games of incomplete information are used to
model the latter. This chapter provides a brief survey of the literature and discusses
some recent results using these approaches.
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Practical examples of assembly problems include assembling of patent rights for
manufacturing life-saving drugs, copyright of musical pieces for composing scores
for movies or concerts, and land rights for industrial development among others
(see [9] for a survey). In what follows, the problem of assembling land for indus-
trial development is treated as a leading example. For detailed discussions of these
applications, the interested reader may refer to Sarkar [28] and Gupta and Sarkar [8].

Assembly is a problemof exchange between a buyer and a set of sellers. Therefore,
it is a general version of the bilateral trade problem investigated extensively in the
literature on strategic bargaining as well as mechanism design. While the buyer
cannot extract full surplus in the unique equilibrium of an alternate offer bilateral
bargaining problem [27], private information prevents mechanisms for bilateral trade
to be successful [16]. Till recently, the analysis of assembly problemswas restricted to
the case of fully complementary items. Consequently, the results available mimicked
the negative results in the bilateral trade problem. This chapter provides a general
model that accommodates various degrees of complementarity and substitutability—
thus providing a set of results the nature of which ranges from negative to positive.

The next section provides a brief survey of the literature on assembly problems.
A general model is described in the subsequent section which is exploited further to
drive some of the results on the efficiency of equilibria. The final section discusses
and compares the results under alternative approaches and indicates some directions
for further research.

2 Literature

We explore two alternative assumptions about the information structure: (a) agents
have complete information about the valuations of other agents and (b) agents have
private information about their respective valuations. The natural way to model an
assembly problem under the assumption (a) is strategic bargaining among the buyer
and sellers, while the approach taken for characterizing satisfactory equilibrium
outcomes under the assumption (b) is mechanism design.

In strategic bargaining games, agents on one side of the market propose prices,
and those on the other side accept or reject. The range of price offers, sequencing
of the offers, and length of the negotiation process are given by the bargaining
protocol which is common knowledge (see [21]). Consider the one-period bilateral
trade problem where the buyer makes the first offer which the seller may accept or
reject. This game has a unique subgame perfect Nash equilibrium outcome if the
seller accepts any offer that does not make him strictly worse-off: the buyer offers
the seller his exact valuation, the seller accepts, and thus the buyer extracts the entire
surplus. In contrast, in the infinite horizon alternate offer bargaining model due to
Rubinstein [27], the buyer has to offer a strictly positive share of the surplus to the
seller to avoid strategic delay. This share of surplus can be viewed as a cost of the
holdout.
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The holdout problem has been studied in the land assembly context [1–3, 6, 14,
15, 20, 25]. Secret offers [11, 19, 25] and the choice of bargaining order over sellers
[12, 32] are two other topics of interest.

Roy Chowdhury and Sengupta [25] use a protocol which is a natural extension
of the protocol by Rubinstein [27] to the assembly problem where all items are
complementary. If the offers are public, the buyer who has an outside option extracts
a higher share surplus relative to the buyer without an outside option. Holdout may be
unavoidable when offers are less transparent even if the buyer has an outside option.

The general model introduced in the next section potentially accommodates more
number of sellers than the number of items required by the buyer. The buyer may also
require the purchased items to form a path on a given graph. This model allows for
various degrees of complementarity. Secret offers or outside options are not explored
here, and instead, the focus is on competition among sellers. It uses the public offer
protocol due to Roy Chowdhury and Sengupta [25].

Theholdout problemhasbeenmodeledusing theCoalitionalBargaining approach.
In the first of such models, Chatterjee et al. [4] studied sequential offers of n-person
coalitional bargaining with transferable utility and time discounting. They showed
that the efficient coalition may not form for a certain order of proposers. Ray and
Vohra [24] study the same problem where externalities across coalitions are a possi-
bility. Myerson [17] provides a complementary approach to coalitional bargaining,
analyzing bargaining on networks, where edges between agents are used to model
some specific relationship.

Mechanism Design theory lays down rules for “satisfactory” allocation in the
presence of private information [26]. Myerson and Satterthwaite [16] have provided
such a set of desirable properties: maximum welfare or gains at every allocation (ex-
post efficiency), truthful reporting in expectation (interim incentive compatibility),
participation in expectation (interim individual rationality), and balanced payments
(budget balance).

Consider bilateral trade under private information. The double auctionmechanism
due to Chatterjee and Samuelson [5] is described as follows: trade takes place if the
buyer’s reported valuation exceeds that of the seller’s, at a price equal to the average
of these two reports. When all valuations are distributed uniformly over [0, 1], the
double auction mechanism maximizes expected welfare subject to interim incentive
compatibility and individual rationality [16]. But it is not efficient in the ex-post
sense: the double auction mechanism forgoes some efficient trade opportunities.

Early literature onmechanismdesign for land assembly primarily look for second-
best mechanisms in exchange models without any contiguity restrictions (e.g., see
[7, 10, 23]). The question of existence of satisfactory mechanisms for general envi-
ronments remained unresolved till recently.

Williams [31] finds that a satisfactory mechanism can be constructed if and only
if there is a Groves mechanism for the problem that results in an expected budget
surplus. In a closely related paper, Krishna and Perry [13] show that a successful
mechanism can be constructed if and only if the VCG mechanism for the problem
results in a positive expected budget surplus. The second half of the next section
shows how the results due to Williams [31] and Krishna and Perry [13] can resolve
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the question of satisfactorymechanismdesign in the assembly problem.Weprimarily
confine the discussion to the existence of first-best mechanisms in the independent
private value settings following Sarkar [28–30].

3 The Models

For a given production process, the nature of complementarity among items held
by the sellers can be modeled through a graph, say �. In any such graph, items,
or equivalently, corresponding sellers, are represented by nodes. An edge connects
a pair of nodes in this graph if the corresponding inputs are complementary in the
buyer’s production process. A path is a sequence of connected nodes. The buyer
wants to purchase a path of the desired length, say k. This implies that the buyer can
combine any k complementary inputs to produce output. We will denote a path by
P and the corresponding sum of seller valuations by S.

A seller is critical if he lies on every feasible path (see Fig. 1). This implies that
the corresponding input is complementary with respect to every feasible production
plan. If there is only one feasible path in �, all sellers in that path are critical. But if
there are multiple feasible paths, a seller must belong to their intersection in order to
qualify as critical. If there are multiple feasible paths, the number of critical sellers
cannot exceed k − 1: not all sellers on a single path can be critical. Paths of length
less than k that do not have an intersection with any feasible path can be excluded
from the analysis, because the buyer’s valuation over such paths is zero.

A classification of graphs with at least two feasible paths is useful in this context.
In cycles of order k + 1, referred to as �� (see Fig. 2), every input on a feasible

path can be substituted by another input on the graph.

Fig. 1 A feasible path in the
star graph when k = 3; seller
1 is critical

1

23

4 5

Fig. 2 A cycle of length 4
1 4

2 3
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1

2

3

4

5

6

Fig. 3 Graph with disjoint feasible paths; k = 3

Fig. 4 A line graph with
two critical sellers marked
red; k = 3

1 2 3 4

In graphs with two disjoint paths, referred to as �D (see Fig. 3), no input is
completely substitutable, but a feasible path can be substituted by another feasible
path.

In graphs with critical sellers, referred to as �∗ (see Figs. 4 and 1), inputs cor-
responding to critical sellers are not substitutable but those corresponding to non-
critical sellers are substitutable in a limited sense.

Finally, consider graphs where (i) there is no cycle of length k + 1, (ii) no two
paths are disjoint, and (iii) the intersection of all feasible paths is empty, referred to
as �O (see Fig. 5), referred to as oddball. In such graphs, inputs in the intersection of
two or more feasible paths cannot be substituted with respect to these feasible paths,
but they are substitutable with respect to inputs on other feasible paths.

Facts 1–5 below imply that single component graphs with (a) critical sellers,
(b) k + 1-cycle, (c) disjoint paths, and (d) oddball are four mutually exclusive and
exhaustive categories. A graphmay havemultiple components from different classes.

Fig. 5 An oddball graph,
n = 5, k = 3 1

2 4

3 5
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• Fact 1: All sellers on a single path of length k are critical, regardless of whether
this path is a cycle.

• Fact 2: The number of critical sellers on a single path reduces with its length.
• Fact 3: No cycle of length more than k has a critical seller.
• Fact 4: Cycles of length 2k or more have at least two disjoint feasible paths and
hence, no critical seller.

• Fact 5: The oddball class covers all cycles of length larger than k + 1 but smaller
than 2k. Further, since every pair of feasible paths on an oddball graph intersect
at least once, it also covers graphs containing cycles of length less than or equal
to k.

In a complete information environment, the valuation of the buyer and sellers is
given by a vector v ≡ (v0, v1, . . . , vn). The first component of this vector denotes
the valuation of the buyer for a path of length k or more, and other components
denote the valuation of the respective sellers for their items. In a private information
environment, agents only know their own valuation and the support of the valuations
of other agents; a commonly known prior μ describes their beliefs over possible
valuation profiles.

We assume that there exists a pathP ∈ �, such that it results in a positive surplus:
v0 − ∑

i∈P vi > 0. Given such a graph �, the expression maxP∈�

(
v0 − ∑

i∈P vi
)
is

referred to as “full surplus” or “efficient surplus”.
In complete information strategic bargaining games, a discount factor is applied

to compare payoffs that arise in different time periods. We assume that the agents
use the same discounting factor δ ∈ [0, 1].

An assembly problem with complete information is a tuple: 〈�, k, v, δ〉. When
� is a complete graph of order n, an assembly problem is referred to by the tuple
〈n, k, v, δ〉. An assembly problem with private information is a triple: 〈�, k, μ〉.

The results on complete information bargaining and mechanism design for the
assembly problem are discussed in the next two subsections. Only a brief sketch of
the argument is provided below each result. The interested reader is referred to the
original papers for detailed proofs.

3.1 Bargaining with Complete Information

The bargaining protocol due to Rubinstein [27] and its different extended versions
have been used in many contexts. A slightly general version of this protocol due to
RoyChowdhury and Sengupta [25] can be described as follows. In each period, active
agents on one side of the market make offers of surplus shares to the other side—
this gives rise to two alternative cases, where buyers make offers in odd periods and
sellers in even periods and vice versa. The offers made are either accepted or rejected.
If accepted, the deal is implemented, i.e., the seller sells his item at the agreed offer
and leaves the market with his payment immediately. The game proceeds with the
reduced set of agents. The ones making offers in the previous period now take on the
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role of responders. Offers are made and are either accepted or rejected. And so the
game proceeds till the buyer is able to pick up at least one feasible path.

There are usually multiple equilibria in multiagent bargaining problems like
assembly, some of which may be non-stationary. The nature of the equilibria also
depends on which side of the market proposes first. In the discussion below, our
focus will be to characterize bounds on equilibrium surplus shares under this proto-
col. Consequently, we are able to avoid details like stationarity or sequencing of the
offers.

It is a standard practice in bargaining theory to express payoffs in terms of surplus
shares instead of net payoffs. For instance, in the bilateral trade game when the buyer
has valuation v0 and seller v1, the surplus realized on trade is v0 − v1. If the surplus
shares in an equilibrium are α and 1 − α, the net payoffs are α(v0 − v1) and (1 −
α)(v0 − v1)—indicating that trade takes place at the price of v1 + (1 − α)(v0 − v1),
which the buyer pays and the seller receives.

The buyer can utilize negative surplus offers to exclude some sellers from the
bargaining process, i.e., choose the sellers to bargain with in each period. Notice that
a seller will not possibly make a negative offer to the buyer in our setting, since it
delays trade with the buyer or eliminates the prospect of a trade. Bilateral bargaining
models like that by Rubinstein [27] do not use this feature, while multilateral models
like Roy Chowdhury and Sengupta [25] do.

The bilateral game studied by Rubinstein [27] is a special assembly problem
with n = k = 1. Here, the only seller present is critical. The Subgame Perfect Nash
Equilibrium of this game, which is now a standard result, is presented below.

Theorem 1 ([27]) Consider the model where the buyer bargains with one seller for
one input: 〈n = 1, k = 1, v0 > v1, δ〉. There is a unique SPNEof themodel described
as follows:

Agent i proposes a share δ
1+δ

of the surplus to j whenever she has to propose, and accept

any share at least equal to δ
1+δ

whenever j has to propose.

The game ends in the first period itself, with agent i proposing δ
1+δ

to the seller and
the seller accepting it.

To see that the strategies proposed above constitute an equilibrium, apply the
“one-shot deviation principle”: no agent can gain by deviating from these strate-
gies in any period for one period and conforming in the preceding and succeeding
periods. If agent i proposes a higher share, it will be rejected and the play in the
succeeding periods can only guarantee a lower payoff; if she proposes a lower share,
it will be accepted immediately. Accepting lower shares is not profitable. Proving
the uniqueness of this equilibrium is a rather involved exercise (see [22]).

The model studied by Roy Chowdhury and Sengupta [25] is a special assembly
problemwith n = k ≥ 2 and all seller valuations are identical. Since the buyer wants
all n plots, all sellers are critical here.

Theorem 2 ([25]) Consider the model 〈n ≥ 2, k = n, v1 ≤ · · · ≤ vn, v0 >∑n
i=1 vi , δ〉. The buyer’s equilibrium payoff cannot be more than 1−δ

1+δ
of the full

surplus for any δ > 0.
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The proof of this result for n = k = 2 shows profitable deviations for one of the
agents when the bound 1−δ

1+δ
is crossed. An induction argument is used for the general

case.
Both of these results correspond to the situation where all sellers are critical. The

result below, in contrast, shows the possibility of full surplus extraction when there
is no critical seller on the underlying graph, and seller valuations are identical.

Theorem 3 ([8]) Consider 〈�, k, v, δ〉 where � has at least two different feasible
paths and v is any arbitrary valuation profile.There exists δ̄ ∈ [0, 1) such that for all
δ > δ̄ the buyer extracts full surplus in at most two periods in an equilibrium if and
only if

• � 
= �∗, i.e., there does not exist a critical seller in the underlying graph, and
• S1 = S2, i.e., there exist at least two paths with the minimum sum of valuations.

This result characterizes equilibrium outcomes when the valuations of sellers
are equal and the underlying graph does not contain a critical seller, i.e., either the
graph has a k + 1-cycle, or it has at least a pair of disjoint paths, or it is an oddball
graph. These three graphs have special properties—each node on a feasible path is
substitutable by another node in a k + 1 cycle, every path is substitutable by another
path in a graph with a pair of disjoint paths, and each node in a feasible path is
substitutable by a set of nodes in an oddball graph. The first class of graphs exhibits
full substitutability, while the other two exhibit limited substitutability. Consider the
first class of graphs. If the buyer is the first to make offers, she canmake offers of zero
surplus shares to all sellers on a chosen feasible path in an equilibrium: any seller
rejecting such offers must compete with corresponding substitute sellers in the next
period. If the sellers are making first offers, competition ensures that sellers make no
positive claims. Consequently, full surplus extraction takes place in the first period
itself. In the other two classes, the buyer may be required to exclude all sellers in the
first period, to achieve full surplus extraction in the second period.

The buyer cannot extract full surplus when the underlying graph contains at least
one critical seller.

Theorem 4 ([8]) Suppose � = �∗. The buyer cannot extract full surplus in an equi-
librium.

This result is obtained since at least one of the critical sellers can keep rejecting
the offers of the buyer till all other sellers have accepted. He can then claim a positive
surplus share in the ensuing subgame, by Theorem 1.

When seller valuations are not equal, the sum of seller valuations may differ over
paths. The path corresponding to the least sum of seller valuations is efficient in the
sense that it corresponds to the highest potential surplus. It follows that if possible,
the buyer would prefer to purchase the efficient path.

Let Pi denote the path corresponding to the i-th smallest sum of valuations on
a path in �. We will refer to a set of assembly problems as rich if there does not
exist two disjoint pathsP1 andP2 such that S1 = S2. Suppose the richness condition
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is not satisfied. The buyer, if offering first, can offer negative surplus shares to all
sellers who reject such offers. In the next period, sellers on P1 and P2 cannot claim
any surplus: the buyer extracts full surplus in the second period. If the sellers are
making offers first, sellers on these two paths cannot claim any surplus share.

Theorem 5 ([8]) Consider the rich class of assembly problems 〈�, k, v, δ〉. There
does not exist any equilibrium where the buyer extracts full surplus.

The proof of this result shows that at least one seller getting zero surplus share has
a profitable deviation. Thus, full surplus extraction is not an equilibrium outcome.

By Theorem 4, the buyer cannot extract full surplus when the underlying graph
contains critical sellers. The final results of this section provide bounds on the buyer’s
surplus share in such a problem.

Theorem 6 ([8])Consider an assembly problem 〈�, k, v, δ〉with exactly one critical
seller. In any equilibrium buyer’s share of surplus cannot exceed 1

1+δ
.

Theorem 7 ([8]) Consider an assembly problem 〈�, k, v, δ〉 with m critical sellers,
where 2 ≤ m ≤ k. In any equilibrium buyer’s share of surplus cannot exceed 1−δ

1+δ
.

The proof of Theorem 6 closely follows that of Theorem 4, while the proof of
Theorem 7 follows that of Theorem 2. There exist assembly problems where these
bounds are exactly achieved: for example, when n = k = 1, the corresponding bound
is exactly achieved if the buyer is making the first offer (recall Theorem 1). It is also
exactly achieved when � is a single line graph with three nodes, k = 2, and the
buyer is making the first offer. When n = k = 2, the corresponding bound is exactly
achieved if the buyer is making the first offer (recall Theorem 2). It is also exactly
achieved when � is a single line graph with four nodes, k = 3, and the buyer is
making the first offer.

3.2 Mechanism Design

Due to the well-known Revelation Principle (see [18]), it suffices to assume that the
buyer and the sellers directly report their individual valuations to a central planner,
who then decides allocations and payments according to a declared rule. A set of
essential definitions is provided below.

A deterministic allocation x ∈ R
n+1 is described as follows: for components i =

1, . . . , n, xi is -1 if seller i sells and 0 otherwise; x0 = 1 if
∑n

i=1 |xi | ≥ k and 0
otherwise. Let X be the set of all deterministic allocations.

Definition 1 (Allocation Rule) A deterministic allocation rule P : [v0, v̄0] × [v, v̄]n
→ X maps each profile of reported values to a deterministic allocation.

For any agent j , Pj (v) is the j-th component of P(v).
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Definition 2 (TransferRule)A transfer rule t is amap t : [v0, v̄0] × [v, v̄]n → R
n+1.

If t j (v) > 0 (resp. t j (v) < 0), then agent j pays (resp. receives) the amount t j (v).

Definition 3 (Payoffs) Given a mechanism (P, t). The (ex-post) utility of agent j
with valuation v j reporting v̂ j in mechanism (P, t) is

U (P,t)
j (v̂ j , v− j |v j ) = v j Pj (v̂ j , v− j ) − t j (v̂ j , v− j ).

For convenience, the superscript (P, t) in the notation will be henceforth dropped.
Bayesian incentive compatibility requires that truthful reporting is optimal for

each agent and for each valuation in expectation. This expectation is computed with
respect to the prior distribution of valuations of other agents.

Definition 4 (Bayesian IncentiveCompatibility)Amechanism isBayesian incentive
compatible (BIC) if for all j ,

E− jU j (v j , v− j |v j ) ≥ E− jU j (v̂ j , v− j |v j ) for all v j and v̂ j ,

where E− j (·) denotes expectation taken over v− j .

Definition 5 (Interim Individual Rationality) A mechanism is interim individually
rational (IIR) if for all j ,

E− jU j (v j , v− j |v j ) ≥ 0 for all v j .

The rest of the chapter uses the notation Uj (v) and Uj (v j ) for the ex-post and
interim utilities in an equilibrium, respectively. Also, E is used to denote expectation
operator over profile v.

Definition 6 (Efficiency) An allocation rule P is ex-post efficient if for all v,

∑

j

v j Pj (v) ≥
∑

j

v j P
′
j (v) for any allocation rule P ′.

To define ex-post efficient allocations in this setting, denote the feasible paths in
� byP1, . . . ,Pq where q ≥ 1. Consider a valuation profile v. The sum of valuations
in path Pi will be denoted by Si (v), i = 1, . . . , q. These sums are ordered as fol-
lows: S[1](v) ≤ · · · ≤ S[q](v). The paths corresponding to these sums are denoted by
P[1](v), . . . , P[q](v), respectively. Efficiency requires trade to take place with sellers
in P[1](v) if v0 > S[1](v); if v0 ≤ S[1](v), then trade does not occur. For example, in
the graph in Fig. 6, there are two feasible paths {1 − 2 − 3} and {2 − 3 − 4} when
k = 3. If the valuations of the sellers are as indicated in the diagram, efficiency
requires trade with sellers 1, 2, and 3 if v0 > 19. Since the subsequent analysis will
not require any special treatment of tie-breaking, any rule satisfying the condition
above is called an efficient rule, denoted by P∗.
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v1 = 1

2

v2 = 9

3

v3 = 9

4

v4 = 8

Fig. 6 P[1](v)

Definition 7 (Budget Balance) Amechanism (P, t) satisfies ex-post budget balance
if, for all v,

n∑

j=0

t j (v) = 0. (1)

A mechanism achieves the first-best if it satisfies efficiency, IIR, and BB. A
mechanism is successful if (a) it is BIC with respect to some prior μ and (b) it
achieves the first-best.

Part A of the following result provides a sufficient condition and a weaker nec-
essary condition for the existence of a successful mechanism when the number of
feasible paths in the underlying graph ismore than one. PartB states that no successful
mechanism exists when there is only one feasible path.

Theorem 8 ([29])

A. Let 〈�, k, μ〉 be an assembly problem with q > 1.

I. Suppose μ satisfies the following condition:

v0 ≥ E

⎛

⎝
∑

i∈P[1](v)

S[1](v̄, v−i )

⎞

⎠ − (k − 1)E
(
S[1](v)

)
. (2)

Then there exists a successful mechanism with respect to μ.
II. Suppose there exists a successfulmechanismwith respect toμ. Then the following

holds:

v0 > E

⎛

⎝
∑

i∈P[1](v)

S[1](v̄, v−i ) − (k − 1)S[1](v)
∣
∣
∣
∣v ∈ Ṽ

⎞

⎠ , (3)

where

Ṽ = {v ∈ [v0, v̄0] × [v, v̄]n : v0 > S[1](v) and v0 > S[1](v̄, v−i ) for all i ∈ P[1](v)}.

B. Let 〈�, k, μ〉 be an assembly problem with q = 1. The Myerson-Satterthwaite
negative result applies, i.e., there does not exist any successful mechanism.

This result is proved using the WKP condition due to Williams [31] and Krishna
and Perry [13]: there exists a successful mechanism if and only if the well-known
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Fig. 7 Pivotal seller in darker shade and non-pivotal sellers in lighter shade at v

VCG mechanism runs an expected budget surplus. The discussion below provides
further interpretation.

Suppose q > 1 and efficiency requires trade to take place at a profile v. A seller
is called successful at this profile if he trades under the efficient rule. A successful
seller i ∈ P[1](v) is trade-pivotal at v if trade is not efficient at (v̄, v−i ), i.e., when
seller i reports his highest possible valuation. Trade-pivotality is illustrated in the
examples below. Let n = 4, k = 3, and q = 2. The supports of the prior distributions
are as follows: v0 = 25, v̄0 = 35, v = 0, v̄ = 10. Let v0 = 26.

Recall from the example corresponding to Fig. 6 that sellers 1, 2, and 3 trade at v. If
seller 1’s valuation is 10 instead of 1, the sum of the valuations on paths {1 − 2 − 3}
and {2 − 3 − 4} are 28 and 26, respectively. Hence, trade does not take place at
(10, v−1), i.e., seller 1 is trade-pivotal at v. But sellers 2 and 3 are not trade-pivotal
at v: if seller 2 has a valuation of 10, the sum of valuations on {1 − 2 − 3} is 20 and
trade can take place at (10, v−2); same follows for seller 3. Pivotal and non-pivotal
sellers and the efficient feasible path are shown in Fig. 7.

Now consider the profile v′
0 = 28, , v′

1 = 1, v′
2 = 2, v′

3 = 3, and v′
4 = 2. Trade

takes place at v′ with sellers 1, 2, and 3. Note that trade also takes place when the
buyer’s valuation is the lowest possible, i.e., v0 = 25. Furthermore, no successful
seller at v′ is trade-pivotal: if seller 1 reports a valuation of 10, efficiency requires
trade with sellers 2, 3, and 4; if sellers 2 or 3 report a valuation of 10, efficiency
requires trade with sellers 1, 2, and 3. This is illustrated in Fig. 8.

In the statement of Theorem 8, the set Ṽ is the set of profiles v such that (i) it is
efficient to trade at (v0, v−0) and, therefore, also at v, and (ii) all successful sellers
are non-pivotal at v. Hence, v′ ∈ Ṽ but v /∈ Ṽ .

Pick v ∈ Ṽ and a successful seller i . Suppose i’s valuation changes to v̄. Since i
is not trade-pivotal, trade still takes place and the sum of valuations of the successful
sellers in the profile (v̄, v−i ) is S[1](v̄, v−i ). The sum of valuations of all other suc-
cessful sellers at v is S[1](v) − vi . The difference of these two terms, summed over
all successful sellers, is

∑
i∈P[1](v) S[1](v̄, v−i ) − (k − 1)S[1](v). Part A-I of Theo-

rem 8 states that there exists a successful mechanism if the expectation of this term

1

v1 = 1

2

v2 = 2

3

v3 = 3

4

v4 = 2

Fig. 8 Shaded nodes representing non-pivotal sellers at v′
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is at most v0. Part A-II states that if there exists a successful mechanism, then the
expectation of this term, conditional on the profile belonging to Ṽ , is less than v0.

For illustration, consider the simple example: sellers are located on a complete
graph and seller valuations are distributed uniformly in [0, 1]. If v0 ≥ k(k+1)

n+1 , then the
existence of BIC mechanisms that achieve the first-best is guaranteed. For instance,
if n = 2 and k = 1, v0 ≥ 2

3 is the required condition. Since k(k+1)
n+1 → 0 as n → ∞,

it becomes easier to satisfy the sufficient condition as the number of sellers increase.
To examine the role of critical sellers with respect to existence of a successful

mechanism, let c(�) denote the set of critical sellers in 〈�, k, μ〉. If q > 1, then
|c(�)| ≤ k − 1. Conditions (2) and (3) can be reformulated to account for critical
nodes.

Theorem 9 ([29]) Let 〈�, k, μ〉 be an assembly problem with q > 1.

I. Suppose μ satisfies the following condition:

v0 ≥ |c(�)|v̄ + E

⎛

⎝
∑

i∈P[1](v)\c(�)

(
S[1](v̄, v−i ) + vi

) − (k − |c(�)|)S[1](v)

⎞

⎠ .

(4)

Then there exists a successful mechanism with respect to μ.
II. Suppose there exists a successfulmechanismwith respect toμ. Then the following

holds:

v0 > |c(�)|v̄ + E

⎛

⎝
∑

i∈P[1](v)\c(�)

(
S[1](v̄, v−i ) + vi

) − (k − |c(�)|)S[1](v)
∣
∣
∣
∣v ∈ Ṽ

⎞

⎠ ,

(5)

where

Ṽ = {v ∈ [v0, v̄0] × [v, v̄]n : v0 > S[1](v) and v0 > S[1](v̄, v−i ) for all i ∈ P[1](v)}.

Corollary 1 Suppose there exists a successful mechanism with respect to μ. Then

v0 > |c(�)|v̄. (6)

Theorem 9 and Corollary 1 state that the count of critical nodes puts a lower bound
on the support of the buyer’s valuation essential for the existence of a successful
mechanism.
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4 Discussion

The results presented in Sect. 3.1 show the bearing of the degree of complementarity
among inputs and asymmetry of valuations on full surplus extraction in the assembly
problem. While the presence of critical sellers or sufficient asymmetry in seller
valuations prevents full surplus extraction, even limited substitutability enables the
buyer to extract full surplus in two periods, provided she is sufficiently patient. The
number of critical sellers present in the problem also imposes an upper bound on the
volume of surplus that can be extracted by the buyer.

In the light of these results, the formation of seller coalitions becomes one of the
possible explanations of a holdout in the assembly problem. Consider the following
example for an illustration. In the problem where one item is required and two
sellers are present, by making alternate offers to one of the sellers according to the
equilibrium strategy specified in Theorem 1 and by excluding the other seller using
negative offers, the buyer can assure herself δ

1+δ
share of the full surplus. If sellers

are allowed to use trigger strategies, there exists an equilibrium where both sellers
collude to claim 1

1+δ
of the full surplus and the buyer picks one of them with equal

probability provided δ > 1√
2
. This equilibrium is sustained by the following trigger

strategy: if any seller deviates by charging less than 1
1+δ

, the other seller charges
zero surplus share in the subsequent period. The buyer then rejects the deviating
seller’s offer and chooses to purchase from the other seller. The collusive payoff

1
2(1+δ)

is greater than the non-collusive payoff 1 − δ if δ > 1√
2
. In this equilibrium,

both sellers get a positive expected payoff. If δ < 1√
2
, sellers compete and earn zero

surplus shares in the equilibrium. A complete characterization of possible coalitions
and corresponding surplus shares in assembly problems is an open agenda for future
work.

The results in Sect. 3.2 are not strategically informative, since the discussion here
involves direct mechanisms. But the role of critical sellers turns out to be prominent
here as well.

The nature of the first-best mechanism is not described in these results. As shown
by Krishna and Perry [13], it is essentially a projection of the well-known VCG
payments in the space of balanced transfers. Implementing the first-best requires
knowledge of the prior, and hence turn out to be costly in the informational require-
ment in many real-life applications. This remark is also applicable to the optimal
mechanism (see [28]).

TheVCGmechanism itself exhibits several goodproperties like ex-post efficiency,
dominant strategy incentive compatibility, and ex-post individual rationality. Further,
it is also ex-post budget balanced in the limit as the number of sellers becomes large
(see [30]), making it attractive formany applicationswith independent private values.
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1 Related Literature on Ranking Methods

Ranking accompanies our everyday activities and is crucial in various situations,
in particular, when facing competitive issues and having to choose from a set of
alternatives. As a consequence, the investigation of appropriate ranking methods
is particularly important. Which method should be used when one needs to rank,
for instance, political candidates or parties in election, teams in sport competition,
universities or institutes in excellence competition, scientific candidates for academic
positions?

The literature on ranking methods and their applications is very rich and gets a
lot of interest for many years; for some examples see, e.g., [16, 57, 67], for rank-
ing scientific journals, web pages on the internet, and alternatives in social choice,
respectively. There exists a vast literature on the classical problem of ranking objects,
based on a binary relation between the objects (e.g., [8, 30, 49, 62]).

In this short overview, we will briefly recall some selected ranking methods. We
will focus on ranking methods for directed graphs, where nodes have different inter-
pretations, depending on the ranking subject and environment. A ranking method is
then formally defined as a mapping which assigns to every directed graph a com-
plete preorder on the set of nodes. Every node gets its ranking score, and a node is
ranked higher, the higher is its score. In this stream of literature, usually axiomatic
characterizations to ranking methods and ranking scores are provided.

A. Rusinowska (B)
CNRS – Paris School of Economics, Centre d’Economie de la Sorbonne, 106-112 Bd de
l’Hôpital, 75647 Paris Cedex 13, France
e-mail: agnieszka.rusinowska@univ-paris1.fr

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. Borkotokey et al. (eds.),Game Theory and Networks, Indian Statistical Institute Series,
https://doi.org/10.1007/978-981-16-4737-6_6

105

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4737-6_6&domain=pdf
mailto:agnieszka.rusinowska@univ-paris1.fr
https://doi.org/10.1007/978-981-16-4737-6_6


106 A. Rusinowska

One of the well-known ranking methods is based on Copeland score ([22]). When
defining an outdegree (respectively, an indegree) of a node in a directed graph as
the number of its outgoing (respectively, ingoing) arcs, the Copeland score of the
node simply counts the difference between its outdegree and its indegree. In the
literature, there exist several axiomatizations of the ranking by Copeland score; see
e.g., [7, 41] (also [15] for a related method). Reference [62] provides an axiomatic
characterization of the ranking by Copeland score on the class of tournaments, where
the ranking coincides with the one by outdegree.

In order to measure domination in directed graphs, [18] characterize two rela-
tional power measures: the score measure and the β-measure; see also [42, 70],
as well as [17] for the case of undirected graphs. Reference [19] characterize the
ranking induced by the score measure (that they call the ranking by outdegree) for
arbitrary directed graphs. The ranking induced by the β measure (the β-ranking) is
axiomatically characterized in [14]. A related idea underlies the ranking for chess
players investigated earlier in [34], where defeating a strong opponent gives more
points than defeating a weak one.

[21] introduce a ranking method based on the degree ratio of a node, which is its
outdegree divided by its indegre, and a ranking method based on a modified degree
ratio. The authors provide axiomatic characterizations of these two ranking methods
as well as an alternative axiomatization of the Copeland score.

Some ranking methods have been also introduced for weighted directed graphs.
The outflow as a relational power measure for weighted (and also non-weighted)
directed graphs is axiomatically characterized by [18]. Also [20] deliver an axiomatic
characterization of the outflow ranking method for weighted directed graphs.

There is a variety of other methods that are based on hyperlinks for ranking
web pages or citations for ranking academic journals. Reference [58] presents an
economic analysis of many ranking methods and the use of citations in the law.
Ranking methods based on evaluations or citations consider a one-sided setting in
which experts evaluate some items for ranking, and a peers’ setting when the experts
coincide with the items.

The first citation index for articles published in journals is the Science Citation
Index (SCI), which uses the counting method, based on counting the total number of
citations received by a journal (see [35]). The Impact Factor ([36]) of an academic
journal counts the average number of citations received by articles published on it;
see also [37]. Reference [53] use an iteration (impact adjusted) method to examine
the impact factors of economic journals.

The Markov-chain approach comes originally from [75] and [45]. Reference [57]
introduce the influence measure which counts both direct and indirect citations.
Google’s Page Rank ([16]) uses a similar recursive approach and is based on the
invariantmethod. The axiomatic approach to the invariantmethod and several axiom-
atizations of eigencentrality (used in the eigenvalue centrality method) is presented,
e.g., in [1, 47, 56, 69]; see also [2, 68]. [28] propose a “market” approach to ranking
items in a network, e.g., ranking web pages connected by links or papers connected
by citations. Their set of methods includes the eigencentrality method. Also the so-
called mutual centrality method characterized in [27] is related to the eigenvalue
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centrality. Reference [26] introduces and axiomatically characterizes the handicap-
based method, which assigns both scores to the items and weights to the experts.
References [24, 25] investigates rankings in a dynamic setting.

The related contributions come also from the extremely vast literature on biblio-
metrics. We mention just few of them. Although the Impact Factors of journals are
among the oldest bibliometric indices used for evaluating journals (see, e.g., [5, 38,
39] for surveys), many others have been introduced. The well-known h-index (the
Hirsch index, [43]) widely examined from an axiomatic point of view (see e.g., [12,
54, 60, 77]) induces a ranking method that supports evaluations of researchers. [33]
introduces another bibliometric index, the so-called g-index, axiomatically charac-
terized, e.g., in [76]; see also [32, 55, 61, 78], as well as [4, 31, 44, 48] for some
other bibliometric indices. Also [10] provide an axiomatic foundation of the ranking
of journals based on Impact Factors and suggest alternative rankings that use some
generalizations of Impact Factors.

Within this bibliometric literature, numerous works discuss in detail the impor-
tance of some properties (e.g., independence and consistency) for bibliometric rank-
ings of authors and journals; see e.g., [9–11, 54, 55, 71, 74]. Some other properties
might be subject to discussion, for instance, totality for ranking departments, saying
that when two equal-size departments have the same citation distribution, they must
be equivalent. For various works on ranking departments we also refer to, e.g., [6,
23, 29, 46, 59, 64].

An important issue in ranking is related to the fact that in some situations we
are faced to compare authors, journals, departments belonging to different fields of
research (e.g., [3, 63, 65, 66]). There exist several research directions on how to
solve this normalization problem between different fields. One of the ideas lies on
the fractional counting of citations, meaning that the value of a citation given by an
article is inversely proportional to the total number of articles that it cites. Fractional
counting of citations is proposed in [40, 50, 51]. [13] axiomatically characterize the
ranking authors by using the fractional counting of citations. There exist also some
empirical studies on this concept; see e.g., [52, 72, 73].

In the following two sections, we briefly present preliminaries and then recall
several ranking methods for directed graphs that use outdegree (and indegree) of a
node.

2 Notation and Basic Definitions

We introduce some basic notation and definitions, as in [19].

Directed graphs A directed graph (or digraph) is a pair (N , D), where N =
{1, 2, . . . , n} is a finite set of nodes and D ⊂ N × N is a set of arcs on N . We
only consider digraphs (N , D) that are irreflexive, i.e., (i, i) /∈ D for every i ∈ N .
Since the set of nodes N is fixed, a digraph (N , D) can be represented by its binary
relation D. The collection of all digraphs on N is denoted by D. For i ∈ N and
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D ∈ D, we define the set of successors of node i ∈ N in digraph D by

SD(i) = { j ∈ N | (i, j) ∈ D}

and the set of predecessors of i in D by

PD(i) = { j ∈ N | ( j, i) ∈ D}.

Thecardinalities of SD(i) and PD(i) are called theoutdegreeouti (D) and the indegree
ini (D) of node i in D, i.e.,

outi (D) = #SD(i) and ini (D) = #PD(i).

Preorder A preorder on N is a binary relation R ⊂ N × N that is reflexive (i.e.,
(i, i) ∈ R for all i ∈ N ) and transitive (i.e., if (i, j) ∈ R and ( j, h) ∈ R, then (i, h) ∈
R for every i, j, h ∈ N ). A preorderR on N is complete if (i, j) ∈ R or ( j, i) ∈ R
or both for every pair i, j ∈ N , i �= j . We use the standard notation, i.e.,

i � j if and only if (i, j) ∈ R (i is ranked at least as high as j),

i � j if and only if [i � j and not j � i] (i is ranked higher than j),

i ∼ j if and only if [i � j as well as j � i](i and j are ranked equally).

We denote the collection of all complete preorders by W .

Ranking methods A ranking method is a mapping R : D → W which assigns to
every digraph D ∈ D on N a complete preorder R(D) ∈ W . We use the notation

i �D j if and only if (i, j) ∈ R(D).

A digraph D ∈ D is a tournament on N if

# [{(i, j), ( j, i)} ∩ D] = 1 for all i, j ∈ N , i �= j.

Note that every tournament is a complete digraph, where by a complete digraph we
mean D ∈ D such that (i, j) ∈ D or ( j, i) ∈ D or both for every pair i, j ∈ N , i �= j .
Let CD ⊂ D be the collection of all complete digraphs on N , and let T ⊂ CD ⊂ D
denote the class of all tournaments on N .

The ranking method by outdegree is the ranking method Rout : D → W which
assigns to every digraph D ∈ D on N a complete preorder Rout (D) ∈ W given by

(i, j) ∈ Rout (D) if and only if outi (D) ≥ out j (D).

We use the notation
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i �out
D j if and only if (i, j) ∈ Rout (D).

The Copeland score copi (D) of node i ∈ N in digraph D is defined by

copi (D) = 2# (SD(i) \ PD(i)) + # (SD(i) ∩ PD(i)) .

For D ∈ CD, #SD(i) + #PD(i) − # (SD(i) ∩ PD(i)) = n − 1.
Hence, 2# (SD(i) \ PD(i)) + # (SD(i) ∩ PD(i)) = 2#SD(i) − # (SD(i) ∩ PD(i)) =
#SD(i) − #PD(i) + n − 1, and therefore

copi (D) = 2# (SD(i) \ PD(i)) + # (SD(i) ∩ PD(i)) = outi (D) − ini (D) + n − 1.

The ranking method by Copeland score is the ranking method given by

i �cop
D j if and only if copi (D) ≥ cop j (D) for all i, j ∈ N .

Note that for tournaments the ranking by outdegree and the ranking by Copeland
score are the same, since SD(i) ∩ PD(i) = ∅ for all i ∈ N and D ∈ T .

However, these two ranking methods are different on D.

For a digraph D ∈ D and a permutation π : N → N , the permuted digraph πD ∈
D is given by (π(i),π( j)) ∈ πD if and only if (i, j) ∈ D.

The β-measure on N (introduced in [18]) is the function β : D → R
N defined by

βi (D) =
∑

j∈SD(i)

1

in j (D)
for all i ∈ N and D ∈ D.

The β-measure equally distributes the domination power over a node j ∈ N in a
digraph D over all its predecessors.

The ranking method by the β-measure or the β-ranking is the ranking method
given by

i �β
D j if and only if βi (D) ≥ β j (D) for all i, j ∈ N .

3 Axiomatizations of the Ranking Methods

Rubinstein’s result on the ranking in a tournamentOn the class of tournaments T ,
[62] provides an axiomatic characterization of the ranking byCopeland score (i.e., by
outdegree, since for tournaments the rankings by outdegree and by Copeland score
are the same).

The following three axioms (as formulated in [19]) are used for Rubinstein’s
characterization:
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(i) Anonymity:
Permuting the nodes in a digraph permutes accordingly the ranking, i.e.,

For every D ∈ D and permutation π : N → N it holds that

i �D j if any only if π(i) �πD π( j).

(ii) Positive responsiveness:
If i is ranked at least as high as j , then increasing the outdegree of i makes i
being ranked higher than j , i.e.,

Let D ∈ D and i, j, h ∈N , i �= j be such that (i, h) /∈ D, and let D′ = D ∪ {(i, h)}.
Then i �D j implies that i �D′ j.

(iii) Independence of irrelevant arcs:
The order between two nodes does not change if changes only take place with
respect to arcs on which they are neither the predecessor nor the successor, i.e.,

Let D, D′ ∈ D and i, j ∈ N be such that SD(i) = SD′(i), SD( j) = SD′( j),

PD(i) = PD′(i), and PD( j) = PD′( j).Then i �D j if and only if i �D′ j.

Ranking by outdegree [19] generalize Rubinstein’s result by characterizing the
ranking by outdegree for arbitrary digraphs. The first two axioms introduced in
[62], i.e., anonymity and positive responsiveness are the same, while independence
of irrelevant arcs is generalized in a straightforward way to independence of non-
dominated arcs.

Formally, for a ranking method represented by {�D | D ∈ D} ⊂ W , we consider
the following three axioms ([19]):

(i) Anonymity:
Permuting the nodes in a digraph permutes accordingly the ranking, i.e.,

For every D ∈ D and permutation π : N → N it holds that

i �D j if any only if π(i) �πD π( j).

(ii) Positive responsiveness:
If i is ranked at least as high as j , then increasing the outdegree of i makes i
being ranked higher than j , i.e.,

Let D ∈ D and i, j, h ∈N , i �= j be such that (i, h) /∈ D, and let D′ = D ∪ {(i, h)}.
Then i �D j implies that i �D′ j

(iii) Independence of non-dominated arcs:
The order between two nodes does not change if changes only take place in
arcs on which they are not the predecessors, i.e.,



On Different Ranking Methods 111

Let D, D′ ∈ D and i, j ∈ N be such that SD(i) = SD′(i) and SD( j) = SD′( j).

Then i �D j if and only if i �D′ j.

Reference [19] prove (their Theorem2.4) that a rankingmethod is equal to the ranking
method by outdegree if and only if it satisfies anonymity, positive responsiveness,
and independence of non-dominated arcs.

Ranking by Copeland score [7] presents an alternative generalization of Rubin-
stein’s result by providing an axiomatic characterization of the ranking by Copeland
score for arbitrary digraphs.

More precisely, [7] characterizes the Copeland score by the following axioms
(that we state by using the same notation borrowed from [19], the first two being the
same as in [19]):

(i) Anonymity:
Permuting the nodes in a digraph permutes accordingly the ranking, i.e.,

For every D ∈ D and permutation π : N → N it holds that

i �D j if any only if π(i) �πD π( j).

(ii) Positive responsiveness:
If i is ranked at least as high as j , then increasing the outdegree of i makes i
being ranked higher than j , i.e.,

Let D ∈ D and i, j, h ∈N , i �= j be such that (i, h) /∈ D, and let D′ = D ∪ {(i, h)}.
Then i �D j implies that i �D′ j.

(iii) Independence of 2- or 3-cycles:
Deleting or adding a cycle of length 2 or 3 to a digraph does not change the
ranking of the nodes, i.e.,

Let D, D′ ∈ D be such that D′ = D ∪ {(h, g), (g, h)} for some h, g ∈ N

with {(h, g), (g, h)} ∩ D = ∅, or D′ = D ∪ {(h, g), (g, f ), ( f, h)} for some
h, g, f ∈ N with {(h, g), (g, f ), ( f, h)} ∩ D = ∅.Then i �D j if and only

if i �D′ j for all i, j ∈ N .

(iv) Negative responsiveness:
If i is ranked at least as high as j , then increasing the indegree of j makes i
being ranked higher than j , i.e.,

Let D ∈ D and i, j, h ∈N , i �= j be such that (h, j) /∈ D, and let D′ = D ∪ {(h, j)}.
Then i �D j implies that i �D′ j.

As mentioned in [19], the ranking by Copeland score does not satisfy indepen-
dence of non-dominated arcs on D. Moreover, the ranking by outdegree does not



112 A. Rusinowska

satisfy independence of 2- or 3-cycles nor negative responsiveness for arbitrary
digraphs. Furthermore, note that while independence of non-dominated arcs gen-
eralizes independence of irrelevant arcs, independence of 2- or 3-cycles does not.

More precisely, [19] prove the following results (their Proposition 3.4) for a rank-
ing method R on D:

• If R satisfies independence of non-dominated arcs, then R satisfies independence
of irrelevant arcs.

• R satisfies independence of non-dominated arcs on T if and only if R satisfies
independence of irrelevant arcs on T .

• OnD, independence of 2- or 3-cycles and independence of irrelevant arcs are two
independent properties.

Reference [41] provides an axiomatic characterization of the ranking byCopeland
score restricted to the class of complete 2-digraphs, which aremodified digraphs such
that there exist exactly two (possibly the same) arcs between every pair of nodes
i, j ∈ N , i �= j .

As emphasized in [19], the notions of 2-digraphs and “standard” digraphs recalled
in Sect. 2 are different.

Reference [41] shows that for complete 2-digraphs the ranking by Copeland score
is characterized by the following three properties:

(i) Anonymity (stated for complete 2-digraphs);

(ii) Positive responsiveness (stated for complete 2-digraphs);

(iii) Independence of reversing cycles:
Reversing a cycle in a complete 2-digraph does not change the ranking of the
nodes.

Reference [19] point out that for complete 2-digraphs the ranking by Copeland
score is the same as the ranking by outdegree with the outdegree defined for such
graphs by outi (D) = #{(h, j) ∈ D | h = i}. Both rankingmethods also satisfy inde-
pendence of reversing cycles on CD.

Ranking by the β-measure [14] characterize the β-ranking by using the following
axioms:

(i) Anonymity;

(ii) Positive responsiveness;

(iii) Independence of irrelevant arcs:
Some arcs are irrelevant for comparing two nodes, i.e., arcs which do not
“involve” the two nodes.
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(iv) Node addition:
Adding nodes that are not linked to any other node has no influence on the
ranking.

(v) Independence of local density:
Increasing the number of successors of a node and simultaneously increasing
their number of predecessors, in the same proportion, does not change (improve
or worsen) the position of that node.

When comparing the above conditions with the axioms stated in [19], the first two
properties (anonymity, positive responsiveness) are the same, while independence
of irrelevant arcs is strictly weaker than the independence of non-dominated arcs (as
pointed out before). The last two properties (node addition, independence of local
density) are not related to any of the conditions in [19].
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1 Introduction

A cooperative game with transferable utilities or a TU game, in short, describes
situations where players make binding agreements to generate some worth or profit
together. The problem is then how to share the profit among the players in a rational
manner. The value is a function that prescribes a scheme of sharing the profit among
the players. The most popular value in TU games till date is the Shapley value [20]
which gives every player the average of her marginal contributions stemming out
from all possible coalitions she can make with her peers under the given binding
agreements. The Shapley value is the unique value that satisfies four properties,
namely, efficiency, symmetry, linearity, and dummyaxiomor the null player property.
Another very popular value found in the literature is the equal division rule (ED) that
splits the profits equally among the players irrespective of their productivities. The
ED also satisfies efficiency, symmetry,1 and linearity. There is a large class of values
that satisfies these three properties, we call them ESL values.

In this paper, we survey the recent developments in the ESL values and their
characterizations. We also make a brief discourse of some of the subclasses of the
ESL values that build on these characterizations. We show some interesting results

1In many occasions, the symmetry we are considering here is called equal treatment to equals
and symmetry is another axiom where the permutation of a player does not effect her payoff till
she generates the same worth under different permutations in a coalition, however, for linear and
efficient values, the two axioms are equivalent ([13], Theorem 2).
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that give us these subclasses after adding extra axioms with efficiency, symmetry
and linearity.

The first-ever instance of obtaining a unique and independent representation of the
ESL values without any additional axiom is seen in the work of Ruiz et al. [19]. They
[19] define the least square pre-nucleolus as a solution to aminimization problem that
satisfies efficiency, symmetry and linearity. Driessen and Radzik [9] obtain an alter-
native representation of the ESL values given in [19]. Hernandez-Lemoneda et al.
[10] and Chameni-Nembua and Andjiga[4] also propose two similar representations
of the ESL values, however, in [10], it is discussed under the name of semi-values
without dummy axiom. A more formal representation of the ESL values described
by Chameni-Nembua and Andjiga [4] can be seen in the work of Chameni-Nembua
[5] with an alternative and realistic interpretation. It is worth mentioning at this point
that the Shapley value builds on the extreme case of marginalism and the ED builds
on the extreme case of egalitarianism. There is a large class of values that consolidate
egalitarianism and marginalism. The Egalitarian Shapley value due to Joosten [11],
the discounted Shapley value again by Joosten [11], the solidarity value by Nowak
and Radzik [15], the consensus value by Ju et al. [12] are also members of this
class. Radzik and Driessen [17] introduce additional axioms to efficiency, symmetry
and linearity and obtain the Shapley value [20], the solidarity value [15], the least
square pre-nucleolus [19] and the consensus value [12] from the ESL representa-
tion described in [9]. They further provide two types of acceptability, namely, social
and general acceptability to characterize these four values. Meanwhile, Casajus and
Huettner [2] use the representation of the ESL values by Chameni-Nembua [5] to
characterize the Egalitarian Shapley value. In [14], Malawski introduces the pro-
cedural value based on the characterization of the ESL values by Ruiz et al. [19].
Following [5], Casajus and Huettner [3] obtain a new subclass of ESL values which
they call the class of generalized solidarity values. In a recent work by Béal et al. [1],
an important class of solidarity values is proposed that combines marginalism and
egalitarianism based on the size of coalitions. Their characterization of the value uses
the ESL representation of Ruiz et al. [19]. Choudhury et al. [6] propose a generaliza-
tion of the egalitarian Shapley value based on the coalition size. The characterization
of this class also uses the representation of the ESL values by Ruiz et al. [19].

In this survey, we make an account of the developments of the ESL values, their
representations and how these representations help in characterizing the specific
values mentioned above. The rest of the paper proceeds as follows. In Sect. 2, we
present the preliminary notions. Section3 includes the different representations and
characterizations of the ESL values. Section4 deals with some special subclasses of
ESL values and their characterizations. Finally, in Sect. 5, we introduce a new class
of ESL values that includes most of the above mentioned classes followed by the
concluding remarks in Sect. 6.
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2 Preliminary

Let N = {1, 2, ..., n} denote the player set. The subsets of N are called coalitions. A
TU game is the pair (N , v)where the function v : 2N → R is such that v(∅) = 0.We
call v the characteristic function of the TU game (N , v). For each coalition, S ⊆ N ,
the real number v(S) denotes the worth or profit generated by the players in S. If no
ambiguity arises over the player set N , a TU game is also denoted by its characteristic
function v. The size of the coalitions S, T , etc., are denoted by their respective small
letters, viz., s, t , etc. Let G(N ) denote the family of all TU games defined over
N . Under standard addition and scalar multiplication of functions, G(N ) is a linear
space of dimension 2n − 1 over R. Two special games, namely, the unanimity and
the standard or identity games are of particular interest to us as both these classes
make two standard bases for G(N ). In the following, we define these two classes of
games.

Let T ⊆ N be fixed, then for each coalition S ⊆ N define,

(i) The unanimity game: uT (S) =
{
1 T ⊆ S
0 otherwise.

(ii) The standard game : eT (S) =
{
1 T = S
0 otherwise.

The null game v0 ∈ G(N ) is defined as v0(S) = 0 for all S ⊆ N . The marginal
contribution of a player i ∈ N from the coalition S ⊆ N with regard to the TU game
v is given by v(S ∪ i) − v(S). Given v ∈ G(N ), player i ∈ N is called a null player
in v if her marginal contributions from all the coalitions with regard to v are zero, i.e.,
v(S ∪ i) − v(S) = 0 for each S ⊆ N . A value is a mapping � : G(N ) �→ R

n that
uniquely determines for each v ∈ G(N ), the distribution of total worths produced by
the cooperation of all the players in N . Two players i, j ∈ N are called symmetric
with respect to the game v if for all S ⊆ N \ {i, j}, v(S ∪ i) = v(S ∪ j). The three
axioms, namely efficiency, symmetry, and linearity for a value � : G(N ) → R

n are
listed below.

Axiom 1. Efficiency: For any v ∈ G(N ), we have
∑

i∈N �i (v) = v(N ).
Axiom 2. Symmetry: For every pair of symmetric players i, j ∈ N with respect

to the game v ∈ G(N ), we have �i (v) = � j (v).
Axiom 3. Linearity: For all u, w ∈ G(N ), every pair γ, η ∈ R, and every player

i ∈ N , we have
�i (γu + ηw) = γ�i (u) + η�i (w); (2.1)

� is additive if in particular (2.1) holds for γ = η = 1.

Some important values for TU games mentioned in Sect. 1 are listed below.

(a) The equal division rule (ED) denoted by �ED is given by

�ED
i (v) = v(N )

n
. (2.2)
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(b) The Shapley value due to [20], �Sh(v) is given by

�Sh
i =

∑
S⊆N\i

s!(n − s − 1)!
n! [v(S ∪ i) − v(S)]. (2.3)

(c) For α ∈ [0, 1], the α-Egalitarian Shapley value �α−ES due to [11] is given by

�α−ES(v) = α�ED(v) + (1 − α)�Sh(v) for v ∈ G(N ). (2.4)

(d) For δ ∈ [0, 1], the δ-discounted Shapley value �δ again due to [11] is given by

�δ
i (v) =

∑
S⊆N
i∈S

(s − 1)!(n − s)!
n! δn−s[v(S) − δv(S \ i)], ∀i ∈ N . (2.5)

(e) The solidarity value �sol due to Nowak and Radzik [15], which was later sim-
plified by Radzik and Driessen [17] is given by

�sol
i (v) = v(N )

n
− v(N \ i)

n2
+

∑
S�N\i

s!(n − s − 1)!
n! [v(S ∪ i)

s + 2
− v(S)

s + 1
], ∀i ∈ N .

(2.6)
(f) The least square pre-nucleolus due to Ruiz et al. [19] is define as the vector

�L(v) = (�L
1 , ..., �L

n ) = (x∗
1 , ..., x

∗
n ) that minimizes the function

f (x1, ..., xn) =
∑

∅
=S⊆N

{
v(S) −

∑
j∈S

x j
}2

,

subject to
∑

j∈N x j = v(N ) such that (x1, ..., xn) ∈ R
n .

(g) The equal surplus division �E (v) due to Driessen and Funaki [7] is given by

�E
i (v) = v(i) + v(N ) − ∑

j∈N v( j)

n
, ∀i ∈ N . (2.7)

(h) The consensus value �co due to Ju et al. [12] is given by

�co
i (v) = v(i)

2
+ 1

2

{
v(i) + v(N ) − ∑

j∈N v( j)

n

}
, ∀i ∈ N , (2.8)

which after some simplifications takes the form:

�co
i (v) = 1

2
�Sh(v) + 1

2
�E (v), ∀i ∈ N .

(i) The per capita value �pc due to [18] is given by
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�
pc
i (v) = n.

∑
S⊆N\i

s!(n − s − 1)!
n! [v(S ∪ i)

s + 1
− v(S)

s
], i ∈ N . (2.9)

(j) The per capita Shapley value �Sh pc
introduced in example 4.4 of [8] is given by

�Sh pc

i (v) = v(N )

n
− v(N \ i)

n(n − 1)
+

∑
S�N\i

s!(n − s − 1)!
n! [v(S ∪ i)

s + 1
− v(S)

s
], ∀i ∈ N .

(2.10)

All these above mentioned values satisfy the axiom’s efficiency, symmetry and lin-
earity, and therefore, are members of the ESL values. In the next section, we discuss
in detail the various characterizations and representations of the ESL values.

3 The ESL Values

We begin with the description of the ESL values given by Ruiz et al. [19].

Theorem 1 (Lemma 9 in [19], pp. 117)A value� : G(N ) → R
n satisfies efficiency,

linearity, and symmetry if and only if there exists ρs(s = 1, · · · n − 1) such that

�i (v) = v(N )

n
+

∑
S:i∈S 
=N

ρs
v(S)

s
−

∑
S:i /∈S

ρs
v(S)

n − s
, (∀i ∈ N , ∀v ∈ G(N )) (3.1)

Proof It is easy to check that the value � given by Eq(3.1) satisfies efficiency,
symmetry, and linearity. Conversely, let� satisfy efficiency, symmetry, and linearity.
Now, the class of standard games (eS)S⊆N is a basis for G(N ) so that any game
v ∈ G(N ) can be uniquely represented as v = ∑

S⊆N v(S)eS . By linearity,

�i (v) = �i (
∑
S⊆N

v(S).eS) =
∑
S⊆N

v(S)�i (eS)

It follows from the definition of eS that a pair of players i and j are symmetric if
either i, j ∈ S or i, j ∈ N\S. Hence, for any value � satisfying symmetry, we have

�i (eS) =
{
aS if i ∈ S
bS if i /∈ S

Moreover, from efficiency, for all S ⊆ N ,
∑

i∈N �i (eS) = eS(N ) ⇔ saS + (n −
s)bS = 0 and

∑
i∈N �i (eN ) = eN (N ) ⇔ �i (eN ) = 1

n for all i ∈ N .
Putting together, we get

�i (v) = v(N )

n
+

∑
S:i∈S 
=N

aSv(S) −
∑
S:i /∈S

saS
n − s

v(S), (∀i ∈ N , ∀v ∈ G(N )).
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By symmetry again, the real number aS is same for all coalitions of size s. Putting
ρs = sas the last expression of �i (v) is reduced to the form

�i (v) = v(N )

n
+

∑
S:i∈S 
=N

ρs
v(S)

s
−

∑
S:i /∈S

ρs
v(S)

n − s
, (∀i ∈ N , ∀v ∈ G(N )) (3.2)

This completes the proof. �

It is shown by Ruiz et al. [19] that the least square pre-nucleolus �L is of the form

Eq. (3.2) with constants ρs = s(n − s)

n · 2n−2
, s = 1, · · · , n − 1.

Extending the representation of ESL values given by Ruiz et al. [19], Driessen
and Radzik [9] propose the following theorem:

Theorem 2 (Theorem 3 in [9] pp. 155) The following three statements for a value
� on G(N ) are equivalent.

(i) � verifies efficiency, linearity, and symmetry.
(ii) There exists a (unique) collection of constants ρs(s = 1, · · · n − 1) such that

�i (v) = v(N )

n
+

∑
S:i∈S 
=N

ρs
v(S)

s
−

∑
S:i /∈S

ρs
v(S)

n − s
, (∀i ∈ N , ∀v ∈ G(N ))

(3.3)
(iii) There exists a (unique) collection of constants {bn,s |n ∈ N \ {l}, s ∈

{1, 2, ..., n}}, with bn,n := 1, so that, for every n-person game v with at least
two players, the value payoff vector (�i (v))ni=1 ∈ R

n is of the following form:

�i (v) =
∑

S⊆N\{i}

1

n.
(n−1

s

) [
bn,s+1v(S ∪ i) − bn,sv(S)

]
, ∀i ∈ N . (3.4)

Proof The proof follows immediately by taking bn,s = (n
s

)
ρs . �

Remark 1 Observe that � given by Eq. (3.4 becomes �Sh for bn,s := 1 for all
s ∈ {1, 2, ..., n}. Define a game vd : 2N → R by vd(S) = bn,sv(S) and call it the
disrupted game [9], we can immediately verify that � given by Eq(3.4) of any game
v is the Shapley value�Sh of its disrupted game. Formally,we have�(v) = �Sh(vd).

Hernandez-Lemoneda et al. [10] propose a class of continuous values that satisfy
efficiency, symmetry, and additivity (instead of linearity) having a form similar to [9,
19]. However, for any continuous value which is additive, the values are also linear.
The following theorem gives a characterization of this class of values.

Theorem 3 (Proposition 1 in [10], pp. 3)The continuous value� satisfies efficiency,
symmetry and additivity if and only if it is of the form

�
β
i (v) = v(N )

n
+

∑
i∈S,S 
=N

(n − s)[βsv(S) − βn−sv(N\S)] (3.5)
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for a set of n − 1 real numbers {βs}n−1
s=1 .

Remark 2 In [10], an interpretation of the expression of�β is given as follows. Each
player initially assigns the equal share of the grand coalition v(N ) and then a linear
transaction of wealth occurs from N\S to S for each S ⊂ N . Every player in N\S
pays an amount sβsv(S) and every player in S receives an amount (n − s)βsv(S)

whereβs depends on the coalition size and not on theworth generated by the coalition
S (by symmetry). After the completion of this process, the payoff to player i is�

β
i (v).

A particular set of real numbers {βs}n−1
s=1 uniquely determines all the members of this

class of values.

Let us now take a quick look at the proof of Theorem 3

Proof First, we show that a value � satisfies additivity and symmetry if and only if
there exists a set of real numbers {as}ns=1 ∪ {a′

s}n−1
s=1 such that

�i (v) =
∑

S:i∈S,S⊆N

asv(S) +
∑

S:i /∈S,S⊂N

a′
sv(S), ∀ i ∈ N

In view of the fact that the value being continuous and additive is linear, we have,
�i (v) = �i

(∑
S⊆N v(S).eS

) = ∑
S⊆N v(S)�i (eS) = ∑

S⊆N v(S)aiS , where�i (eS)
= aiS .

Suppose S and S′ are two sub-coalitions of N with s = s ′. Consider a permutation
π on N , such that π(S) = S′ and π(m) = n for m ∈ S, n ∈ S′.

Therefore, by symmetry,

�π(m)(π(eS)) = �m(eS) ⇔ �n(eS′) = �m(eS) ⇔ amS = anS′ .

Similarly, for m̂ /∈ S, n̂ /∈ S′ with π(m̂) = n̂,
[
∵ π(S) = S′ ⇒ π(N\S) = N\S′]

�π(m̂)(π(eS)) = �m̂(eS) ⇔ �n̂(eS′) = �m̂(eS) ⇔ am̂S = an̂S′ , ∀ s = s ′

Therefore,

�i (v) =
∑

S:i∈S,S⊆N

asv(S) +
∑

S:i /∈S,S⊂N

a′
sv(S), ∀ i ∈ N .

By efficiency,
∑

i∈N �i (eS) = sas + (n − s)a′
s = 0, ∀ S ⊂ N , i.e., a′

s = − s
n−s as

for 1 ≤ s ≤ n − 1. Moreover,
∑

i∈N �i (eN ) = nan = 1 ⇒ an = 1
n . Therefore
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�i (v) =
∑
i∈S

asv(S) −
∑
i /∈S

s

n − s
asv(S)

=
∑
i∈S

asv(S) −
∑
i∈S

n − s

s
an−sv(N\S)

= v(N )

n
+

∑
i∈S⊂N

(n − s)[βsv(S) − βn−sv(N\S)], where βs = as
n − s

.

Hence, an ESL value � can be uniquely determined over the basis (eS)S⊆N . The real
numbers {�i (eS)}S⊆N and equivalently {βs}n−1

s=1 refer to a unique representation of
� given by

�
β
i (v) = v(N )

n
+

∑
i∈S,S⊂N

(n − s)[βsv(S) − βn−sv(N\S)]

�

Chameni-Nembua and Andjiga [4] independently make an analytical study of the
ESL values and provide another unique representation of the class. They introduce
a sequence of n real numbers (A(k))nk=1 with A(n) = 1 to characterize the class of
ESL values on G(N ). The characterization theorem goes as follows:

Theorem 4 (Lemma 1 in [4], pp. 3) A value � is linear, efficient, and symmetric if
and only if there exists a set of n real numbers A(k)k=1,...,n such that

�i (v) = v(N )

n
+

n−1∑
k=1

[ (n − k)!(k − 1)!
n! A(k)

∑
i∈S,|S|=k

v(S) − (n − k − 1)!(k)!
n! A(k)

∑
i∈S,|S|
=k

v(S)]

(3.6)

After some simplifications, Eq. (3.6) can be rewritten as

�i (v) =
n∑

k=1

⎧⎨
⎩

∑
i∈S,s 
=k

(n − k)!(k − 1)!
n! [A(k)v(S) − A(k − 1)v(S\i)]

⎫⎬
⎭ (3.7)

Proof Following the proof of Theorem 3, we have a value � satisfies additivity and
symmetry if and only if there exists a set of real numbers {as}ns=1 such that

�i (v) = v(N )

n
+

∑
i∈S⊂N

asv(S) −
∑

i /∈S⊂N

s

n − s
asv(S), (3.8)

Take A(s) = n!
(n−s)!(s−1)!as , Eq. (3.8) becomes
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�i (v) = v(N )

n
+

∑
i∈S⊂N

(n − s)!(s − 1)!
n! A(s)v(S) −

∑
i /∈S

s

n − s

(n − s)!(s − 1)!
n! A(s)v(S),

= v(N )

n
+

n−1∑
s=1

{
(n − s)!(s − 1)!

n! A(s)
∑
i∈S

v(S) − (n − s − 1)!(s)!
n! A(s)

∑
i /∈S

v(S)

}

This completes the proof. �
In a follow-up paper, Chameni-Nembua [5] generalizes the notion of null player
for the set of ESL values and characterizes each element of this class by efficiency,
symmetry, and linearity, and a generalized null player axiom. The idea is very similar
to Shapley value formulation, where themarginal contribution of the generalized null
player is redefined to suit the given expression. The following proposition provides
a unique representation of the class of ESL values in this regard.

Theorem 5 (Theorem 1 in [5], pp. 432) A value � on G(N ) is an ESL value if and
only if there exists a unique sequence α(s)s=1,2,...,n with α(1) = 1 such that

�i (v) =
n∑

s=1

∑
i∈S,|S|=s

(n − s)!(s − 1)!
n! Aα(s)

i (S) (3.9)

where

Aα(s)
i (S) = α(s)[v(S) − v(S\i)] + 1 − α(s)

s − 1

∑
j 
=i

[v(S) − v(S\ j)]

Proof Note that both the expressions of� given in Theorems 4 and 5 are equivalent.
The unique set of real number {α(s)}ns=1 in Theorem 5 is obtained from Theorem4
by the substitution α(s + 1) = A(s). This completes the proof. �
Remark 3 Assume that in a coalition, each player has some effect on the contri-
butions of the other players. It is then desirable to share the total profit among the
players taking this effect into account (at least to some degree). In Eq. (3.9), the term
Aα(s)
i (S) represents the total gain of player i ∈ N after formation of the coalition

S ⊆ N . The term α(s)[v(S) − v(S\i)] is the fraction of her marginal contributions
she retains for herself and the remaining portion is equally distributed among the
other members of the coalition. Moreover, i gets a fraction of marginal contributions
of each j ∈ N\i . When α(s) = 1 for all s = 1, . . . , n, the marginal contributions
[v(S) − v(S\i)] of player i are fully retained by herself. This profit-sharing scheme is
given by the Shapley value. On the other hand, when each player decides to distribute
all her marginal contributions to the other members of the coalition, i.e., α(s) = 0
for all s = 1, . . . , n then we have the ED. The idea of sharing the coalitional worth or
profits, therefore, specifies an ‘n − 1’ dimensional path from individual productivity
((αs = 1)ns=2) to equality ((αs = 0)ns=2) within the class of ESL values. Chameni-
Nembua [5] introduces the notion of generalized null player property to further
characterize the class of ESL values.
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Meanwhile, Driessen and Radzik [17] restate their earlier result from [9] in a sim-
plified manner as follows:

Theorem 6 (Proposition 2 in [17], pp. 106) A value� is an ESL value if and only if
there exists a unique collection of real constants {bs}s=0,1...,n with bn = 1 and b0 = 0
such that for every game v ∈ G(N ) the value (�i (v))i∈N is of the following form:

�i (v) =
∑
S⊂N\i

s!(n − s − 1)!
n! [bs+1v(S ∪ i) − bsv(S)], i ∈ N (3.10)

The following table illustrates some of the standard values discussed above for dif-
ferent values of {bs}s=0,1...,n in Eq. (3.10).

4 Some Special ESL Values

In this section, we briefly study some ESL values of TU games, whose characteriza-
tions require one or more additional axioms to get specific forms of the coefficients
in their representations.

4.1 The Procedural Values

Malawski [14] introduces the class of procedural values for TU games. In his model,
a procedure is developed to share the marginal contributions of an incumbent player
with the players already present in the coalition. The coalition formed before the
incumbent player enters is called the predecessor set. The class of values is based on
the procedures of redistributing the marginal contributions to a coalition formed by
the players joining in random order. The model is confined to the set of procedures
that allows a player to share her marginal contributions only among its predeces-
sor set (not with the successor). The fraction of marginal contributions paid by an
entrant player can be viewed as an “entrant fee” that she is obliged to pay to her pre-
decessors. Note that Chameni-Nembua [5] also identifies a procedure to share the
marginal contributions of a player among all her coalition members, and every time
the coalition grows in size, they have to share the marginal contributions generated
with respect to that coalition. On the contrary, Malawski [14] identifies the procedure
of redistributing the marginal contributions of an entrant player with its predecessors
presuming a particular order of entry by the players in forming the grand coalition.
We formally describe the model as follows:

Given a particular ordering (permutation) π and player j ∈ N , let Pπ, j be the set
of predecessors of player j following the ordering π and Nπ, j be the set of successors
of player j . Thus, we have
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Pπ, j = π−1({1, 2, · · · ,π( j)}),

Nπ, j = π−1({π( j), j + 1, · · · , n}).

Define m j,π(v) = v(Pπ, j ) − v(Pπ, j\ j). Thus, m j,π(v) is the marginal contribution
of player j to the set of his predecessors following the ordering π. Each entrant player
j ∈ N generates her marginal contribution m j,π(v) following the ordering π which
is then divided among the players in Pπ,k according to a fixed procedure. Assuming
that all possible orders on the player set N are equally probable, the expected gain
of a player following this process is called the procedural value. Formally, we have
the following definitions:

Definition 1 A procedure s on G(N ) is a family of non-negative coefficients
((sk, j )kj=1))

n
k=1 such that (∀k) ∑k

j sk, j = 1.

Definition 2 The procedural value �s with respect to a procedure s on G(N ) is
given by

�s
i (v) =

∑
π∈�

∑
j∈Nπ,i

sπ( j),π(i)m j,π(v)

n! (4.1)

It follows that, given a permutationπ, the procedural value�s can be identifiedwith a
set of non-negative coefficients ((sk, j )kj=1)

n
k=1 such that

∑k
j=1 sk, j = 1, ∀k. Clearly,

s1,1 = 1. The procedure sk,k = 1 for k = j and sk, j = 0, ∀ j < k describes the Shap-
ley value. The solidarity value is given by the procedure sk, j = 1

k , ∀k ≥ 1, j ≤ k.
Further, it is interesting to note that the following procedures are all attributed to the
ED value:

• s1,1 = 1, ∀ k > 1, sk,k−1 = 1
• sk,1 = 1, ∀ k ≥ 1
• s1,1 = 1, ∀ k > 1 and ∀ j < k, sk, j = 1

k−1 ,

In what follows next, we show how the procedure s is connected to the coefficients
(ρi )

n
i=1 of the representation of the ESL values given in Eq.(3.1).

Theorem 7 (Lemma 2 in [14], pp. 314) For the value�s determined by a procedure
s = (s1, s2, · · · sn), the coefficients ρ1, · · · , ρn are

ρn = 1, ρt = st+1(n
t

) for t < n.

Theorem 8 (Corollary 2 in [14], pp. 314)EveryESL value onG(N )with coefficients
ρ1, · · · ρn given in Eq.(3.1) which satisfy

ρn = 1, 0 ≤ ρt(n
t

) ≤ 1, for t = 1, 2, ...n − 1

is procedural, and the coefficients of its procedure are given by:
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s1 = 1, sk = ρk−1 ·
(

n

k − 1

)
for k = 2, 3, · · · n.

The following three additional properties are mentioned in [14] to characterize the
procedural value apart from efficiency, symmetry, and linearity.

Definition 3 The value � on G(N ) is

• weakly monotonic if in every monotone game v (i.e., satisfying S ⊂ T ⇒ v(S) ≤
v(T )), �i (v) ≥ 0 for all i ∈ N ;

• coalitionally monotonic if for every coalition T and every pair of games v,w such
that (v(T ) > w(T ) and v(S) = w(S) for every S 
= T ) we have �i (v) ≥ �i (w)

for each i ∈ T ;
• locally monotonic if for v(S ∪ i) ≥ v(S ∪ j) for all coalitions S ⊆ N \ {i, j} we
have �i (v) ≥ � j (v).

Theorem 9 An ESL value on G(N ) is procedural if and only if it satisfies weak
monotonicity and coalitional monotonicity.

Theorem 10 An ESL value on G(N ) is procedural if and only if it satisfies weak
monotonicity and local monotonicity.

Remark 4 The set of procedural values is a convex set where the extreme points
of this convex set are the procedures (si )ni=1 with si ∈ {0, 1}, {i = 2, . . . , n}. Since
the Shapley value and the ED are the two extreme points, the class of egalitarian
Shapley values also belongs to the class of procedural values. Further, any convex
combination of the Shapley value and the solidarity value also belongs to the class
of procedural values.

Driessen and Radzik in [17] call the property of local monotonicity: fair treatment
andweakmonotonicity:monotonicity. These twomonotonicity properties are used to
further specify the constants bs’s in their ESL value representation given in Eq. (3.10)
as can be seen in the following theorem:

Theorem 11 An ESL value � verifies fair treatment (local monotonicity), if and
only if the constants bs in its representation Eq. (3.10) satisfy:

bn = 1 and bk ≥ 0 for k = 1, 2, ..., n − 1.

Theorem 12 An ESL value � verifies fair treatment and monotonicity, if and only
if the constants bs in its representation Eq(3.10) satisfy:

bn = 1 and 0 ≤ bk ≤ 1 for k = 1, 2, ..., n − 1.

In view of Remark 4, Theorems 11 and 12 can be seen as particular cases of Theorem
10. Moreover, Driessen and Radzik [17] show that:
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(a) TheShapley value and the solidarity value verify fair treatment andmonotonicity.
(b) The least square pre-nucleolus and the consensus value verify fair treatment.
(c) The least square pre-nucleolus and the consensus value do not verify monotonic-

ity for n ≥ 4 and n ≥ 3, respectively.

These results are in sync with Remark 4, Theorems 9 and 10.

4.2 The Egalitarian Shapley Value

Many values for TU games build on the principle of egalitarianism, marginalism
or a combination of the two. Marginalism vows for distribution of the total profit
according to the players’ productivity, while egalitarianism prescribes equal share
of the profit irrespective of who contributes how much. The Shapley value is an
extreme case of marginalism, while the ED is the extreme case of egalitarianism.
Recall from Sect. 2, that the egalitarian Shapley value �α given by Eq. (2.4) is a
convex combination of these two values with convexity parameter α ∈ [0, 1]. The
parameterα determines howmuchmarginal and egalitarian a value should be. Table1
shows that the class of egalitarian Shapley values is a subset of the class of ESL
values. Casajus and Huttener [2] introduce the null player in productive environment
property (NPE) to fully characterize this class of values.TheNPEstates thatwhenever
the grand coalition has a non-negative worth, payoff to the null player should also be
non-negative. This property can be termed as a solidarity property, and therefore, the

Table 1 Examples of ESL values

Value Coefficient {bn,s}ns=1 with bn,0 = 0 and bn,n = 1

1. The Shapley value (�Sh) bn,s = 1, ∀ 1 ≤ s ≤ n − 1 .

2. The ED (�ED) bn,s = 0, ∀ 1 ≤ s ≤ n − 1 .

3. The Solidarity value (�sol ) bn,s = 1
s+1 , ∀ 1 ≤ s ≤ n − 1.

4. The Egaliterian Shapley value
(�α−ES)

bn,s = α, ∀ 1 ≤ s ≤ n − 1 with α ∈ [0, 1].

5. The δ-discounted shapley value
(�δ)

bn,s = δn−s , ∀ 1 ≤ s ≤ n − 1 with δ ∈ [0, 1].

6. The least square value (�L )

bn,s = (n−1)!
(s−1)!(n−s−1)!

m(s)∑n−1
s=1 m(s)

(
n − 2
n − 1

) , ∀ 1 ≤ s ≤ n − 1

where m(s) ≥ 0, ∀s ∈ {1, ..., n − 1}
represents weight on all the coalitions of size s.

7. The equal surplus division (�E ) bn,1 = n − 1 and bn,s = 0, ∀ 2 ≤ s ≤ n − 1

8. The consensus value (�co) bn,1 = n
2 and bn,s = 1

2 , ∀ 2 ≤ s ≤ n − 1

9. The per capita value (�pc ) bn,s = n
s , ∀ 1 ≤ s ≤ n − 1

10. The per capita Shapley value
(�Sh pc

)
bn,s = 1

s , ∀ 1 ≤ s ≤ n − 1
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egalitarian Shapley value can be considered as a solidarity value too. In the following,
we give the NPE property and then we discuss the results found in [2].

• Null player in productive environment (NPE): For all v ∈ G and i ∈ N such that
i is a null player in v and v(N ) ≥ 0, we have �i (v) ≥ 0.

Theorem 13 An ESL value � satisfies the null player in productive environment
property if and only if there exists α ≤ 1 such that � = �α.

The proof of Theorem 13 requires the ESL expression Eq.3.9 given by Chameni-
Nembua [5], however, it requires a number of additional concepts, and therefore, we
think that the proof is beyond the scope of the present paper. Interested reader may
refer to [2] for a long but ingenious proof. Note that Casajus and Huettner [2] call the
local monotonicity property as desirability. The following theorem due to Driessen
and Radzik [18] gives an interesting characterization of the ESL values.

Theorem 14 An ESL value � of the form given by Eq.3.10 satisfies desirabil-
ity(local monotonicity) and monotonicity if and only if bn = 1 and 0 ≤ bs ≤ 1 for
all 1, 2, . . . , n − 1.

4.3 The Discounted Shapley Values

We have already mentioned that Joosten [11] introduces the class of δ-discounted
Shapley values denoted by �δ and given by Eq. (2.5). The parameter δ ∈ [0, 1]
decides the degree of marginalism and egalitarianism of �δ from a viewpoint dif-
ferent from the α-egalitarian Shapley value. Note that �δ is the Shapley value of
a δ reduced game w corresponding to the original game v, defined by w(S) =
δn−sv(S), ∀ S ⊆ N with δ ∈ [0, 1]. The two extreme values of δ = 0 and δ = 1
correspond, respectively, to the ED and the Shapley value. Brink and Funaki [21]
characterize the class of δ-discounted Shapley values as a unique class of ESL values
that satisfy the δ−reducing player property. Formally, we have the following:

• Given δ ∈ [0, 1] a value � satisfies the δ-reducing player property if �i (v) = 0
for each player i ∈ N , that satisfies v(S ∪ i) = δv(S), ∀ S ⊆ N\i .

The corresponding characterization of the δ-discounted Shapley value proceeds as
follows:

Theorem 15 ([21]) Given δ ∈ [0, 1], the ESL value � satisfies the δ−reducing
player property if and only if � = �δ .

Proof It is easy to prove that�δ is an ESL value that satisfies the δ−reducing player
property. Conversely, let� satisfies these four axioms. Then by Driessen and Radzik
[17], there exists a unique collection of constants {bs |s = 1, 2, ..., n} with bn = 1
such that
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�i (v) =
∑
S⊆N\i

s!(n − s − 1)!
n! (bs+1v(S ∪ i) − bsv(S)), for all i ∈ N . (4.2)

For s ∈ {1, ..., n} and an arbitrarily fixed S ⊆ N we define the game u by u(S) = 1,
u(S ∪ i) = δ and u(T ) = 0 for all T ∈ 2N \ {S, S ∪ i}, we see that i is a δ-reducing
player in u, and thus by the δ-reducing player property �i (u) = 0. Since �i (u) =
s!(n − s − 1)!(bs+1δ − bs), it follows that bs+1δ = bs . This holds for all s ∈ {n −
1, n − 2, ..., 1}, and thus using bn = 1, we get bs = δn − s for s ∈ {1, 2, ..., n}. This
proves the existence and uniqueness of the δ-discounted value. �

4.4 The ξ-solidarity Values

Casajus and Huttener [3] suggest a new class of solidarity values which they denote
by Solξ . Akin to the class of egalitarian Shapley values and the class of δ−discounted
Shapley values, the class of solidarity values Solξ depends on the parameter ξ. The
class, however, differs from the class �α, α ∈ [0, 1] as all the elements of Solξ do
not satisfy desirability (local monotonicity) and monotonicity (weak monotonicity).
The key axiom used in the characterization of this class is the ξ-player out property.

Definition 4 For any sequence ξ = (ξs)s∈N ∈ R, a player i ∈ N is called a ξ−player
in v ∈ G(N ) if v(i) = 0 and v(S ∪ i) − v(S) = ξs

v(S)

s , for all ∅ 
= S ⊆ N\i .
A sequence ξ specifies the amount by which the share of per capita worth of a
coalition changes when a ξ-players enters the coalition.

Definition 5 A value � satisfies the ξ-player out property if � j (vN\i ) = � j (v) for
a ξ-player i ∈ N\ j , where the game vN\i is the restriction of game v on 2N\i .

The following result specifies the set of admissible sequences for which the value
Solξ satisfies the ξ-player out property as well as efficiency.

Theorem 16 (Theorem 2 in [3], pp. 585) There exists a value that satisfies efficiency
and ξ-player out property if and only if ξ1 ∈ R − {−1

n |n ∈ N } and ξs = sξ1
(s−1)ξ1+1 , for

all s ∈ N.

The next result associates Solξ with the class of ESL values.

Theorem 17 (Theorem 3 of [3], pp. 585) For every admissible ξ, Solξ given by
Eq(4.3) is the unique ESL value that satisfies the ξ-player out property which is
given by

Solξ = ξn
v(N )

n
+

∑
S⊆N\i

s!(n − s − 1)!
n! [(1 − ξs+1)v(S ∪ i) − (1 − ξs)v(S)] (4.3)

for all v ∈ G(N ) and i ∈ N, where ξs = sξ1
(s−1)ξ1+1 for all s ∈ N.
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An alternative formula for Solξ following Chameni-Nembua [5] is given as follows:

Theorem 18 For every admissible ξ, the value Solξ is given by

Solξi (v) = v(i)

n
+

∑
S⊆N :i∈S,s>1

ρs−1

(
(1 − ξs−1).

[
v(S) − v(S \ i)] + ξs−1

1

s − 1

∑
j∈S\i

[
v(S) − v(S \ j)

])

(4.4)
for all i ∈ N, v ∈ G(N ) where ξl = l.ξ

(l−1)ξ+1 , l ∈ N and ρs−1 = 1
n

(
n − 1
s

)−1
.

Proof Since Solξ is an ESL value, following the ESL representation of of Chameni-
Nembua [5] given by Eq. (3.9), there is a sequence α = (α2, ...,αn) ∈ R

n−1 such
that

Solξi (v) = v(i)

n
+

∑
S⊆N :i∈S;s>1

ρs−1A
α
i (v, S)

for all i ∈ N where,

Aα
i (v, S) = αs[v(S) − v(S \ i)] + 1 − αs

s − 1

∑
j∈S\i

[v(S) − v(S \ j)].

In particular, when v = eT for some T ⊆ N , given by (ii), it can be easily shown
that

Solξi (eT ) = ρt−1.αt+1 ∀ T ⊂ N and i ∈ T .

By Eq. (4.3), Solξi (e
T ) = ρt−1(1 − ξt ) for all T ⊂ N and i ∈ N . Comparing the two

expressions of Solξ , we get the necessary and sufficient condition for Solξ to have
the Chameni-Nembua form is αt = 1 − ξt−1, t ∈ {2, ..., n}. �

Remark 5 Solξ with ξ1 restricted to [0, 1], contains the Shapley value and the ED
as its extreme cases and for ξ = 1

2 we get the solidarity value introduced by Nowak
and Radzik [15]. The degree of solidarity expressed by Solξ is the smallest when
ξ = 0, i.e., Sol0 = �Sh and the largest when Sol1 = �ED .

4.5 The Solidarity Allocation Rules

In a recent paper, Béal et al. [1] propose a subclass of the class of ESL values
(which are called the solidarity allocation rule by the authors). This class also takes
both egalitarian and marginalistic principles into account. The computation of the
Shapley value is based on a model where the players enter one by one to form the
grand coalition and each player is rewarded with its expected marginal contribution
over all possible permutations on the player set. On the contrary, computing the
collective contributions in forming the grand coalition is the new idea embedded in
Béal et al. [1]. The solidarity allocation rule makes equal shares of some fraction
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of the worth v(N ) and the remaining fraction is shared according to their expected
marginal productivities. To be precise, it takes into account individual productivity
for smaller coalitions and coalitional productivity for larger coalitions. This requires
a critical size p of the coalitions to be fixed ex ante.

The procedure of obtaining the solidarity allocation rule is given as follows. Given
a permutationπ on the player set N , a coalition is formed by the sequential gatherings
of players. In this sequential gathering, before attaining size p, each player keeps
on getting her marginal contributions. When the coalition exceeds its critical size p,
all players entering afterwards get the per capita income of their cumulative payoffs
up-till the grand coalition is formed. The solidarity allocation rule Solp is the average
payoff obtained by the above process over all possible permutations on the player set.
The expected solidarity of the values Solp’s over a probability distribution β denoted
by Solβ . Two special cases Sol0 and Soln−1 are exactly the ED and the Shapley value,
respectively.

The construction process of Solp and Solβ is formally described as follows:

(i) Take a critical size p ∈ {0, 1, . . . , n − 1}.
(ii) Consider a game v and a permutation π ∈ � so that the players would follow

π to form the grand coalition v(N ).
(iii) Each player arriving at positionπ(i) ≤ p guarantees her contribution v(Pπ,p) −

v(Pπ,p\i) as her payoff.
(iv) Players arriving at position π(i) > p get equal share of v(N ) − v(Pπ,p).
(v) The payoff vector of player i thus obtained is called the contribution vector

C
Pπ,p

i .

C
Pπ,p

i (v) =
⎧⎨
⎩

v(Pπ,p) − v(Pπ,p\i), if π(i) ≤ p
v(N ) − v(Pπ,p\i)

n − p
, if π(i) > p

(vi) Solp is defined as the average of this contributions over all possible permuta-
tions.

Solp(v) = 1

n!
∑
π∈�

C
Pπ,p

i

=
∑

S⊂N ,i∈S,s≤p

(n − s)!(s − 1)!
n! [v(S) − v(S\i)]

+
∑

S⊆N ,i /∈S,s=p

(n − s − 1)!s!
n! [v(N ) − v(S)]

(vii) If p is drawn from {0, 1, . . . , n} according to some discrete probability distribu-
tion β, β = {βp : p ∈ {0, 1, . . . , n − 1}}. Then the solidarity value generated
by this particular distribution β is given by
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Solα(v) =
n−1∑
p=0

βp Sol
p(v)

Observe that Solp is an ESL value. Next, we state the result of our interest

Theorem 19 (Proposition 8 in [1], pp 73.) A value � is a solidarity allocation
rule if and only if it can be represented by Eq(6), with constants B� = (b�

s :
s ∈ {0, 1, 2, 3, ..., n}) such that, 0 = b�

0 = 0 ≤ b�
n−1 ≤ ... ≤ b�

2 ≤ b�
1 = 1. Further,

� = �α whereα = {αs : s ∈ {0, 1, . . . , n − 1}} is obtained from the transformation
B� → α such that, α0 = 1 − b�

1 , αn−1=b�
n−1, αs=b�

s − b�
s+1, ∀s ∈ {1, 2, . . . , n}.

Since the proof of the existence and uniqueness of the ESL values are all similar, we
skip the proof of this theorem. Interested reader may find the complete proof in [1].

4.6 The Generalized Egalitarian Shapley Value

In a recent work, Choudhury et al. [6] construct a class of values generalizing the
egalitarian Shapley value�α over a sequence of coalition size dependent TU games.
Most of the values discussed so far, are equipped with some parameter that provides
the planner flexibility to balance between marginalism and egalitarianism, but none
of them has an explicit relationship with the coalition size. The class of values
introduced in [6] bridges this gap. The guiding principle in this model is that when
size of the coalitions increases the level of marginalism among players increases.
For example, in small groups such as the startup or flat organizations, the profit is
shared equally among the partners, however, when the organization grows into tiers
and levels, it becomes a function of the productivities of the members of those tiers.
Keeping this as the motivation, the generalized class of egalitarian Shapley values
is defined. To start with, let G(N ) be decomposed into n subclasses based on its
coalition size k ∈ {1, 2, . . . , n}. The decomposition and the formation of the value
can be described in the following steps.

Step 1. Decompose any game v ∈ G(N ) into n components v<2, v2≤,<3, . . .

vn−1≤,<n and v≥n , where,

v<2(S) =
{

v(S) for all S ⊆ N suchthat s < 2,
0 otherwise,

v≥n(S) =
{

v(S) for all S ⊆ N suchthat n − 1 < s ≤ n,

0 otherwise,

and for all k ∈ {3, ..., n} we have,

vk−1≤,<k(S) =
{

v(S) for all S ⊆ N suchthat k − 1 ≤ s < k,
0 otherwise.



The Efficient, Symmetric and Linear Values for Cooperative … 137

Then by the usual addition of functions, we can represent v as v = v<2 + v2≤,<3 +
· · · + vn−1≤,<n + v≥n .

Step 2. On the basis of Step 1, decompose G(N ) as:

G(N ) = G(N )<2 ⊕ G(N )2≤,<3 ⊕ G(N )n−1≤,<n ⊕ G(N )≥n

where for each v ∈ G(N ), we have v<2 ∈ G(N )<2 v2≤,<3 ∈ G(N )2≤,<3 etc.

Step 3. Givenα ≡ (α1,α2, . . . ,αn) ∈ [0, 1]n with 0 = α0 ≤ α1 ≤ · · · ≤ αn = 1,
the generalized egaliterian Shapley value is given by

�α−GES
i (v) = �

α1−ES
i (v < 2) +

k=n−1∑
k=2

�
αk−ES
i (v≤k,<k+1) + �

αn−ES
i (v≥n) (4.5)

=
∑
S:i∈S

(n − s)!(s − 1)!
n! {αsv(S) − αs−1v(S\i)} (4.6)

where 0 = α0 ≤ α1 ≤ . . . ≤ αn = 1.

The first characterization of this class is in the same line of Shapley [20]. A relatively
weaker than the null player axiom, namely, null player in a non-negative environment
property along with efficiency, symmetry and linearity characterize this generalized
class. Formally we have the following: this generalized class.

• null player in a non-negative environment property: For v ∈ G(N ) and i ∈ N such
that i is a null player in v and v(S) ≥ 0 for all i ∈ S, we have �i (v) ≥ 0.

This assumption is weaker than the null player in a productive environment due to
Casajus andHuettner [2]. The characterization theorem of the generalized egalitarian
Shapley value goes as follows:

Theorem 20 A value � satisfies efficiency, additivity, desirability and the null
player in a non-negative environment property if and only if there exists an α =
(α1,α2, ...,αn) ∈ [0, 1]n, where 0 = α0 ≤ α1 ≤ α2 ≤ ... ≤ αn = 1 such that � =
�α−GES.

Remark 6 It is interesting to note that not all ESL values that satisfy the null player
in a non-negative environment property are generalized egalitarian Shapley values.
Casajus and Huettner [2] show that a value that satisfies efficiency, additivity, and
desirability also satisfies linearity. Moreover, desirability implies symmetry. Thus,
desirability cannot be avoided in this characterization. From now onwards, we call
the generalized egalitarian Shapley value the GES value in short.
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5 An Extension of the GES Value

The generalized egalitarian Shapley value proposed by Choudhury et al. [6] gives a
monotonically increasing sequence of the parameters αs’s (s = 0, ..., n), i.e., αs

αs+1
≤

1 for s = 0, ..., n such that with the increase of the coalition size, the value becomes
more marginal. That is, the increase in marginality is determined by the parameters
αi ’s. In this section, we try to answer the question: can we obtain a class of ESL
values where sharing of the profits in some of the smaller coalitions may also be less
egalitarian than the larger coalitions. This may be the case when there is spillover or
externalities in forming a coalition. If we can obtain such a value, the next question
would be: how much flexibility can we impose on the choice of the parameters αs’s?
To answer these questions, we obtain the extended GES value, which we denote by
the EGES value. The procedure of obtaining the EGES value goes as follows:

Step (i) Decompose any game v ∈ G(N ) into n components v<2, v2≤,<3, . . .

vn−1≤,<n and v≥n , where

v<2(S) =
{

v(S) for all S ⊆ N suchthat s < 2,
0 otherwise,

v≥n(S) =
{

v(S) for all S ⊆ N suchthat n − 1 < s ≤ n,

0 otherwise,

and for all k ∈ {3, ..., n}, we have

vk−1≤,<k(S) =
{

v(S) for all S ⊆ N suchthat k − 1 ≤ s < k,
0 otherwise.

Then by the usual addition of functions, we can represent v as

v = v<2 + v2≤,<3 + · · · + vn−1≤,<n + v≥n.

Step (ii) On the basis of Step 1, decompose G(N ) as:

G(N ) = G(N )<2 ⊕ G(N )2≤,<3 ⊕ G(N )n−1≤,<n ⊕ G(N )≥n

where for each v ∈ G(N ) we have, v<2 ∈ G(N )<2 v2≤,<3 ∈ G(N )2≤,<3 etc.

Step (iii) Let f : {1, 2, . . . , n} → R be a strictly increasing function. Given α ≡
(α1,α2, . . . ,αn) ∈ [0, 1]n such that α0 = 0, αn = 1 and

αs

αs+1
≤ f (s + 1)

f (s)
for

all 0 ≤ s ≤ n. Note that, by taking a strictly monotonic increasing function, we
include the possibility that for some s, αs ≥ αs+1.

Step (iv) The extended GES value denoted by �α−EGES
i is given by,
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�α−EGES
i (v) = �α1−ES(v<2) +

k=n−1∑
k=2

�αk−ES(vk≤,<k+1) + �αn−ES(v≥n)

After simplifications

�α−EGES
i (v) =

∑
S⊆N :i∈S

(n − s)!(s − 1)!
n! {αsv(S) − αs−1v(S\i)} (5.1)

=
∑
S⊆N\i

(n − s − 1)!(s)!
n! {αs+1v(S ∪ i) − αsv(S)} (5.2)

where 0 ≤ αs
αs+1

≤ f (s+1)
f (s) for all s ∈ {0, 1, 2, . . . , n − 1} and α0 = 0, αn = 1.

The characterization of the EGES value depends on the function f . In what follows,
we consider f (s) = s, the identity function and obtain a characterization of theEGES
values. It is interesting to observe that the EGES values under this assumption of the
function f takes a form similar to the per capita values given by Eq. (2.10).

5.1 Characterization

For the initial characterization of this class, we follow [6]. Akin to the null player
in a non-negative environment property, we introduce per capita null player in a
non-negative environment property.

Definition 6 A player i ∈ N is called the per capita null player if v(S∪i)
s+1 = v(S)

s for
all S ⊆ N\i, 0 ≤ s ≤ n − 1 (with the convention: 0

0 = 0).

• Per capita null player in a non-negative environment property: A value � satisfies
the per capita null player in a non-negative environment property if for each per
capita null player i in v, �i (v) ≥ 0 whenever v(S) ≥ 0 for all S ⊆ N such that
i ∈ S.

Theorem 21 A value � satisfies desirability, additivity, efficiency, monotonicity,
and per capita null player in a non-negative environment property if and only if
there exists an α ≡ (α1,α2, . . . ,αn) satisfying

αs
αs+1

≤ s+1
s for 1 ≤ s ≤ n − 1 and

0 ≤ αs ≤ 1 such that � = �α−EGES.

Proof The value �α−EGES inherits desirability, additivity, efficiency, and mono-
tonicity from the class of egalitarian Shapley values �α.

Let j ∈ N be a per capita null player player in v ∈ G(N ), i.e., v(S∪ j)
s+1 = v(S)

s ⇔
v(S ∪ j) = s+1

s v(S), for all ∅ 
= S ⊆ N\ j and v(S) ≥ 0, We have
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�α−EGES
j (v) =

∑
∅
=S⊆N\ j

(n − s − 1)!(s)!
n! {αs+1v(S ∪ j) − αsv(S)}

=
∑

∅
=S⊆N\ j

(n − s − 1)!(s)!
n! {αs+1v(S)

s + 1

s
− αsv(S)}

=
∑

∅
=S⊆N\ j

(n − s − 1)!(s)!
n! {αs+1

s + 1

s
− αs}v(S)

≥ 0, with the convention:
0

0
= 0.

Therefore, �α−EGES
j satisfies per capita null player in a non-negative environment

property.
Conversely, let�be an arbitrary value satisfying desirability, additivity, efficiency,

monotonicity (weak monotonicity in our terminology) and per capita null player in
a non-negative environment property. It follows that � satisfies linearity also. A
value satisfying desirability also satisfies symmetry. Therefore, � is an ESL value,
moreover it satisfies desirability and monotonicity. From Theorem 14, we conclude
that the value is of the following form:

�i (v) =
∑

S:S⊆N\i

(n − s − 1)!(s)!
n! {αs+1v(S ∪ i) − αsv(S)} with 0 ≤ αs ≤ 1.

Let v(S∪i)
s+1 = v(S)

s ⇔ v(S ∪ i) = s+1
s v(S) for∅ 
= S ⊆ N\i and v(T ) = 0 for all T 
=

S, S\i and v(S ∪ i) ≥ 0 and v(S) ≥ 0. Since � satisfies per capita null player in a
non-negative environment property, we have

�i (v) =
∑

S⊆N\i

(n − s − 1)!(s)!
n! {αs+1v(S ∪ i) − αsv(S)}

= (n − s − 1)!(s)!
n! {αs+1v(S)

s + 1

s
− αsv(S)}

= {αs+1
s + 1

s
− αs}v(S) ≥ 0

⇒ either αs+1 = αs = 0 or αs = 0,αs+1 > 0 or
s + 1

s
≥ αs

αs+1
for 1 ≤ s ≤ n − 1

Hence,

�i (v) =
∑

S:S⊆N\i

(n − s − 1)!(s)!
n! {αs+1v(S ∪ i) − αsv(S)}

where s+1
s ≥ αs

αs+1
for all s ∈ {0, 1, 2, . . . , n − 1} with 0 ≤ αs ≤ 1 for all

s = {0, . . . , n}. It follows that � = �α−EGES . �
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Remark 7 The axioms characterizing �α−EGES are independent as can be seen
from the following:

(a) �pc satisfies all but monotonicity (weak monotonicity).
(b) �EF

i (v) = 0 for all i ∈ N satisfies all but efficiency.

(c) �A
i (v) =

{
�Sh

i (v) if v(N ) < 1
�ED

i (v) if v(N ) ≥ 1
satisfies all but additivity.

(d) �α with αn = 1, α1 = −1, αs = 0 for all 2 ≤ s ≤ n − 1 satisfies all but desir-
ability.

(e) �α withαn = 1, αs = 1
(n+1)s for all 1 ≤ s ≤ n − 1 satisfies all but the per capita

null player in a non-negative environment property.

We get another characterization of the EGES value by replacing desirability and
monotonicity with a new axiom which we call bounded desirability. The bounded
desirability is similar to the Shapley value proportionality axiom introduced by
Nowak and Radzik in [16] that depends on �Sh .

• A value � satisfies bounded desirability if 0 ≤ [�i (v) − � j (v)] ≤ [�Sh
i (v) −

�Sh
j (v)] whenever v(S ∪ j) ≥ v(S ∪ i) for all S ⊆ N\{i, j}.

Desirability ensures higher payoff to a highly productive player. Similarly, under the
assumption of bounded desirability, the payoff difference of two players is always
less than their payoff difference under Shapley value. Any value that establishes a
trade-off between marginalism and egalitarianism satisfies bounded desirability as
Shapley value is an extreme case of marginalism.

Proposition 1 If a value � satisfies bounded desirability then it also satisfies desir-
ability but the converse is not true. Moreover, an ESL value satisfies desirability and
monotonicity if and only if it satisfies bounded desirability.

Proof The first part is clear from the definition. For the converse part, consider
i, j ∈ N and the the per capita value

�
pc
i (v) =

∑
S:S⊆N\i

(n − s − 1)!s!
n! n[v(S ∪ i)

s + 1
− v(S)

s
]

�
pc
i (v) − �

pc
j (v) =

∑
S:S⊆N\i, j

(n − s − 2)!s!
(n − 1)!

n

s + 1
[v(S ∪ i) − v(S ∪ j)]

≥
∑

S:S⊆N\i, j

(n − s − 2)!s!
(n − 1)! [v(S ∪ i) − v(S ∪ j)]

= �Sh
i (v) − �Sh

j (v) ≥ 0

Hence,�pc satisfies desirability but not bounded desirability. For the second part, let
� be an arbitrary ESL value that satisfies desirability and monotonicity, hence (by
Proposition 3 of [18]) there exists bs with b0 = 0, bn = 1, 0 ≤ bs ≤ 1 such that
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�b
i (v) =

∑
S:S⊆N\i

(n − s − 1)!(s)!
n! {bs+1v(S ∪ i) − bsv(S)}

Now

0 ≤ �b
i (v) − �b

j (v)

=
∑

S:S⊆N\i, j

(n − s − 2)!(s)!
(n − 1)! bs+1[v(S ∪ i) − v(S ∪ j)]

≤
∑

S:S⊆N\i, j

(n − s − 2)!(s)!
(n − 1)! [v(S ∪ i) − v(S ∪ j)]

= �Sh
i (v) − �Sh

j (v)

Thus,�with 0 ≤ bs ≤ 1 satisfies bounded desirability. Conversely, let the ESL value
� satisfy bounded desirability. Since, 1 = eT∪i (T ∪ i) ≥ eT∪i (T ∪ j) = 0 for all
T ⊆ N\{i, j}, we have

0 ≤ �i (eT∪i ) − � j (eT∪i ) ≤ �Sh
i (eT∪i ) − �Sh

j (eT∪i )

⇒ 0 ≤ (n − t − 2)!(t)!
(n − 1)! bt+1 ≤ (n − t − 2)!(t)!

(n − 1)!
⇒ 0 ≤ bt+1 ≤ 1 for all 0 ≤ t ≤ n − 2.

Therefore, � satisfies desirability and monotonicity. �

Theorem 22 A value � satisfies bounded desirability, efficiency, additivity, and per
capita null player in non-negative environment if and only if there exists an α ≡
(α1,α2, . . . ,αn), where 0 ≤ αs ≤ 1 and αs

αs+1
≤ s+1

s for all s ∈ {0, 1, 2, . . . , n − 1}
such that � = �α−EGES.

Proof It is easy to check that the class �α−EGES satisfies bounded desirability,
efficiency, additivity and per capita null player in non-negative environment property.
Let an arbitrary value� satisfy these axioms. If� satisfies bounded desirability, then
� also satisfies desirability. Since desirability, efficiency, and additivity all together
implies linearity and we know that desirability implies symmetry, therefore, � is
an ESL value. Again if an ESL value satisfies bounded desirability, then it satisfies
desirability and monotonicity, and hence there exist a sequence bs with 0 ≤ bs ≤ 1
such that

�i (v) = �b
i (v) =

∑
S:S⊆N\i

(n − s − 1)!(s)!
n! {bs+1v(S ∪ i) − bsv(S)}.

Again � satisfies per capita null player in non-negative environment property. Con-
sider the game v such that v(S∪i)

s+1 = v(S)

s ⇒ v(S ∪ i) = s+1
s v(S) for a subset S such

that S ⊆ N\i and v(T ) = 0 for all T 
= S, S ∪ i and v(S), v(S ∪ i) ≥ 0 of The-
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orem 21 and the above expression �i = �b
i , we conclude that bs

bs+1
≤ s+1

s for all

1 ≤ s ≤ n − 1 (when bs+1 > 0, otherwise we assume 0
0 = 0).

Remark 8 (a) For αs = 1 − ξs , we have
αs

αs+1
= sξ+1

(s−1)ξ+1 ≤ s+1
s , for all ξ ∈ [0, 1],

therefore, the class Solξ [3] belongs to the EGES class.
(b) The class Solβ introduced by Béal et al. [1] is characterized by the sequence b

such that b0 = 0, bn = 1, 1 ≥ b1 ≥ b2 ≥, . . . , bn−1 ≥ 0.
A value�b of this classwith bs

bs+1
≤ s+1

s for 1 ≤ s ≤ n − 2 belongs to the EGES
class.

6 Conclusion

We survey the recent developments on different ESL values and the correspond-
ing characterizations following their representations proposed by Ruiz et al. [19],
Driessen and Radzik [9] and Chameni-Nembua [5]. Then we obtain the characteri-
zation of a few special classes of games that require the representation of the ESL
values given in [5, 9, 19]. Finally, an extended generalized egalitarian Shapley value
is obtained and its characterization is given. Similar extensions and generalizations
can also be made of those values where the planer has a choice to adjust egalitari-
anism and marginalism over a range of coalition size, viz., the δ-discounted Shapley
value, the ξ-Sol value, etc., to name a few.
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New Characterizations of the Discounted
Shapley Values

Parishmita Boruah

1 Introduction

Cooperative games model social and economic situations which are subject to some
binding agreements among agents/players. Let N = {1, 2, ..., n} denote the set of
agents/players. A cooperative game with transferable utility or simply a TU game is
a pair (N , v)where the function v : 2N → R is such that v(∅) = 0. For each S ⊆ N ,
the value v(S) represents the worth of S; a subset S in this terminology is called a
coalition. Denote the cardinality of a coalition S ⊆ N by the symbol |S|. If N is fixed,
(N , v) is simply denoted by v. The class of all TU games with player set N , denoted
by G(N ), is a linear space of dimension 2|N | − 1 under standard addition and scalar
multiplication of set functions. Since a basis for any linear space inherits most of the
properties of its members, recognizing the basis elements is itself an important and
interesting domain of study (for detailed description of various methods to obtain
alternative basis vectors for the class G(N ), we recommend [6, 9, 12]). A value is
a function on the space G(N ) that assigns each of its members an |N |-vector from
R

|N |. Among the various values proposed till date, the Shapley value [14] and the
Equal division rule are the most popular values. Most of the popular values proposed
till date satisfy Linearity, Symmetry, and Efficiency and therefore, these values are
together called the ESL values [13]. The Shapley value, the δ-discounted Shapley
value [8], the Solidarity value [10], the Equal division rule [16], the Egalitarian
Shapley value [8], etc., are few examples of the ESL values. The Shapley value
and the Equal division rule are respectively, based on the two extreme cases of
marginalism and egalitarianism. On the other hand, the δ-discounted Shapley value
(δ ∈ [0, 1]) of the game (N , v) is defined as the Shapley value of the game (N , v′)
such that v′(S) = δ|N |−|S|v(S), for each S ⊆ N and hence can be considered as a
dynamic way of distributing the resource with the total resource diminishes at each
stage in the power of δ. The family of δ-discounted Shapley values makes a trade-off
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between marginalism (the Shapley value for δ = 1 ) and egalitarianism (the Equal
division rule for δ = 0) and therefore, can be thought of as a solidarity value. Now
onwards, we alternatively use the name “discounted Shapley value” instead of “δ-
discounted Shapley value” where there is no ambiguity on δ.

Consolidation of marginalism and egalitarianism has been accepted as a more
humane way of sharing resource among agents (see [8, 15, 17]). The discounted
Shapley values have strong theoretical background in both cooperative and non-
cooperative setup [17]. In this paper, we propose a new characterization of the dis-
counted Shapley values. Our characterization goes along line of [2, 3, 18, 19] who
have used similar procedure for the characterization of the Shapley value. For an
arbitrarily fixed δ ∈ (0, 1], we obtain a basis for the kernel of the δ-discounted Shap-
ley value which is a special game, we call it the δ-factious oligarchic game. The
δ-factious oligarchic game is such that it cannot alter the solution of a game under
the summation operation. Examples of such games can be seen in parliamentary
system of democracy, where the treasury bench may have more members than it
actually required to pass a bill. The remaining votes and respective contributions are
therefore considered marginal from the utilitarian point of view. Thus, even if we
add these extra contributions to the bill passing game, as it popularly known in the
literature, their net contribution is zero. More such examples can be found in [2, 3,
18, 19].

The standard characterization of the δ-discounted Shapley value is done using the
axioms Additivity (Linearity), Symmetry, Efficiency, and δ-reducing player property
[17]. We show an alternative characterization using the δ-factious oligarchic axiom
and the δ-inessential property, which we define in Sect. 3. Our approach builds on the
solution procedure of the inverse problem discussed in [12], i.e., given an |N |-vector
of payoffs, say x, one needs to find all the games in G(N ) of which the δ-discounted
Shapley value equals x. This is equivalent to describe the kernel of the δ-discounted
Shapley value. Following this procedure, the commander basis (games)was proposed
in [19] to characterize the Shapley value. The commander basis has two properties,
namely (i) when a game is expressed as a linear combination of the commander basis,
the coefficients related to the singleton coalitions coincide with the Shapley value of
the game and (ii) the kernel of the Shapley value is induced by the commander basis.
Similar to this, the δ-factious oligarchic games have the properties, namely (i) when a
game is represented by the linear combination of these games, the coefficients related
to the singleton coalitions coincide with the discounted Shapley value of the game.
(ii) The class of δ-factious oligarchic games induces the null space of the discounted
Shapley value.

The rest of the paper is organized as follows: Sect. 2 contains Preliminaries. In
Sect. 3, we investigate the kernel of the discounted Shapley values. In Sect. 4, we dis-
cuss some new axioms and the bases for the kernel of the discounted Shapley values.
These new axioms and bases lead to the natural axiomatizations of the discounted
Shapley values, which we present in Sect. 5. Further, we extend the method adopted
by us to characterize the discounted Shapley values for a subclass of the ESL values
in Sect. 6.
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2 Preliminaries

In this section, we compile and present the existing notions and subsequent results
required for the development of our paper from [3, 8, 14, 17, 18], etc. Let the player
set N = {1, 2, 3, ..., n} with |N | ≥ 2 be fixed. Recall that a value or a solution is a
function� : G(N ) → R

|N | which uniquely determines for each game v a distribution
�(v) = (�1(v),�2(v),�3(v), ..., �|N |(v)), where �i (v) is the payoff to player i ,
for all i ∈ N . Three well-known values on G(N ) which are of importance to the
development of our paper are given in the following.

(a) The Shapley value [14] is given by,

�Sh
i (N , v) =

∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! (v(S ∪ {i}) − v(S)), ∀ i ∈ N .

(b) The Equal division rule ED : G(N ) → R
|N | is defined as

EDi (v) = v(N )

|N | , ∀ i ∈ N .

(c) For δ ∈ [0, 1], the δ-discounted Shapley value �δ , introduced by Joosten [8]
is given by

�δ
i (N , v) =

∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ|N |−|S|−1(v(S ∪ {i}) − δ.v(S)), ∀ i ∈ N .

Note that the class δ-discounted Shapley values contain the Equal division rule
(for δ = 0) and the Shapley value (for δ = 1) as extreme cases.

Various axiomatizations of the Shapley value, the Equal division rule, and the dis-
counted Shapley values are found in [2–4, 17], etc. In the following, we list some
of the important axioms that characterize the discounted Shapley values and also
are relevant to the present paper. Before that, we formally give some definitions as
follows:

Definition 1 (null and nullifying player) Player i ∈ N is a null player in v ∈ G(N )

if for all S ⊆ N\{i}, we have v(S ∪ {i}) = v(S). Player i ∈ N is a nullifying player
in v ∈ G(N ) if for all S ⊆ N\{i}, we have v(S ∪ {i}) = 0.

It follows that the null player is non-productive in any coalition, whereas the nulli-
fying player annihilates the productivities of all the coalitions to which it belongs.

Definition 2 (δ-reducing player) For δ ∈ [0, 1], player i ∈ N is called a δ-reducing
player in v ∈ G(N ) if for all S ⊆ N\{i}, we have v(S ∪ {i}) = δv(S).
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The δ-reducing player reduces the productivity of a player by the fraction δ. For
δ = 1 and δ = 0, the δ-reducing player becomes the null player and the nullifying
player, respectively.

Definition 3 A game v ∈ G(N ) is called inessential, if for all ∅ 
= S ⊆ N , v(S) =∑
i∈S v({i}).

Definition 4 If a game v ∈ G(N ) is such that v(S) = 0, ∀ S ⊆ N , then it is called
the null game.

The list of the standard axioms that characterize the Shapley value, the Equal division
rule, and the discounted Shapley values is given below.

Axiom 1 Efficiency (EFF): The value � satisfies EFF if
∑

i∈N �i (v) = v(N ) ∀
v ∈ G(N ).

Axiom 2 Linearity ( LIN ): � satisfies LIN, if �(αv + βw) = α�(v) + β�(w) ∀
v,w ∈ G(N ), ∀ α, β ∈ R . If α = β = 1 then � is called additive and the corre-
sponding axiom is abbreviated as ADD.

Axiom 3 Symmetry (SYM): � is symmetric if �i (v) = � j (v), whenever i, j are
such that v(S ∪ {i}) = v(S ∪ { j}), for S ⊆ N\{i, j}.
Axiom 4 δ-reducing player property (δ-RP): A solution � will satisfy δ-reducing
player property if �i (v) = 0, whenever i ∈ N is a δ-reducing player.

Note that for δ = 0, the δ-RP becomes the nullifying player property (NPP) due to
[16] and for δ = 1, it becomes the null player axiom due to [14]. In what follows
next, Theorem 1 due to [17] gives a characterization of the δ-discounted Shapley
value. The same set of axioms can be shown to characterize the Shapley value [14]
and the Equal division rule [16] just by putting δ = 1 and δ = 0, respectively, in the
axiom of δ-reducing player property.

Theorem 1 ([17], Theorem 4.2 on pp. 338) For δ ∈ [0, 1], a solution satisfies EFF,
SYM, LIN, and δ-RP iff it is the δ-discounted Shapley value.

The null space or the kernel of a value � is the space of games of dimension 2|N | −
|N | − 1 towhich� assigns the zero vector. Therefore, the null space of the discounted
Shapley value �δ can be written as

ker(�δ) = {v ∈ G(N ) : �δ
i (v) = 0 ∀ i ∈ N }.

Remark 1 G(N ) being a linear space, the games with identical values can be iden-
tified using the notion of the kernel (see [18]). Let v1 and v2 be two games with |N |
players. If v1 − v2 ∈ ker(�), then the two games v1 and v2 have identical values
under �. For any T ⊆ N , T 
= ∅, the game uT is defined as follows [18]:

uT (S) =
{
1 if |S ∩ T | = k

0 otherwise,
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where 1 ≤ k ≤ |T |, k ∈ N. The set {uT }∅
=T⊆N is a basis for G(N ) which induces
the null space of the Shapley value. In the next section, in a similar way, we define
a basis for G(N ) that induces the null space of the δ-discounted Shapley values.

3 Games in the Kernel of the Discounted Shapley Values

One of our principal targets in this paper is to introduce and identify those games
which belong to the kernel of the discounted Shapley values. As a first step in this
direction, in the following, we define the δ-inessential game.

Definition 5 For δ ∈ [0, 1], a game v ∈ G(N ) is called a δ-inessential game if it
satisfies

v(S) = δ|S|−1
∑

i∈S
v({i}), ∀∅ 
= S ⊆ N .

Remark 2 For δ = 0 and δ = 1, the δ-inessential game coincideswith the null game
and the inessential game, respectively. This game is neither monotonic nor additive
for δ ∈ (0, 1).

Given δ ∈ (0, 1], we now define the class of δ-factious oligarchic games, denoted by
ṽT
k where the coalition T ⊆ N is such that |T | ≥ 2 with the parameter k (1 ≤ k ≤

|T | − 1, k ∈ N) as follows:

ṽT
k (S) =

⎧
⎨

⎩

1

δ|N |−|S| if |S ∩ T | = k

0 otherwise.
(1)

Remark 3 The term “Oligarchy” comes from the Greek word oligarkhia, which is
a combination of two words oligoi (few) and arkhein (to rule), and it means a small
group of players having the authority to control other players in the game and assign
a value.1

Since the δ-factious oligarchic game ṽT
k given by Eq.(1) is defined for all δ > 0,

therefore we cannot obtain the Equal division rule for the class ṽT
k from the δ-

discounted Shapley value simply by putting δ = 0. Thus, while discussing the δ-
discounted Shapley value for the parameter δ, we mean 0 < δ ≤ 1. For δ = 1, this
game is nothing but the factious oligarchic game defined in [18], which belongs to
the kernel of the Shapley value.

For k = 1 and δ ∈ (0, 1], the δ-factious oligarchic game takes the form

vT (S) =
⎧
⎨

⎩

1

δ|N |−|S| if |S ∩ T | = 1

0 otherwise.
(2)

1 https://en.wikipedia.org/wiki/Oligarchy.

https://en.wikipedia.org/wiki/Oligarchy
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We call this game the δ-dog eat dog game. For δ = 1, the δ-dog eat dog game becomes
the dog eat dog game (see [3, 19]).

For k = |T | − 1 and |T | ≥ 2, we have a fourth class of games called δ-scapegoat
game which is defined as

vT (S) =
⎧
⎨

⎩

1

δ|N |−|S| if |S ∩ T | = |T | − 1

0 otherwise.
(3)

Note: For δ = 1, the δ-scapegoat game is the scapegoat game (see [3, 18]).
Following theorem shows that all these δ-factious oligarchic games belong to the

kernel of the δ-discounted Shapley value.

Theorem 2 Given δ ∈ (0, 1], each δ-factious oligarchic game is in the kernel of the
δ-discounted Shapley value.

Proof Recall that for T ⊆ N and |T | ≥ 2 with parameter k (1 ≤ k ≤ |T | − 1) the
δ-factious oligarchic game ṽT

k is given by

ṽT
k (S) =

⎧
⎨

⎩

1

δ|N |−|S| if |S ∩ T | = k

0 otherwise.

Wefirst show that eachmember of N\T is a δ-reducing player in ṽT
k . Let i ∈ N\T .

Case I(a): Suppose S ⊆ T and |S| = k, then |S ∩ T | = k and ṽT
k (S) = 1

δ|N |−|S| .
Moreover, since i /∈ T we have S ∪ {i} � T . It follows that |(S ∪ {i}) ∩ T | = k and

ṽT
k (S ∪ {i}) = 1

δ|N |−|S|−1
. Therefore, ṽT

k (S ∪ {i}) − δṽT
k (S) = 0.

Case I(b): suppose S ⊆ T and |S| < k, then |S ∩ T | = |S| < k and ṽT
k (S) = 0.

Moreover, since i /∈ T , wemust have S ∪ {i} � T . It follows that |(S ∪ {i}) ∩ T | < k
and ṽT

k (S ∪ {i}) = 0. Therefore, ṽT
k (S ∪ {i}) − δ.ṽT

k (S) = 0.
Case I(c): Let S ⊆ T and |S| > k. It follows that |S ∩ T | = |S| > k and ṽT

k (S) = 0.
Moreover, since i /∈ T , wemust have S ∪ {i} � T . It follows that |(S ∪ {i}) ∩ T | > k
and ṽT

k (S ∪ {i}) = 0. Therefore, ṽT
k (S ∪ {i}) − δ.ṽT

k (S) = 0.
Case II: Take S ⊆ N\T . Then |S ∩ T | = 0 and ṽT

k (S) = 0. Moreover, S ∪ {i} � T
as i /∈ T . It follows that |(S ∪ {i}) ∩ T | = 0 and ṽT

k (S ∪ {i}) = 0. Therefore, ṽT
k (S ∪

{i}) − δ.ṽT
k (S) = 0. In all the above cases, i is a δ-reducing player. Since i ∈ N\T

is arbitrary, the assertion follows.
The worths generated by the coalitions under ṽT

k depend only on the cardinality
of S ∩ T , not on the identity of the players. Since�δ satisfies SYM, each player in T
gets identical payoff. Moreover, �δ

i (ṽ
T
k ) = 0, ∀i ∈ N\T as �δ satisfies δ-RP. Now,

ṽT
k (N ) = 0, as |T ∩ N | = |T | > k. Hence by EFF,
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∑

i∈N
�δ(ṽT

k ) = ṽT
k (N )

⇒
∑

i∈N\T
�δ

i (ṽ
T
k ) +

∑

i∈T
�δ

i (ṽ
T
k ) = 0

⇒
∑

i∈T
�δ

i (ṽ
T
k ) = 0, ∀ i ∈ T

⇒ �δ
i (ṽ

T
k ) = 0, ∀ i ∈ T .

Therefore, �δ
i (ṽ

T
k ) = 0, ∀ i ∈ N and this implies that every player has 0 δ-

discounted Shapley value in all types of δ-factious oligarchic games. This completes
the proof. �

In the next section, we propose some new bases for the space of TU games and
accordingly obtain alternative axioms to characterize the δ-discounted Shapley value.

4 A New Basis for TU Games

We construct a new basis for the space of TU games expanding the family of δ-
factious oligarchic games. Note that, the set of δ-factious oligarchic games given by
Eq. (1) includes all games on coalitions T with |T | ≥ 2 and therefore, it has exactly
2|N | − |N | − 1 games. To make it a basis for G(N ) we add the δ-factious oligarchic
games on the singleton coalitions with a slight modification on the definition as
follows.

Definition 6 The family of δ-factious oligarchic games for any nonempty coalition
T with parameter k (1 ≤ k ≤ |T |) is defined as

ṽT
k (S) =

⎧
⎨

⎩

1

δ|N |−|S| if |S ∩ T | = k

0 otherwise.

The following theorem shows that the set of δ-factious oligarchic games {ṽT
k }T∈2N \{∅}

forms a basis for the space of TU games.

Theorem 3 The set of δ-factious oligarchic games {ṽT
k }T∈2N \{∅} with parameter 1 ≤

k ≤ |T | forms a basis for the space G(N ).

Proof For any T ⊆ N , T 
= ∅, we define uhT as follows:

uhT (S) =
⎧
⎨

⎩

1

h(|S|) if |S ∩ T | = k

0 otherwise,
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where h(|S|) = δ|N |−|S|. It is easy to show that (uhT )h(S) = uhT (S)h(|S|) = uT (S) for
all T ⊆ N , T 
= ∅ (see [19], pp. 24). Therefore, following Theorem 1 in [18], {uT }
is a basis for G(N ). This further implies that the class {ṽT

k }T∈2N \{∅} forms a basis for
G(N ). �

Following Theorem 3, we next show that the set of δ-factious oligarchic games
{ṽT

k }T∈2N \{∅},|T |≥2 spans the kernel of the discounted Shapley values.

Theorem 4 For any 1 ≤ k ≤ |T | − 1, the set of δ-factious oligarchic games
{ṽT

k }T∈2N \{∅},|T |≥2 constitutes a basis for the null space of the discounted Shapley
value.

Proof By Theorem 3, the family {ṽT
k }T∈2N \{∅},|T |≥2 is linearly independent. It

also contains exactly 2|N | − |N | − 1 games, hence the family {ṽT
k }T∈2N \{∅},|T |≥2

spans a linear space of dimension 2|N | − |N | − 1. We have that ker(�δ) = {v ∈
G(N )|�δ(v) = 0} is a subspace of R

2|N |−1 of dimension 2|N | − |N | − 1 that contains
all the δ-factious oligarchic games. Since the space spanned by {ṽT

k }T∈2N \{∅},|T |≥2 has
dimension 2|N | − |N | − 1, it must coincide with ker(�δ). Therefore, {ṽTk }T∈2N \{∅},|T |≥2

represents a basis for the null space of the discounted Shapley value. �

Note that the games v and w have identical discounted Shapley value if and only if
v − w is a game in the kernel of the discounted Shapley value. In view of Theorem
3, any game v ∈ G(N ) can be expressed as follows:

v =
∑

T⊆N ,|T |≥1

aT ṽT
k =

∑

i∈N
βi ṽ

{i}
k +

∑

T⊆N ,|T |≥2

aT ṽT
k , (4)

where βi = aT for T = {i} and each i ∈ N .
The following proposition shows that when a game is expressed as a linear com-

bination of the δ-factious oligarchic games as given in Eq. (4), the coefficients βi are
indeed the components of the discounted Shapley value of v.

Proposition 1 If v is given by Eq. (4), then �δ
i (v) = βi for each i ∈ N.

Proof Consider, v ∈ G(N ) and β = (β1, ..., βn) ∈ R
n . Applying �δ on v given by

Eq.(4) and using LIN , we obtain the following.

�δ(v) =
∑

j∈N
β j�

δ(ṽ
{ j}
k ) +

∑

T⊆N ,|T |≥2

aT�δ(ṽT
k )

=
∑

j∈N
β j�

δ(ṽ
{ j}
k ) [ since, �δ(ṽT

k ) = 0,∀|T | ≥ 2].

Now, consider the game (ṽ
{i}
k )i∈N : ṽ

{i}
k (S) =

⎧
⎨

⎩

1

δ|N |−|S| if i ∈ S

0 otherwise.
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Therefore, for all i ∈ N , we have

�δ
i (ṽ

{i}
k ) =

∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ|N |−|S|−1(ṽ

{i}
k (S ∪ {i}) − δ.ṽ

{i}
k (S))

=
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ|N |−|S|−1(ṽ

{i}
k (S ∪ {i})

=
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ|N |−|S|−1.

1

δ|N |−|S|−1
= 1.

Again, ṽ{i}
k (N ) = 1. Thus by EFF we have,

∑

j∈N
�δ

j (ṽ
{i}
k ) =

∑

j∈N\{i}
�δ

j (ṽ
{i}
k ) + �δ

i (ṽ
{i}
k ) = ṽ

{i}
k (N ) = 1.

It follows that
∑

j∈N\{i} �δ
j (ṽ

{i}
k ) + 1 = 1 ⇒ ∑

j∈N\{i} �δ
j (ṽ

{i}
k ) = 0. Thus, �δ

j (ṽ
{i}
k )

= 0, ∀i 
= j . Now,

�δ
i (v) =

∑

j∈N
β j�

δ
i (ṽ

{ j}
k ) =

∑

j∈N\{i}
β j�

δ
i (ṽ

{ j}
k ) + βi�

δ
i (ṽ

{i}
k ) = βi�

δ
i (ṽ

{i}
k ) = βi .

Since, i ∈ N is arbitrary, we have �δ
i (v) = βi , ∀ i ∈ N . �

Proposition 1 clearly reflects the result that we have mentioned about our basis that
if we represent a game using the δ-factious oligarchic basis, the coefficients related
to the singleton coalitions coincide with the corresponding discounted Shapley value
of the game. We provide an alternative characterization of the discounted Shapley
values. The new characterization requires only 2 axioms instead of the axioms used
in [17], namely, EFF, SYM, ADD, δ-RP.

5 An Alternative Characterization

We show that the three special games, namely, the δ-dog eat dog game, the δ-
scapegoat, the δ-factious oligarchic games which we defined in Sect. 3 provide three
intuitive axioms for the discounted Shapley values. The underlying idea is that chang-
ing the cooperation structure by adding games in the kernel of the discounted Shapley
values should not affect the division of payoffs. Formally, we have the following.

Axiom 5 The δ-Dog Eat DogAxiom (δ-DED):� satisfies the δ-Dog Eat Dog axiom
if �(v) = �(v + αw) for every game v ∈ G(N ), any δ-dog eat dog game w, and
α ∈ R.
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Axiom 6 δ-Scapegoat Axiom (δ-S): A value � satisfies the δ-Scapegoat axiom if
�(v) = �(v + αw) for every game v ∈ G(N ), any δ-scapegoat gamew, and α ∈ R.

Axiom 7 δ-Factious Oligarchy (δ-FO): A value� satisfies the δ-Factious Oligarchy
axiom if �(v) = �(v + αw) for every game v ∈ G(N ), any δ-factious oligarchic
game w, and α ∈ R.

Note that for δ = 1, the δ-factious oligarchic game becomes the factious oligarchic
game, so the axiom will be the Factious oligarchy axiom given in [3].

Proposition 2 The δ-discounted Shapley value satisfies the δ-DED, δ-S and δ-FO.

Proof The δ-dog eat dog games and the δ-scapegoat games are special types of the
δ-factious oligarchic games. So, it is enough to show that the δ-discounted Shapley
value satisfies the δ-Factious Oligarchy axiom. But it follows directly from LIN and
Theorem 2. �

Corollary 1 A solution � satisfies the δ-Dog Eat Dog, δ-Scapegoat, or δ-Factious
Oligarchy axiom if and only if �(v) = �(v + w) for every game v and all games w

that are linear combinations of δ-dog eat dog, δ-scapegoat, or δ-factious oligarchic
games, respectively.

We now introduce the δ-inessential axiom as follows.

Axiom 8 δ-inessential axiom (δ-IA): A value � on G(N ) satisfies the δ-inessential
axiom (δ-IA) if given δ ∈ [0, 1], �i (v) = δ|N |−1v({i}) for all i ∈ N in every δ-
inessential game v ∈ G(N ).

For δ = 1, Axiom 8 coincides with the inessential axiom.

Proposition 3 The δ-discounted Shapley value satisfies δ-IA.

Proof Let v be any δ-inessential game. We have

�δ
i (v) =

∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ|N |−|S|−1(v(S ∪ {i}) − δ.v(S))

=
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ|N |−|S|−1

(
δ|S|+1−1

∑

S⊆N , i∈S
v({ j})

− δ.δ|S|−1
∑

S⊆N

v({ j}
)

=
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ|S|.δ|N |−|S|−1v({i})

= δ|N |−1v({i}).

Since, i is an arbitrary player, it follows that the discounted Shapley value satisfies
the δ-IA. �



New Characterizations of the Discounted Shapley Values 155

We next define the δ-discounted Shapley inessential game w̃v of v as follows:

w̃v(S) = 1

δ|N |−|S|
∑

i∈S
�δ

i (v), ∀ S ⊆ N . (5)

Then w̃v({i}) = 1

δ|N |−1
�δ

i (v) ⇒ �δ
i (v) = δ|N |−1w̃v({i}). Using this condition in Eq.

(5), we get w̃v(S) = δ|S|−1 ∑
i∈S w̃v({i}), ∀∅ 
= S ⊆ N . Thus, the δ-discounted

Shapley inessential game w̃v of v given by Eq.(5) is also a δ-inessential game.
In line with Corollary 2 in [3], we present the following lemma which is latter

used in the characterization of the δ-discounted Shapley value.

Lemma 1 Every game is the sum of its δ-discounted Shapley inessential game and
a game in the kernel of the δ-discounted Shapley value.

Proof Let, w̃v be the δ-discounted Shapley inessential game of v. Then,

�δ
i (w̃v) =

∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ(|N |−|S|−1)

[
w̃v(S ∪ {i}) − δ.w̃v(S)

]

=
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! δ(|N |−|S|−1)

[ 1

δ|N |−|S|−1

∑

j∈S∪{i}
�δ

j (v)

− 1

δ|N |−|S|
∑

j∈S
�δ

j (v)
]

=
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! �δ

i (v)

= �δ
i (v).

Using LIN on �δ , we obtain �δ(v − w̃v) = 0. This implies v − w̃v is a game in the
kernel of the discounted Shapley value. Thus, v can be expressed as v = (v − w̃v) +
w̃v . �

In view of Lemma 1, we observe that if a value � satisfies the δ-IA and the
addition of games from the kernel of the discounted Shapley value does not affect
�, then � must coincide with the discounted Shapley value. From this observation,
along with Theorem 3 and Lemma 1, we obtain an alternative characterization of the
discounted Shapley values using Axiom δ-FO and Axiom δ-IA as follows.

Theorem 5 A value � satisfies the δ-inessential axiom and any one of the δ-Dog
Eat Dog, δ-Scapegoat, δ-Factious Oligarchy axiom iff it is the δ-discounted Shapley
value.

Proof FromTheorem3wehave that each of the δ-dog eat doggames, the δ-scapegoat
games and the δ-factious oligarchic games constitutes a basis for the space G(N ) of
all TU-games. Recall that the δ-discounted Shapley value is characterized by the
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axioms: δ-RP, EFF, SYM, and ADD. We deduce these axioms from δ-IA and δ-FO
using Lemma 1.

Consider a solution � which satisfies the δ-FO and the δ-IA. Let v,w ∈ G(N ).
By Lemma 1, we can write v = vin + v f and w = win + w f where vin , win are
the δ-discounted Shapley inessential game of v and w and v f , w f are δ-factious
oligarchic games of v and w, respectively.
ADD: Employing δ-FO and the δ-IA on �, we obtain

�i (v + w) = �i ([vin + v f ] + [win + w f ]) = �i (v
in + win)

= δ|N |−1(vin + win)({i}) = �i (v
in) + �i (w

in)

= �i (v
in + v f ) + �i (w

in + w f )

= �i (v) + �i (w), ∀i ∈ N .

Thus, �(v + w) = �(v) + �(w). Therefore � satisfies ADD.
δ-RP: Let i be a δ-reducing player in N . Therefore, v(S ∪ {i}) = δ.v(S),∀S ⊆
N\{i}. Following Lemma 1 we get, (vin + v f )(S ∪ {i}) = δ.(vin + v f )(S).
This implies that �((vin + v f )(S ∪ {i})) = δ.�((vin + v f )(S)). Consequently,
�[δ|S| ∑

k∈S∪{i} vin({k})] = δ�[δ|S|−1 ∑
k∈S vin({k})]. It follows from Lemma 1 that

δ|S| ∑
k∈S∪{i} �k(v

in) = δ|S| ∑
k∈S �k(v

in). Thus,�i (v
in) = 0.Using δ-FO,�i (v) =

0. Hence � satisfies δ-RP.
SYM: Let player i and j be such that v(S ∪ i) = v(S ∪ j) for all S ⊆ N \ {i, j}.
Then, (vin + v f )(S ∪ {i}) = (vin + v f )(S ∪ { j}). This implies that �[δ|S| ∑

k∈S∪{i}
vin(k)] = �[δ|S| ∑

k∈S∪{ j} vin(k)]. Consequently,

δ|S| ∑

k∈S∪{i}
�k(v

in) = δ|S| ∑

k∈S∪{ j}
�k(v

in).

It follows that �i (v
in + v f ) = � j (v

in + v f ) ⇒ �i (v) = � j (v), where vin is the
δ-discounted Shapley inessential game of v and w is a δ-factious oligarchic game.
Thus � satisfies SYM.
EFF: We have again from δ-FO and δ-IA,

∑

i∈N
�i (v) =

∑

i∈N
�i (v

in + v f ) =
∑

i∈N
�i (v

in) =
∑

i∈N
δ|N |−1vin({i})

= δ|N |−1
∑

i∈N
vin({i}) = vin(N ) = (vin + v f )(N ) = v(N ).

Thus � satisfies EFF. It follows that � is the discounted Shapley value �δ .
Using the same procedure, we can show that the result is true if we replace the δ-
Factious Oligarchy axiom by δ-Dog Eat Dog, or δ-Scapegoat axiom. Thus, a value
satisfies the δ-IA and any one of the δ-Dog Eat Dog, δ-Scapegoat and δ-Factious
Oligarchy axiom if and only if it is the discounted Shapley value. �
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6 Generalization for the Set of ESL values

In this section, we generalize our method discussed in Sect. 5 to obtain an alternative
characterization of a subclass of the ESL values. The following proposition due to
[11] characterizes the class of ESL values.

Proposition 4 (Proposition 2 in [11], pp. 2) A value � is an ESL value if and only if
there exists a unique collection of constants {b|S| : |S| = 1, 2, ..., |N |} with b|N | = 1
and b|∅| = 0 such that � is of the form:

�i (N , v) =
∑

S⊆N\{i}

|S|!(|N | − |S| − 1)!
|N |! (b|S∪{i}|v(S ∪ {i}) − b|S|v(S)), (6)

for i ∈ N.

Let E denote the class of ESL values given by Eq.(6) and E+ denote the class of ESL
values given by Eq.(6) where for each S ⊆ N , b|S| 
= 0. Let us call the members of
E+ the ESL+ values. For b|S| : 1 ≤ |S| ≤ |N | − 1, b|S| 
= 0 and any coalition T ⊆ N
such that |T | ≥ 2 with the parameter k (1 ≤ k ≤ |T | − 1, k ∈ N), define the game
μT
k by

μT
k (S) =

⎧
⎨

⎩

1

b|S|
if |S ∩ T | = k

0 otherwise.
(7)

Proposition 5 Given k such that 1 ≤ k ≤ |T | − 1, the class {μT
k : T ⊆ N , |T | ≥ 2}

spans the null space of any ESL+ value determined by the coefficients b|S| and the
class {μ{i}

k }i∈N ∪ {μT
k }|T |≥2 forms a basis for the space of all TU games.

For the characterization of the ESL+ values, we define an ESL+-inessential game
and the b|S|-inessential game as follows:

Definition 7 (ESL+-inessential game)Agamev ∈ G(N ) is calledESL+-inessential,

if for all ∅ 
= S ⊆ N , v(S) = b1
b|S|

∑
i∈S v({i}).

Definition 8 (b|S|-inessential game) Let � be an ESL+ value with the coefficients
b|S|, S ⊆ N . The b|S|-inessential game w̃v of any game v ∈ G(N ) is defined as

w̃v(S) = 1

b|S|

∑

i∈S
�i (v), ∀ S ⊆ N . (8)

It is easy to check that every b|S|-inessential game w̃v of v ∈ G(N ) is an ESL+-
inessential game. The two axioms to characterize the members of E+ are given
below.
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Axiom 9 ESL+-inessential axiom:Avalue�onG(N ) satisfies theESL+-inessential
axiom if, �i (v) = b1v({i}) for all i ∈ N in every ESL+-inessential game v ∈ G(N ).

Axiom 10 Zero-effect Axiom (Ze): A value � satisfies the Zero-effect axiom if
�(v) = �(v + αw) for every game v ∈ G(N ) and any game in the kernel of the
ESL+ values.

All the results of Sect. 5 immediately follow for ESL+ values when we replace the
δ-inessential game with ESL+-inessential game, δ-discounted Shapley inessential
game with b|S|-inessential game, δ-inessential axiom with ESL+-inessential axiom,
and δ-Factious Oligarchic axiom with Zero-effect Axiom. We therefore list below
these results without proofs.

Theorem 6 (a) When v ∈ G(N ) is expressed as a linear combination of the basis
(μT

k )|T |≥1 with the parameter k (1 ≤ k ≤ |T |, k ∈ N), the coefficients related
to the singleton coalitions coincide with the ESL+ value of the game v.

(b) The ESL+ values satisfy the ESL+-inessential axiom.
(c) Every game can be expressed as a sum of its b|S|-inessential game and a game

in the kernel of the ESL+ value.
(d) A value � satisfies the ESL+-inessential axiom and Zero-effect Axiom iff it is

the ESL+ value.

7 Concluding Remarks

In this work, we have shown that the family of the δ-factious oligarchic games (δ ∈
(0, 1]) spans the kernel of the δ-discounted Shapley value. This class also contains
the family of factious oligarchic games for δ = 1. Moreover, the extension of this
family makes a basis for the space of all TU-games. When we express a game as
a linear combination of the δ-factious oligarchic games, the coefficients related to
the singleton coalitions are the payoffs under the δ-discounted Shapley value of the
corresponding game. An alternative characterization of the δ-discounted Shapley
value is presented. Our work is closely related to [3] where they have adopted a
similar approach to characterize the Shapley value. Further, we have extended our
results to the set of ESL+ values as well. A more general characterization to cover
all the ESL values is kept for our future work.
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No-envy in the Queueing Problem with
Multiple Identical Machines

Manipushpak Mitra and Suresh Mutuswami

JEL Classifications: C72 and D63 and D82

1 Introduction

No-envy in the context of allocation problems was introduced by Foley [17] as a
criterion of fair allocation. An allocation is said to satisfy no-envy if no agent wishes
to swap his allocation with any other agent. Its implications have been studied in
many different contexts (see Alkan, Demange and Gale [1], Bevia [2], Moulin [21],
Svensson [27], Tadenuma and Thomson [28], Thomson [29, 31], Thomson Varian
[32]).

In this paper, we identify and analyze no-envy allocations for queueing problems
with multiple identical machines. In a queueing problem with multiple identical
machines, there is a server, with many identical machines. The server has to process
a finite number of jobs for a set of agents. All jobs take the same time to process
and without loss of generality, we assume that it takes one unit of time to complete
one job. Each agent has one job to process. Each machine takes one unit of time to
process one job.We assume scarcity of resources: the number of jobs to be processed
exceeds the number of machines available to the server. Hence, some agents have
to wait in a queue. Waiting in a queue is costly for each agent, and we assume that
agents have quasi-linear preferences.
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Mitra [20] analyzed the above problem under a general cost structure. In this
paper, we analyze the same problem assuming a specific cost structure but address-
ing a different question. Specifically, we ask whether the server can allocate queue
positions and provide compensatory monetary transfers to the agents so as to ensure
no-envy. For the special case of queueing problems with single machine and with
cost functions which is linear in time, this question was analyzed by Chun [3] and
Chun, Mitra, and Mutuswami [7, 9, 10]. Our work adds to this literature by gen-
eralizing their results to the case of multiple identical machines. For two identical
machines, queueing problemwas addressed by Chun and Heo [6] from a cooperative
game perspective.

In deriving our results, we also use some other properties of allocation rules: out-
come efficiency, equal treatment of equals, budget balance, Pareto efficiency, and
Lorenz optimality. Outcome efficiency requires that the queue minimizes the aggre-
gate waiting cost. Equal treatment of equals requires that if two agents have identical
waiting costs, then they also receive identical utilities from the allocation. In the
absence of job or agent priority, these properties are uncontroversial basic require-
ments from any allocation rule. Budget balance requires that the sum of monetary
transfers across agents must add up to zero. The definition of Pareto efficiency is
standard and, in this context, boils down to identifying allocation rules that satisfy
outcome efficiency and budget balance.

We first show that if an allocation rule satisfies no-envy, then it also satisfies
outcome efficiency and equal treatment of equals. We then define a set of allocation
rules that we call fair allocation rules. Our main theorem shows that an allocation
rule satisfies no-envy if and only if it is a fair allocation rule. We proceed to identify
the subset of fair allocation rules that also satisfy budget balance. We call these rules
as PE-fair allocation rules. Our next proposition shows that an allocation rule satisfies
no-envy and Pareto efficiency if and only if it is PE-fair.

We show that there is a large set of allocation rules satisfying no-envy and Pareto
efficiency. This raises the issue of selecting an allocation rule from this set. Following
Chun, Mitra, and Mutuswami [9], we use the egalitarian principle represented by the
Lorenz criterion to derive a single allocation rule.1 Our last proposition identifies the
Lorenz optimal rule in the set of PE-fair allocation rules.

The paper is organized as follows. In Sect. 2, we provide the framework and
introduced the relevant axioms on allocation rules. In Sect. 3, we provide our results.
Finally, in Sect. 4, we discuss potential future research topics.

1 Dutta [15] and Sen and Foster [25] used the Lorenz criterion to rank income distributions. The
Lorenz criterion was also used to analyze the bankruptcy problem (see Chun, Schummer, and
Thomson [11] and Thomson [30]).
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2 The Framework

Let N = {1, . . . , n} be the finite set of agents and m be the number of identical
machines.Weassume thatn > m > 1.2 Let the non-negative real number θ j represent
the per-period waiting cost of agent j . The vector of waiting costs of all agents
θ = (θ1, . . . , θn) is a profile. A queueing problem is � = (n,m, θ).

With multiple machines, two agents may occupy the same queue position
(but in the queues for different machines). To represent this situation, we use
the notion of a multi-set where all elements need not be distinct. For example,
X = {1, 1, 1, 3, 6, 6, 9} is a multi-set. For any positive real number x , let �x� denote
the least integer greater than or equal to x . With m machines and n agents, there are
a total of M = � n

m � > 1 queue positions. The set of all possible queue positions is
the multi-set

On;m = {1, . . . , 1
︸ ︷︷ ︸

m

, 2, . . . , 2
︸ ︷︷ ︸

m

, . . . , M − 1, . . . , M − 1
︸ ︷︷ ︸

m

, M, . . . , M
︸ ︷︷ ︸

n−m(M−1)

}.

A queue σ is a one-to-one correspondence between N andOn;m . Thus, each queue
σ is a permutation of the setOn;m . Let P(On;m) be the set of all possible permutations
of On;m .3

For notational convenience, we represent σ( j) = k as σ j = k; this means that
individual j has the k-th position in the queue.

Agents incur costs fromwaiting in the queue. If agent j gets the kth queue position,
then she incurs a total waiting cost of kθ j . The preferences of all agents are quasi-
linear; hence agent j’s utility takes the form Uj (k, t j ; θ j ) = −kθ j + t j where t j is
the monetary transfer that the agent receives. The associated total waiting cost of all
agents is C(σ ; θ) = ∑

j∈N σ jθ j .
Anallocation rule A = 〈σ, t〉 associates a queue and avector ofmonetary transfers

to every queueing problem. In our setup, we keep the set of agents and the number
of machines unchanged, so an allocation rule effectively associates a queue and
a vector of transfers to every profile of waiting costs. Abusing notation, we write
A j (θ) = (σ j (θ), t j (θ)) as the allocation of agent j when the profile of waiting costs
is θ . The associated utility of the agent is Uj (A j (θ); θ j ) = −σ j (θ)θ j + t j (θ).

2.1 Axioms on Allocation Rules

We are primarily interested in allocation rules satisfying no-envy (Foley [17]).

2 If n ≤ m, then all agents can be served without delay and the queueing problem is non-existent.
The case of m = 1 has been analyzed by Chun [3] and Kayi and Ramaekers [18] among others.
3 Readers can verify that the cardinality of P(On;m) is |P(On;m)| = n!/{(n − m(M −
1))!(m!)M−1}.
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Definition 2.1 An allocation rule A = 〈σ, t〉 satisfies no-envy if for all profiles θ ∈
�N and all i, j ∈ N , Ui (Ai (θ); θi ) ≥ Ui (A j (θ); θi ).

An allocation satisfies no-envy if all agents prefer their own allocation over any
other agent’s allocation.

Definition 2.2 A queue σ ∗ is order efficient for the profile θ if C(σ ∗; θ) ≤ C(σ ; θ)

for all σ ∈ P(On;m).

Simply put, an order efficient queue (for the profile θ )minimizes aggregatewaiting
cost. It is easy to verify that σ ∗ is order efficient for the profile θ if and only if
σ ∗
j ≤ σ ∗

i whenever θ j > θi . Observe that there can be profiles with more than one
order efficient queue since no conclusion can be drawn about the relative queue
positions of i and j if θi = θ j . Let E(θ) denote the set of all order efficient queues
for the profile θ .

Example 2.3 Consider the queueing problem � = (7, 2, θ) where θ5 > θ4 = θ1 >

θ2 > θ3 = θ6 > θ7. In this case,M = 4 andO7;2 = {1, 1, 2, 2, 3, 3, 4}.4 The profile θ

has twoorder efficient queues:σ 1 = (2, 2, 3, 1, 1, 3, 4) andσ 2 = (1, 2, 3, 2, 1, 3, 4).
In σ 1, agent 4 is served first and agent 1 served second while it is the other way
around in σ 2. However, one can easily verify thatC(σ 1; θ) − C(σ 2; θ) = θ1 − θ4 =
0. There are also profiles for which the order efficient queue is unique. For example,
if θ ′

5 > θ ′
1 > θ ′

2 = θ ′
4 > θ ′

7 = θ ′
6 > θ ′

3 then the order efficient queue is uniquely given
by (1, 2, 4, 2, 1, 3, 3).

The next definition extends outcome efficiency from profiles to allocation rules.
It requires that the allocation rule picks an order efficient queue at every profile.

Definition 2.4 An allocation rule A = 〈σ, t〉 is outcome efficient if for all profiles
θ , σ(θ) ∈ E(θ).

Since order efficient queues are not unique at all profiles, our definition implicitly
assumes a tie-breaking rule for selecting an order efficient queue whenever such
queues are not unique. For instance, in Example 2.3, there are two order efficient
queues for the profile θ . The tie-breaking rule needs to select either σ 1 or σ 2. There
are any number of ways of breaking ties. For example, one can use the following
rule: Fix the linear order 1 � 2 � . . . � n on the set of agents N . For any profile θ

with θi = θ j , we pick the queue σ such that σi < σ j if and only if i � j .
The next definition requires that there be no net transfers into or out of the system.

Definition 2.5 An allocation rule A = 〈σ, t〉 is budget balanced if for all profiles θ ,
∑

i∈N ti (θ) = 0.

The last basic property that we discuss is equal treatment of equals. It is a basic
equity requirement: if two agents have the same waiting cost, then there is no reason
to favor either one and therefore, they both should receive the same net utility from
the allocation.

4 The cardinality of the set P(O7;2) is |P(O7;2)| = 7!/{(7 − 2.3)!(2!)3} = 630.
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Definition 2.6 An allocation rule A = 〈σ, t〉 satisfies equal treatment of equals if
for all profiles θ , θi = θ j implies Ui (Ai (θ); θi ) = Uj (A j (θ); θ j ).

3 Results

Asmentioned before, outcome efficiency and equal treatment of equals are two basic
desirable properties that one would expect from any allocation rule. Our first result
shows that if an allocation rule satisfies no-envy, then it also satisfies these two
properties.

Proposition 3.1 If an allocation rule A = 〈σ, t〉 satisfies no-envy, then it also sat-
isfies outcome efficiency and equal treatment of equals.

Proof Suppose A satisfies no-envy. Let θ be a profile and let i, j ∈ N . No-envy
implies that neither i envies j nor j envies i . Therefore,

(1) Ui (Ai (θ); θi ) ≥ Ui (A j (θ); θi ) , and,
(2) Uj (A j (θ); θ j ) ≥ Uj (Ai (θ); θ j ).

Simplifying (1) and (2), we get ti (θ) − t j (θ) ≥ (

σi (θ) − σ j (θ)
)

θi and ti (θ) −
t j (θ) ≤ (

σi (θ) − σ j (θ)
)

θ j respectively. Combining the two inequalities, we obtain

(

σi (θ) − σ j (θ)
)

θi ≤ ti (θ) − t j (θ) ≤ (

σi (θ) − σ j (θ)
)

θ j . (3.1)

Note that (3.1) can be satisfied only if
(

σi (θ) − σ j (θ)
) (

θ j − θi
) ≥ 0. Or, θi > θ j

implies σi (θ) ≤ σ j (θ). This is the condition for outcome efficiency of a queue and
establishes the first part of the proposition.

To prove the second part, suppose θi = θ j . Then from (3.1) it follows that ti (θ) =
t j (θ) + {σi (θ) − σ j (θ)}θ j . Therefore,

Ui (Ai (θ); θi ) = − σi (θ)θi + ti (θ)

= −σi (θ)θ j + t j (θ) + (

σi (θ) − σ j (θ)
)

θ j

= Uj (A j (θ); θ j ).

(3.2)

Remark 3.2 Proposition 3.1 generalizes the results of Chun,Mitra, andMutuswami
[7, 9] for the case of queueing problems with a single machine. The former shows
that no-envy implies outcome efficiency and the latter shows that no-envy implies
equal treatment of equals. Proposition 3.1 establishes that these two implications of
no envy is true even in multiple identical machine queue problems.

Before going to ourmain result, we provide somemore definitions. For any profile
θ with σ(θ) ∈ E(θ) and any k ∈ {1, . . . , M}, define I (k; θ) = { j ∈ N | σ j (θ) =
k}. Moreover, let lk, hk ∈ I (k; θ) be such that θlk ≤ θ j ≤ θhk for all j ∈ I (k; θ).
Therefore, for any θ ∈ �n , any order efficient queue σ(θ) ∈ E(θ), and, any k ∈
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{1, . . . , M}, lk (hk) is that agent whose waiting cost is lowest (highest) among the
set of all agents getting the k-th queue position under the order efficient queue
σ(θ) ∈ E(θ). Observe that givenσ(θ) ∈ E(θ), from the definition of order efficiency
of queue we also have θhk+1 ≤ θlk for all k ∈ {1, . . . , M − 1}.
Definition 3.3 An allocation rule A = 〈σ, t〉 is fair if for all profiles θ ,

(EF1) σ(θ) ∈ E(θ), and
(EF2) there existsλk(θ) ∈ [0, 1] for all k ∈ {1, . . . , M − 1} and a real number R1(θ)

such that for each j ∈ N ,

t j (θ) = R1(θ) +
σ j (θ)−1
∑

k=1

λk(θ)θlk + (1 − λk(θ))θhk+1 . (3.3)

Fair allocation rules have the following features. For any profile θ , it always picks
a queue which is order efficient. The transfers depend on the queue position. All
agents in the first queue position get R1(θ) as their transfer. All agents in queue
positions k, k > 1 get a common transfer which is the transfer of any agent in the
(k − 1)th queue position plus a convex combination of the lowest waiting cost of the
agents in the k − 1th queue position and the highest waiting cost of the agents in the
kth position. Hence, the transfers to agent i are

ti (θ) =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

R1(θ) if σi (θ) = 1,

R1(θ) + λ1(θ)θl1 + (1 − λ1(θ))θh2 if σi (θ) = 2.

R1(θ) + λ1(θ)θl1 + (1 − λ1(θ))θh2

+ λ2(θ)θl2 + (1 − λ2(θ))θh3 if σi (θ) = 3,

and so on.
To obtain a fair allocation rule A, we need to fix an order efficient queue σ(θ), a

vector λ(θ) ∈ [0, 1]M−1 of queue position specific weights and a real number R1(θ)

for every profile θ . Given these selections, (3.3) fixes the transfers of all the agents.
Thus, one can construct many allocation rules that are fair. Let A(n,m) be the set
of all fair allocation rules. The next result shows that these are the only rules that
satisfy no-envy.

Theorem 3.4 An allocation rule A = 〈σ, t〉 satisfies no-envy if and only if it is a fair
allocation rule.

Proof Let A be an allocation rule satisfying no-envy and let θ be a profile. We first
show necessity. The necessity of (EF1) follows from Proposition 3.1 and hence we
only prove the necessity of (EF2). From Proposition 3.1 we know that if A satisfies
no-envy, then for any i, j ∈ N , (3.1) must hold. It follows from this that (a) if σi (θ) =
σ j (θ), then ti (θ) = t j (θ) and (b) if σi (θ) = σ j (θ) + 1, then θi ≤ ti (θ) − t j (θ) ≤ θ j .
The first conclusion is that all agents getting the same queue position get the same
transfer. The second conclusion is that the difference in transfer between two agents
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in consecutive queue positions is bounded between their respective waiting costs.
Since this must hold for any two agents in consecutive positions, it follows that the
difference tk+1(θ) − tk(θ) is bounded below by the highest waiting cost of agents
in the (k + 1)th position and above by the lowest waiting cost of agents in the kth
position. Therefore, there exists λk(θ) ∈ [0, 1] such that

tk(θ) − tk+1(θ) = λk(θ)θlk + (1 − λk(θ))θhk+1 . (3.4)

It follows from (3.4) that tk+1(θ) is determined once tk(θ) is determined. The
recursion process obviously terminates at k = 1. By selecting any number R1(θ)

and setting t j (θ) = R1(θ) for all j such that σ j (θ) = 1 and then recursively solving
for the transfers of agents in other queue positions using (3.4), we get the transfers
given by (3.3).5

To prove the converse, let A be a fair allocation rule, let θ be a profile, and let i, j ∈
N . Let A(θ) = (σ (θ), t (θ)) be the allocation at the profile θ . We have the follow-
ing mutually exclusive and exhaustive possibilities: (a) σi (θ) = σ j (θ), (b) σi (θ) >

σ j (θ), and (c) σi (θ) < σ j (θ). We show that Ui (Ai (θ); θi ) −Ui (A j (θ); θi ) ≥ 0 for
each of these three cases.

If (a) holds, then ti (θ) = t j (θ) from (3.3); hence, Ai (θ) = A j (θ). It follows now
that Ui (Ai (θ); θi ) −Ui (A j (θ); θi ) = 0.

If (b) holds, then by (3.3), we get

Ui (Ai (θ); θi ) −Ui (A j (θ); θi ) =
σi (θ)−1
∑

k=σ j (θ)

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

− [

σi (θ) − σ j (θ)
]

θi

=
σi (θ)−1
∑

k=σ j (θ)

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

−
σi (θ)−1
∑

k=σ j (θ)

θi

=
σi (θ)−1
∑

k=σ j (θ)

[

λk(θ)θlk + (1 − λk(θ))θhk+1 − θi
]

≥ 0.

5 Actually, (3.4) says that n − 1 transfers can be determined in terms of one transfer. We choose
t1(θ) as the free variable here but we could have chosen any one of the other n − 1 transfers. The
choice of the free variable is immaterial.
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The last inequality follows due to order efficiency of σ(θ) and from the inequal-
ity θhσi (θ)

≥ θi . Specifically, θhσi (θ)
≥ θi along with order efficiency ensures that

λk(θ)θlk + (1 − λk(θ))θhk+1 ≥ θi for k = σ j (θ), . . . , σi (θ) − 1.
Finally, if (c) holds, then by (3.3), we get

Ui (Ai (θ); θi ) −Ui (A j (θ); θi ) = [

σ j (θ) − σi (θ)
]

θi

−
σ j (θ)−1
∑

k=σi (θ)

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

=
σ j (θ)−1
∑

k=σi (θ)

θi −
σ j (θ)−1
∑

k=σi (θ)

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

=
σ j (θ)−1
∑

k=σi (θ)

[

θi − (

λk(θ)θlk + (1 − λk(θ))θhk+1

)]

≥ 0.

The last inequality follows due to order efficiency and the inequality θlσi (θ)
≤ θi .

The argument is similar to the last case and is omitted.

Remark 3.5 Theorem 3.4 generalizes the results of Chun, Mitra, and Mutuswami
[9] for the single machine queueing problem (see Proposition 3.11 in their paper) to
the case of multiple identical machines. The difference between the two results is
driven solely by the fact that there may be more than one agent in any given queue
position with multiple machines. To deduce fair allocation rules, we required the set
of agent that gets the kth queue position for any profile θ , and specifically, the agents
with the highest and lowest waiting costs in this set. In single machine queueing
problems, this distinction is not needed since there is only one agent associated with
a given queueing position.

3.1 Pareto Efficiency

Theorem 3.4 shows that in queueing problem with multiple identical machines, the
set of fair allocation rules coincides with the set of rules satisfying no-envy. Given
Proposition 3.1, these rules also satisfy outcome efficiency and equal treatment of
equals. However, these rules may not be budget balanced. Budget balanced fair
allocation rule are desirable because they guarantee no-envy allocations without
incurring any budget deficit or budget surplus.

Definition 3.6 An allocation rule A = 〈σ, t〉 isPareto efficient if it satisfies outcome
efficiency and budget balance.

We now define a set of rules that we call PE-fair allocation rules.
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Definition 3.7 An allocation rule A = 〈σ, t〉 is said to be PE-fair if it satisfies the
following two properties.

(PEF1) For each profile θ , σ(θ) ∈ E(θ).
(PEF2) For each profile θ , there exists λk(θ) ∈ [0, 1], k = 1, . . . , M − 1 such that

for each j ∈ N ,

t j (θ) =
σ j (θ)−1
∑

k=1

km

n

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

−
M−1
∑

k=σ j (θ)

[

1 − km

n

]

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

.

(3.5)

The transfer given by (3.5) says that the transfer of agent j is a weighted sum of
the lowest and the highest waiting costs in each queue position. The weights given
to each queueing position is km/n if σ j (θ) > k and −(1 − km/n) if σ j (θ) < k.

Remark 3.8 Equation (EF1) of Definition 3.3 is same as (PEF1) of Definition 3.7
as both sets of allocation rules require outcome efficiency. We obtain (PEF2) from
(EF2) by substituting R1(θ) = −∑M−1

k=1 {1 − (km/n)}{λk(θ)θlk + (1 − λk(θ))θhk+1}
for each profile θ in (3.3) and then simplifying the resulting expression. The result
of this substitution and simplification is reflected in the expression of each agent’s
transfer given by condition (3.5) of Definition 3.7. The next result shows that this
substitution leads to budget balance.

Proposition 3.9 An allocation rule A ∈ A(n,m) is budget balanced if and only if
it is PE-fair.

Proof We proceed by imposing budget balance on the transfers for a fair allocation
rule. Using (3.3), the sum of transfers across all agents is given by

∑

j∈N
t j (θ) = nR1(θ) +

M−1
∑

k=1

(n − km)
[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

. (3.6)

We have budget balance if and only if
∑

j∈N t j (θ) = 0. Putting the left-hand side
of (3.6) equal to zero, we solve for R1(θ). This gives

R1(θ) = −
M−1
∑

k=1

(

1 − km

n

)

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

. (3.7)

Substituting (3.7) in (3.3) we get that for any j ∈ N ,
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t j (θ) = −
M−1
∑

k=1

(

1 − km

n

)

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

+
σ j (θ)−1
∑

k=1

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

.

(3.8)

Note that for j such that σ j (θ) > 1 and for any k = 1, . . . , σ j (θ) − 1, the coeffi-
cient of the term λk(θ)θlk + (1 − λk(θ))θhk+1 in (3.8) is 1 − (1 − (km/n)) = km/n.
For any k = σ j (θ), . . . , M − 1, the coefficient is −(1 − (km/n)) and hence we get
the transfer given by (3.5).

Let us denote A∗(n,m) as the set of all PE-fair allocation rules. From Propo-
sition 3.9, it follows that A∗(n,m) ⊂ A(n,m). In choosing a fair allocation rule,
we have M degrees of freedom to determine the transfers: the position specific
weights (λ1(θ), . . . , λM−1(θ)) and the transfers to the agents in the first queue posi-
tion R1(θ). With budget balance, we only have M − 1 degrees of freedom: once the
queue position specific weights are chosen, R1(θ) is automatically determined by
budget balance.

The proof of the following corollary is obvious and is left as an exercise for the
reader.

Corollary 3.10 An allocation rule A ∈ A(n,m) satisfies no-envy and Pareto effi-
ciency if and only if it is PE-fair.

3.2 Lorenz Optimality

The set A∗(n,m) is large since we have the freedom to select the variables λk(θ).6

Hence, the server faces the problem of deciding which allocation rule to select from
this set. Can we use some criterion to select an allocation rule from A∗(n,m)? In
this subsection, we use the egalitarian principle embodied in the Lorenz criterion to
address this issue.

Let x = (x1, . . . , xn) be a vector in R
n and define x̄ to be the permutation of x

such that x̄1 ≤ x̄2 ≤ . . . ≤ x̄n .

Definition 3.11 Let x = (x1, . . . , xn) and y = (y1, . . . , yn) be vectors inRn .We say
that x Lorenz dominates y if for all k = 1, . . . , n,

∑k
j=1 x̄ j ≥ ∑k

j=1 ȳ j .

It is well known that Lorenz domination is a partial order since two vectors may
not be Lorenz comparable. For instance, (20, 35, 45) and (15, 42, 43) are not Lorenz
comparable since 20 > 15 but 15 + 42 = 57 > 20 + 35 = 55.

Let A be an allocation rule and θ be a profile. For each j ∈ N , define the agent’s
utility corresponding to his allocation A j (θ) as U A

j (θ) = Uj (A j (θ); θ j ). The utility
of all agents is given by the vector U A(θ) = (U A

1 (θ), . . . ,U A
n (θ)).

6 Note that we can select these variables differently at each profile.
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Definition 3.12 Let A, A′ ∈ A∗(n,m). We say that A Lorenz dominates A′ if for all
profiles θ , U A(θ) Lorenz dominates U A′

(θ).

This is a weak criterion since not only might U A(θ) and U A′
(θ) be Lorenz non-

comparable but the domination relationships could also go in opposite directions for
two profiles. That is, we might have U A(θ) Lorenz dominates U A′

(θ) but U A′
(θ ′)

Lorenz dominates U A(θ ′).)
We write A �LD A′ to denote that the allocation rule A Lorenz dominates the

allocation rule A′.

Definition 3.13 An allocation rule A ∈ A∗(n,m) is Lorenz optimal if A �LD A′ for
all A′ ∈ A∗(n,m).

It is clear from the above discussion that it is not obvious that a Lorenz optimal
allocation rule exists onA∗(n,m).7 Our final result shows that we do have a Lorenz
optimal allocation rule on A∗(n,m).

Definition 3.14 The allocation rule A∗ = 〈σ, t∗〉 ∈ A∗(n,m) is LPE-fair if it satis-
fies the following two properties.

(LPN1) For all profiles θ , σ(θ) ∈ E(θ).
(LPN2) For each profile θ and for each j ∈ N ,

t∗j (θ) =
σ j (θ)
∑

k=2

[

(k − 1)m

n

]

θhk −
M

∑

k=σ j (θ)+1

[

1 − (k − 1)m

n

]

θhk . (3.9)

The transfers in (3.9) are derived from (3.5) by substituting λk(θ) = 0, k =
1, . . . , M − 1. The LPE-fair allocation rule is a generalization of the Lorenz no-envy
rule defined in Chun, Mitra, and Mutuswami [9] for the single machine queueing
problem. The following proposition generalizes Proposition 3.14 in their paper.

Proposition 3.15 The LPE-fair allocation rule is Lorenz optimal in A∗(n,m).

Proof Let A be a fair allocation rule. Let θ be a profile and let the rank-based
reordering of waiting costs be θ(1) ≥ . . . ≥ θ(n). For any r = 1, . . . , n − 1, we have

(1) U A
(r+1)(θ) −U A

(r)(θ) = q(θ(r) − θ(r+1)) if � r
m � = ⌈

r+1
m

⌉ = q,
(2) U A

(r+1)(θ) −U A
(r)(θ) = q(θ(r) − θ(r+1)) + λq(θ)(θl(q) − θh(q+1)) + (θh(q+1) −

θ(r+1)) if � r
m � = q < � r+1

m � = 1 + q.

From (3.2) and (3.2), we have two observations. First, if θ(r) = θ(r+1), then
U A

(r+1)(θ) = U A
(r)(θ). This is clear in (3.2) so let us consider (3.2). Since θ(r) = θ(r+1)

and
⌈

r+1
m

⌉ = 1 + ⌈

r
m

⌉

, we must have θl(q) = θh(q+1) = θ(r) = θ(r+1). It follows from
this that U A

(r+1)(θ) = U A
(r)(θ). Second, if θ(r) > θ(r+1), then U A

(r+1)(θ) > U A
(r)(θ).

7 See Chun, Mitra, and Mutuswami [9] for more discussion on Lorenz optimal allocation rules.
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Again, this is clear in (3.2). For (3.2), note that θ(r) = θl(q) > θh(q+1) = θ(r+1) and
the result follows from this observation.

We conclude thatU A
(1)(θ) ≤ . . . ≤ U A

(n)(θ) implying that U
A
r (θ) = U A

(r)(θ) for all
r = 1, . . . , n.8 Hence, the agent having the highest waiting cost will have the lowest
utility, the agent having the second highest waiting cost will have the next lowest
level of utility and so on.

If A is Lorenz optimal, then U
A
1 (θ) ≥ U

A′
1 (θ) for all A′ ∈ A∗(n,m). Given the

above discussion and (3.9), we have

U
A′
1 (θ) = −θ(1) −

M−1
∑

k=1

(

1 − km

n

)

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

. (3.10)

If θlk > θhk+1 , it follows from (3.10) that U
A
1 (θ) is minimized only if λk(θ) = 0.

If θlk = θhk+1 , then λk(θ) = 0 is a minimizer but no longer uniquely so. This proves
the necessity of the LPE-fair allocation rule A∗ for Lorenz optimality.

To prove sufficiency, let A be an allocation rule and θ a profile. Using (3.2) and
(3.2), it follows that

r
∑

q=1

U
A
q (θ)) = − m

(

1 − r

n

)
� r

m �−1
∑

k=1

k
[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

− r
M−1
∑

k=� r
m �

(

1 − km

n

)

[

λk(θ)θlk + (1 − λk(θ))θhk+1

]

−
r

∑

q=1

⌈ q

m

⌉

θ(q).

(3.11)

It is clear from (3.11) that the sum
∑r

q=1U
A
q (θ) is maximized by setting

λk(θ) = 0. Hence,
∑r

q=1U
A∗
q (θ) ≥ ∑r

q=1U
A
q (θ) for every r = 1, . . . , n − 1 and

this establishes sufficiency.

The following corollary follows straightforwardly from Proposition 3.15.

Corollary 3.16 Anallocation rule A ∈ A∗(n,m) satisfies no-envy, Pareto efficiency,
and Lorenz optimality if and only if it the LPE-fair allocation rule A∗.

Proof Follows from Corollary 3.10 and Proposition 3.15.

Example 3.17 Consider the queueingproblemwith seven agents and threemachines
� = (7, 3, θ). Then, the list of all queue positions is given by the multi-set O7;3 =

8 Recall that for any vector x , x is the rank-order based reordering such that x̄1 ≤ . . . ≤ x̄n .
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{1, 1, 1, 2, 2, 2, 3}. A queue σ is a one-to-one mapping from {1, . . . , 7} toO7;3.9 Let
A be a fair allocation rule let θ5 > θ4 = θ1 > θ2 > θ3 = θ6 > θ7. The unique order
efficient queue for this profile is σ(θ) = (1, 2, 2, 1, 1, 2, 3). The monetary transfers
to the agents is t (θ) such that the position specific transfers are T1(θ) = t1(θ) =
t4(θ) = t5(θ), T2(θ) = t2(θ) = t3(θ) = t6(θ), and T3(θ) = t7(θ). Using (3.3), we
get

T1(θ) = R1(θ)

T2(θ) = T1(θ) + λ1(θ)min{θ1, θ4, θ5} + (1 − λ1(θ))max{θ2, θ3, θ6}
= R1(θ) + λ1(θ)θ1 + (1 − λ1(θ))θ2

T3(θ) = T2(θ) + λ2(θ)min{θ2, θ3, θ6} + (1 − λ2(θ))θ7

= R1(θ) + λ1(θ)θ1 + (1 − λ1(θ))θ2 + λ2(θ)θ6 + (1 − λ2(θ))θ7.

To obtain Pareto efficiency, we need budget balance. Hence, we have 7R1(θ) +
4λ1(θ)θ1 + 4(1 − λ1(θ))θ2 + λ2(θ)θ6 + (1 − λ2(θ))θ7 = 0. Solving for R1(θ)gives

R1(θ) = −4

7
λ1(θ)θ1 − 4

7
(1 − λ1(θ))θ2 − 1

7
λ2(θ)θ6 − 1

7
(1 − λ2(θ))θ7.

One can now get the position specific transfers by appropriate substitution.
Finally, by substituting λ1(θ) = λ2(θ) = 0, we obtain the LPE-fair allocation rule

A∗. This gives the position specific transfers:

T1(θ) = −4

7
θ2 − 1

7
θ7, T2(θ) = 3

7
θ2 − 1

7
θ7, T3(θ) = 3

7
θ2 + 6

7
θ7.

4 Future Research Prospects

In this concluding section, we discuss other fairness criteria that can be analyzed in
the context of queueing problems with multiple machines.

4.1 Egalitarian Equivalence

Egalitarian equivalencewas introducedbyPazner andSchmeidler [24] as a solution to
the deficiencies of the no-envy criterion. An allocation rule is egalitarian equivalent if
there is a reference bundle for each profile such that each agent is indifferent between
his allocation and the reference bundle.

9 The number of possible queues is |P(O7;3)| = 7!/{(7 − 3 × 2)!(3!)2} = 140.
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Definition 4.1 Let� = (n,m, θ) be a queueing problem.An allocation (σ (θ), t (θ))

is egalitarian equivalent for the profile θ if there is a reference bundle (σ R(θ), t R(θ))

such that for all j ∈ N , (σ j (θ), t j (θ)) ∼ (σ R(θ), t R(θ)).10 An allocation rule A =
〈σ, t〉 is egalitarian equivalent if for all profiles θ , (σ (θ), t (θ)) is an egalitarian
equivalent allocation.

Like no-envy, an attractive feature of egalitarian equivalence is that it is an ordinal
concept, makes no inter-personal utility comparisons and satisfies equal treatment
of equals. It has also been studied in many contexts (see Demange [13]; Dutta and
Vohra [16]; Ohseto [23]; Thomson [29]; Yengin [33]); and in the single machine
queueing context by Chun, Mitra, and Mutuswami [7, 9]. However, to the best of
our knowledge, egalitarian equivalence for the multiple machine queueing context
has not been studied so far.

One can address the same questions as those addressed in this paper by replacing
no-envy with egalitarian equivalence and then compare those results with the ones
obtained in this paper. For the single machine queueing problem (Chun, Mitra, and
Mutuswami [7]) and, in general allocation problems with indivisibilities (Thomson
[29]), one can show that no allocation rule satisfies both no-envy and egalitarian
equivalence. Therefore, one would hope to get the same impossibility result for
multiple machine queueing problems while identifying allocation rules that satisfy
both no-envy and egalitarian equivalence.

4.2 Identical Preferences Lower Bound

Equal Division Lower Bound is one of the oldest fairness concepts (see Dubins and
Spanier [14] and Steinhaus [26]). It requires that an agents utility is at least that of
consuming his equal share of the resources. It has been addressed in many different
contexts (see Bevia [2], Moulin [21, 22], Thomson [31], Yengin [34] among others).

In the queueing problem, though, this concept cannot be directly applied as there
is no sense in which resources can be divided equally. Maniquet [19] in his important
paper on the single machine queueing problem therefore applied a related concept,
identical preferences lower bound. This requires that each agent gets at least as much
utility assuming all agents have the same preferences as herself. Note that this is a
hypothetical scenario because, of course, waiting costs are likely to differ across
agents. Following Maniquet, further contributions were made by Chun [3–5]; Chun,
Mitra, and Mutuswami [8–10]; and Chun and Yengin [12].

For the queueing problem with multiple identical machines, identical preferences
lower bound implies that the utility of any agentmust be no less than his expected cost
assuming that all queues and all positions have an equal chance of being chosen. It is
left as an exercise for the reader to show that under identical preferences lower bound

that for each profile θ , agent j’s utility must be at least −M

n

[

n − m(M − 1)

2

]

θ j .

10 Here, the symbol “∼” stands for indifference between the two allocations.
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Again, one can address the same questions as those addressed in this paper by
replacing no-envy with identical preferences lower bound and compare those results
with the ones obtained in this paper.

Remark 4.2 There is no allocation rule satisfying no-envy and egalitarian equiva-
lence for the single machine queueing problem. Hence, one would expect to get the
same impossibility result for the queueing problemwithmultiple identical machines.
On the other hand, it would be an interesting question to ask whether budget balance
and no-envy together imply the identical preferences lower bound as in the case for
the single machine queueing problem.
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Rationing Rules Under Uncertain
Claims: A Survey

Sinan Ertemel and Rajnish Kumar

JEL code: C71 · D63 · D81

1 Introduction

Working from home under the lockdown situation in our respective countries when
we are writing this chapter, the whole world is struggling to deal with the pandemic
of COVID-19—the most serious challenge the world has faced in a long time. Jared
Kushner, senior advisor and son-in-law of the US president Donald Trump has been
widely criticized for his statement about the federal stockpile of life-saving pharma-
ceuticals and medical supplies on April 3, 2020 (see, e.g., Dale, April [4]), regard-
ing the federal stockpile of life-saving pharmaceuticals and medical supplies. Jared
Kushner was trying to make the point that the states should first assess their needs
and their stockpiles before making a request from the federal stockpile. Although
the criticism is well-founded based on the words used by Kushner,1 “the problem

1Kushner’s statement included “the notion of the federal stockpile was it’s supposed to be our
stockpile; it’s not supposed to be states’ stockpiles that they then use”.
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of dividing when there isn’t enough” is not trivial (see, e.g., Thomson [15], Moulin
[13]). It becomes even more challenging when the problem is of dividing today when
the shortage tomorrow is unknown. This is the situation that corresponds to the divi-
sion of the federal stockpile of medical supplies to the various states when these
states are preparing for their unknown peaks of the pandemic. This is the situation
that we address in this chapter.

A rationing problem involves a resource to be divided among a set of agents each
of whom has a claim on the resource. The resource is not enough to meet all the
claims. Claims of creditors on a bankrupt firm and inheritance claims on the estate of
a deceased person are examples of such situations (as first formal studies, see O’Neill
[14], and Aumann and Maschler [1]). A rationing problem under uncertain claims
consists of a rationing problem where the claims are state-contingent or follow a
probability distribution. Agents may submit a vector of claims one for each state of
the world to be realized in the second stage, or they may submit a claim distribution.
The resource must be divided into stage one before the realization of the state of the
world.

Apart from the pandemic situation mentioned above, such a situation may arise in
the allocation of the fiscal budget of a country. Different ministries of a government
may require different resources in different states of the world to be realized in the
next fiscal year. For example, the Ministry of Defense may have different require-
ments depending on its relations with other countries as well as the situations of
disasters that may happen in the following year. The Ministry of Agriculture may
have requirements based on factors like rainfall next year. The Ministry of Health
may have requirements that depend on factors like the incidence of epidemics and
the weather. However, the federal budget must be allocated at the beginning of the
fiscal year.

Another example of our setting is the distribution of research funds (or travel
grants) among graduate students of a school in a university who expect travel or
research expenses contingent on the state of the world (e.g., expenses based on the
results of their research and travels plans based on the conferences accepting their
papers). A situation like our setting also arises in the allocation of university funds
among different schools based on their performance, or need, or government research
funds to researchers from various universities.

The underlying ethical nature of the rationing problem rules out the market mech-
anism or any other traditional mechanism. Thus, one must resort to an axiomatic
approach to find a solution to this situation. A solution may be universally accept-
able to the agents if it is deemed fair by the agents. The notion of fairness is captured
by the axioms used to select a rule. Axioms considered in this chapter belong to
the following four categories: Axioms on equity, axioms on incentives, structural
invariance axioms, and axioms on uncertainty.

We consider two setups and provide two classes of rules. Under the state-
contingent claims setup, we introduce classes of ex-ante and ex-post rules. We provide
axiomatic characterizations of these rules.
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Under the setup where claims are probability distributions, we introduce the equal-
quantile rules and expected-waste-constrained uniform gains rules and we also pro-
vide an axiomatic characterization of these rules.

In Sect. 2, we introduce the formal model for the two setups mentioned above. In
Sect. 3, we introduce the rules along with their axiomatic characterization. In Sect. 4,
we conclude with some open questions.

2 The Setups and Rationing Rules

The rationing problem under uncertain claims can be defined as an extension of the
standard rationing problem to a stochastic setting where the claims are uncertain
and shares are to be distributed before the uncertainty is resolved. There are essen-
tially two approaches to model claim uncertainty: (1) state-contingent claims and
(2) random claims represented by probability distribution functions. First, we will
present the state-contingent claims setup defined for the proportional and parametric
rules. Next, we follow with the setup where claims are probability distributions and
introduce equal-quantile rules along with the expected-waste-constrained uniform
gains rules.

2.1 State-Contingent Claims Setup

The rationing problem under the state-contingent framework is defined as the tuple
(N , c, E,p). The set of individuals is a nonempty finite set N and the set of states
is a nonempty finite set S. A profile of a state-contingent claims matrix, c ≡ 〈cis :
i ∈ N ; s ∈ S〉, is a map, (i, s) ∈ N × S �→ cis ∈ R+. The set of profile of state-
contingent claims shall be denoted by C . For any individual i , ci ≡ 〈cis : s ∈ S〉
is individual i ′s state-contingent claim vector, i.e., the map s ∈ S �→ cis ∈ R+ as
obtained by restriction of the map c to the set {i} × S. For any state s ∈ S, cs ≡
〈cis : i ∈ N 〉 is the profile of claims in state s, i.e., the map i ∈ N �→ cis ∈ R+ as
obtained by restriction of the map c to the set N × {s}. An estate is any element of
E :=R+ typically denoted by E, E ′, . . . or E1, E2, . . . and so on. An assessment of
state probabilities, denoted by p ≡ 〈ps : s ∈ S〉, is a map, s ∈ S �→ ps ∈ [0, 1] such
that

∑
s∈S ps = 1. Thus, the set of assessments of state probabilities is the |S| − 1-

dimensional simplex �(S), i.e., p ∈ �(S). For any s ∈ S, δs ∈ �(S) shall denote
the lottery which is degenerate at the state s. For the map ci and p ∈ �(S), define
c̄i (p):= ∑

s∈S(ps · cis), i.e., the expected claim of individual i . We shall follow the
convention that for any set K , and x, y ∈ R

K , x ≥ y ⇐⇒ xk ≥ yk for all k ∈ K .
Vector of zeroes, 0K , shall denote the map, k ∈ K �→ 0 ∈ R+, and vector of ones,
1K , shall denote the map, k ∈ K �→ 1 ∈ R+.

For a fixed population N , a rationing problem under state- contingent claims is an
ordered triple (c, E,p) ∈ C × E × �(S) such that for every s ∈ S,

∑
i∈N cis ≥ E .



180 S. Ertemel and R. Kumar

The set of rationing problems, D :={(c, E,p) ∈ C × E × �(S) : (∀s ∈ S)

[∑i∈N cis ≥ E]} shall be called the domain. A rule is a map, φ : D → R
N+ , such

that, for any (c, E,p) ∈ D ,
∑

i∈N φi (c, E,p) = E where φi (c, E,p) shall be called
the share of individual i in the rationing problem (c, E,p) according to the rule φ.
Denote by D∗ the set {(x, t) ∈ R

N+ × R+ : ∑
i∈N xi ≥ t}. We define any rule φ to

be ex-ante, if and only if there exists a corresponding function ψ : D∗ → R
N+ such

that
∑

i∈N ψi (x, t) = t for any (x, t) ∈ D∗, and φ(c, E,p) = ψ(c̄(p), E) for any
(c, E,p) ∈ D where c̄(p):=〈c̄i (p) : i ∈ N 〉. A rule φ is defined to be ex-post, if and
only if, for any (c, E,p) ∈ D , φ(c, E,p) = ∑

s∈S[ps · φ(c, E, δs)].

2.2 Proportional Rules

In the state-contingent claims setting, ex-ante and ex-post proportional rules are
defined as follows.

The ex-ante proportional rule (pr) is defined as applying the proportional rule to
the expectation of the state-contingent claims:

pri (c, E,p) = c̄i (p)
∑

i∈N
c̄i (p)

E, for all i ∈ N .

The ex-post proportional rule ( p̃r) is defined as the expectation of the shares
found by applying the proportional rule on the state-contingent claims:

p̃r i (c, E,p) =
∑

s∈S

⎛

⎝ps
cis

∑

i∈N
cis

⎞

⎠ E, for all i ∈ N .

2.3 Parametric Rationing Rules

In this section, we define a class of rules over the domainD , which shall be denoted by
�, such that any rule φ ∈ � satisfies each of the standard axioms which will be given
in the next section. These rules have some similarities with a class of rules studied in
Juarez and Kumar [9]. Members of the class � are constructed by the composition
of rules, from a family contained in the class of Young’s “parametric rules”, (Young
[20]), with a profile of R-valued functions, which map pairs (c,p) ∈ C × �(S)

satisfying some conditions. Typical profiles shall be denoted by T ≡ 〈Ti : i ∈ N 〉,
and the class of all such profiles shall be denoted by T .
Let T ≡ 〈Ti : i ∈ N 〉 ∈ T , if and only if, for every i ∈ N , Ti : C × �(S) → R is a
map, and, for any i ∈ N and any (c,p) ∈ C × �(S), each of the following conditions
hold:
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R.1
∑

i∈N Ti (c,p) ≥ mins∈S
∑

i∈N cis .
R.2 Ti (c,p) ≥ mins∈S cis .
R.3 If c′

i > ci , then Ti ((c′
i , c−i ),p) > Ti (c,p).

Now, we shall specify a certain subclass of rules inspired by Young’s “parametric
rules”. Let h ≡ 〈hi : i ∈ N 〉 ∈ H , if and only if there exists θ∗, θ∗ ∈ Rwith θ∗ < θ∗
such that, for every i ∈ N , hi : [θ∗, θ∗] × R+ → R+ satisfies each of the following:

H.1 For any x ∈ R+, hi (θ∗, x) = 0 and hi (θ∗, x) = x .
H.2 For any x ∈ R+, the map θ ∈ [θ∗, θ∗] �→ hi (θ, x) is continuous.
H.3 For any x ∈ R+, the map θ ∈ [θ∗, θ∗] �→ hi (θ, x) is strictly increasing.
H.4 For any x, x ′ ∈ R+ with x < x ′ and any θ ∈ [θ∗, θ∗], hi (θ, x) < hi (θ, x ′).

For any h ∈ H , we define a corresponding map ψh : D∗ → R
N+ as follows. For

every i ∈ N , and for any (x, t) ∈ D∗, let ψh
i (x, t):=hi (θ, min{xi , t}) where θ ∈

[θ∗, θ∗] solves
∑

i∈N hi (θ, min{xi , t}) = t . Set ψh :=〈ψh
i : i ∈ N 〉. Observe, for any

problem (x, t) ∈ D∗, the resulting profile of “truncated claims” xt :=〈min{xi , t} : i ∈
N 〉 defines some θ ∈ [θ∗, θ∗] that solves

∑
i∈N hi (θ, xti ) = t by the properties H.1

and H.2. That such a solution is unique follows from property F.3. That is, ψh is
indeed a rule over the domain D∗ if h ∈ H . For any T ∈ T and any h ∈ H , the
corresponding map φh,T : D → R

N+ is defined by

φh,T (c, E,p):=ψh(T (c,p), E), for every (c, E,p) ∈ D .

Let M ∈ N. For every p ∈ �(S), let β1(p), β2(p), . . . , βM(p) ∈ [0, 1] such that∑M
m=1 βm(p) = 1. Also, for each m ∈ {1, 2, . . . , M}, let hm ∈ H and Tm ∈ T .

Define φ : D → R
N+ as follows:

φ(c, E,p):=
M∑

m=1

βm(p) · φhm ,Tm (c, E,p), for every (c, E,p) ∈ D .

We introduce two particular subclasses of �. The first one is a subclass of rules
that have the ex-ante form. To see that this is indeed the case, we consider T ∈ T as
follows. Let T ≡ 〈Ti : i ∈ N 〉 where, for every individual i ∈ N , the map Ti : C ×
�(S) → R+ is defined as Ti (c,p):= ‖(ci ,p)‖1. Recall, ‖(ci ,p)‖1 = ∑

s∈S(ps · cis)
by definition. Thus, for any choice of h ∈ H , the resulting rule φh,T has the ex-ante
form. We shall call this rule the ex-ante rule defined by h. Given the definition of the
classH , the ex-ante versions of many prominent rules such as Talmud rule, minimal
overlap rule, and the family of priority-augmented weighted uniform gains rules
studied in Flores-Szwagrzak [6] which includes uniform gains rule and weighted
uniform rules are contained in the class �. Some rules are, however, not in �. For
instance, proportional rule, uniform losses rule, reverse Talmud rules (van den Brink
et al. [16], van den Brink and Moreno-Ternero [17]), and random order of arrival
rule do not belong to this class.

Next, we observe that a subclass of rules, having the ex-post form, are also
contained in �. Define M :=|S|. For every s ∈ S, we define Ts ∈ T as follows.
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Fix s ∈ S. Let Ts ≡ 〈Ts,i : i ∈ N 〉, where, for any i ∈ N , Ts,i (c,p):=cis for every
(c,p) ∈ C × �(S). Also, for any s ∈ S, define βs(p):=ps for every p ∈ �(S).
Clearly,

∑
s∈S βs(p) = 1. Fix any h ∈ H , and define the map φ : D → R

N+ as fol-
lows:

φ(c, E,p):=
∑

s∈S
βs(p) · ψh,Ts (T (c,p), E), for every (c, E,p) ∈ D .

We shall call this rule the ex-post rule defined by h. In particular, the ex-post versions
of the Talmud rule, minimal overlap rule, and any member of the priority-augmented
weighted uniform gains rules are elements of this class �. By the same token, the
uniform losses rule and the random order of arrival rule do not belong to this class.

2.4 Claims as Probability Distributions Setup

Let R be the set of real numbers, R+ non-negative real numbers, R++ positive real
numbers, and N positive integers. We now move to a changing-population environ-
ment. Let N be the set of potential individuals. A population is a finite subset of N.
Let N be the set of all finite subsets of N.

The claim of an individual is modeled as a probability measure over non-negative
real numbers which denote quantities of a resource. It is represented by a cumulative
distribution function (CDF), and assumed to have finite interval support. LetF be the
set of such claims. A typical claim is denoted by Fi and its support by [ci ,Ci ]. For each
N ∈ N , a problem for population N is a pair (F, E) ∈ F N × R+ where F = (Fi )i∈N
is a profile of individual claims and E is an endowment of the resource. A rule is a
function that specifies for each N ∈ N and each (F, E) ∈ F N × R+ an allocation
φ(F, E) ∈ R

N+ such that for each i ∈ N , φi (F, E) ≤ Ci , and
∑

φi (F, E) ≤ E .
For each Fi ∈ F , a value in its support is interpreted as a realized need of individual

i , with ci being his sure need and Ci his maximal need. The need of an individual is
understood as his satiation point. That is, when his assignment is less than his need,
he is better off from getting more of the resource, and when his assignment exceeds
his need, he is indifferent to any increase of the resource. Thus, when individual i
is assigned ti units of the resource and his realized need is xi , max{ti − xi , 0} is the
induced waste and max{xi − ti , 0} his deficit.

The current setup differs from the previous one in two aspects. First, in the previous
setup, uncertainty is modeled in terms of an exogenous state space and a probability
measure on the states, and a claim is modeled as a state-contingent non-negative real
vector. The advantage of modeling uncertainty in this way is to capture the underlying
joint distribution of agents’ claims. In contrast, the current setup only contains the
data of the marginal distributions. Therefore, it applies only to the cases in which
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agents’ claims are subject to idiosyncratic risk or the joint distribution is irrelevant
to resource allocation.2

Second, in the previous setup, the endowment is assumed to be no larger than the
sum of individual claims and must be fully allocated, whereas in the current setup,
it can be arbitrarily small or large and is only an upper bound on the amount of the
resource that can be allocated to the individuals. In comparison, the current setup
accommodates the case where full use of the resource may not be efficient due to
an opportunity cost brought about by the claim uncertainty (Long, Sethuraman, and
Xue [11]).

2.5 Equal-Quantile Rules

Long, Sethuraman, and Xue introduce the class of equal-quantile rules. Each rule in
this class is parameterized by a number λ ∈ (0, 1]. When the endowment is no larger
than the sum of individuals’ sure needs, the equal-quantile rule with λ fully allocates
the endowment by applying the uniform gains rule to the profile of sure needs. When
the endowment exceeds the sum of individuals’ sure needs, roughly speaking, the
rule assigns to each individual an amount such that all individuals have the same
probability of having a need no more than the assignment. Moreover, the common
probability of satiation is maximized under the constraint that it does not exceed λ.

Formally, for each Fi ∈ F , define the quantile function QFi : (0, 1] → R by set-
ting for each α ∈ (0, 1],

QFi (α) := min{xi ∈ R : Fi (xi ) ≥ α}.

Then for each λ ∈ (0, 1], the equal-quantile rule with parameter λ, denoted by
φλ, is defined as follows. For each N ∈ N and each (F, E) ∈ F N × R+, when
E ≤ ∑

ci , for each j ∈ N ,

φλ
j (F, E) := min{c∗, c j }, where c∗ ∈ R+ satisfies

∑
min{c∗, ci } = E;

when E >
∑

ci , for each j ∈ N ,

φλ
j (F, E) := QFj (α

∗), where α∗ ∈ (0, λ] satisfies
∑

QFi (α
∗) = min

{

E,
∑

QFi (λ)

}

.

The parameter λ determines when the endowment should be fully allocated to the
individuals. In particular, QFi (λ) is the maximal amount of the resource that can be
assigned to an individual who claims Fi . The endowment is fully allocated whenever
it does not exceed the sum of individuals’ maximal assignments. Otherwise, each

2 See Long, Sethuraman, and Xue [11] for more discussion.
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individual just receives his maximal assignment, and the endowment is only partially
allocated.

2.6 Expected-Waste-Constrained Uniform Gains Rules

Xue [19] introduces the class of expected-waste uniform gains rules. To understand
this class, imagine that an assignment to an individual induces two components of
cost to a society: the resource assigned to him and the expected waste generated by
him. Each expected-waste-constrained uniform gains rule is associated with a cost
function that aggregates the two components and allocates the resource in a way that
makes the costs of individuals as equal as possible. More precisely, for each problem,
the rule would set a common cost. If assigning the maximal need to an individual
induces a cost smaller than the common cost, then the individual receives his maximal
need. Otherwise, he receives the amount that induces exactly the common cost. The
common cost is set by the binding feasibility constraint.

Relaxing the interval support assumption, assume now that a claim is a probability
measure over R+ that has a compact support. As in the previous setup, claims are
represented by CDFs. LetF ′ be the set of all such claims. For each Fi ∈ F ′, let ci and
Ci denote, respectively, the minimal value and the maximal value in the support of
Fi . For each N ∈ N , a problem for population N is a pair (F, E) where F ∈ F ′N is a
claim profile and E ∈ [0,

∑
Ci ] is an endowment. Let PN be the set of all problems

for population N . For each N ∈ N and each (F, E) ∈ PN , an allocation is a vector
t ∈ R

N+ such that for each i ∈ N , ti ≤ Ci , and
∑

ti = E . Note that in this setup, the
endowment is always assumed to fall short of the sum of the maximal needs and is
required to be fully allocated. A rule is a function φ that specifies for each population
N ∈ N and each problem (F, E) ∈ PN an allocation.

Formally, let D := {(ti ,
∫ ti

0 (ti − xi )dFi (xi )) : Fi ∈ F ′, ti ∈ [0,Ci ]}. It can be
readily seen that equivalently, D = {(x1, x2) ∈ R

2+ : x1 > x2} ∪ {(0, 0)}. A cost
function is a continuous function U : D → R satisfying that (i) for each pair
(x1, x2), (x ′

1, x
′
2) ∈ D such that x1 < x ′

1 and either x2 < x ′
2 or x2 = x ′

2 = 0,U (x1, x2)

< U (x ′
1, x

′
2), and (ii) U (0, 0) = 0. Let U be the set of all cost functions. For

each Fi ∈ F ′ and each ti ∈ [0,Ci ], let w(Fi , ti ) := ∫ ti
0 (ti − xi )dFi (xi ) denote the

expected waste induced by an individual who has a claim Fi and is assigned ti . For
each U ∈ U and each Fi ∈ F ′, define U−1

Fi
: U (D) → [0,Ci ] by setting for each

c ∈ U (D),

U−1
Fi

(c) :=
{
Ci c > U (Ci , w(Fi ,Ci )

ti c = U (ti , w(Fi , ti )) where ti ∈ [0,Ci ] .

Notice that U−1
Fi

is continuous and increasing on [0,Ci ]. Then for each U ∈ U , the
expected-waste-constrained uniform gains rule withU , denoted by φU , is defined
as follows. For each N ∈ N , each (F, E) ∈ PN , and each i ∈ N ,
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φU
i (F, E) = U−1

Fi
(c∗), where c∗ satisfies

∑
U−1

Fi
(c∗) = E .

3 Axiomatic Characterizations

3.1 Proportional Rules

Before giving the characterization of the parametric rules defined in the previous
section, we focus our attention to the most prominent member of the parametric
rules family, that is, proportional rules. As the proportional rule doesn’t satisfy
independence of claim truncation axiom, it is not included in our parametric rules
domain. Accordingly, we provide a separate characterization for these rules in the
rich domain.3 For a more detailed account of proportional rules under uncertainty,
the reader is referred to Ertemel and Kumar [5].

First, we will provide the list of axioms that will be used in the characterization
of the ex-ante proportional rules.
Continuity: For all (c, E,p)) ∈ D and for all sequences (ck, Ek,pk) ∈ D, if (ck, Ek,

pk) → (c, E,p), then φ(ck, Ek,pk) → φ(c, E,p).

Continuity tells us that small changes in the parameters of the problem do not
bring big jumps in the allocations. Continuity is desirable because we do not want
small errors (e.g., measurement errors) to lead to big changes in the allocations.

No award for null: For all (c, E,p) ∈ D and for all i ∈ N , if cis = 0 for all s ∈ S,
then φi (c, E,p) = 0.

No award for null says that an individual with zero claim for each state should
get zero share. This axiom is also called the dummy axiom in the literature.

Moulin [12] defined a non-advantageous reallocation axiom to characterize the
egalitarian and utilitarian solutions in quasi-linear social choice problems. We will
define two axioms on invariance to reallocation in a similar manner where transfers
are made either across individuals or across states.

Non-advantageous reallocation across individuals: For all (c, E,p), (c′, E,p) ∈
D and for all i ∈ N , if

∑

j∈N\{i}
c js = ∑

j∈N\{i}
c′
js and cis = c′

is for all s ∈ S, then

φi (c, E,p) = φi (c′, E,p).

3 A domainD is rich if for all (c, E,p), (c′, E,p) ∈ C × E × �(S) if
∑

i∈N
cis = ∑

i∈N
c′
is for all s ∈ S

then (c, E,p) ∈ D implies (c′, E,p) ∈ D.
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Non-advantageous reallocation across individuals states that the share of indi-
vidual i depends on the sum of the claims of the individuals other than himself. In
other words, individuals other than i cannot affect the share of i by reallocating their
claims among themselves.
Non-advantageous reallocation across states: For all (c, E,p), (c′, E,p) ∈ D and
for all i ∈ N , if c̄i (p) = c̄′

i (p) and c js = c′
js for all j ∈ N\{i} and for all s ∈ S, then

φ j (c, E,p) = φ j (c′, E,p) for all j ∈ N\{i}.

Non-advantageous reallocation across states implies that if individual i reallo-
cates his claim across all the states given his expected claim is constant, then other
individuals’ share (hence his own share) would not change.

The theorem below provides a characterization for ex-ante proportional rules.

Theorem 1 (Ertemel and Kumar [5]) Let |N | ≥ 3 and |S| ≥ 3. A rationing rule
φ satisfies Continuity, No award for null, Non-advantageous reallocation across
individuals, and Non-advantageous reallocation across states if and only if φ is
ex-ante proportional rule.

Now we will characterize the ex-post proportional rule. The functional form of ex-
post proportional rule is additively separable with respect to the states. This is similar
to the expected utility form due to von Neumann and Morgenstern [18]. Therefore, in
the spirit of Expected Utility Theory, we will utilize the Independence axiom which
is defined below.

Independence: For all (c, E,p), (c, E,q), (c, E, r) ∈ D, for all i ∈ N , and for
all λ ∈ (0, 1), we have φi (c, E,p) ≥ φi (c, E,q) if and only if φi (c, E, λp + (1 −
λ)r) ≥ φi (c, E, λq + (1 − λ)r).

Independence implies that the ordering of an individual’s share with respect to
two different state probabilities is preserved if these two state probabilities are mixed
with any other state probability.

We further introduce Symmetry axiom which implies that the names of the states
do not matter. This is a very natural axiom and is central to the literature on fairness.

Symmetry: For all (c, E,p) ∈ D, for all permutations ρ : S → S, and for all
i ∈ N , φi (c, E,p) = φi (cρ, E,pρ), where pρ = (pρ(1), pρ(2), ..., pρ(|S|)) and cρ =
(cρ(1), cρ(2), ..., cρ(|S|)).

By keeping all the axioms of Theorem 1 and replacing Non-advantageous real-
location across states axiom with the Independence axiom and adding Symmetry
axiom, we get characterization of the ex-post proportional rule in Theorem 2.
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Theorem 2 (Ertemel and Kumar [5]) Let |N | ≥ 3. A rationing rule φ satisfies Con-
tinuity, No award for null, Non-advantageous reallocation across individuals, Inde-
pendence, and Symmetry if and only if φ is an ex-post proportional rule.

3.2 Parametric Rules

Now we move to our family of parametric rules with the corresponding axioms given
below. For more details on these rules, the reader is referred to Chatterjee, Ertemel,
and Kumar [3].
Claim Monotonicity: If (c, E,p), ((c′

i , c−i ), E,p) ∈ D and i ∈ N such that ci ≤ c′
i ,

then φi (c, E,p) ≤ φi ((c′
i , c−i ), E,p).

The above axiom is the most obvious adaptation of the “claim monotonicity”
axiom from the rationing literature with deterministic claims. Consider two profiles
of state-contingent claims such that the profiles differ only in one specific individual’s
state-contingent claim and that too in the sense that the claims, of the individual, in
the second profile are greater than that in the first state-wise. The rule satisfies the
axiom, if and only if it provides that individual at least as much in the second profile
as it does in the first. The “claim monotonicity” property, in the deterministic set-
ting, holds for many major rules such as priority-augmented weighted uniform gains
rules, the Talmud rule, the proportional rule, and so on. However, formally there exist
several rules which do not satisfy this property as can be seen from the definitions
of two particularly wide classes of rules which are the class of fixed path rules and
Young’s class of parametric rules. The first class is important in the characterization
of the rules that satisfy the property of “independence of irrelevant claims” while
the second class characterizes the property of “consistency”. In particular, both the
classes admit as nonempty proper subclasses of rules that either do satisfy “claim
monotonicity” or do not.

Weak Consistency: If (c, E,p), ((c′
i , c−i ), E,p) ∈ D and i ∈ N , then

∑
j∈N\{i} φ j

(c, E,p) = ∑
j∈N\{i} φ j ((c′

i , c−i ), E,p) implies φ j (c, E,p) = φ j ((c′
i , c−i ), E,p)

for every j ∈ N \ {i}.

The property called “consistency” is of wide appeal in the rationing literature
with deterministic claims. Many of the major rules satisfy the property of “consis-
tency”. For instance, the class of priority-augmented weighted uniform gains rules,
the proportional rule, and the Talmud rule. In fact, every rule in Young’s class of
parametric rules satisfies “consistency”. However, the random order of arrival rule
does not satisfy this property. To briefly recall the idea of “consistency”, consider
the shares computed by the rule for a problem involving some set of individuals.
Next, a group of some of the individuals leaves having obtained their shares. The
property demands that the rule allocate the same shares from the sum of the shares
of the remaining individuals as it had computed initially. The above axiom is not a
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direct adaptation of the “consistency” property to the setting involving uncertainty.

No Reward for More Irrelevant Claims: If (c, E,p) ∈ D and i ∈ N such that
mins∈S cis ≥ E , then δci ≥ 0S implies φi (c, E,p) ≥ φi ((ci + δci , c−i ), E,p).

The above axiom is an adaptation to the setting with an uncertainty of a slight
weakening of the “independence of irrelevant claims” property which is also known
as “truncation of irrelevant claims”. The idea is, given individual claims and a
resource, any claim matters only as long as it does not exceed the resource. If an
individual’s claim does exceed the resource, then her claim is “truncated” in the sense
that the rule considers her claim to be the level of the resource itself. Many important
rules satisfy “truncation of irrelevant claims”.

First, we present the axioms that are relevant in the characterization theorems
of rules that have the ex-ante form. The following two axioms below describe how
uncertainty inherent in claims may be treated.

No Penalty for Risk: If (c, E,p), ((c′
i , c−i ), E,p) ∈ D and i ∈ N such that c′

i =
c̄i (p) · 1S , then φi (c, E,p) ≥ φi ((c′

i , c−i ), E,p).

To see the interpretation of the above axiom, fix the claims of every other indi-
vidual and consider two state-contingent claims of the individual that differ only in
that the first claim is “risky” while the second is not. In particular, the first claim is
a mean-preserving spread of the second. Note that the notion of “riskier claim” is
equivalent to second-order stochastic dominance which in turn is much weaker than
the notion of mean-preserving spread. This is so as second-order stochastic domi-
nance is obtained by any sequence of mean-preserving spreads.

No Sudden Response to Uncertainty: If c, c′ ∈ C and E† ∈ R++ such that c′
i =

c̄i (p) · 1S for every i ∈ N , and (c, E†,p), (c′, E†,p) ∈ D , then φ(c, E,p) = φ

(c′, E,p) for every E ≤ E† implies that φ(c, E,p) = φ(c′, E,p) for any E in some
neighborhood of E†.

Consider two state-contingent profiles of individual claims as follows. The second
of the two is the “equivalent deterministic profile” in that every individual’s claim is
the same across every state of nature equalling the risk-free mean claim. Now, sup-
pose it is a case that the two profiles are treated identically by the rule in that every
individual gets the same in both the profiles under the rule as long as the resource
is up to some strictly positive level of the resource. Then the rule satisfies the above
axiom, if and only if the rule continues to process the two profiles identically in some
neighborhood of that level.

Now we state characterization theorems for the parametric rules. We begin with
Theorem 3 which states that the class of parametric rules � satisfy the three axioms:
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claim monotonicity, weak consistency, and no reward for more irrelevant claims.

Theorem 3 (Chatterjee, Ertemel, and Kumar [3]) Any rule φ ∈ � satisfies claim
monotonicity, weak consistency, and no reward for more irrelevant claims.

Within the class of rules that satisfy the axioms of claim monotonicity, weak con-
sistency, and no reward for more irrelevant claims, Theorem 4 is the main result that
characterizes those rules that have the ex-ante form. Since the class � is a subclass
of such rules according to Theorem 3, we conclude that the ex-ante rules characteri-
zation below pins down the critical feature about how any rule processes the inherent
riskiness that manifests in the state-contingent claims of the individuals.

Theorem 4 (Chatterjee, Ertemel, and Kumar [3]) Consider any rule that satisfies
claimmonotonicity, weak consistency, and no reward for more irrelevant claims. The
rule satisfies no penalty for risk and no sudden response to uncertainty, if and only
if it is an ex-ante rule.

In the light of Theorems 3 and 4, the following corollary is immediate.

Corollary 1 (Chatterjee, Ertemel, and Kumar [3]) Any rule φ ∈ � has the ex-ante
form, if and only if φ satisfies no penalty for risk and no sudden response to uncer-
tainty.

Now, we present the only axiom that characterizes the ex-post form of rules.
Before defining our main axiom, Indifference to independent combinations, we give
the following preliminaries for the combination of games of rationing problems.

For any K ∈ N, let π1, π2, . . . , πK ∈ [0, 1] such that
∑K

k=1 πk = 1, and consider
any K rationing problems (c1, E1,p1), . . . , (cK , EK ,pK ) ∈ D . Then [⊕K

k=1 πk �
(cK , EK ,pk)] shall denote thegamblewith outcomes (c1, E1,p1), . . . , (cK , EK ,pK )

in D having probabilities π1, . . . , πK , respectively. The gamble [⊕K
k=1 πk � (cK ,

EK ,pk)], under the rule φ, induces the money lottery [⊕K
k=1 πk � φi (ck, Ek,pk)]

for each individual i . For any M ∈ N, let μ1, . . . , μM ∈ �(D), let
⊗M

m=1 μm

denote independent combination of gambles. Let μm be the gamble [⊕Km
k=1 πm

k �
(cmk , Em

k ,pmk )] for each m ∈ {1, . . . , M}. Then the independent combination of gam-
bles

⊗M
m=1 μm gives each individual i the share

∑M
m=1 φi (cmkm , Em

km
,pmkm ) with prob-

ability
∏M

m=1 πm
km

. The class of all independent combinations of gambles shall be
denoted by ID . For each individual i , driven by von Neumann–Morgenstern pref-
erences over money lotteries, let �i be the complete and transitive binary relation
over ID .

Indifference to Independent Combinations: If (c, E,p) ∈ D and q ∈ �(S), then⊗
s∈S[ps � (c, E, δs)

⊕
(1 − ps) � (c, 0,q)] ∼i (c, E,p).
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Indifference to Independent Combination axiom forces a risk neutral individual
to regard independent combination of the “ex-post” problem (c, E, δs) with proba-
bility ps and zero estate problem (c, 0,p) with probability 1 − ps equivalent to the
original rationing problem (c, E,p).

Theorem 5 (Chatterjee, Ertemel, and Kumar [3]) The rule φ has the ex-post form,
if and only if the induced �i satisfies indifference to independent combinations for
every risk neutral i ∈ N.

Here, we point out that the theorem above is not a mere statement of definitional
equivalence of two notions: “ex-post rule” and “Indifference to Independent Com-
binations”. A rule is required to make an individual indifferent between the original
problem and its corresponding “independent combination of gambles” version only
if that individual is risk-neutral. The rule is silent about how an individual compares
these two versions of a problem if he is not risk-neutral. Further, it is not required
that at least one or more individuals are risk-neutral.

Theorems 4 and 5 provide a very top-level characterization of the ex-ante and
the ex-post forms of rules to resolve rationing problems. One way to think of the
relevance of these theorems is that whenever a rule—or a class of rules—from the
standard rationing literature in the “deterministic” setting is considered for exten-
sion to the setting involving “uncertainty”, then standard characterizations of the
corresponding “deterministic” versions are adaptable to characterizations of the cor-
responding “ex-ante” and “ex- post” forms. The key idea is whether the rule being
proposed should be chosen so as to satisfy either the property of no penalty for risk
or that of indifference to independence combinations. Within the class �, these two
choices are not compatible.

3.3 Equal-Quantile Rules

The class of equal-quantile rules admits an axiomatic justification. All the axioms
are extensions, studied by Long, Sethuraman, and Xue [11], of their counterparts in
the deterministic claims problems.

Symmetry says that individuals who have equal claims should receive equal
amounts.

Symmetry: For each N ∈ N , each (F, E) ∈ F N × R+, and each pair i, j ∈ N , if
Fi = Fj , then φi (F, E) = φ j (F, E).

Ranking says that if an individual has no smaller claim than another individual in
the sense of first-order stochastic dominance (FSD), then the former should receive
a no smaller amount than the latter. For each pair Fi , Fj ∈ F , Fi is no smaller than
Fj in the FSD sense, denoted by Fi �FSD Fj , if for each c ∈ R, Fi (c) ≤ Fj (c).
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Ranking: For each N ∈ N , each (F, E) ∈ F N × R+, and each pair i, j ∈ N , if
Fi �FSD Fj , then φi (F, E) ≥ φ j (F, E).

Strict ranking says that if an individual has a larger claim than another individual
in a strict FSD sense, then the former should receive a larger amount than the latter.
For each pair Fi , Fj ∈ F , Fi is larger than Fj in the strict FSD sense, denoted by
Fi �FSD Fj , if for each c ∈ [0,C j ], Fi (c) < Fj (c), or equivalently, if Ci > C j and
for each c ∈ [0,Ci ), Fi (c) < Fj (c).

Strict ranking: For each N ∈ N , each (F, E) ∈ F N × R+, and each pair i, j ∈ N ,
if Fi �FSD Fj and E > 0, then φi (F, E) > φ j (F, E).

Continuity says that if the data of a problem does not change too much, the allo-
cation should not change too much. Here, the topology adopted to evaluate changes
of a claim is based on the notion of weak convergence of CDFs and the convergence
of sure needs and maximal needs.

Continuity: For each N ∈ N , each (F, E) ∈ F N × R+, and each sequence {(Fn,

En)}∞n=1 of elements ofF N , if for each i ∈ N , Fn
i converges weakly to Fi , lim cni = ci ,

lim Cn
i = Ci , and lim En = E , then lim φ(Fn, En) = φ(F, E).

Endowment continuity requires only that when the endowment does not change
too much, the allocation does not change too much.

Endowment continuity: For each N ∈ N , each (F, E) ∈ F N × R+, and each
sequence {(F, En)}∞n=1 of elements ofF N × R+, if lim En = E , then lim φ(F, En) =
φ(F, E).

Consistency says that after an allocation has been chosen for a problem and some
individuals leave with their assignments, if the rest of the endowment is redivided
among the remaining individuals, then each of them should receive the same amount
as initially. Since in the current setup, the resource is not required to be fully allo-
cated, depending on whether the unassigned resource has been disposed of or not,
what is left for the remaining individuals is either the sum of their assignments or
the difference between the endowment and the sum of the assignments taken away
by those who leave. Here, consistency requires the invariance of the remaining indi-
viduals’ assignments in both cases.

Consistency: For each N ∈ N , each (F, E) ∈ F N × R+, and each N ′ ⊆ N , φN ′

(F, E) = φ(FN ′,
∑

j∈N ′
φ j (F, E)) = φ(FN ′ , E − ∑

j∈N\N ′
φ j (F, E)), where φN ′(F, E)

and FN ′ are, respectively, the restrictions of φ(F, E) and F onto N ′.

Lastly, ordinality says that if a problem is “transformed”, the allocation should be
“transformed” accordingly. Precisely, a transformation is a function from R+ to R+.
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Let T be the set of all increasing and continuous transformations. For each Fi ∈ F
and each T ∈ T , define FT

i : R → [0, 1] by setting for each xi ∈ R,

FT
i (xi ) :=

⎧
⎪⎨

⎪⎩

0 xi ∈ (−∞, T (0))

Fi (T−1(xi )) xi ∈ T ([0,∞))

1 xi ∈ [ lim
x→∞ T (x),∞)

.

It can be readily seen that FT
i ∈ F . For each N ∈ N , each F ∈ F N , and each

T ∈ T , let FT denote the transformed claim profile in F N , namely for each i ∈ N ,
(FT )i = FT

i .

Ordinality: For each I ∈ N , each (F, E) ∈ F N × R+, each T ∈ T , and each i ∈ N ,
φi (Fφ,

∑
T (φ j (F, E))) = T (φi (F, E)).

It turns out that as long as a rule satisfies some basic axioms, it must associate
each claim with a maximal assignment. Moreover, the resource is fully allocated
whenever it does not exceed the sum of the maximal assignments, and otherwise,
each individual just receives his maximal assignment.

Theorem 6 (Long, Sethuraman, and Xue [11]) Let r be symmetric, endowment-
continuous, and consistent. There is M : F → R+ such that for each N ∈ N , each
(F, E) ∈ F N × R+, and each i ∈ N, (1) E <

∑
M(Fj ) ⇒ ∑

r j (F, E) = E and
ri (F, E) ≤ M(Fi ), and (2) E ≥ ∑

M(Fj ) ⇒ ri (F, E) = M(Fi ).

With more axioms being imposed, symmetry becomes redundant, and the class
of equal-quantile rules is characterized.

Theorem 7 (Long, Sethuraman, and Xue [11]) A rule satisfies strict ranking, con-
tinuity, consistency, and ordinality if and only if it is an equal-quantile rule.

The class of equal-quantile rules not only admits an axiomatic justification but
also is optimal with respect to a utilitarian social welfare function. Imagine that each
individual obtains a common and constant marginal utility u > 0 from each unit of
the assigned resource that does not exceed his realized need. Thus, if an individual is
assigned ti and his realized need is xi , then his utility is u · min{xi , ti }. Imagine also
that there is an alternative way of using the resource outside the model, which could
be thought of as an outside individual. The outside individual obtains a constant
marginal utility v ∈ [0, u) for each unit of the unassigned resource. For each N ∈ N
and each (F, E) ∈ F N × R+, a utilitarian planner who cares about the welfare of
all individuals including the outside individual sums up their utilities and chooses an
allocation t to maximize

∫ [ ∑
u min{xi , ti } + v(T −

∑
ti )

]

dF. (1)
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Note that with abuse of notation, F in (1) denotes a joint distribution of individuals’
needs whose marginal distributions are their claims. The choice of such a joint
distribution can be arbitrary since the value of (1) depends only on the marginal
distributions.

Proposition 1 (Long, Sethuraman, and Xue [11]) Let u, v ∈ R+ and λ ∈ (0, 1]
be such that u > v and λ = u−v

u . For each N ∈ N and each (F, E) ∈ F N × R+,
φλ(F, E) maximizes the utilitarian social welfare function (1).

Alternatively, each equal-quantile rule minimizes a utilitarian social cost function.
Imagine that each unit of waste generated by an individual incurs a constant marginal
cost cw ≥ 0 and each unit of deficit borne by an individual incurs a constant marginal
cost cd > 0. Then the sum of the individual costs is

cw
∑ ∫

xi<ti

(ti − xi )dFi + cd
∑ ∫

xi>ti

(xi − ti )dFi . (2)

Proposition 2 (Long, Sethuraman, and Xue [11])Let cw ≥ 0, cd > 0, andλ ∈ (0, 1]
be such that λ = cd

cw+cd . For each N ∈ N and each (F, E) ∈ F N × R+, φλ(F, E)

minimizes the utilitarian social cost function (2).

The two propositions provide respective welfare interpretations for the parameter
of an equal-quantile rule. It is the optimal upper bound on the probability of satiation,
which is determined by the trade-off between the expected utilities obtained by the
individuals within the model and by the outside individual, or the trade-off between
waste and deficit. Long, Sethuraman, and Xue [11] further establish a link between
the two utilitarian objective functions by showing that the waste and deficit cost can
be viewed as an opportunity cost generated by resource allocation uncertainty.

3.4 Expected-Waste-Constrained Uniform Gains Rule

Xue [19] proposes three new axioms that address, in particular, how to deal with the
issue of waste in resource allocation under uncertainty.

The first is no domination. It says that no agent should dominate another agent
by receiving more of the resource and generating more expected waste, unless the
second agent is fully satiated.

No domination: For each N ∈ N , each (F, E) ∈ PN , and each pair i, j ∈ N , if
φi (F, E) > φ j (F, E) and w(Fi , φi (F, E)) > w(Fj , φ j (F, E)), then φ j (F, E) =
C j .

The second is risk aversion. It says that in each problem with two individuals,
if the claim of one of them is riskier than that of the other, then the former should
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receive no larger amount than the latter. For each pair Fi , Fj ∈ F , Fi is riskier than
Fj if they have the same mean, for each c ∈ R,

∫ c

−∞
Fi (xi )dxi ≥

∫ c

−∞
Fj (x j )dx j , (3)

and the inequality (3) is strict at some c ∈ R. It can be readily seen that if Fi is riskier
than Fj and Ci = C j , then the expected waste induced by assigning an amount to
individual i is always no smaller than that induced by assigning the same amount to
individual j . Thus, risk aversion imposes punishment on the more wasteful individ-
ual.

Risk aversion: For each pair i, j ∈ N and each (F, E) ∈ P {i, j}, if Ci = C j and Fi
is riskier than Fj , then φi (F, E) ≤ φ j (F, E).

The third axiom is No reversal. It complements risk aversion by requiring a rule
not to be too sensitive to risk—it should not impose an overly harsh punishment on an
individual who has a riskier claim. In particular, the riskier individual should not be
assigned so little as to generate a smaller expected waste than the more deterministic
individual.

No reversal: For each pair i, j ∈ N and each (F, E) ∈ P {i, j}, if Ci = C j and Fi is
riskier than Fj , then w(Fi , φi (F, E)) ≥ w(Fj , φ j (F, E)).

Besides the new axioms, Xue [19] also studies extensions of some existing axioms
in the deterministic claims problems. Symmetry can be straightforwardly extended
to the current setup.

Symmetry: For each N ∈ N , each (F, E) ∈ PN , and each pair i, j ∈ N , if Fi = Fj ,
then φi (F, E) = φ j (F, E).

Endowment monotonicity says that no individual should receive less when the
endowment increases.

Endowment monotonicity: For each N ∈ N , each (F, E) ∈ PN , and each E ′ ∈
[0, E), φ(F, E ′) ≤ φ j (F, E).

Conditionally strict endowment monotonicity says that when the endowment
increases, an individual should receive more only if he has not been fully com-
pensated.

Conditionally strict endowment monotonicity: For each N ∈ N , each (F, E) ∈
PN , each E ′ ∈ [0, E), and each i ∈ N , ifφi (F, E ′) < Ci , thenφi (F, E ′) < φi (F, E).
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A property that is weaker than conditionally strict endowment monotonicity is
positivity. It says that if an individual has a non-zero claim and if the endowment is
positive, then he should receive a positive amount.

Positivity: For each N ∈ N , each (F, E) ∈ PN , and each i ∈ N , if Ci > 0 and
E > 0, then φi (F, E) > 0.

The usual consistency axiom can be directly extended to the current setup.

Consistency: For each N ∈ N , each (F, E) ∈ PN , and each N ′ ⊆ N , φN ′(F, E) =
φ(FN ′,

∑

j∈N ′
φ j (F, E)), where φN ′(F, E) and FN ′ are, respectively, the restrictions

of φ(F, E) and F onto N ′.

Strong upper composition pertains to the possibility that after an allocation has
been chosen for a problem, the endowment is found to be overestimated. In this case,
the initial assignment to an individual could be used as an upper bound on his claim,
and the axiom requires that truncating his claim at this upper bound does not affect
the allocation. In other words, dividing the smaller endowment based on the initial
claim profile should be the same as based on any revised claim profile in which the
claims of a subset of agents are truncated at their initial assignments.

Strong upper composition: For each N ∈ N , each (F, E) ∈ PN , each E ′ ∈ [0, E),
and each N ′ ⊆ N , if F ′ ∈ F ′N ′

is such that for each i ∈ N ′ and each xi ∈ R,

F ′
i (xi ) =

{
Fi (xi ) xi < φi (F, E)

1 xi ≥ φi (F, E)
,

then φ(F, E ′) = φ((F ′, FN\N ′), E ′).

Lower composition pertains to the possibility that after an allocation has been
chosen for a problem, the endowment is found to be underestimated. There are two
ways of dealing with the situation. The first is to cancel the initial allocation and
divide the larger endowment based on the initial claim profile. The second is to keep
the initial allocation and then divide the increment in the endowment based on the
profile of the claims reduced by the initial assignments. The axiom requires that both
ways of dealing with the situation lead to the same final allocation.

Lower composition: For each N ∈ N , each (F, E) ∈ PN , and each E ′ ∈ [0, E), if
F ′ ∈ F ′N is such that for each i ∈ N and each xi ∈ R,

F ′
i (xi ) =

{
0 xi < 0

Fi (xi + φi (F, E ′)) xi ≥ 0
,
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then φ(F, E) = φ(F, E ′) + φ(F ′, E − E ′).

Claims truncation invariance says that the part of a claim that exceeds what is
available should be regarded as irrelevant, so truncating claims at the endowment
should not affect the allocation.

Claims truncation invariance: For each N ∈ N and each (F, E) ∈ PN , if F ′ ∈
F ′N is such that for each i ∈ N and each xi ∈ R,

F ′
i (xi ) =

{
Fi (xi ) xi < E

1 xi ≥ E
,

then φ(F, E) = φ(F ′, E).

Scale invariance says that if claims and the endowment are rescaled by a common
factor, then assignments should be rescaled by the same factor.

Scale invariance: For each N ∈ N , each (F, E) ∈ PN , and each c > 0, if F ′ ∈ F ′N
is such that for each i ∈ N and each xi ∈ R, F ′

i (cxi ) = Fi (xi ), then cφ(F, E) =
φ(F ′, cE).

The class of expected-waste-constrained uniform gains rules admits an axiomatic
justification.

Theorem 8 (Xue [19]) A rule satisfies no domination, conditionally strict endow-
ment monotonicity, consistency, and strong upper composition if and only if it is an
expected-waste-constrained uniform gains rule.

A subclass of expected-waste-constrained uniform gains rules is further pinned
down by scale invariance.

Proposition 3 (Xue [19]) An expected-waste-constrained uniform gains rule satis-
fies scale invariance if and only if it is associated with a homogeneous cost function.

The specific class of expected-waste-constrained uniform gains rules associated
with linear cost functions can be characterized by two different sets of axioms.

Theorem 9 (Xue [19]) A rule satisfies (i) no domination, positivity, consistency,
strong upper composition, and lower composition, or (ii) no domination, positivity,
consistency, lower composition, and claims truncation invariance if and only if it
is an expected-waste-constrained uniform gains rule associated with a linear cost
function.

It turns out that under some axioms, no domination is equivalent to the combina-
tion of risk aversion and no reversal.
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Proposition 4 (Xue [19]) Let a rule satisfy either (i) conditionally strict endow-
ment monotonicity, consistency, and strong upper composition, or (ii) positivity,
consistency, lower composition, and claims truncation invariance. Then, it satisfies
no domination if and only if it satisfies risk aversion and no reversal.

Corollary 2 (Xue [19])Theorem8 andTheorem9 holdwith no domination replaced
by risk aversion and no reversal.

4 Conclusion and Open Questions

We survey a recent line of literature on the fair division under the rationing framework.
This is an important and growing literature which considers uncertainty in the claims.
We study four classes of rules in this framework; the proportional rules, the parametric
rules, equal-quantile rules, and expected-waste-constrained uniform gains rules. We
provide axiomatic characterizations of these rules.

Theories of distributive justice in general should be developed to incorporate the
uncertainty of individual characteristics. Familiar axioms may well have new impli-
cations under uncertainty. For example, consider the efficiency requirement defined
in terms of maximizing a utilitarian social welfare function. In the deterministic
rationing/bankruptcy model where the resource always falls short of the sum of the
agents’ (deterministic) satiation points, efficiency implies that the resource should
be fully allocated to the agents. When their satiation points are uncertain, Long,
Sethuraman, and Xue [11] showed, by bringing an outside individual into the pic-
ture, that it may no longer be efficient to do so, whether the resource is limited or
not. Moreover, by allowing the resource not to be fully allocated, Long, Sethuraman,
and Xue [11] discover new implications of familiar axioms on maximal assignments
and partial resource allocation. This suggests that more work is needed to extend our
understanding of existing efficiency and fairness axioms in a more general frame-
work.

Possible directions for future research may consider a situation when the resource
is also uncertain. Koster and Boonen [10] consider a situation when the resource is
state-contingent. However, the claims are not state-contingent in their framework. It
will be challenging and yet interesting to consider this framework.

Another possible direction for future research is to relax the structural invariance
axioms which will open the doors for rules that may satisfy more axioms pertaining
to equity or incentives. One such possibility is to study the parametric rules when
we relax the axiom of “No Reward for more irrelevant claims” which will allow for
more rules to be included such as proportional.

Further research may also explore the allocation rules for state-contingent claims
when the individuals have subjective probabilities over the states. Also, when con-
sidering the probability distribution of claims, one may want to consider joint density
rather than independent distribution.
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Another open question can be about the relationship between an objective function
that rationalizes a division rule and the axiomatic foundation of the rule. In the deter-
ministic rationing/bankruptcy model, Young’s parametric rules, characterized by
continuity, symmetry, and pairwise consistency, are rationalizable by the minimiza-
tion of additively separable and convex cost functions (Young [20]). Long, Sethu-
raman, and Xue [11] show, in the uncertain context, that maximizing/minimizing
a particular utilitarian social welfare/cost function is equivalent to imposing some
extensions of standard axioms. It will be interesting to find optimal rules with respect
to some other reasonable objective functions and understand the connection between
a specific objective function and the requirements that it imposes on a rule.

There are some issues specific to the uncertain context. For example, Xue [19] pro-
poses three new axioms dealing with the issue of waste that is specific to uncertainty.
More axioms should be formulated to address, for example, the trade-off between
waste and deficit in particular and the balance between efficiency and fairness under
uncertainty in general.

“No-envy” axiom first introduced by Foley [7] has been of interest in recent
literature (see, e.g., Bhardwaj, Kumar, and Ortega [2] and the references therein). It
will be interesting to have a version of “No-envy” in the context of uncertainty.

One may also study situations where the uncertainty is revealed sequentially,
rather than knowing the probability distribution of the claims. Juarez, Ko, and Xue
[8] study such a setup where the shares are allocated sequentially.

Last but not the least, one may consider incentive axioms for the uncertain setting.
This can include risk dominance, pessimistic consideration, or optimistic consider-
ation. It is clear that the incentives of agents will be quite different in the uncertain
setting. Thus, it will be an opportunity to exploit this property.

Given the multitude of directions in which this research can be extended and the
scope of applications to real life problems, we feel that much more is needed to be
explored in this literature.
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Building Social Networks Under
Consent: A Survey

Robert P. Gilles

1 Mutual Consent in Network Formation

During the past two decades there has emerged an extensive literature on game-
theoretic models of network formation. Seminally, the fundamentals of such a game-
theoretic perspective were set out by [3] in which players are guided by the Myerson
value of corresponding communication situations. This contribution explored net-
work formation under mutual consent through a non-cooperative signalling game: A
link between two players is formed if and only if both players signal to each other their
willingness to form this relationship. The main insight of the Myerson model [36] is
that the network without any links is always supported through a Nash equilibrium
of this signalling game. This theoretical result leads to the conclusion that network
formation under mutual consent has to be considered as difficult, even impossible.
This would contradict the well-established understanding of human nature as that of
a social networker [21, 41].1 Nevertheless, paradoxically, the Myerson model is and
remains the most natural, straightforward and convincing non-cooperative model of
network formation under mutual consent.

1The main conclusion is strengthened in the case of costly link formation, in which the empty
network is a strong Nash equilibrium, indicating that starting from an empty network it seems
unlikely that rational agents would be able to establish non-trivial networks. I also refer to [30] for
a dynamic model of such non-trivial network formation.
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The relative failure of this natural non-cooperative approach induced [29] to intro-
duce an alternative approach, which is founded on a bilateral cooperative considera-
tion.2 In their approach, Jackson andWolinsky allow pairs of players to cooperatively
deviate from an existing network to modify it. The equilibrium networks under such
pairwise modification are denoted as pairwise stable networks. Pairwise stability
provided a fertile foundation for further exploration of network formation under
cooperative consent. This resulted in the development and study of variations of
pairwise stability.

Although the Jackson–Wolinsky approach founded on pairwise stability has been
very successful in explaining the emergence of non-trivial networks, there remained a
gap in our understanding concerning a purely non-cooperative approach to the mod-
elling of mutual consent in network formation. This has been more recently explored
through the design of bespoke equilibrium concept applied in the Myerson model.
In particular, [18, 43] introduced models of trusting behaviour in network formation
through trust-based belief systems. The equilibrium concepts that are developed from
these models have very strong properties, showing that trust in network formation
leads to non-trivial equilibrium networks. For example, [18]s notion of monadic sta-
bility results in equilibrium networks that form a specific subclass of pairwise stable
networks—denoted as the strictly pairwise stable networks.

Overview of this survey. This survey explores the various methodologies to prop-
erly model mutual consent in network formation. I compare the different classes
of equilibrium networks that emerge from these different methodologies. After dis-
cussing the principles of link formation undermutual consent andMyerson’s seminal
model, I turn to the exploration of Jackson–Wolinsky type stability concepts based on
pairwise cooperative behaviour. I distinguish different subclasses of stable network
based on hypotheses about how coalitions of certain sizes can modify the current
network. This mainly pertains to pairs of players, but also extends to coalitions of
players of arbitrary size—resulting in the notion of a strongly stable network [27].

Subsequently, I turn to the main non-cooperative theory of network formation
under mutual consent, namely, extensions of the Myerson model [36]. I survey the
results from the literature that categorise the various classes of equilibrium networks
in the Myerson model with two- as well as one-sided link formation costs. There
emerges a close link to certain classes of stable networks in the Jackson–Wolinsky
framework.

Subsequently, I discuss the idea of equilibrium refinement in the Myerson model
to reflect considerations of mutual trust in link formation. Indeed, links are repre-
sentations of socio-economic relationships that are founded on mutual trust between
the interacting parties. This results in the unilateral [43] and monadic stability [18]
concepts in theMyersonmodel. I explore monadic stability further, which is founded

2 An alternative mathematical model emerged with [4] based on one-sided link formation: One
assumes ex-ante, or implicit, consent among players in the network formation game. The resulting
equilibrium networks are denoted as Nash networks in the subsequently developed literature. This
approach is unsatisfactory due to its unnatural social foundations with rather limited applicability
to explain social and economic phenomena.
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on a conception of mutual trust through a belief system in the Myerson model. The
properties of these monadically stable networks as well as their existence, using
Monderer and Shapley [33]s theory of game-theoretic potentials, are also reviewed.

I conclude this survey by looking at an alternative method to modelling mutual
consent in link- and network formation. This refers to the introduction of correlated
strategies in the Myerson model as a tool to represent coordinated interaction. The
resulting class of “correlated equilibrium networks” still needs to be explored in
future research.

2 Introducing Mutual Consent: Modelling Principles

Throughout this survey, I use a broad class of game-theoretic techniques tomodel how
relationships—or “links”—between pairs of socio-economic agents come about. We
refer to these socio-economic agents as players in the context of these models. Each
player is assumed to be a fully rational individual decision-maker that acts according
to a set of behavioural rules described in the developed equilibrium concept.

Besides the specific behavioural hypotheses on which these equilibrium concepts
are based, it is important to realise that there are some fundamental broad axioms
made. These fundamental axioms introduce a few fundamental limitations of the
approach that is surveyed here:

(i) This game-theoretic approach is purely static in nature. This implies that we
start from a zero state in which no links exist and in which these socio-economic
agents decide whether and which links to build. The end result is a fully formed
network in which certain value-generating activities are achieved. It would be
more realistic tomodel the formation of a network as a dynamic building process.
However, in the static conception followed throughout this survey, one network
does not evolve into another.
This has major consequences for how we view network formation and which
networks actually are identified in these constructions. Indeed, the identified
equilibrium networks do not exhibit the features of large social networks iden-
tified in the literature quoted on social networks [5, 38]. So, these equilibrium
networks are usually neither scale-free nor small world networks nor satisfying
the basic property of assortative mixing. This is a severe limitation of such a
static approach.3

On the other hand, the static approach highlights certain properties of rational
decision-making in the context of pairwise cooperation, required for building
value-generating relationships under mutual consent. Rather contradictorily, the
main theorem inMyerson’s non-cooperativemodel shows that rational decision-

3 In my discussion in this survey I omit the recent development of incentive-based stochastic mod-
els of network formation. This approach focuses not only on game-theoretic incentives in network
formation—as the subject matter of this survey—but combines this concept with stochastic pro-
cesses that describe random meetings. This approach was seminally developed in Jackson and
Rogers [25, 26] and further addressed in, e.g. Golub and Livne [19].
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making does actually not result in any sensible network formation—the empty
network is always supported through a Nash equilibrium in the Myerson model.
So, starting from an empty network, fully rational players have nomechanism to
create a meaningful interaction structure. Only if we impose that the decision-
makers are boundedly rational—and, thus, use animal spirits rather than opti-
misation in decision-making—we arrive at the conclusion that non-trivial and
sensible networks emerge under mutual consent.4 This important insight is the
main conclusion presented in this survey.

(ii) The game-theoretic approach explored in this survey is founded on a nega-
tive stability methodology. Hence, a network is called “stable” if there are no
incentives to change the network. This is the standard methodology in game
theory. Rather than constructing an actual building process, this methodology
only looks at which networks cannot emerge due to the existing incentives to
change the network that the players are endowed with. We thus arrive at a class
of equilibrium networks that describe configurations in which such incentives
for deviation are absent.
The consequence of the application of this standard game-theoreticmethodology
is that reality is only approximated. This approach, for example, does not allow
the mixing of modes of incentives, which is common in real-life interaction.
This, therefore, is another reason why the theoretically derived networks do not
have the desired features discussed in the literature on large social networks as
surveyed by Barabási [5].

The next section sets out the basic framework of modelling mutual consent in the
formation of a relationship between two players.

2.1 Players, Links and Networks

We use the basic concepts from the theory of social networks set out in the literature.
Following the accepted symbolism, the set N = {1, . . . , n} represents a set ofplayers.
The fundamental issue addressed here is how these players will build pairwise or
binary relationships with other players and ultimately construct a socio-economic
network consisting of such binary relationships.

Each player i ∈ N is explicitly endowed with the social ability to build such
pairwise relationships or links with other players, provided that consent is given
by the other party. Again following the accepted terminology in the literature [24],
the pairwise subset {i, j} ⊂ N with i �= j denotes a pairwise relationship between
players i ∈ N and j ∈ N . We follow convention to use shorthand notation and define
a link between players i and j as i j = {i, j} ∈ gN , where

4 This is captured in the notion of amonadically stable network that is founded on trusting behaviour
by the players. Such trusting behaviour is fundamentally boundedly rational. Indeed, to trust another
player is not founded on calculation, but on a leap of faith.
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gN = { {i, j} | i, j ∈ N and i �= j} = {i j | i, j ∈ N } (1)

denotes the set of all potential links on the player set N . As such the set gN acts as
the universal set of all potential links on player set N .

A network on N is now an arbitrary subset of links, i.e. any subset g ⊂ gN is a
network on N . In particular, g = g0 = ∅ is the empty network on N which describes
a situation where no links are formed. Furthermore, g = gN is the complete network
on N , which is the largest network consisting of all potential links among players in
N . We introduce G

N = {g | g ⊂ gN } as the collection of all networks on N .
The neighbourhood of player i ∈ N in network g ∈ G

N is given by Ni (g) = { j ∈
N | i j ∈ g}. The collection of corresponding neighbouring relationships or links is
denoted by Li (g) = {i j ∈ g | j ∈ Ni (g)}. The complete collection of all potential
links that involve player i ∈ N—or that can be formed by player i—is denoted by
Li = Li (gN ) = {i j | j �= i}.
Adding and deleting links to a network. In formal models of network formation we
consider the deletion and addition of links to given networks. For this I introduce some
well-accepted notation [24]. Consider a network g ∈ G

N . For every pair of players
i, j ∈ N with i j /∈ g we now denote by g + i j the network that results from g by
adding the link i j /∈ g, i.e. g + i j = g ∪ {i j} ∈ G

N . Similarly, for some collection
of links h ⊂ gN with g ∩ h = ∅, we denote g + h = g ∪ h the network that results
from adding link collection h to the network g.

Next, consider two players i, j ∈ N with i j ∈ g. We denote by g − i j = g \
{i j} ∈ G

N the network that results from removing the link i j from the network g.
Again, for any collection of links h ⊂ g we denote g − h = g \ h the network that
results from removing the links in h from the network g.

Example 2.1 With these notational conventions we are now equipped to address
link formation processes. To illustrate this notation, consider the network g =
{12, 13, 24, 34, 35} on N = {1, 2, 3, 4, 5} as depicted in Fig. 1 below consisting of
the red and black links. Considering the green link 45 /∈ g, then g′ = g + 45 =
{12, 13, 24, 34, 35, 45} is depicted in Fig. 1 as the network consisting of all coloured
links. Finally, removing the red link set h = {13, 35} ⊂ g from g results into
g′′ = {12, 24, 34}, depicted by collection of the black links only in Fig. 1. �

Fig. 1 Illustration for link addition and deletion
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Payoffs. Throughout the literature on game-theoretic approaches to network forma-
tion, players are assumed to be fully incentivised in their drive to build and maintain
links as well as delete links in existing networks. These incentives are introduced
as an individualised payoff function. Indeed, for every player i ∈ N we introduce
player i’s network payoff function as ϕi : G

N → R, which assigns to every network
g ∈ G

N a value ϕi (g) that evaluates i’s situation as a member of the networked
community described by g.

We can now capture all payoff information on the population N of players in
the network payoff function given by ϕ = (ϕ1, . . . ,ϕn) : G

N → R
N . In particular, I

emphasise that the function ϕ indeed captures all incentives for the decision-makers
in N in the network formation processes to be considered next.5

A network payoff for a player captures all values emanating in the structured
community that is perceived or received by that player. This includes all perceived
externalities of third parties. In this regard, the network payoff function can capture
widespread externalities from relationship and network formation in that community.
The addition of network externalities in the payoff structure differentiates this inclu-
sive network payoff approach from the more classical cooperative game-theoretic
payoff structure employed by Myerson [34, 35], Dutta and Mutuswami [12] and van
den Nouweland [44, 45]. The payoff function including widespread externalities has
been seminally introduced in network theory by Jackson and Wolinsky [29].

Example 2.2 I illustrate this concept by revisiting the networks depicted in Fig. 1.
For example, player 1 can be assigned ϕ1(g) = 1 as well as ϕ1(g′) = 5 even though
her neighbours in both networks are exactly the same, i.e. N1(g) = N1(g′) = {2, 3}.
This, therefore, captures widespread externalities from the creation of the link 45 in
the network g from the perspective of player 1. �

2.2 Myerson’s Approach to Network Formation

The most fundamental and basic model of how networks form under mutual consent
was seminally introduced as an example in Myerson [36, p. 448]. He pointed out
that in a very simple network formation game—known as the Myerson model—,
the resulting networks that are supported by Nash equilibria in this game always
include the empty network g0. Hence, building no links at all is an equilibrium in
any incentive structure generated by player benefits to network formation.

Myerson presented this as a negative insight, since it indicates that purely non-
cooperative game theory cannot provide a fertile basis for a debate of how non-
trivial networks between players emerge. However, what this really expresses is that
networks are not forming if players act purely selfishly. My contention is throughout
that it actually has to be expected that pure selfishness would undermine cooperative
acts such as forming links between pairs of players.

5 We might refer to the multi-dimensional function ϕ also as representing the network payoff struc-
ture.
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Here I initially explore the seminal Myerson model itself. In subsequent sections
I turn to extensions of this basic model with added consideration of link formation
costs. For the proper development of the Myerson model we need to review some
basic non-cooperative game theory.

Preliminaries: Some game theory. This section relies heavily on standard non-
cooperative game theory. Again we let N = {1, . . . , n} be the set of players. A game
on N is a pair (A,π) with A = (A1, . . . , An) an ordered collection of strategy sets
such that each player i ∈ N is assigned her individual strategy set Ai and a game-
theoretic payoff function π = (π1, . . . ,πn) : A → R

N where A = ∏
i∈N Ai is the set

of all strategy tuples generated in A .
Hence, in a non-cooperative game, each player i ∈ N is endowed with her indi-

vidual strategy set Ai and a payoff function πi : A → R. The fundamental idea is
that every player selects a strategy that optimises her payoffs, provided that other
players also select strategies that affect this payoff. As such, a game is amathematical
representation of a social interaction situation. Game theory is now a collection of
rules and tools that model how players make decisions in the context of such social
interaction situations.

A strategy tuple is a list a = (a1, . . . , an) ∈ A. We use the convention that the list
of strategies of players other than i ∈ N are indicated by a−i = (a1, . . . , ai−1, ai+1,

. . . , an) ∈ ∏
j∈N : j �=i A j . Hence, a = (ai , a−i ).

Definition 2.3 A strategy tuple a∗ ∈ A is a Nash equilibrium in the game (A,π) if
for every player i ∈ N and any strategy bi ∈ Ai it holds that πI (a∗) � πi (bi , a∗

−i ). In
a Nash equilibrium, every player optimises her strategy, given the strategic choices
of all other players.

A Nash equilibrium can also be expressed in terms of “best responses”. Formally, a
strategy ai ∈ Ai is a best response to strategy tuple a−i ∈ ∏

j∈N : j �=i A j if for every
strategy a′

i ∈ Ai it holds that πi (ai , a−i ) � πi (a′
i , a−i ). Hence, a best response is the

strategy for player i that optimises her payoffs given that all other players j �= i
select the strategy a j ∈ A j .

Now a strategy tuple a∗ ∈ A is a Nash equilibrium if and only if for every player
i ∈ N it holds that a∗

i is a best response to a∗
−i . As such a Nash equilibrium is a fixed

point of the best response correspondence that is generated by the game. Furthermore,
it can be shown that in this respect a Nash equilibrium usually can be interpreted as
a saddle point in a well-constructed geometric representation of the game.

The Myerson model. Myerson [36] introduced his approach to modelling the for-
mation of networks as an illustration of the underlying processes that determine the
Nash equilibria in a non-cooperative strategic form game. Myerson’s framework is
the quintessential model of mutual consent in link formation. The Myerson model
encompasses a basic signalling game in which players send each other messages
about whether they want to form a link or not. Due to its very fundamental and basic
nature, it is a model that acts as the benchmark in any discussion on consent in link
formation.
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In Myerson’s framework, players costlessly signal to each other whether they
want to form links. Now, a link is established if and only if the two players signal
both that they would like to form the link. Formally, the Myerson model �m

ϕ on
player set N under network payoff function ϕ : G

N → R
N is a non-cooperative

game �m
ϕ = (Am,πm) given as follows:

• For every player i ∈ N , her strategy set is given by all vectors of signals to other
players in N :

Am
i = {

�i = (�i1, �i2, . . . , �in)
∣
∣ �i j ∈ {0, 1} and �i i = 1

} ; (2)

Here, �i j is a signal that player i communicates to player j about her intentions to
form a link with j . If �i j = 1, player i indicates that she is interested in forming the
link with player j ; if �i j = 0, player i signals that she wants to remain unattached
to player j .

• A link i j is now formed if both players i and j signal to each other they want
to form the link, i.e. if �i j = � j i = 1. If we denote by � = (�1, . . . , �n) ∈ Am =
Am
1 × · · · × Am

n a strategy profile, then the resulting network can be identified as

g(�) = {i j ∈ gN | �i j = � j i = 1}. (3)

We say that g(�) is the network supported by the strategy profile � in the Myerson
model.

• The Myerson model is completed by the game-theoretic payoff function πm :
Am → R

N defined by
πm

i (�) = ϕi (g(�)) . (4)

Clearly, the payoff function πm reflects the property that signalling is costless and
that there are no costs incurred in the formation of a link between any pair of
players.

In the next discussion, I investigate the networks that are supported through Nash
equilibria in the Myerson model.

M-networks. The Nash equilibria in the basic Myerson model form a class of sig-
nalling profiles that support networks on N that are stable against unilateral modifi-
cation. We denote these Nash equilibrium networks as “M-networks” to distinguish
this class of networks from other classes of networks.

Definition 2.4 Let ϕ be a network payoff function on player set N and let �m
ϕ =

(Am,πm) be the corresponding basic Myerson model. A network g ∈ G
N is an M-

network if there exists a Nash equilibrium strategy tuple �g ∈ Am in �m
ϕ such that

g(�g) = g.

Clearly, using the Nash equilibrium conditions and the definition of πm , we get the
following M-network requirement: For every player i ∈ N and every signal vector
�i ∈ Am

i it holds that
ϕi

(
g(�i , �

g
−i )

)
� ϕi ( g(�) ) .
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The concept ofM-network is at the core of the assessment of network formation itself,
since it describes the stable outcomes of the basic signalling framework represented
in the Myerson model. Crucially, Myerson [36] already pointed out that the empty
network is always supported as an M-network. Formally, this can be expressed as
follows.

Proposition 2.5 (Myerson’s Lemma) In the Myerson model �m
ϕ = (Am,πm) the

“no-link” signal profile �0 = (0, . . . , 0) ∈ Am is a Nash equilibrium. Consequently,
the empty network g0 = g(�0) is an M-network.

Proof Let �0i j = 0 for all i, j ∈ N , making up the strategy profile �0. Then, for any
player i ∈ N , any signal vector �i ∈ Am

i is a best response to �0−i , since g(�0−i , �i ) =
g0 irrespective of the selected signal vector �i . Therefore, �0i itself is a best response
to �0−i , showing that �0 is a Nash equilibrium in �m

ϕ = (Am,πm). �

This property points out that non-trivial M-networks are very hard to form; rational
self-interest easily results in complete failure and no cooperation might emerge.
In this case, Myerson’s Lemma indicates that, without some supporting mechanism,
there simply are no incentives to justify that any links are formed at all. So,Myerson’s
Lemma points to the very fundamental issue of human cooperation: Why would
rational human beings be cooperative? In this regard, Myerson’s Lemma is a very
succinct expression of this major question in social science and economics.

3 Jackson–Wolinsky Stability Concepts

The challenge of modelling non-trivial network formation stated in the discussion
of the Myerson model as Myerson’s Lemma was taken on by Jackson and Wolinsky
[29]. They formulated cooperative equilibrium concepts that are tailored to the spe-
cific demands of modelling bilateral link formation. This resulted in the notion of a
“pairwise stable” network.

I first discuss a class of cooperative or pairwise concepts of network stability
from a link-based perspective as explored in Gilles et al. [15, 17]. This concerns four
fundamental link-stability principles, each founding a particular form of cooperative
stability, and three further derived stability notions—including the seminal pairwise
stability concept introduced by Jackson and Wolinsky [29].

Central to this approach is that while mutual consent is required for establishing
a link, a player is able to delete her links unilaterally. Here, we focus on link-centred
considerations. Hence, how would the deletion of one or more links affects the
players’ payoffs? Similarly, how would the addition of one or more links affect
payoffs? These mutual considerations are brought together into a link- or network-
based notion of stability.

Deleting links fromnetworks.Throughout it is assumed that players have full auton-
omy or sovereignty over the decision to delete one or more of her links. Indeed, the
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principle of mutual consent requires that players control which links they participate
in. This implies that every player can veto her participation in any link or relation-
ship. Based on this consideration, I introduce two fundamental stability concepts
concerning the deletion of links.

As before, let ϕ : G
N → R

N be a network payoff function on the player set N .

(i) A network g ∈ G
N is link deletion proof (LDP) for ϕ if for every player i ∈ N

and every neighbour j ∈ Ni (g), it holds that ϕi (g − i j) � ϕi (g).
Link deletion proofness requires that no player has an incentive to sever an
existing link with one of her neighbours.
We denote by D(ϕ) ⊂ G

N the class of all link deletion proof networks for the
given payoff function ϕ [29].

(ii) Anetwork g ∈ G
N is strong linkdeletionproof (SLDP) forϕ if for every player

i ∈ N and every set of her direct links h ⊂ Li (g), it holds that ϕi (g − h) �
ϕi (g).
Strong link deletion proofness requires that no player has incentives to sever
links with one or more of her neighbours simultaneously.
We denote by Ds(ϕ) ⊂ G

N the class of all strong link deletion proof networks
for the given payoff function ϕ [15].

From the definition it is clear that any SLDP network is always LDP and, therefore,
strong link deletion proofness is indeed a stronger notion than (regular) link deletion
proofness. As indicated, LDP was seminally introduced in Jackson and Wolinsky
[29], while SLDP was only introduced as a stand-alone concept in early drafts of
Gilles et al. [15].

Second, the empty network g0 = ∅ on any set of players N is trivially strong link
deletion proof. Indeed, this network does not contain any links and, therefore, the
deletion of links is vacuously satisfied. We can therefore summarise that:

Proposition 3.1 For any network payoff function ϕ : G
N → R

N it holds that

g0 ∈ Ds(ϕ) ⊂ D(ϕ) ⊂ G
N . (5)

The first question that I consider is under which conditions link deletion proofness
is exactly the same as strong link deletion proofness. This seems a rather innocuous
question, since SLDP is so much stronger a concept than LDP. Nevertheless, it is
enlightening to identify the exact property on the network payoff structure ϕ that
allows this equivalence.

Theorem 3.2 Strong link deletion proofness and link deletion proofness are equiv-
alent for network payoff structure ϕ in the sense that D(ϕ) = Ds(ϕ) if and only if
the network payoff structure ϕ is convex on the class of link deletion proof networks
D(ϕ) ⊂ G N in the sense that for every LDP network g ∈ D(ϕ), every player i ∈ N,
every neighbour j ∈ Ni (g) and every link set h ⊂ Li with h ∩ Li (g) = ∅ it holds
that ∑

i j∈h

[ϕi (g + i j) − ϕi (g) ] � 0 implies that ϕi (g + h) � ϕi (g). (6)
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For a proof of Theorem 3.2 I refer to Appendix A.1 of this survey.
The convexity property on the payoff structure ϕ requires that the sign of the

sum of values from adding one link to a network from a set of links fully determines
whether adding all links is beneficial or not. Hence, looking at links one-by-one gives
complete information about whether it is beneficial to add all links to the network or
not.

Adding links to networks. Next I consider how players assess the addition of a link
to an existing network. Again we take the idea of consent in link formation as central
into our reasoning here. This implies that both parties in the formation of a new link
have to agree that adding this link is beneficial.

(iii) A network g ∈ G
N is link addition proof (LAP) for ϕ if for all i, j ∈ N with

i j /∈ g, it holds that ϕi (g + i j) > ϕi (g) implies ϕ j (g + i j) < ϕ j (g).
Link addition proofness states that there are no incentives for any pair of players
to form an additional link. This is based on the requirement of mutual consent
in link formation. Indeed, if one player would like to add a link, the other player
would have strong objections. In this case this is formulated as that if one player
has benefits from forming the link, the other (consenting) party has losses and,
thus, would withhold her consent.
We denote by A(ϕ) ⊂ G

N the class of all link addition proof networks for the
given payoff function ϕ [29].

(iv) Anetwork g ∈ G
N is strict link additionproof (SLAP) forϕ if for all i, j ∈ N ,

it holds that i j /∈ g if and only if ϕi (g + i j) < ϕi (g) as well as ϕ j (g + i j) <

ϕ j (g).
Strict link addition proofness is a far stronger notion that LAP. Indeed, it requires
that both players agree that forming an additional link between them is not
beneficial for either of them. This agreement is imposed and only a certain very
specific type of network payoff structures would support such networks to exist.
Consequently, it has to be expected that, for an arbitrary regular network payoff
function, only a rather small class of networks actually satisfies this property.
We denote by As(ϕ) ⊂ G

N the class of all strict link addition proof networks
for the given payoff structure ϕ [18].

The introduced notions of link addition proofness require some clarification. These
two notions indeed only seem to partially cover the idea that a network is stable if
it satisfies the property that “if i has an incentive to form an additional link with j ,
then j has no incentive to form a link with i”. This is subject to the next discussion.

To understand link addition proofness in more detail, we can reformulate it.
Indeed, a network g is link addition proof if and only if for all players i, j ∈ N
with i j /∈ g :

ϕi (g + i j) � ϕi (g) implies ϕ j (g + i j) � ϕ j (g). (7)

This has some interesting consequences regarding the interpretation of the LAP
property. First, a link i j /∈ g for some i, j ∈ N is non-discerning if it holds that

ϕi (g + i j) = ϕi (g) as well as ϕ j (g + i j) = ϕ j (g). (8)
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From the formulation above, the definition of link addition proofness is indeed
ambiguous whether any non-discerning link i j should be in the network for it to
be LAP or not. Hence, such non-discerning links can arbitrarily be added to or
deleted from networks without the LAP property being affected. Thus, the class of
non-discerning links makes the determination of LAP networks “fuzzy”.

To address this issue of the addition or deletion of non-discerning links, I introduce
a third type of link addition proofness:

(v) A network g ∈ G
N is �-link addition proof (�-LAP) for ϕ if for all players

i, j ∈ N , it holds that if i j /∈ g, then ϕi (g + i j) � ϕi (g) implies ϕ j (g + i j) <

ϕ j (g).
We denote by A�(ϕ) ⊂ G

N the class of all �-link addition proof networks for
the given payoff structure ϕ.

This minor modification of the definition of link addition proofness simply requires
that all non-discerning links should be part of a �-link addition proof network. This
makes the definition unambiguous.

Example 3.3 To delineate the three-link addition proofness concepts introduced
here, we can explore an example of a network payoff function inwhich these concepts
result in different classes of networks. We consider three players and all possible
networks, i.e. N = {1, 2, 3} andG

N = {g | g ⊂ gN }where gN = {12, 23, 13}. Note
that there are exactly eight possible networks on N , i.e. #G

N = 8.
We now consider a particular network payoff function ϕ on the generated class of

networksG
N on N .All potential network payoffs represented byϕ canbe represented

in an appropriately constructed table:

Network g ϕ1(g) ϕ2(g) ϕ3(g) Stability
g0 = ∅ 0 0 0 LAP
g1 = {12} 0 0 1 �-LAP
g2 = {13} 0 0 0
g3 = {23} 0 0 0
g4 = {12, 13} 2 1 0
g5 = {12, 23} 1 2 0
g6 = {13, 23} 0 1 0
g7 = gN 3 3 3 SLAP

First, note that g0 is link addition proof, but not �-link addition proof. Indeed, if
any link is added to the empty network, no payoffs are changed for any of the players
involved. On the other hand, there are no losses, thus precluding that g0 is �-link
addition proof.

Next, g1 is �-link addition proof, but not strong link addition proof. Indeed, any
addition of a link to g1 results in a loss for player 3. However, adding link 13 results
in a strict gain for player 1, implying that g1 is not strong link addition proof.

Third, the complete network gN is strong link addition proof by tautology. Indeed,
there are no links to be added to this network, and therefore vacuously the property
of strong link addition proofness is satisfied.
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I remark that none of the other networks have any link addition proofness prop-
erties. �

Next I explore the equivalence of these link addition proofness concepts. In order
to explore these equivalences effectively, I introduce two auxiliary properties of the
network payoff structure.

Definition 3.4 Consider a network payoff structure ϕ on G
N . Then:

• The structure ϕ is said to be discerning on the class of networks G ⊂ G
N if

for every network g ∈ G it holds that for any pair i, j ∈ N with i j /∈ g either
ϕi (g + i j) �= ϕi (g) or ϕ j (g + i j) �= ϕ j (g) or both.

• The structureϕ is said to be uniform on the class of networksG ⊂ G
N if for every

network g ∈ G and for any pair i, j ∈ N with i j /∈ g it holds that

ϕi (g + i j) � ϕi (g) implies ϕ j (g + i j) � ϕ j (g). (9)

Using these auxiliary concepts we can now show the following equivalences:

Theorem 3.5 Let ϕ be some network payoff structure on the class of all networks
G

N on the set of players N. Then the following properties hold:

(a) gN ∈ As(ϕ) ⊂ A�(ϕ) ⊂ A(ϕ);
(b) It holds that A�(ϕ) = A(ϕ) if and only if ϕ is discerning on A(ϕ), and;
(c) It holds that As(ϕ) = A�(ϕ) if and only if ϕ is uniform on A�(ϕ).

For a proof of Theorem 3.5 I refer to Appendix A.2 in this survey. Furthermore,
from Theorem 3.5 it is easily concluded that the following equivalence also holds:

Corollary 3.6 SLAP and LAP are equivalent concepts for payoff structure ϕ in
the sense that As(ϕ) = A(ϕ) if and only if the payoff structure ϕ is discerning and
uniform on A(ϕ).

3.1 Notions of Pairwise Stability

In the previous discussion, I introduced four fundamental stability concepts on adding
links to and deleting links from a network. These four basic notions can be combined
to define derived concepts. The first concept—known as pairwise stability [29]—
combines the weakest link-stability notions and has been the subject of extensive
discussion in the literature. This notion implicitly assumes that players only consider
the deletion and addition of one specific link at a time.

(vi) Network g is pairwise stable (PS) for ϕ if g is link deletion proof as well as
link addition proof. We denote by P (ϕ) = D(ϕ) ∩ A(ϕ) the family of pairwise
stable networks for the payoff function ϕ.
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This notion implicitly assumes that the original pairwise stability concept—
introduced by Jackson and Wolinsky [29]—only concerns itself with the contem-
plation of adding a single link to or deleting a single link from a given network.
If there are no incentives for players to either add a link to the existing network
or delete a link from the network, then the network is “pairwise stable”: There are
no incentives present under the hypothesis of mutual consent in link formation that
anybody wants to change a single link in this network.

Two further derived stability concepts, which strengthen the notion of pairwise
stability, have particular relevance in the theory of consent in link formation. Strong
pairwise stability [15, 17] assumes that players can delete an arbitrary collection of
links under their control. Hence, they can veto any link in which they participate.
On the other hand, the contemplation of adding links remains confined to adding a
single link.

Strict pairwise stability [18] is the strongest notion in this framework. It not only
considers that players can delete any number of their existing links, but also that
they are assumed to be in agreement regarding the addition of a link to an existing
network. It is clear that for an arbitrary network payoff structure, the collection of
such strictly pairwise stable networks might well be empty. Only for certain network
payoff structures such networks might emerge.

(vii) Network g is strongly pairwise stable (SPS) for ϕ if it is strong link deletion
proof as well as link addition proof.
We denote by P�(ϕ) = Ds(ϕ) ∩ A(ϕ) the family of strongly pairwise stable
networks for the payoff function ϕ.

(viii) Network g is strictly pairwise stable (SPS*) for ϕ if it is strong link deletion
proof as well as strict link addition proof.
We denote by Ps(ϕ) = Ds(ϕ) ∩ As(ϕ) the family of strictly pairwise stable
networks for the payoff function ϕ.

These three pairwise stability concepts generate different classes of networks in most
cases. I consider an example to illustrate this.

Example 3.7 Again consider three players and all potentially generated networks,
i.e. N = {1, 2, 3} with gN = {12, 23, 13}. Now, consider a network payoff function
ϕ on the generated class of networks G

N on N represented in the following table:

Network g ϕ1(g) ϕ2(g) ϕ3(g) Stability
g0 = ∅ 0 0 0 Strongly PS
g1 = {12} 0 0 5 Strictly PS
g2 = {13} 0 0 0
g3 = {23} 0 0 0
g4 = {12, 13} −1 0 0
g5 = {12, 23} 0 −1 0
g6 = {13, 23} 0 1 1
g7 = gN 3 3 3 PS

Again we discuss the properties of these networks.
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First, note that the empty network g0 is trivially SLDP and in this case as well
LAP. Therefore, it is indeed strongly pairwise stable.6

Second, g1 is LDP and, therefore, SLDP. Moreover, g1 is SLAP. Indeed, adding
link 13 to g1 results in strict losses for both players 1 and 3. Similarly, for link 23.
Thus, we conclude that g1 is strictly pairwise stable.

Finally, the complete network gN is SLAP due to being the maximal network.
Furthermore, gN is LDP. However, gN is not SLDP. player 3 has the strict incentive
to delete both her links and revert to network g1.

We conclude from this discussion that this simple network payoff example induces
three distinct classes of pairwise stable networks. �

Using the equivalence results stated in Theorems 3.2 and 3.5, we can now conclude
the following equivalences between the formulated pairwise stability concepts. The
proofs are rather transparent and therefore omitted.

Corollary 3.8 Consider a network payoff structure ϕ on the class of all networks
G

N on set of players N. Then the following relationships hold:

(a) Ps(ϕ) ⊂ P�(ϕ) ⊂ P (ϕ);
(b) Pairwise stability and strong pairwise stability are equivalent concepts for ϕ

in the sense that P (ϕ) = P�(ϕ) if and only if ϕ is convex on P (ϕ);
(c) Strong pairwise stability and strict pairwise stability are equivalent concepts

for ϕ in the sense that P�(ϕ) = Ps(ϕ) if and only if ϕ is discerning and uniform
on P�(ϕ), and;

(d) Pairwise stability and strict pairwise stability are equivalent concepts for ϕ in
the sense that P (ϕ) = Ps(ϕ) if and only if ϕ is convex, discerning as well as
uniform on P (ϕ).

3.2 Strong Stability

Next I discuss some of the ideas put forward by Jackson and van den Nouweland
[27]. They investigated networks that emerge if coalitions of arbitrary size can make
changes to the network in a coordinated fashion to the coalition’s overall benefit.7

As such strong stability is an extension of the pairwise stability concept to allow
arbitrary coalitions to adjust the network structure under their control.

As a preliminary we denote a coalition as any subset S of players in N ; hence, a
coalition is any S ⊂ N . This includes the empty coalition ∅ as well as the “grand”
coalition N itself. In a non-cooperative game (A,π), for any coalition S ⊂ N and

6 It should be remarked that networks with at most one link are SLDP if they are LDP. Therefore,
they are strongly pairwise stable if they are link addition proof and link deletion proof.
7 This approach is akin to the strong equilibrium concept proposed by Aumann [1] in non-
cooperative game theory. Jackson–Nouweland’s concept of strong stability can be viewed as a
network theoretical implementation of the ideas behind Aumann’s strong equilibrium concept.
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strategy profile a ∈ A we denote by aS the S-restriction of a defined by (a j ) j∈S and
by aN\S its complement (ak)k /∈S .

Now, in a non-cooperative game (A,π) a strategy tuple a ∈ A is a strong equi-
librium if for every (non-empty) coalition of players S ⊂ N and every coordinated
strategic deviation bS = (bi )i∈S ∈ AS = ∏

i∈S Ai it holds that

πi
(
aN\S, bS

)
� πi (a) for all i ∈ S. (10)

Next we introduce the strong stability concept put forward by Jackson and van
den Nouweland [27]. The next definition essentially transposes strong equilibrium
conditions to network formation situations.

Definition 3.9 Let ϕ be a network payoff function on N and consider the corre-
sponding Myerson model �m

ϕ = (Am,πm).

(i) A network g′ ∈ G
N can be obtained from network g ∈ G

N through the coor-
dinated actions of coalition S ⊂ N if g′ = g + h+ − h−, where h+ ⊂ gS =
{i j | i, j ∈ S} and h− ⊂ ∪i∈S Li (g).

(ii) A network g ∈ G N is strongly stable if for every coalition S ⊂ N and every
network g′ that is obtainable from network g through coordinated actions from
coalition S it holds thatϕi (g′) > ϕi (g) for some player i ∈ S implies that there
exists some other player j ∈ S with ϕ j (g′) < ϕ j (g).

It should be remarked that Dutta and Mutuswami [12] introduced a slightly different
definition of “strong stability”. They consider that all members of S need to be made
strictly better off for a deviation to be successful.8

Strong equilibrium is a very demanding concept and these equilibria do not exist
in many game-theoretic decision situations. Similarly, the notion of strong stability
is equally demanding, implying that such networks rather unlikely exist. The next
example illustrates these issues and introduces the notion of costly link formation
that will be explored further in the next two subsections.

Example 3.10 (Costly trade networks) This example of a Walrasian trade network
has been introduced seminally in Jackson and Watts [28] and further developed in
Jackson and van den Nouweland [27] and Gilles et al. [16]. It considers an economy
of n players who trade goods through connection paths. There are two commodities
X and Y and all players are endowedwith a Cobb–Douglas utility function u(x, y) =√

xy. All players are assumed to have a commodity endowment of either (1, 0) or
(0, 1) with an equal probability of 1

2 .
Players can trade with any other player that they are connected with, directly or

indirectly. Hence, there emerge complete markets in each of the components. So,
for n = 5 a network g = {12, 23, 45} generates two components and two markets,
namely, 123 separated from 45. Additional links, therefore, not always contribute to

8 In the definition used by Jackson and van den Nouweland [27] a deviation needs to make all
members of S to be at least as well off and making one member strictly better off.
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the extent of these markets: g′ = {12, 23, 13, 45} results in exactly the same markets
123 and 45.

The cost c of forming any link i j is uniform and set at c > 1
2 . The costs of the

formation of the trade network are divided equally among the members of a market,
being a component of the network.

The network payoff function ϕ is now defined as the expected net benefits from
participating in the generated market structure. This can be developed as follows.

First, consider the case of a market of the size two. There is a probability of 1
2 that

these two players have opposite endowments and a probability of 1
2 that they have

the same endowment. Hence, the probability of trade is 1
2 resulting in a Walrasian

allocation of ( 12 ,
1
2 ) resulting in ϕ = 1

2 ·
√

1
4 − 1

2c = 1
4 − 1

2c < 0.
More generally consider a market (component) of k players. The probability of

r players having endowment (0, 1) and (k − r) players having endowment (1, 0) is
now

kCr
(
1
2

)k − r · (
1
2

)r = kCr
(
1
2

)k
.

The expected gross payoff from trade is now given by

r
2k ·

(
k − r

r

) 1
2 + k−r

2k ·
(

r

k − r

) 1
2 =

√
r(k − r)

k
.

Hence, taking into account that there are exactly k − 1 links required to build a
market for k players, the resulting net payoff from this trade network is given by

ϕ = 1

k · 2k

[
k−1∑

r=1

kCr

√
r(k − r)

]

− (k − 1)c

k
.

Turning to n = k = 3 it can easily be computed that the net benefits to each player
are given by

ϕ =
√
2

4
− 2c

3
> 0 for 1

2 < c < 3
√
2

8 .

For n = k = 3 and the given link formation cost range there are two pairwise stable
networks, namely, the connected network and the (inefficient) empty network. The
empty network is bilaterally stable, since creating a single link between two players is
not beneficial for the given link formation cost range. On the other hand, the empty
network is not strongly stable. Indeed, if all three players coordinate they would
create two links to make a beneficial market among them.

This also shows that the connected component based on two links among the three
players is strongly stable. �
In this section I discussed the pairwise stability concept and its variants in the link-
based cooperative framework as seminally set out by Jackson and Wolinsky [29]. It
is clear that these concepts are rather limited in their scope, since they are link-based
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only. Individual and collective incentives are not truly taken into account. Indeed,
considerations are founded on adding and deleting links; the players’ incentives are
assumed to coincide with the (marginal) benefits generated from these links rather
than the individualised payoffs. Next, I return to Myerson’s original non-cooperative
framework founded on the direct benefits to players to the formation of links.

4 Refinements of M-Networks

In this section I review stability and equilibrium concepts that refine the class of
M-networks that emerges from the Myerson approach to non-cooperative network
formation under mutual consent. This literature is founded on the insight that the
class of M-networks is very large. This is the subject of the next theorem, which
states the equivalence of the class of M-networks with the set of strong link deletion
proof networks.

Theorem 4.1 Let ϕ be a network payoff function on N and consider the correspond-
ing Myerson model �m

ϕ = (Am,πm).

(a) A network g ∈ G
N is an M-network for ϕ if and only if g is strong link deletion

proof for ϕ.
(b) Suppose that the network payoff structure ϕ is link monotone in the sense that

for every player i ∈ N, every network g ∈ G
N and every link i j /∈ Li (g) it

holds that ϕi (g + i j) � ϕi (g). Then every network g ∈ G
N is supported as an

M-network.

For a proof of this theorem I refer to Appendix A.3.
The fundamental insights presented as Myerson’s Lemma and Theorem 4.1 have

motivated economists and social scientists to look into “refinements” of the Nash
equilibrium concept in the Myerson model. These refinement equilibrium concepts
have been developed particularly for addressing link formation issues from the per-
spective of consent. These attempts can be divided into two classes.

First, the standard approach in game-theoretic models of network formation is
to strictly apply methodological individualistic perspectives. Thus, all motivations
emanate from the player decision makers and are not considered to be external to
the rational decision-making process. This has resulted in a number of equilibrium
concepts that simply assume that decision-makers have a natural ability to cooperate
if the incentives are in favour of such cooperation. Below I present the refinements
considered by Bloch and Jackson [6] and Gilles et al. [16, 17].

The second approach is to explicitly assume that decision-makers are not fully
individualistic, but adhere to some institutional or trusting norms of behaviour.Van de
Rijt and Buskens [43] and Gilles and Sarangi [18] explicitly introduce a model of
trusting behaviour through the introduction of an individualised belief or conjecture
that other decision-makers will form links if they benefit from that. Thus, the trust in
network formation is internalised into the player decision-makers; all such decision
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makers adhere to a well-defined norm of decision-making that expresses trusting
behaviour. This is fully developed in Sect. 5.

Similarly, certain equilibrium concepts in non-cooperative game theory are
founded on institutional signalling systems. The main such concept is Aumann’s
correlated equilibrium, which can be used to introduce institutional arrangements in
the decision-making processes of players [2]. Here these institutions are explicitly
modelled as external to these players. They adhere to these institutions since they
benefit from applying these institutional behavioural rules instead of acting purely
selfish. This is explored fully in Sect. 6.

4.1 Pairwise Nash Equilibrium and Bilateral Stability

Goyal and Joshi [20] introduced a refinement of the M-network concept that imple-
ments the idea of cooperation between players to modify the network through coor-
dinated actions. Thus, it is assumed that decision-makers can implement bilateral
or pairwise coordinated network modification. So, we consider any pair of players
i, j ∈ N who consider how to modify their strategic signals �i and � j to modify the
resulting network in their favour.

This bilaterally coordinated action can be modelled in two different fashion. First,
within the Myerson model as the so-called “pairwise” Nash equilibrium [20] and,
second, as a network stability notion, denoted as “bilateral” stability [16].9 This is
introduced in the next definition.

Definition 4.2 Let ϕ be a network payoff function on N and consider the corre-
sponding Myerson model �m

ϕ = (Am,πm).

(i) A signal profile � ∈ Am is a pairwise Nash equilibrium in �m
ϕ if � is a Nash

equilibrium in �m
ϕ and for every pair of players i, j ∈ N it holds that

πm
i

(
�′

i , �
′
j , �−i, j

)
> πm

i (�) implies that πm
j

(
�′

i , �
′
j , �−i, j

)
< πm

j (�) (11)

for all deviations �′
i ∈ Am

i and �′
j ∈ Am

j . (Here, �−i, j refers to the restricted
signal profile (�h)h �=i, j .)

(ii) A network g ∈ G
N is bilaterally stable forϕ if g is strong deletion proof forϕ

and for every pair of players i, j ∈ N and network g′ = g + ĥ − hi − h j with
ĥ ∈ { {i j}, ∅}, hi ⊂ Li (g) and h j ⊂ L j (g) it holds that

ϕi (g
′) > ϕi (g) implies that ϕ j (g

′) < ϕ j (g). (12)

9 I remark here that I use a terminology that deviates from the literature. Indeed, the pairwise Nash
equilibrium concept in the Myerson model was seminally introduced in Goyal and Joshi [20] and
explored further by Bloch and Jackson [6] and Joshi et al. [30]. It refers to M-networks that are
additionally link addition proof. Therefore, I use the notion of pairwise Nash equilibrium here in a
slightly different way as introduced in Gilles et al. [16].
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It is not hard to see that in theMyersonmodel there is a complete equivalence between
these two concepts. The pairwise Nash equilibrium is simply a strategic formulation
of bilateral stability. I give the following proposition therefore without proof.

Proposition 4.3 Let ϕ be a network payoff function on N and consider the corre-
sponding Myerson model �m

ϕ = (Am,πm). A network g ∈ G
N is supported through

a pairwise Nash equilibrium � ∈ Am with g(�) = g if and only if g is bilaterally
stable for ϕ.

Although these concepts are quite naturalwithin the context of network formation, the
additional benefits are rather limited. Coordinated pairwise activity is well captured
by the three pairwise stability concepts that have been introduced in this survey.
The notion of unilateral stability (See Sect. 5) also captures coordinated action in
the sense that it is assumed that players respond positively to a player’s proposal to
change the network if that is to their benefit. Bilateral stability does not extend this
to pairs of players but reverts back to the normal best response rationality principle
that others keep their actions unchanged.

Stability of higher orders. The notion of bilateral stability can easily be extended
to the stability of higher orders. Indeed, under bilateral stability it is assumed that
coalitions of two players can modify the network as proposed above. This can be
extended to coalitions of at most r members, where r ∈ N is the assumed maximum
size of the coalition under consideration. This is referred to as “stability of order r”
in Gilles et al. [16]. In particular, if r = n, we arrive at the strong stability notion of
Jackson and van den Nouweland [27]. This shows that these concepts represent the
intermediate stability notion between M-networks and strongly stable networks.10

4.2 Two-Sided Link Formation Costs

Example 3.10 introduced the idea that there are normally link formation costs. In this
particular case the costs of network formation are borne equally among all players
that participate in the network. This signifies a collective approach to the allocation
of network formation costs. It is more natural to assume that players only bear the
costs of the links that they participate in. Next, I develop the idea of link formation
costs further and refine the notion of M-networks to capture this.

In particular, I consider a modification of the Myerson model where the “intent
to form links” is costly in the sense that approaching another player to form a link
involves explicit investment of time, effort and energy. Hence, the act of sending a
signal is costly. However, if the other player does not reciprocate and the link does
not materialise, the player choosing to “reach out” still incurs this cost.11 This means
that if player i ∈ N contemplates building a link i j with player j ∈ N and sends a

10 For results concerning these intermediate stability concepts, I refer to the quoted papers.
11 This model of two-sided link formation costs was introduced in Gilles et al. [15] and developed
further by Gilles and Sarangi [18], Gilles et al. [17].
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message �i j = 1, she incurs a cost of ci j > 0. On the other hand, �i j = 0 signifies no
link is attempted to be made, which imposes no costs on player i .

Formally, a link formation cost structure can therefore be represented by a function
c : N × N → R+ where c(i, j) = ci j � 0 is the cost that player i ∈ N incurs for
sending amessage to player j ∈ N , using the convention that c(i, i) = 0 for all i ∈ N .
Hence, player i incurs a cost ci j � 0 when communicating to player j that she wants
to form a link. In particular, this cost refers to the effort to respond to messages sent
by others. Obviously, if ci j = 0, then there is no cost to communicating and sending
messages from i to j .

This construction introduces the consent model with two-sided link formation
costs as a modification of the (basic) Myerson model �m

ϕ given as a non-cooperative
game�a

ϕ(c) = (Aa,πa), where player i’s strategy set is given by Aa
i = Am

i and player
i’s payoff for any strategy tuple � ∈ Aa is given by

πa
i (�) = ϕi (g(�)) −

∑

j �=i

�i j · ci j = πm
i (�) −

∑

j �=i

�i j · ci j , (13)

where ϕ : G
N → R

N is the network payoff function representing the gross benefits
from network formation without taking into account the costs of link formation.

Our first result develops a complete characterisation of the Nash equilibria in the
consent model with two-sided link formation costs. Part of this equivalence theorem
was already stated without proof in Gilles and Sarangi [18] and as stated here is
taken from Gilles et al. [17]. There are some preliminaries that need to be developed
before stating the main assertion.

Definition 4.4 Let ϕ be a network payoff function on player set N and let c : N ×
N → R+ a link formation cost structure on N . Furthermore, let �a

ϕ(c) = (Aa,πa)

be the associated consent model with two-sided link formation costs.
A strategy tuple � ∈ Aa = Am is non-superfluous in the consent model with two-

sided link formation costs �a
ϕ = (Aa,πa) if for all pairs of players i, j ∈ N , �i j = 1

if and only if � j i = 1.
We call a non-superfluous strategy tuple � ∈ Aa that is a Nash equilibrium a

non-superfluous Nash equilibrium.

The main theorem states that in �a
ϕ(c) the networks that are supported by Nash

equilibria are exactly the strong link deletion proof networks for a network payoff
function that takes account of the link formation costs. For a proof of the next theorem
I refer to Appendix A.4.

Theorem 4.5 Let ϕ be a network payoff function on player set N and let c : N ×
N → R+ be a link formation cost structure on N. Furthermore, let �a

ϕ(c) = (Aa,πa)

be the associated consent model with two-sided link formation costs.
Then for every network g ∈ G

N the following three statements are equivalent:

(a) Network g is supported by a Nash equilibrium of the consent model with two-
sided link formation costs �a

ϕ(c).
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(b) Network g is supported by a non-superfluous Nash equilibrium of the consent
model with two-sided link formation costs �a

ϕ(c).
(c) Network g is strong link deletion proof with regard to the network payoff function

ϕa : G
N → R

N given by

ϕa
i (g) = ϕi (g) −

∑

j∈Ni (g)

ci j . (14)

Theorem 4.5 provides a complete and detailed characterisation of the set of all Nash
equilibria of the consent model with two-sided link formation costs. Furthermore,
Theorem 4.5 clearly generalises the insight that the class of M-networks in the basic
Myerson model is exactly the class of strong deletion proof networks under network
payoff function ϕ.

In particular, each Nash equilibrium network is actually supported by a unique
non-superfluous strategy profile if the cost structure is non-trivial in the sense that
all link formation costs are positive. Gilles et al. [17] also discuss that there actually
exist superfluous Nash equilibria if costs of link formation are zero for one of the
players.

Example 4.6 ([17]) Consider the binary network formation situation with N =
{1, 2} and the network payoff function given by ϕ1(g0) = ϕ2(g0) = ϕ1(gN ) = 0
and ϕ2(gN ) = 1. Link formation costs are given by c12 = 0 and c21 = 1. Hence,
we can derive that under two-sided link formation costs that ϕa

i (g
0) = 0 as well as

ϕa
i (g

N ) = 0, for i = 1, 2.
Clearly, the empty network g0 is both (strong) link deletion proof for the net

payoff function ϕa and supported by the superfluous Nash equilibrium characterised
by �12 = 1 and �21 = 0.Of course, g0 is also supported as aNash equilibrium through
its non-superfluous strategy profile �012 = �021 = 0 in (Aa,πa). �

4.3 One-Sided Link Formation Costs

It is a natural extension to consider a network formation process under a one-sided
cost structure. In this approach, one of the two linking players acts as the initiator
and sends an initiation message to the other. If the other player, called the responder,
chooses to reciprocate positively, the link materialises; otherwise, not. This link
formation process has a similar nature as the process considered in Bala and Goyal
[4], except that here the responder has to consent to the formation of the link, while
in Bala–Goyal’s model this is not required. There the initiator can create a link with
the respondent in the absence of consent.

The decision-making process is more complex than that under two-sided link for-
mation costs. Consequently, the action set has to be constructed differently. Following
Gilles et al. [17], for each player i , we introduce a strategy set given by
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Ab
i = {

(li j , ri j ) j �=i

∣
∣ li j , ri j ∈ {0, 1} }

. (15)

This means that player i chooses to act as an initiator in forming a link with j if
she initiates a message to j indicated as li j = 1. In this case, player j acts as the
respondent and responds positively to this initiative if r ji = 1. On the other hand,
player j rejects the initiated linkwith i if r ji = 0. Therefore, a link is only established
if the initiated link is accepted, i.e. if li j = r ji = 1. This is formalised as follows.

Let Ab = ∏
i∈N Ab

i be the set of such communication profiles. Given the link
formation process set out above, for any profile (l, r) ∈ Ab, the resulting network is
now given by

gb(l, r) = {i j ∈ gN | li j = r ji = 1}. (16)

To delineate the one-sided model from the two-sided model, it is preferred to use
a different notation for the incurred link formation costs. Instead, I introduce the
function γ : N × N → R+ as the one-sided link formation cost structure. Here, when
i initiates a linkwith j—represented by li j = 1—i incurs a cost of γi j � 0, regardless
of whether the initialised link is accepted by j or not. On the other hand, responding
to a link initialisation message is costless, i.e. j incurs no cost in responding to any
message �i j sent by i in the link formation process.

For a given network payoff function ϕ on N this now results in the following net
payoff function for player i :

πb
i (l, r) = ϕi

(
gb(l, r)

) −
∑

j �=i

li j · γi j . (17)

Formally, let ϕ be a network payoff function on N and let γ : N × N → R+ be a
given one-sided link formation cost structure. Then we refer to the non-cooperative
game in strategic form �b

ϕ(γ) = (Ab,πb) as the consent model of network formation
with one-sided link formation costs.

Nash equilibria of the consent model with one-sided link formation costs. As
before, we can now introduce non-superfluous strategy tuples in the consent model
with one-sided link formation costs:

Definition 4.7 Letϕ be a network payoff function on N and let γ : N × N → R+ be
a given one-sided link formation cost structure. Consider the corresponding consent
model with one-sided link formation costs �b

ϕ(γ) = (Ab,πb).
Then a strategy profile (l, r) ∈ Ab is non-superfluous if for all pairs i, j ∈ N it

holds that

li j = 1 implies that r ji = 1 as well as l ji = ri j = 0, and (18)

ri j = 1 implies that l ji = 1 as well as li j = r ji = 0. (19)

Unlike for the consent model with two-sided link formation costs, each network is
no longer supported by a unique non-superfluous strategy profile. Indeed, it depends
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on who of the two players involved initiates and who responds in the link formation
process.

On the other hand, under a non-superfluous strategy profile, only one player bears
the establishment cost of each existing link, and every initialisation is responded to
positively. As a first step in the analysis of this one-sided approach, I explore the
relationship between the Nash equilibria of the two-sided and the one-sided model.
Secondly, I present a full characterisation of the Nash equilibria of the one-sided
model in terms of network stability properties. These results are taken from Gilles
et al. [16].

The main question to be considered here is whether there is a network payoff
function which would provide equivalence between Nash equilibria of the one-sided
model and strong link deletion proofness with regard to a payoff function in a similar
fashion as Theorem 4.5 for two-sided link formation costs. In particular, I follow
efficiency logic and consider a payoff function which only assigns link formation
costs to the player with the lower cost of link formation. If link formation costs are
equal, a tie-breaking rule is applied.

Let Mi (g) = { j ∈ Ni (g) | γi j < γ j i or γi j = γ j i , i < j} ⊂ Ni (g) be the poten-
tial links that player i should finance based on incurring the lowest link formation
costs. The corresponding payoff function ϕb is defined for i ∈ N by

ϕb
i (g) = ϕi (g) −

∑

j∈Mi (g)

γi j

given the network payoff functionϕ representing benefitswithout taking into account
costs of link formation. We can show the following implication, which proof is
relegated to Appendix A.5.

Theorem 4.8 Let ϕ be a network payoff function on N and let γ : N × N → R+
be a given one-sided link formation cost structure. If network g ∈ G

N is strong link
deletion proof for the net payoff function ϕb, then g can be supported by a non-
superfluous Nash equilibrium in the consent model with one-sided link formation
costs �b

ϕ(γ) = (Ab,πb).

The converse of Theorem 4.8 does not hold as shown by the following counter-
example.

Example 4.9 Consider the minimal binary network formation situation with N =
{1, 2} andnetworkpayoffs givenbyϕ1(g0) = ϕ2(g0) = 0,ϕ1(gN ) = 2 andϕ2(gN ) =
10. Link formation costs are given by γ12 = 5 and γ21 = 7.

Hence for i = 1, 2,ϕb
i (g

0) = 0,ϕb
1(g

N ) = −3 andϕb
2(g

N ) = 3. Clearly, the com-
plete network gN is not link deletion proof for the network payoff function ϕb, since
player 1 would benefit from severing the unique link 12.
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However, there is a Nash equilibrium of the one-sided consent model �b
ϕ(γ) =

(Ab,πb) that supports the complete network gN : l12 = 0; r12 = 1; l21 = 1; r21 =
0.12 �

One might expect that a network payoff function that assigns a link initiator role
to the player with the higher marginal net benefits as a result of formation of the
link in question might resolve the issue of characterising the supported equilibrium
networks in �b

ϕ(γ) = (Ab,πb). Below it is shown that this is actually not the case.

Example 4.10 Consider a situationwith three players, N = {1, 2, 3}. The following
table gives the benefits for each of the three players in the case of the formation of
one of only three relevant networks:

Network g ϕ1(g) ϕ2(g) ϕ3(g)

{12} 10 10 0
{13} 10 0 10

{12, 13} 15 20 20

All other networks generate no benefits to any of the three players, i.e. ϕi (g) = 0 for
all other networks g not listed in the table.

Consider the following one-sided link formation cost structure: γ12 = γ13 = 9,
γ21 = 10, γ31 = 10, and γ23 = γ32 = 10.Within this context, player 1 has the highest
marginal net benefit from forming links 12 as well as 13, namely ϕ1({12}) − γ12 =
ϕ1({13}) − γ13 = 1, while the other players have no positive marginal benefits from
forming links 12 and 13.

Now, the network {12, 13} is not link deletion proof for the network payoff func-
tion that is based on the property that the player with the highest net marginal benefit
is assumed to finance the formation of a link. Indeed, player 1—who has the high-
est net marginal benefits from both links—has a negative net return from forming
network {12, 13} and would prefer to sever one of the two links to increase her net
benefit to 1.

On the other hand, {12, 13} is supported by a non-superfluous Nash equilibrium
strategy profile under one-sided link formation costs with l21 = r12 = 1 and l31 =
r13 = 1. �

These examples show that the problem of finding a reasonable payoff function that
completely characterises all Nash equilibria of the one-sided consent model in terms
of network stability remains open. The issues are such that it can be argued that there
is actually no reasonable network payoff function that characterises all supported
equilibrium networks in the consent model under one-sided link formation costs.

12 Note that in the case of two-sided link formation costs, the cost of link formation is a total of
γ12 + γ21 = 7 + 5 = 12, which clearly makes the complete network gN not being supported by
a Nash equilibrium in �a

ϕ(γ). This indicates the underlying reason why two-sided link formation
costs shrink the set of supported networks in comparison with the case of one-sided link formation
costs.
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Multi-stage network formation under one-sided link formation costs. One can
ask whether certain other approaches can resolve the coordination and free-riding
issues that are indicated in the discussion of the converse of Theorem 4.8 above.13

Here, I consider a two-stage network formation process to restore equivalence
between equilibria of thatmodel under one-sided costs and strong link deletion proof-
nesswith respect to somewell-constructednetworkpayoff function.This ismotivated
by the fact that often sequential decision-making solves coordination problems.With
this in mind, consider the following natural two-stage process:

(i) In the first stage, every players i ∈ N initiates links by selecting initiation
messages (li j ) j �=i .

(ii) In the second stage, all players respond to links initiated in the first stage and
select (ri j : l ji = 1) j �=i .

The question is whether the subgame perfect Nash equilibria of this game are strong
link deletion proof with regard to ϕb. We show that this is not necessarily the case.

Example 4.11 Reconsider the simple binary linking situation in Example 4.9. We
showed earlier that the complete network gN = {12} is not (strong) link deletion
proof for the net payoff function ϕb but that there is a Nash equilibrium communica-
tion profile of the one-sided model that supports it, namely, l12 = 0; r12 = 1; l21 =
1; r21 = 0.

We now show that in the two-stage network formation process described above,
this communication profile is subgame perfect as well. Consider the reduced game
in the second stage, given that l12 = 0 and l21 = 1 has been chosen in the first stage.
In normal form it can now be represented as the matrix game

0 1
0 0,−7 0,−7
1 2, 3 2, 3

There are two Nash equilibria in this game, one of which is r12 = 1 and r21 = 0. This
is exactly the second part of the indicated communication profile. Thus, the given
communication profile is indeed a subgame perfect equilibrium in the two-stage link
formation process. �
The reason why sequential decision-making cannot resolve the coordination prob-
lem is that here the problem stems from costs not being transferable. Complete
transferability of costs and benefits would take us into the framework of Jackson and
Wolinsky [29] and, in particular, Bloch and Jackson [6, 7].

A formal comparison of one-sided and two-sided link formation costs. Since the
two models that we considered in this section have different philosophical bases, we
must make some simplifying assumptions to enable a more formal comparison. In

13 This discussion requires knowledge of multi-stage, sequential games and the notion of subgame
perfection. This discussion can be skipped without any difficulty. For more elaborate discussion of
multi-stage and sequential games I refer to Osborne [39], Harrington [22] and Maschler et al. [32].
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particular, we have to address how the two different link formation cost formulations
are related. This simply requires us to formulate the one-sided cost structure γ in
terms of the two-sided cost structure c. Hence, we consider γ to be a particular
functional form of c.

I look at two simplified cases that facilitate this comparison.
CASE A: The initiator bears all. Suppose that the initiator in the model with one-
sided costs bears both his cost and the cost of the responder in the context of the
two-sided consent model. So, initiation is tantamount to bearing the total cost of
link formation, i.e. γi j = ci j + c ji for all i �= j . Benefits described by ϕ remain
individualised and are not transferable.

In this case, it is quite obvious that the Nash equilibria of the two models are not
comparable, which is shown in the next simple example.

Example 4.12 Consider again a binary link formation situation with N = {1, 2}
andϕi (gN ) = 51,ϕi (g0) = 0, i = 1, 2. Moreover, let c12 = c21 = 50. Hence, γ12 =
γ21 = 100. Then, gN = {12} is supported by a Nash equilibria of the two-sided
model, namely through �12 = �21 = 1. But there is no Nash equilibrium in the one-
sided model that would support it because no one would be willing to pay a cost of
100 in order to sustain this link.

Next, modify the situation to let ϕ1(gN ) = 12, ϕ2(gN ) = 2, ϕi (g0) = 0, i = 1, 2
and c12 = c21 = 5. Hence, γ12 = γ21 = 10. Then, gN = {12} is now supported by
a Nash equilibrium of the one-sided model, namely, through l12 = r21 = 1, l21 =
r12 = 0. The strategy supporting this network is not a Nash equilibrium in the two-
sided model. �

CASE B: A sunk cost formulation. Next, we consider the case in which the link
formation costs are not transferable and that the initiator has to bear only his own
cost. This corresponds to a scenario where the costs of the responding party are sunk
and, thus, not relevant to the decision-making process.

Hence, we assume that γi j = ci j for all i �= j . In this case, it can be shown that
networks supported byNash equilibria of the two two-sidedmodel are also supported
by some Nash equilibrium of the one-sided model, while the converse does not hold.
For a proof of the next theorem I refer to Appendix A.6.

Theorem 4.13 Let ϕ be a network payoff function on player set N and let c : N ×
N → R+ a two-sided link formation cost structure on N.

If a network g ∈ G
N is supported by a Nash equilibrium of the consent model

with two-sided link formation costs �a
ϕ(c), then there exists a non-superfluous Nash

equilibrium supporting network g in the consent model with one-sided link formation
costs �b

ϕ(c), i.e. for one-sided link formation cost structure γ given by γi j = ci j for
all i, j ∈ N.

We show that the converse of Theorem 4.13 does not hold.

Example 4.14 Consider again the binary link formation situation with N = {1, 2}.
Furthermore, assume now that ϕ1(g0) = ϕ2(g0) = 0, ϕ1(gN ) = 6 and ϕ2(gN ) = 4.
Let two-sided costs of link formation be uniform, given by ci j = 5 for all i, j ∈ N .
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The complete network gN = {12} initiated by player 1 is supported by a Nash
equilibrium in the one-sidedmodel for γi j = ci j . But the strategy tuple �12 = �21 = 1
in the two-sided model that supports this network is not a Nash equilibrium in that
model. �

This discussion shows that one-sided link formation processes require a very careful
analysis and do not necessarily result in very delineated conclusions.

5 Trust and Network Formation

In this section I review some concepts that try to capture the fundamental idea
that “trust builds networks”. These concepts go beyond the approaches that I have
reviewed thus far, being Myerson’s model and its variations as well as the Jackson–
Wolinsky approach to incorporate cooperative conceptions into a network formation
setting.

I discuss two different implementations of trusting behaviour into network for-
mation. First, van de Rijt and Buskens [43] consider the notion of unilateral stability
that is founded on the principle that players attempt the formation of links even if
their correspondents did not signal that they would necessarily agree to the forma-
tion of these links. Thus, players follow the rule that one should certainly try to form
links if one expects the correspondent to benefit from its formation. This leads to a
refinement of the class of M-networks.

A similar conception has been developed by Gilles and Sarangi [18]. Within the
consent model under two-sided link formation costs Gilles and Sarangi [18] devel-
oped a belief-based stability concept denoted as monadic stability for understanding
a purely non-cooperative process of network formation based on trusting behaviour.
Again players are assumed to pursue the formation of links if they perceive the cor-
respondents to benefit from their creation. However, monadic stability is defined as
a self-confirming equilibrium [14] based on these belief systems, deviating consid-
erably from van de Rijt and Buskens [43]s conception of trusting behaviour.

5.1 Unilateral Stability

Themathematical sociologists van de Rijt and Buskens [43] proposed a refinement of
the Nash equilibrium concept that considers expanding a player’s ability to affect the
network that is formed in abroaderway than allowed throughbest response rationality
underlying theNash equilibrium concept. They recognised that themultitude ofNash
equilibria in the Myerson model is due to a simple (mis-)coordination problem:
Players are indifferent between proposing or not proposing a link if the other player
actually does not propose the link herself already. This resulted in a refinement of
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the Nash equilibrium concept that takes account of the idea that players trust that
mutually beneficial link formation will indeed be pursued by other players.

Definition 5.1 Let ϕ be a network payoff function on N and consider the corre-
spondingMyerson model�m

ϕ = (Am,πm). A network g ∈ G
N is unilaterally stable

if there exists a strategy profile � ∈ Am in the Myerson model with g(�) = g such
that

(i) for all i ∈ N and �′
i ∈ Am

i : πm
i (�) � πm

i (�′
i , �−i ) (Nash equilibrium condition),

and
(ii) for every i ∈ N and every alternative strategy �′

i ∈ Am
i , it holds that

πm
i (��) > πm

i (�)

implies that there is some j ∈ N with �′
i j = 1 and �i j = 0 for whom

πm
j (��) < πm

j (�),

where �� ∈ Am is given by ��
i = �′

i , �
�
jk = � jk for j �= i �= k and ��

j i = �′
i j = 1

for j �= i .

A network is unilaterally stable if it is supported through a Nash equilibrium in the
Myersonmodel under the additional provision that every player canmodify her direct
neighbourhood provided that this modification can be constructed with the consent
of her chosen neighbours. So, if i’s proposal would make herself better off, then all
newly selected neighbours would have no objections and would not receive lower
payoffs as a consequence of this modification of the network.

Unilateral stability introduces a form of trusting behaviour into the Myerson
approach to network formation under mutual consent. The consent of any player’s
neighbours is reasoned by that player is conducted in such a way that it reflects
trusting behaviour by that particular player. In some sense it introduces a bounded
form of rationality of any player in her consideration of how other players respond to
changes in her behaviour. As such the notion of unilateral stability can be categorised
as a model of trusting behaviour in network formation under mutual consent.

An alternative definition of unilateral stability is also possible as captured in the
proposition below. It reflects the idea to add trusting behaviour to the M-network
concept.

Proposition 5.2 (Analternative definition of unilaterally stable networks)A network
g ∈ G

N is unilaterally stability if and only if g is an M-network such that for every
player i ∈ N and all link sets h−

i ⊂ Li (g) and h+
i ⊂ Li (gN \ g) it holds that either

ϕi (g − h−
i + h+

i ) � ϕi (g)orϕi (g − h−
i + h+

i ) > ϕi (g) implies there is some j ∈ N
such that i j ∈ h+

i and ϕ j (g − h−
i + h+

i ) < ϕ j (g).

Unilateral stability is the strongest individualistic or “monadic” network formation
concept that has been proposed in the literature. Indeed, going beyond the unilateral
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formation of links under consent as formulated here would actually involve active
participation of multiple players.

Next, we turn to discussing some simple properties of unilateral stability.

Proposition 5.3 Let ϕ be a network payoff function on N and consider the corre-
sponding Myerson model �m

ϕ = (Am,πm). Then the following properties hold:

(a) Every unilaterally stable network is strongly pairwise stable.
(b) There exist strictly pairwise stable networks that are not unilaterally stable.
(c) If the network payoff structure ϕ is link monotone, then gN ∈ G

N is the unique
unilaterally stable network for ϕ.

I prove all three assertions in Proposition 5.3 in an informal fashion, rather than
rigorously.

First, fromProposition 4.1 it follows that everyM-network g is strong link deletion
proof. Furthermore, applying the unilateral stability condition to a single link i j ∈ g
reduces to the LAP property. This immediately shows Proposition 5.3(a).

Next, if the network payoff structure is linkmonotone, then there are no objections
of any player to add more links to an existing network. Hence, the complete network
gN is the only M-network that satisfies the unilateral stability condition, implying
the assertion stated as Proposition 5.3(c).

Finally, to show Proposition 5.3(b), I device an example for the case of three play-
ers. This example also has an important role to assess the relationship between uni-
lateral stability and other stability concepts, introduced further down in this chapter.

Example 5.4 Consider three players N = {1, 2, 3} and a network payoff structure
ϕ given in the next table.

Network g ϕ1(g) ϕ2(g) ϕ3(g) Stability
g0 = ∅ 0 0 0 Strongly PS
g1 = {12} 0 0 2 Strictly PS
g2 = {13} 0 0 0
g3 = {23} 0 0 0
g4 = {12, 13} −1 0 0
g5 = {12, 23} 0 −1 0
g6 = {13, 23} 0 1 1
g7 = gN 3 3 3 U-stable

Here, g0 is strongly pairwise stable but is not unilaterally stable. Indeed, player 3
can add both links 13 and 23 to make g6 without objection of the other players.

Furthermore, g1 is strictly pairwise stable and again not unilaterally stable. As
before, player 3 can add links 13 and 23 to move to gN without any objections of the
other two players. This shows assertion Proposition 5.3(b).

Also, it is clear from the table that the complete network gN is unilaterally stable,
since it is strong link deletion proof. Note that in this case gN is strictly pairwise
stable as well.
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Finally, I refer to Example 5.10 for a detailed discussion of an example in which
assertion of Proposition 5.3(b) is strengthened in the sense that the class of strictly
pairwise stable networks is completely disjoint from the class of unilaterally stable
networks. �

To assess unilateral stability, it is clear that [43] introduce it as an expression of firmly
methodological individualistic behavioural principles: Players act selfishly only, but
conjecture that other players will consent to the creation of links that directly benefit
them. It builds on the hypothesis that players offer no objections to the formation of
links that directly benefit them.

However, an alternative interpretation can easily be applied here as well. Indeed,
the unilateral stability concept can be interpreted to be an application of a principle
of trusting behaviour: players trust others to consent to forming links if it does not
hurt them. This is closely akin to the model of trusting behaviour. An alternative
model of trusting behaviour founded on belief systems in Myerson’s framework is
discussed next.

5.2 Monadic Stability

Gilles and Sarangi [18] introduced a belief-based conception of trusting behaviour in
the setting of the consent model with two-sided link formation costs. Their approach
imposes minimal informational requirements. Unlike other models of strategic net-
work formation, players need not be aware of the payoffs associated with every
network. For any given network g ∈ G

N to emerge in such a setting, a player is
required to know the payoffs associated with any change (creation or deletion) only
involving their own direct links i j ∈ Li (g).

This results in an amendment of Myerson’s consent game such that, based on
their information, players form simple, myopic beliefs about the direct benefits other
players will receive from establishing links with them. According to these myopic
beliefs, each player i ∈ N assumes that another player j ∈ N is willing to form a
new link with i if j stands to benefit from it in the prevailing network. Similarly i
also assumes that j will break an existing link i j in the prevailing network if j does
not benefit from having this link. Thus, in this process player i assumes that all other
links in the prevailing network remain unchanged.

Therefore, these monadic beliefs are indeed “myopic” in the sense that they only
pertain to direct effects of the addition or removal of a link in the network. Hence,
these beliefs disregard higher order effects on the payoffs of all players in the network
due to the addition or removal of such a link. As such these behavioural standards
reflect a bounded formof rationality in decision-making, implying that the boundedly
rational foundation of monadic stability is fundamentally different from the rational
standard imposed by unilateral stability.

Such myopic beliefs essentially capture the idea that network formation primar-
ily occurs between acquaintances with sufficiently large an amount of information
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about each other to assess first-order effects of network changes.14 This concept
is a normal form implementation of the self-confirming equilibrium concept intro-
duced by Fudenberg and Levine [14] within the setting of the Myerson model and
its variations.

One can assess these myopic belief systems as reflecting a certain form of “con-
fidence” on the part of each player to engage in communication to form links with
other players that have an obvious (first-order) benefit from the addition of such a
link. This confidence suffices to form non-trivial social networks. As stated, a cer-
tain commonality is assumed among the players in order to formulate such common
priors and beliefs on which this confidence is founded. In this regard we assume
that players are acquaintances and build relationships through beliefs about actions
undertaken by other players.15

We now formalise these myopic belief systems for the consent model under two-
sided link formation costs.

Defining monadic stability. Throughout we assume there is a given network payoff
function ϕ : G

N → R
N and we impose a two-sided link formation cost structure

c = (ci j )i, j∈N . Based on this data, consider the corresponding consent model under
two-sided link formation costs �a

ϕ(c) = (Aa,πa). We can introduce specific belief
systems in this setting that represent the trusting behavioural principle as discussed
above.

Definition 5.5 Let � ∈ Aa be an arbitrary communication profile resulting in net-
work g = g(�). For every player i ∈ N we define i’s monadic belief system con-
cerning � as a communication profile �i� ∈ Aa given by

(i) for every j �= i with i j ∈ g let

• �i�
j i = 0 if ϕ j (g − i j) + c ji > ϕ j (g) and

• �i�
j i = 1 if ϕ j (g − i j) + c ji � ϕ j (g);

(ii) for every j �= i with i j /∈ g let

• �i�
j i = 0 if ϕ j (g + i j) − c ji < ϕ j (g) and

• �i�
j i = 1 if ϕ j (g + i j) − c ji � ϕ j (g);

(iii) and for all j, k ∈ N with j �= i �= k let �i�
jk = � jk .

A monadic belief system reflects that a player believes that other players are myopi-
cally selfish and will act in their myopic self-interest. Hence, links are consented to
if that directly benefits the other player and are refused if deleting that link benefits
the other player.

14 That social relations are mainly formed between acquaintances is confirmed empirically by
Wellman et al. [46] using data from the East York area. This principle also forms the foundation of
the model in Brueckner [8], who models friendship as building links between players chosen from
a given set of acquaintances.
15 It is clear that this approach is akin to the notion of unilateral stability introduced before. A
comparison of monadic stability with unilateral stability is, therefore, called for. This is further
developed here as well.
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Now monadic stability simply requires that each player acts rationally in view of
these beliefs.

Definition 5.6 Let ϕ and c be given with the corresponding consent model under
two-sided link formation costs �a

ϕ(c) = (Aa,πa).

(a) A network g ∈ G
N isweakly monadically stable for (ϕ, c) if there exists some

communication profile � ∈ Aa with g = g(�) such that for every i ∈ N : �i ∈ Aa
i

is a best response to her monadic beliefs �i�
−i ∈ Aa

−i for payoff function πa ; thus,

πa
i

(
g(�′

i , �
i�
−i )

)
� πa

i

(
g(�i , �

i�
−i )

)
(20)

for all �′
i ∈ Aa

i .
(b) A network g ∈ G

N is monadically stable for (ϕ, c) if there exists some com-
munication profile � ∈ Aa with g = g(�) such that for every i ∈ N : �i ∈ Aa

i is a
best response to hermonadic beliefs �i�

−i ∈ Aa
−i for payoff function πa and player

i’s monadic belief system �i� is confirmed in the sense that for every j �= i it
holds that �i�

j i = � j i .

Weak monadic stability of a network is founded on the principle that every player
i ∈ N anticipates—as captured by her (monadic) expectations about direct links—
that other players will respond myopically selfishly to her attempts to form a link
with them. Note that �−i is fully replaced by the player’s belief system �i�

−i in the
standard best response formulation of Nash equilibrium for player i and is therefore
irrelevant for the decision-making process of i .

Monadic stability strengthens the above concept by requiring that the beliefs
of each player are confirmed in the resulting equilibrium. Hence, monadic stabil-
ity imposes a self-confirming condition on the weakly monadic equilibrium. This
describes the situation that all players are fully satisfiedwith their beliefs; the observa-
tions that they make about the resulting network confirm their beliefs about the other
players’ payoffs. This amounts to updating one’s initial beliefs. As such, monadic
stability is an implementation of a self-confirming equilibrium based on the monadic
belief system in the context of consent model with two-sided link formation costs
[14].

To delineate the two monadic stability concepts for networks, we discuss a three-
player example. This example shows that the class of monadically stable networks
is usually strictly larger than the class of the weakly monadically stable networks.
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Example 5.7 Consider N = {1, 2, 3} and assume uniform link formation costs with
ci j = 1 for all i, j ∈ N . Let the network payoff functionϕ be given in the table below:

Network g ϕ1(g) ϕ2(g) ϕ3(g) Stability
g0 = ∅ 0 0 0 Mw

g1 = {12} 0 1 0
g2 = {13} 0 0 3
g3 = {23} 0 0 0
g4 = {12, 13} 3 0 0
g5 = {12, 23} 1 3 3
g6 = {13, 23} 2 2 5 Mw

g7 = gN 3 5 6 Mw and M

This table identifies whether the network in question is weak monadically stable—
indicated by Mw—or whether it is monadically stable—indicated by M .

Within this example we now consider some of the networks given and analyse
their stability properties.

Network g0 : We show that this network is weakly monadically stable for a sup-
porting communication profile that is superfluous. Indeed, select �0 =
( (1, 1), (0, 0), (0, 0) ) ∈ Aa with g(�0) = g0 = ∅. Observe here that player 1
incurs link formation costs with πa

1 (�0) = −2, while πa
2 (�0) = πa

3 (�0) = 0. Then
we can determine the monadic belief systems for all players as

�1�0 = (−, (1, 0), (1, 0) )

�2�0 = ((0, 1),−, (0, 0) )

�3�0 = ((1, 0), (0, 0),− ).

It should be emphasised that in this case player 1 believes that both other players
are willing to make links with her, because there are direct benefits from forming
such links. However, the other players believe that player 1 will not attempt to
make a link with them, because she has no direct (net) benefits from doing so.
This refers to a classical coordination problem.
Now we determine that the best responses for all players are given by

• β1
(
�1�0

) = (1, 1) is the unique best response to �1�0 for player 1.
• β2

(
�2�0

) = (0, 0) is the unique best response to �2�0 for player 2.
• β3

(
�3�0

) = (0, 0) is the unique best response to �3�0 for player 3.
This confirms that g0 is indeed weakly monadically stable for �0. However, g0 is
not monadically stable, since in the communication profile �0, player 1’s beliefs
are not confirmed. She expects the other two players to be willing to form links
with her, although they do not do so.

Network g5 : This network is neither weaklymonadically stable, nor monadically
stable. The non-superfluous communication profile �5 = ( (1, 0),
(1, 1), (0, 1) ) is an obvious candidate to support this network. For this profile
we compute that
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�1�5 = (−, (1, 1), (1, 1) )

�2�5 = ((1, 0),−, (0, 1) )

�3�5 = ((1, 1), (1, 1),− ).

This results into the following best response configuration:

• β1
(
�1�5

) = (1, 1) is the unique best response to �1�5 for player 1.
• β2

(
�2�5

) = (1, 1) is the unique best response to �2�5 for player 2.
• β3

(
�3�5

) = (1, 1) is the unique best response to �3�5 for player 3.
From this it is clear that g5 cannot be supported by �5. This illustrates that weak
monadic stability requires selecting a best response to a specific set of beliefs for
each player i ∈ N . Without such a restriction on the beliefs it would be possible
to support any strategy as weakly monadic stable. Moreover, observe that players
only form beliefs about the behaviour of their acquaintances with regard to direct
links, making it myopic but realistic. In fact, because of this, it is possible that
monadically stable equilibria do not exist.
Finally, we can complete the argument by checking that other communication
profiles can be ruled out in similar fashion.

Network g6 : We argue that this network is weakly monadically stable as well.
We can show that g6 is supported by the action tuple �6 = ( (0, 1), (1, 1, ), (1, 1) ).
Again we compute

�1�6 = (−, (1, 1), (1, 1) )

�2�6 = ((1, 1),−, (1, 1) )

�3�6 = ((0, 1), (1, 1),− ).

Note here that player 1 is indifferent between g6 and g7 in terms of her net payoff
πa . Thus, in the computation of �2�6 we use the bias of player 1 towards having
more links rather than fewer in player 2’s belief system.
This results in the following best response configuration:

• β1
(
�1�6

) = { (0, 1), (1, 1) } is the set of best responses to �1�6 for player 1, i.e. (0, 1)
and (1, 1) are both best responses for this player.

• β2
(
�2�6

) = (1, 1) is the unique best response to �2�6 for player 2.
• β3

(
�3�6

) = (1, 1) is the unique best response to �3�6 for player 3.
This shows that �6 is indeed supported as a weak monadically stable communica-
tion profile. On the other hand, g6 is not monadically stable, since the beliefs of
player 2 are not confirmed.

Network g7: First, we claim that this network is strictly pairwise stable. Strong
link deletion proofness follows trivially from the payoffs listed. Indeed, the net
payoffs in other networks (g0, . . . , g6) are at most the net payoff in g7 for all
players. Second, strict link addition proofness is trivially satisfied since there are
no links that are not part of g7 = gN .
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Furthermore, the complete network g7 = gN is weakly monadically stable. We
claim that g7 is supported by the only communication profile supporting this
network, �7 = ( (1, 1), (1, 1, ), (1, 1) ). We can determine that the monadic belief
systems are given by

�1�7 = (−, (1, 1), (1, 1) )

�2�7 = ((1, 1),−, (1, 1) )

�3�7 = ((1, 1), (1, 1),− ).

From this we conclude that

• β1
(
�1�7

) = { (0, 1), (1, 1) } is the set of best responses to �1�7 for player 1.
• β2

(
�2�7

) = (1, 1) is the unique best response to �2�7 for player 2.
• β3

(
�3�7

) = (1, 1) is the unique best response to �3�7 for player 3.
So, �7 is indeed a best response profile with regard to the generated monadic belief
systems. Hence, g7 is indeed weakly monadically stable.
Finally, all players’ monadic belief systems are confirmed here. So, in fact, g7 is
monadically stable.

In this example, it ismade clear that the introducedmonadic belief systems require
only that players use minimal information about each other’s payoffs to formulate
appropriate expectations about each other’s linking behaviour. Indeed, monadic sta-
bility only considers players to use first-order effects of forming new links and
deleting existing links to formulate their monadic beliefs. �

This example clarifies the relationship between the notion of weak monadic stability
and the monadic stability concept. Next, I provide a more general characterisation.

Proposition 5.8 Let the network payoff function ϕ and the link formation cost struc-
ture c be given. Every monadically stable network g ∈ G

N for (ϕ, c) satisfies the
following two properties:

(i) g is weakly monadically stable, and
(ii) g is supported by a monadic belief system �g that is non-superfluous in the

sense that �
g
i j = �

g
ji for all pairs i, j ∈ N.

Proof Let g ∈ G
N be monadically stable and let action tuple �g ∈ Aa support g as

such. Suppose that i j /∈ g with �
g
i j = 1 and �

g
ji = 0. Then from the property that

�
g
i ∈ Aa

i is a best response to the belief system �
g i�
−i it can be concluded that �

g
i j =

1 implies that �
g i�
j i = 1. But this would then imply that �

g
ji �= �

g i�
j i , violating the

monadic stability self-confirmation condition. �

The reverse of the assertion of Proposition 5.8 is not true. Simple examples can be
constructed in which weakly monadically stable networks exist that satisfy the stated
property, but which are not monadically stable.
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A few comments regarding the relationship between weak monadic stability and
network-based stability concepts are in order here. First, weakly monadically stable
networks are not necessarily strong link deletion proof or link addition proof. Second,
a network that is strong link deletion proof as well as link addition proof is not
necessarilyweaklymonadically stable.We refer to network g6 in Example 5.7, which
is weakly monadically stable, but not link addition proof. The other comparisons can
also be shown by properly constructed counterexamples.

An equivalence result. The main insight from this approach is that trust indeed
builds very strong networks. This is exemplified by the equivalence of the class
of monadically stable and strictly pairwise stable networks. For a proof I refer to
Appendix A.7.

Theorem 5.9 Let the network payoff function ϕ and the link formation cost structure
c = (ci j )i, j∈N be given such that ci j > 0 for all i, j ∈ N with i �= j . Then a network
g ∈ G

N is monadically stable for (ϕ, c) if and only if g is strictly pairwise stable for
the network payoff function ϕa given by

ϕa
i (g) = ϕi (g) −

∑

i j∈Li (g)

ci j . (21)

Through themonadic stability conceptwehave considered thenotionof confidence—
as a form of mutual trust—into an advanced equilibrium concept, specifically
designed for network formation. Confidence is introduced as an internalised fea-
ture into the behaviour of the players in network formation. Thus, trusting behaviour
is as such a individualised feature rather than a social normative phenomenon.

The strength as well as the weakness of the monadic stability approach is the
myopic nature of the belief systems. Players do not apply very sophisticated rea-
soning; they only look at the first order effects of link formation. Natural future
extensions of this line of theoretical research should explore the possibility of intro-
ducing forward-looking behaviour to understand how farsightedly stable networks
arise.16

5.3 A Comparison of Unilateral and Monadic Stability

As mentioned in the introduction to this section, unilateral and monadic stability
seem to be founded on the same principles of trusting behaviour: Players attempt
to form links with other players if they perceive these players to benefit from these
links.

16 This can be compared with existing models of farsighted network formation developed in [10,
11, 13, 23, 31, 37, 40, 42].
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Recall that a network is unilaterally stable if there is no player who can induce
changes to the network based on the belief that other players will consent to these
changes if they are not harmful to them. Note here that unilateral stability assumes
a fully rational form of farsightedness in the decision-making process: All proposed
changes to the network—as made by a single player—are fully taken into account
by all involved players before consent is granted. Thus, unilateral stability assumes
a sophisticated level of rational forecasting by all players, who need to consent to
the proposed changes to the network.

This implies that unilateral stability is indeed founded on the principle of trusting
behaviour. Implicitly, players are indeed acting on beliefs that other players will act
in their self-interest when confronted with proposed changes to their link sets. As
such, unilateral stability is a trust equilibrium concept.

On the other hand, monadic stability assumes a much less sophisticated form
of rational decision-making. Indeed, players are actually assumed to be boundedly
rational: Players formmonadic beliefs that only take first-order changes to the payoffs
of other individualised into account. So, if a player proposes to add multiple links,
her beliefs are founded on payoff changes per addition of a single link rather than
the complete set of links. Beliefs are, thus, founded on a bounded form of reasoning
by these players.

Moreover, only after beliefs are formed, all players base their actions onmaximis-
ing their payoffs given these boundedly rational monadic beliefs. There can arise a
build-in mismatch of beliefs and actual outcomes in the form of realised changes to
the network. However, actual actions need to confirm the monadic beliefs of players.
This pushes the decision-making process from unrealistic to justified, since these
beliefs are observed by the player decision makers.

Therefore, monadic stability is a trust equilibrium concept as well and is designed
explicitly to be based on an embedded form of trusting behaviour in the disguise of
belief formation on trusting principles. These trusting principles are not violated due
to the confirmation condition in the monadic stability concept—in contrast to the
weak monadic stability notion.

In summary, monadic stability is founded on a boundedly rational form of trusting
behaviour. This contrasts with unilateral stability in which all decisions are based on
a more farsighted, rational implementation of similar ideas.

A formal comparison. Next I consider a more technical comparison of the two
concepts. From the discussion above it cannot be expected that the application of
monadic stability and unilateral stability results in exactly the same class of stable
network. The next example shows that these two conceptions can lead to completely
different sets of stable networks.
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Example 5.10 Again consider the by-now familiar case of three players N =
{1, 2, 3}. Let the network payoff function ϕ be given in the table below and assume
that link formation is costless, i.e. ci j = 0 for all i, j ∈ N .

Network g ϕ1(g) ϕ2(g) ϕ3(g) Stability
g0 = ∅ 0 0 0
g1 = {12} 1 1 2 M-stable
g2 = {13} 0 0 0
g3 = {23} 0 0 0
g4 = {12, 13} 0 0 1
g5 = {12, 23} 0 0 1
g6 = {13, 23} 3 3 3 U-stable
g7 = gN 4 2 4

The table reports the stability properties of the various networks. There emerge three
interesting networks to be investigated, namely, g1, g6 and g7 = gN . I discuss these
in detail below:

Network g1: We investigate the stability properties of this network. First, note that
g1 is not unilaterally stable. Indeed, player 3 prefers to propose the formation of
links 13 and 23 to create network gN , which represents a strict Pareto improvement
for all players in N .
Second, network g1 is supported by a non-superfluous communication profile that
is represented as �1 = ( (1, 0), (1, 0), (0, 0) ). This results into a monadic belief
system given by

�1�1 = (−, (1, 0), (0, 0) )

�2�1 = ((1, 0),−, (0, 0) )

�3�1 = ((1, 0), (1, 0),− ).

Clearly �1 constitutes a best response profile to the given monadic belief sys-
tem and the monadic belief system is confirmed through �1, showing that g1 is
supported as a monadically stable network.17

Network g6: First, note that g6 is strongly pairwise stable as well as unilaterally
stable. Indeed, only player 1 has an incentive to add link 12 to form the complete
network g7 = gN , which is rejected by player 2 due to a loss in payoff. There are
no players who have incentives to sever any of the two existing links.
Next, g6 is not monadically stable. Indeed, take the non-superfluous commu-
nication profile that supports it, given by �6 = ( (0, 1), (0, 1), (1, 1) ). Then the
corresponding monadic belief system is

17 Similarly, note that g1 is actually a strictly pairwise stable network. The equivalence theorem
shows that, therefore, g1 has to be monadically stable.
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�1�6 = (−, (0, 1), (1, 1) )

�2�6 = ((1, 1),−, (1, 1) )

�3�6 = ((0, 1), (0, 1),− ).

Obviously, the communication profile �6 is a best response to the monadic belief
system above. This implies that g6 is weakly monadically stable. However, it is
not monadically stable. Indeed, player 2 believes that player 1 would pursue the
creation of a link with her—as represented by �2�12 = 1. This is not as described
by �6; player 1 does not propose a link to player 2 and, as such, the belief system
of player 2 is not confirmed in the equilibrium communication profile.

Network g7 = gN : To conclude the discussion of the situation described in this
example,we consider the complete network g7 = gN ,which is uniquely supported
by the communication profile �7 = ( (1, 1),
(1, 1), (1, 1) ). The resulting monadic belief systems can now be represented by

�1�7 = (−, (0, 1), (1, 1) )

�2�7 = ((1, 1),−, (1, 1) )

�3�7 = ((1, 1), (1, 1),− ).

Obviously, the communication strategy �71 = (1, 1) is not a best response to �1�7 ,
since player 1 expects player 2 not to form a link with her. Therefore, �7 is not
supported as a monadically stable communication profile. Thus, g7 is not weakly
monadically stable.
Furthermore, this network is neither unilaterally stable; in particular, it is not link
deletion proof. Indeed, player 2 has an incentive to break the link with player 1
to move to network g6.

This example clearly shows that the class of unilaterally stable networks can be
completely disjoint from the class of monadically stable networks. In this example,
however, the unilaterally stable network is weakly monadically stable. This implies
that in a unilaterally stable network monadic beliefs can destabilise the network,
leading to unending improvement attempts by the players in the network. Thus,
boundedly rational belief formation can undermine a farsightedly rational founda-
tion for the network; as such, it represents an example of a direct conflict between
farsighted or full and boundedly rational behaviour. �

5.4 Existence of Monadically Stable Networks

The question of existence of monadically stable networks is an important one. The
previous discussion already identified the class of monadically stable networks to be
exactly equal to the class of strictly pairwise stable networks. Obviously, this class is
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empty for a large collection of network payoff structures. Here I investigate certain
conditions under which the class of such networks is non-empty.

These conditions are related to the notion of a network potential as seminally
developed by Chakrabarti and Gilles [9]. There it is explored what the consequences
are of founding network payoffs on an underlying link-based payoff function—
denoted as a network potential. Network payoff functions that admit a potential
impose a payoff structure in which players assess the value of links in a similar
fashion. It can be shown that for network payoff structures that are founded on such
potentials, there exist strictly pairwise stable networks.

In the subsequent discussion, I summarise the main insights fromChakrabarti and
Gilles [9]. For details of the proofs of the main theorems I also refer to that paper
and its appendices. Before stating the main definitions and the resulting properties,
I recall the definition of two potential concepts in the context of a non-cooperative
game (A,π) on the player set N as seminally introduced by Monderer and Shapley
[33].

Definition 5.11 Let (A,π) be a non-cooperative game on player set N . Then:

(a) The game (A,π) admits an exact potential in the sense of Monderer and
Shapley [33] if there exists a function P : A → R such that

πi (a) − πi (bi , a−i ) = P(a) − P(bi , a−i ) (22)

for every player i ∈ N , every strategy tuple a ∈ A and every strategy bi ∈ Ai .
(b) The game (A,π) admits an ordinal potential in the sense of Monderer and

Shapley [33] if there exists a function P : A → R such that

πi (a) > πi (bi , a−i ) if and only if P(a) > P(bi , a−i ) (23)

for every player i ∈ N , every strategy tuple a ∈ A and every strategy bi ∈ Ai .

Based on these two notions of game-theoretic potentials, we can now consider how
network payoff structures might be founded on similar constructs.

Network potentials. There are two main conceptions of the notion of a potential as
a founding device in the determination of network payoffs. Again we refer to these
notions as an “exact potential” and an “ordinal potential”, following the accepted
terminology in the literature. The next definition introduces these two notions.

Definition 5.12 Let ϕ : G
N → R

N be a network payoff function.

(a) The network payoff function ϕ admits an exact potential if there exists a
function � : G

N → R such that

ϕi (g) − ϕi (g − i j) = �(g) − �(g − i j) (24)

for every network g ∈ G
N , every player i ∈ N and every link i j ∈ Li (g).
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(b) The network payoff function ϕ admits an ordinal potential if there exists a
function � : G

N → R such that the following conditions hold:

ϕi (g) > ϕi (g − i j) if and only if �(g) > �(g − i j) (25)

ϕi (g) < ϕi (g − i j) if and only if �(g) < �(g − i j) (26)

ϕi (g) = ϕi (g − i j) if and only if �(g) = �(g − i j) (27)

for every network g ∈ G
N , every player i ∈ N and every link i j ∈ Li (g).

An exact potential imposes that the network payoff structure exhibits a cardinally
uniform way of how players assess the addition or deletion of a link to a network.
It is clear that the admittance of an exact potential is a very strong condition on the
network payoff structure. This is confirmed by the following insight fromChakrabarti
and Gilles [9, Theorem 3.3]:

Lemma 5.13 A network payoff function ϕ admits an exact potential if and only
if the corresponding Myerson model �m

ϕ admits an exact potential in the sense of
Monderer and Shapley [33].

The admittance of an ordinal potential in a network payoff structure imposes a uni-
form assessment of deleting and adding links to networks by all players in purely
ordinal terms. Although this property is significantly weaker than the admittance of
an exact potential, it remains a rather demanding condition on the network payoff
structure. The next lemma makes clear that there is again a relationship with the
notion of an ordinal potential in the sense of Monderer and Shapley [33]. The next
lemma is stated as Theorem 4.3 in Chakrabarti and Gilles [9]. For a proof I refer to
that source.

Lemma 5.14 Let ϕ be some network payoff structure. If the corresponding Myerson
model �m

ϕ admits an ordinal potential in the sense of Monderer and Shapley [33],
then ϕ admits an ordinal potential.

The reverse of the assertion stated in Lemma 5.14 is not true, as shown in Chakrabarti
and Gilles [9, Example 4.4].

Properties of network payoff structures that admit potentials. Using the intro-
duced notions of game-theoretic and network potentials,we can nowdistinguish three
essential classes of network payoff structures. First, those network payoff structures
that admit an exact potential; second, those network payoff structures for which the
correspondingMyerson game admits an ordinal potential; and, finally, those network
payoff structures that admit an ordinal potential. Each of these classes is larger than
the previous.

The next propositions collect some properties of the third class, namely those net-
work payoff structures that admit an ordinal potential. For proofs of these assertions
I again refer to Chakrabarti and Gilles [9].

Proposition 5.15 Let ϕ be some network payoff structure that admits an ordinal
potential �. Then the following properties hold:
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(i) There exists at least one pairwise stable network.
(ii) The sets of strongly pairwise stable and strictly pairwise stable networks coin-

cide.

The class of network payoff structures for which the corresponding Myerson game
admits an ordinal potential is particularly interesting. Indeed, Chakrabarti and Gilles
[9, Theorem 5.7] show that for this class of network payoff structures there exist
strictly pairwise stable networks. I state for completeness the complete assertion:

Proposition 5.16 Let ϕ be a network payoff function for which the corresponding
Myerson model �m

ϕ admits an ordinal potential in the sense of Monderer and Shapley
[33]. Then there exists at least one strictly pairwise stable network for ϕ.

This property gives rise to the main conclusion regarding the existence of a monad-
ically stable network. Indeed, the admittance of an ordinal potential in the Myerson
model gives rise to the existence of a strictly pairwise stable network, which in turn is
monadically stable due to the fundamental equivalence theorem. As a consequence,
we can formulate the following main existence theorem:

Theorem 5.17 Let ϕ : G
N → R

N be a network payoff structure and let c : N ×
N → R+ be a link formation cost structure. If the corresponding consent model
with two-sided link formation costs �a

ϕ(c) admits an ordinal potential in the sense of
Monderer and Shapley [33], then there exists at least one monadically stable network
for (ϕ, c).

6 Correlated Network Formation

Theprevious section focussedmainly on the internalisationof trust in the behaviour of
players to result in so-called “trusting behaviour” in link formation.We chose to inter-
nalise trusting behaviour in the form of belief systems (monadic stability) or through
stability concepts themselves (unilateral stability). However, there is rather different
an approach possible in which trusting behaviour is explicitly modelled through an
externally determined institutional arrangement. These institutional arrangements
are implemented collectively and are endowed with a form of collectively accepted
self-enforcement.

Inmydiscussion Imainly considered behavioural rules that can be viewed as being
part of a trusted governance system. All players are assumed to be embedded in such
a governance system, expressing this in the formulated monadic stability concept as
embedded monadic belief systems. Hence, we use game-theoretic concepts to give
this embeddedness an explicit, institutional form as a generally accepted behavioural
rule, to behave according to the stated monadic belief system.

Correlation devices.Here, I turn to a much more explicit conception of behavioural
sociality. One can model guiding behavioural norms also as being external to the
players, rather than fully internalised—as is the case for the notion of monadic belief
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systems. This refers to the possibility to let external “devices” guide and coordinate
decision-making in a game-theoretic setting. In particular, one can consider the ques-
tion: “Can external guidance let decision-makers achieve a higher payoff than that
is achieved through the set of supported Nash equilibria?”

A seminal study byAumann [2] introduced an innovative way to exactly introduce
a formal way to establish mutually beneficial coordination among players. These
external arrangements are denoted as correlation devices. The basic idea is that the
decisions made by players are influenced by things that are external to the decision
problem itself but are situated in their immediate surrounding. The classical example
is that of a traffic light.18

The game-theoretic representation is a form of the Game of Chicken as explored
extensively in the literature. Two drivers approach a road crossing. At the crossing,
each driver can either “stop” (action S) or “continue” (action C). If both continue
there will result a crash; if both stop, both look foolish and need to coordinate their
passing through prolonged negotiation (with hand gestures); and if one stops and the
other continues, there is regret of the stopper and maximal payoff to the one who
continues. The resulting payoffs can be captured by the following game-theoretic
payoff matrix:

S C
S 5, 5 2, 7
C 7, 2 0, 0

There result in three Nash equilibria in mixed strategies here, namely, one driver
stops and the other continues—resulting in payoffs (7, 2) and (2, 7) depending on
who actually stops—and the case in which both players stop or continue with equal
probability—resulting in the expected payoff vector

(
31
2 , 3

1
2

)
. The latter includes a

probability of 1
4 of a crash, due to both players continuing.

Now consider that there is an outside regulator—represented as a correlation
device—added to this situation in the form of a traffic light. The most important
assumption of this arrangement is that both drivers are fully informed about what
fraction of time the traffic light is in what colour. Hence, both drivers know the
probability distribution that is implemented through the traffic light. We investigate
two traffic light arrangements:

• First, consider that with equal probability the traffic light gives a red light to one
player and a green light to the other. Adopting the normal rule to stop for red and to
continue for green, we actually coordinate between the two Nash equilibria (S, C)

and (C, S), resulting in an expected payoff computed as

E π1 = 1
2 (7, 2) + 1

2 (2, 7) = (
41
2 , 4

1
2

)
.

18 The following discussion is mainly based on the excellent account of correlated equilibrium in
Chap.9 of Maschler et al. [32]. I recommend the interested reader to look at their presentation.
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Here there no positive probability of a crash and both drivers are reasonably content
with their expected payoff.
Would this traffic light be self-enforceable within the given social decision situa-
tion? We need to check whether this traffic light arrangement is indeed beneficial
to both player drivers if it is implemented as suggested by these two drivers. Obvi-
ously, if any of these drivers deviate from the recommendation, while the other
follows it, there is a crash—resulting in zero payoffs. So, the suggested arrange-
ment is indeed self-enforcing.

• In comparison with our regular traffic light, we can even increase the expected
payoff by introducing a more complicated coordination device. Indeed, consider
a traffic light that can stop both drivers simultaneously with a given probability.
In that case, the drivers negotiate themselves and proceed with caution. So, the
traffic light can give both drivers simultaneously the signal “red”, at which both
drivers are suggested to stop and proceed with caution.
This allows the mixing of three outcomes in this decision situation. Suppose now
that the traffic light gives both drivers simultaneously “red” with probability 1

2
and one driver “red” and the other driver “green” with equal probabilities 1

4 .
19 We

can depict the resulting probability distribution over all outcomes in a probability
matrix:

S C

S 1
2

1
4

C 1
4 0

The resulting expected payoffs can now be computed as

E π2 = 1
2 (5, 5) + 1

4 (7, 2) + 1
4 (2, 7) = (

43
4 , 4

3
4

) � (
41
2 , 4

1
2

) = E π1.

Again we can ask whether this traffic light is self-enforcing. If one driver receives
“red”, he knows that the other driver receives “red” with probability 2

3 and “green”
with probability 1

3 . So, if he continues there is a crash with probability 1
3 and

he receives an expected payoff of 1
3 · 0 + 2

3 · 7 = 42
3 < 43

4 , the latter being the
expected payoff if he follows the recommendation of the traffic light. Again, we
conclude that the traffic light arrangement is indeed self-enforcing; no player has
an incentive to deviate from the provided arrangement and recommendations.

One can ask whether this reasoning can be extended to even higher payoffs. Indeed,
Aumann showed that this is the case up to payoff level 5. The arrangement that both
drivers always face a red light—that is, “red” with probability 1—is, of course, not
self-enforcing.

Using correlation devices in network formation. Correlation devices can also be
introduced in the processes of network formation. I return to the network formation

19 This means that both drivers get private recommendations from the traffic light; they do not know
what the colour to the other driver is. This is the usual arrangement in modern traffic law.
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process under consent that we discussed thus far and consider how external corre-
lation devices in the form of external recommender systems can guide players to
form “good” networks. We first take a look at a by-now familiar network formation
situation with three players.

Example 6.1 Asbefore, let N = {1, 2, 3}be the set of three players.Also,we choose
ϕ to be aminor modification of the network payoff function studied in Example 5.10,
given in the table below, and again we assume that link formation is costless, i.e.
ci j = 0 for all i, j ∈ N .

As reported in the table below, there are actually five M-networks, namely all
strong link deletion proof networks given by M = {g0, g1, g2, g3, g6}. These five
M-networks correspond only to three payoff vectors, namely, (0, 0, 0), (1, 1, 2) and
(3, 3, 3).

Network g ϕ1(g) ϕ2(g) ϕ3(g) M-network
g0 = ∅ 0 0 0 M
g1 = {12} 1 1 2 M
g2 = {13} 0 0 0 M
g3 = {23} 0 0 0 M
g4 = {12, 13} 8 8 1
g5 = {12, 23} 0 0 1
g6 = {13, 23} 3 3 3 M
g7 = gN 4 2 4

The main question I consider here is: Can we introduce a correlation device in this
network formation situation that results in higher expected payoffs than those from
the high-paying M-network g6? Indeed, g6 is the most obvious M-network that the
players can aim for. Therefore, the payoff vector (3, 3, 3) acts as a benchmark in
relationship to any correlation device.

Consider an external recommender system based on the three networks g4, g6,
and g7 = gN . In particular, assume that this correlation device recommends (i)
all three players to execute signalling strategy �a = ( (1, 1), (1, 0), (1, 0) ) result-
ing in network g4 with probability α = 1

12 ; (ii) the signalling strategy �b =
( (0, 1), (0, 1), (1, 1) ) resulting in network g6 with probability β = 2

3 ; and (iii) the
signalling strategy �c = ( (1, 1), (1, 1), (1, 1) ) resulting in network g7 = gN with prob-
ability γ = 1

4 . The expected payoffs under this system are now given by

E π (�) = α · ϕ(g4) + β · ϕ(g6) + γ · ϕ(g7)

= 1
12 · ϕ(g4) + 2

3 · ϕ(g6) + 1
4 · ϕ(g7) =

(
323 , 316 , 3 1

12

)
� (3, 3, 3) = ϕ(g6).

Hence, coordinating the link building actions through this recommender system
results into a strict Pareto improvement over the best M-network. It remains to show
that all three players have no incentives to deviate from the recommended correlated
strategy:

• Player 1: The only plausible alternative signalling strategy is to play �1 = (1, 1)
to achieve the high-paying network g4. This results actually in no changes to the
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recommended networks, due to the recommended strategies executed by the two
other players under the selected correlation device. Hence, player 1 has no gain
from deviating from the recommended strategy.

• Player 2: The only plausible alternative signalling strategy for this player is to
execute �′

2 = (1, 0) to establish network g4. But this results in a lower expected
payoff for player 2 if the other players follow the recommended strategies in � :

E ϕ2
(
�′
2
) = 1

12 · ϕ2(g
4) + 2

3 · ϕ2(g
2) + 1

4 · ϕ2(g
4) = 1

3 · 8 + 2
3 · 0 = 2 23 < 3 16 = E π2 (�) .

This recommender system uses two non-M-networks, g4 and g7 = gN . Therefore,
this correlation device is founded on considerations outside the realm of the stability
concepts that we have considered thus far. It shows that inefficient networks and
non-stable networks play a role in network formation processes. �

The example above shows just a single application of the correlated equilibrium
concept to network formation analysis. The application of this concept opens the
way to further exploration, even though the multitude of correlated equilibria is
discouraging. Indeed, Aumann showed that the collection of expected payoff vectors
supported by correlated equilibria includes the convex hull of all Nash equilibrium
payoff vectors. This is rather daunting and discouraging from the perspective that
correlation will not lead to a smaller class of supported networks.

However, the main research question that is still open is whether there exists a
specific class of correlation devices that could guide players to highly productive
networks. Throughout our history, humans have in fact found ways to implement
very effective correlation devices to build effective and high-paying networks. This
includes recommender systems such as job recommendation referrals and socio-
economic recommendations through friendship networks. Further exploration of
these systems from a Aumannian perspective is required to develop a theory that
interprets these practical systems as correlation devices.

A Proofs of the Main Theorems

A.1 Proof of Theorem 3.2

If: Let ϕ be convex on D(ϕ). Obviously from the definitions and the discussions it
follows that Ds(ϕ) ⊂ D(ϕ). Thus, we only have to show that D(ϕ) ⊂ Ds(ϕ).

Now let g ∈ D(ϕ). Then for every player i ∈ N and link i j ∈ Li (g) it has to hold
that ϕi (g) � ϕi (g − i j) due to link deletion proofness of g. In particular, for any
link set h ⊂ Li (g) : ∑

i j∈h[ϕi (g) − ϕi (g − i j) ] � 0. Since ϕ is convex on D(ϕ)

and g ∈ D(ϕ), it follows that ϕi (g) � ϕi (g − h) for every link set h ⊂ Li (g). In
other words, g is strong link deletion proof, i.e. g ∈ Ds(ϕ).
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Only if: Assume that D(ϕ) = Ds(ϕ). Suppose further to the contrary that
the payoff structure ϕ is not convex on D(ϕ). Then there exists some network
g ∈ D(ϕ) and some player i ∈ N such that for some link set h ⊂ Li (g)we have that∑

i j∈h[ϕi (g) − ϕi (g − i j) ] � 0 as well asϕi (g) < ϕi (g − h). But then this implies
straightforwardly that player i would prefer to sever all links in h, i.e. g /∈ Ds(ϕ).
Thus, g cannot be strong link deletion proof giving us the necessary contradiction.

This completes the proof of the assertion of Theorem 3.2.

A.2 Proof of Theorem 3.5

Assertion (a) is trivial and a proof is therefore omitted.

Proof of (b).
If: Let ϕ be discerning on A(ϕ). Suppose that g is LAP. Furthermore, assume that
i, j ∈ N with i j /∈ g are such that ϕi (g + i j) � ϕi (g). Now, ifϕ j (g + i j) = ϕ j (g),
then by definition of ϕ being discerning, ϕi (g + i j) > ϕi (g). This contradicts the
hypothesis that g is LAP. Thus, ϕ j (g + i j) < ϕ j (g), confirming that g is indeed
�-LAP.

Only if:Suppose thatϕ is not discerning onA(ϕ). Then there exists some network
g that is LAP and for some i, j ∈ N with i j /∈ g it holds that ϕi (g + i j) = ϕi (g) as
well as ϕ j (g + i j) = ϕ j (g). But this immediately implies that g can in fact not be
�-LAP, since the link i j should be in g for it to be �-LAP. This is a contradiction.

Proof of (c).
If: Suppose that ϕ is uniform on A�(ϕ) and take some g ∈ A�(ϕ). Assume that
i, j ∈ N with i j /∈ g. Then first suppose that

ϕi (g) � ϕi (g + i j). (28)

Then by g being �-LAP it has to hold that

ϕ j (g) > ϕ j (g + i j). (29)

But also by uniformity of ϕ it has to hold that

ϕ j (g) � ϕ j (g + i j). (30)

But (29) is in direct contradiction to (30). Thus, we conclude that (28) cannot hold.
Therefore, for any i j /∈ g it has to hold that ϕi (g) > ϕi (g + i j) as well as ϕ j (g) >

ϕ j (g + i j). Hence, we conclude that g is actually SLAP, i.e. g ∈ As(ϕ).
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Only if: Assume that As(ϕ) = A�(ϕ). Now take g ∈ A�(ϕ) to be �-LAP. Then
from g being SLAP, it follows that ϕi (g) > ϕi (g + i j) as well as ϕ j (g) > ϕ j (g +
i j). This implies that ϕ indeed has to be uniform for g.

This proves the assertion of Theorem 3.5.

A.3 Proof of Theorem 4.1

First, we show assertion (a).

Suppose that there is anM-network g ∈ G
N supported by aNash equilibrium strategy

profile � ∈ Am that is not strong link deletion proof. Then there is some i ∈ N
and hi ⊂ Li (g) with ϕi (g − hi ) > ϕi (g). But then player i can modify his linking
strategy as �′

i j = 0 if i j ∈ hi and �′
i j = �i j . Then g(�′

i , �−i ) = g − hi implying that
πm

i (�′
i , �−i ) > πm(�). Therefore, � cannot be a Nash equilibrium in (Am,πm). This

is a contradiction, showing that M-networks are strong link deletion proof.
Next, let g ∈ Ds(ϕ) be a strong link deletion proof network for the network payoff

function ϕ on N . Suppose that g is not an M-network. Then the corresponding
signalling tuple �g—where �

g
i j = 1 if i j ∈ g and �

g
i j = 0 otherwise—is not a Nash

equilibrium strategy tuple in the Myerson model �m
ϕ . Hence, there is a player i ∈ N

and an alternative strategy �i ∈ Ai with �i �= �
g
i such that πm

i (�g) < πm
i (�i , �

g
−i ). If

we denote by h + i = {i j | �
g
i j = 1 and �i j = 0}, then it is clear that g(�i , �

g
−i ) =

g − hi ⊂ Li (g). Using the definition of the Myerson payoff function πm , we have
established thatϕi (g) < ϕi (g − hi ), which contradicts the hypothesis that g is strong
link deletion proof.

To show assertion (b), suppose thatϕ is linkmonotone. Take any network g ∈ G
N

and construct a strategy profile �g ∈ Am by �
g
i j = 1 if and only if i j ∈ g, for all

i, j ∈ N . It is easy to see that �g is indeed a Nash equilibrium in (Am,πm) due to ϕ
being link monotone: For any i ∈ N , any deviation �i from �

g
i induces the link set

Li
(

g(�i , �
g
−i )

) ⊆ Li (g) for i . This implies by link monotonicity that πm
i (�i , �

g
−i ) =

ϕi
(

g(�i , �
g
−i )

)
� ϕi (g) = πm(�g).

A.4 Proof of Theorem 4.5

(a) implies (c): Let �� be an arbitrary Nash equilibrium in (Aa,πa). Then denote
g� = gm(��) = {i j ∈ gN | ��

i j = ��
j i = 1}. We show that g� is strong link deletion

proof for the derived network payoff function ϕa .
Suppose player i deletes a certain link set hi ⊂ Li (g�). Define �i ∈ Aa

i as �i j = 1
if i j ∈ g� − hi and �i j = 0 for i j /∈ g� − hi . Then by �� being a Nash equilibrium
in (Aa,πa) it follows that gm(�i , �

�
−i ) = g� − hi and πa

i (��) � πa
i (�i , �

�
−i ). Hence,
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ϕa
i (g

�) = ϕi (g
�) −

∑

j∈Ni (g�)

ci j = πa
i (��) +

∑

k : ��
ik=1,��

ki =0

cik

� πa
i (��) � πa

i (�i , �
�
−i ) = ϕi (g

m(�i , �
�
−i )) −

∑

k �=i

�ik · cik

= ϕi (g
� − hi ) −

∑

k∈Ni (g�−hi )

cik = ϕa
i (g

� − hi ).

This proves that g� is strong link deletion proof for ϕa .
(c) implies (b): Suppose that g� ⊂ gN is a strong link deletion proof network for
ϕa . We show that it is supported by a non-superfluous Nash equilibrium strategy
in (Aa,πa). Consider the unique non-superfluous strategy profile �� ∈ Aa such that
gm (��) = g�. We proceed to show that �� is a Nash equilibrium in (Aa,πa) and
��

i j = 1 if and only if i j ∈ g�. Indeed,

πa
i (��) = ϕi (g

m(��)) −
∑

k �=i

��
ik · cik = ϕi (g

�) −
∑

k∈Ni (g�)

cik = ϕa
i (g

�).

Next, for some player i consider some deviation �i �= ��
i . Define hi = {ik ∈ g� |

�ik = 0}. Then, gm(�i , �
�
−i ) = g� − hi . Since g� is strong link deletion proof with

respect to ϕa , it follows that ϕa
i (g

� − hi ) � ϕa
i (g

�). Thus,

πa
i (�i , �

�
−i ) = ϕi (g

m(�i , �
�
−i )) −

∑

k �=i

�ik · cik

= ϕi (g
� − hi ) −

∑

k∈Ni (g�−hi )

cik −
∑

k : �ik=1,��
ki =0

cik

� ϕi (g
� − hi ) −

∑

k∈Ni (g�−hi )

cik

= ϕa
i (g

� − hi ) � ϕa
i (g

�) = πa
i (l�).

This proves that the non-superfluous signal profile �� is indeed a Nash equilibrium.
Trivially (b) implies (a), which proves the assertion and completes the proof of
Theorem 4.5.

A.5 Proof of Theorem 4.8

Let g� be strong link deletion proof under the net payoff function ϕb. For g�, define
a non-superfluous communication profile λ� = (l�, r �) ∈ Ab as follows:

(i) l�i j = r �
j i = 1 if i j ∈ g� and γi j < γ j i , or

(ii) l�i j = r �
j i = 1 if i j ∈ g�, γi j = γ j i and i < j , or

(iii) l�i j = r �
j i = 0 if i j /∈ g�.
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Obviously, gb (l�, r �) = g� and

πb
i (λ

�) = ϕi
(
gb(λ�)

) −
∑

j �=i

l�i j · γi j = ϕi (g
�) −

∑

j∈Mi (g�)

γi j = ϕb
i (g

�).

Now, for player i ∈ N consider an arbitrary deviation λ̂i = (
l̂i , r̂i

) �= (
l�i , r �

i

) = λ�
i .

In any such deviation, no new links will be formed because if i j /∈ g�, it follows that
l�j i = r �

j i = 0. However, links in i’s neighbourhood link set Li (g�) can be deleted.

Hence, let gb
(
λ̂i ,λ

�
−i

) = g� − hi where hi ⊂ Li (g�).
We prove that j ∈ Ni (g� − hi ) and

[
γi j < γ j i or γi j = γ j i , i < j

]
implies that

l̂i j = 1. In other words, j ∈ Mi (g� − hi ) ⊂ Ni (g� − hi ) implies that l̂i j = 1.
Now, assume by contradiction that for some j ∈ Mi (g� − hi ) : l̂i j = 0. Now,

j ∈ Ni (g
� − hi ) ⇔ l̂i j = 1 and r �

j i = 1 or r̂i j = 1 and l�j i = 1. (31)

But l�j i = 1 implies by construction that γi j > γ j i or γi j = γ j i , i > j . Furthermore,
r �

j i = 1 implies by construction that γi j < γ j i or γi j = γ j i , i < j . Since l̂i j = 0,
by (31), it follows that r̂i j = l�j i = 1 which implies that γi j > γ j i or γi j = γ j i with
i > j . This contradicts j ∈ Mi (g� − hi ) completing the proof of the claim stated
above.

Now, the proven claim implies that

∑

j∈Mi (g�−hi )

γi j �
∑

j∈Ni (g�−hi )

l̂i j · γi j �
∑

j �=i

l̂i j · γi j . (32)

Hence,

πb
i

(
λ̂i ,λ

�
−i

) = ϕi
(
gb (̂λi ,λ

�
−i )

) −
∑

j �=i

l̂i j · γi j = ϕi
(
g� − hi

) −
∑

j �=i

l̂i j · γi j

� ϕi
(
g� − hi

) −
∑

j∈Mi (g�−hi )

γi j = ϕb
i (g

� − hi )

� ϕb
i (g

�) = πb
i

(
l�, r �

)
.

The first inequality follows from (32) and the second follows from the fact that g� is
strong link deletion proof with respect to ϕb. This completes the proof of Theorem
4.8.

A.6 Proof of Theorem 4.13

Let g� be supported by a Nash equilibrium signalling profile �� ∈ Aa in the con-
sent model with two-sided link formation costs (Aa,πa). We now construct a non-
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superfluous strategy tuple
(

l̂, r̂
) ∈ Ab in the consent model with one-sided link for-

mation costs such that gb
(

l̂, r̂
) = g� and

(
l̂, r̂

)
is a Nash equilibrium in (Ab,πb).

From Theorem 4.5, we can assume without loss of generality that �� ∈ Aa is
non-superfluous. Given ��, we define λ̂ = (

l̂, r̂
) ∈ Ab by

(i) l̂i j = r̂ j i = 1 and l̂ j i = r̂i j = 0 if and only if ��
i j = ��

j i = 1, and either ci j < c ji ,
or ci j = c ji with i < j.

(ii) l̂i j = l̂ j i = r̂i j = r̂ j i = 0 if and only if ��
i j = ��

j i = 0.

It follows immediately that λ̂ = (
l̂, r̂

)
is a non-superfluous communication profile

in Ab supporting gb
(

l̂, r̂
) = g�.

It remains to be shown that λ̂ is a Nash equilibrium of the consent model with
one-sided link formation costs. We sketch the proof of this assertion.

Now, if λ̂ is not aNash equilibrium, then it has to be because some player prefers to
delete one or more of her links. Also, any link delivers the same benefit to the player
as under two-sided link formation costs, while it would cost no more to establish the
link. Thus, preferring to keep a link under two-sided link formation costs implies
that the player would prefer to keep the link under one-sided link formation costs.
Mathematical details of this argument are left to the reader.

This completes the proof of Theorem 4.13.

A.7 Proof of Theorem 5.9

We first develop some simple auxiliary insights for weakly monadically stable net-
works. Suppose that g ∈ G

N is weakly monadically stable relative to the data ϕ
and c = (ci j )i, j∈N . Then there exists some action tuple �̂ ∈ Aa such that g = g(�̂)

and for every player i ∈ N : �̂i ∈ Aa
i is a best response to the monadic belief system

�̂i�
−i ∈ Aa

−i for the payoff function πa .
For this setting we state two auxiliary results.

Lemma 1 If �̂i�
j i = 0 and ci j > 0, then �i j = 0 is the unique best response to �̂i�

−i .

Proof Clearly, if player i selects �i j = 1, i only incurs strictly positive costs ci j > 0
and no benefits. This implies that player i makes a loss from trying to establish link
i j . Hence, �i j = 0 is the unique best response to �̂i�

−i . �

Lemma 2 If i j ∈ g(�̂) with ci j > 0 as well as c ji > 0, then �̂i�
j i = �̂

j�
i j = 1.

Proof We remark that i j ∈ g = g(�̂) if and only if �̂i j = �̂ j i = 1. The negation of
the assertion stated in Lemma 1 applied to �̂i j = 1 and �̂ j i = 1 independently now
implies that �̂i�

j i = �̂
j�
i j = 1. �

We also require a partial characterisation of weakly monadically stable networks.
This is stated in the following lemma.
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Lemma 3 Let the cost structure c � 0 be strictly positive. Then every weakly
monadically stable network g ∈ G

N in the consent model with two-sided link for-
mation costs (Aa,πa) is link deletion proof for the network payoff function ϕa.

Proof Suppose that g ∈ G
N is weakly monadic in the consent model with two-sided

link formation costs (Aa,πa). Then there exists some communication profile �̂ ∈ Aa

such that g = g(�̂) and for every player i ∈ N : �̂i ∈ Aa
i is a best response to �̂i�

−i for
the game-theoretic payoff function πa .

Suppose now that g is not link deletion proof for ϕa . Then there exists some
i ∈ N with i j ∈ g for some j �= i and ϕa(g − i j) > ϕa

i (g), implying that ϕi (g −
i j) + ci j > ϕi (g). By definition, �̂

j�
i j = 0. Hence, from Lemma 1, � j i = 0 is the

unique best response to �̂ j� for player j . Since i j ∈ g by assumption it has to hold
that �̂ j i = 1. This contradicts the hypothesis that �̂ j is a best response to �̂

j�
− j .

This contradiction indeed shows that g has to be link deletion proof relative to
ϕa . �
The proof of Theorem 5.9 now proceeds as follows.

First we show that strict pairwise stability for ϕa implies monadic stability in
(Aa,πa) under the hypothesis that c � 0.

Let g ∈ G
N be a network that is strictly pairwise stable with regard to the network

payoff function ϕa as given in the assertion. Then g is strong link deletion proof and
satisfies the property that

i j /∈ g implies that ϕa
i (g + i j) < ϕa

i (g) as well as ϕa
j (g + i j) < ϕa

j (g).

Hence, this can be rewritten as

i j /∈ g implies ϕi (g + i j) − ci j < ϕi (g) as well as ϕ j (g + i j) − c ji < ϕ j (g).

(33)
With g we define for all i ∈ N :

�̂i j = 1 if i j ∈ g

�̂i j = 0 if i j /∈ g.

Hence, g(�̂) = g and �̂ is non-superfluous. We now investigate whether the given
communication profile �̂ is indeed a best response to the monadic belief system �̂i�

for all i ∈ N as required by the definition of weak monadic stability.

Case A: i j /∈ g.
From (33) it follows immediately that �̂i�

j i = �̂
j�
i j = 0. From the hypothesis that

ci j > 0 and c ji > 0 and the definition of monadic belief systems, it follows with
Lemma 1 that �̂i j = 0 is the unique best response to �̂i�

−i and that �̂ j i = 0 is the

unique best response to �̂
j�
− j .

Hence, for Case A the communication strategy �̂ satisfies the condition of weak
monadic stability.
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Case B: i j ∈ g.
In this case �̂i j = �̂ j i = 1. Link deletion proofness of g now implies that �̂i�

j i = 1
or else (33) is contradicted.

Cases A and B now imply that

i j ∈ g if and only if �̂i�
j i = �̂

j�
i j = 1. (34)

Applying strong link deletion proofness and the insight for Case A leads us to the
conclusion that �̂i is indeed the unique best response to �̂i�

−i . This in turn implies that

�̂ supports g as a weakly monadically stable network.
Finally, it is immediately clear from (34) and the definition of �̂ that for all i, j ∈

N : �̂i�
j i = �̂i j , implying that the monadic beliefs are indeed confirmed.

Thus, we conclude that �̂ supports g as a monadically stable network. This com-
pletes the proof of the first part of the assertion.
Second, we show that the monadic stability of a network for (Aa,πa) implies strict
pairwise stability for ϕa under the hypothesis that c � 0.

Let g ∈ G
N be monadically stable. Then there exists some action tuple �̂ ∈ Aa

such that g = g(�̂) and for every player i ∈ N : �̂i ∈ Aa
i is a best response to �̂i�

−i for

the payoff function πa . Furthermore, �̂i�
−i = �̂−i .

From Lemma 3 we already know that g has to be link deletion proof for ϕa

since g is weakly monadically stable. Hence, for every i j ∈ g we have that ϕi (g −
i j) + ci j � ϕi (g). Now through the definition of the monadic belief systems and the
self-confirming condition of monadic stability we conclude that for every i j ∈ g:

�̂i j = �̂
j�
i j = �̂ j i = �̂i�

j i = 1. (35)

Let i ∈ N and h ⊂ Li (g). Now we define �h ∈ Aa
i by

�h
i j =

{
�̂i j if i j /∈ h
0 if i j ∈ h.

Then g
(

�h, �̂−i

)
= g − h. Since �̂i is a best response to �̂i�

−i = �̂−i it has to hold

that20

πa
i

(
�h, �̂−i

)
� πa

i (�̂).

Hence,
ϕi (g − h) +

∑

i j∈h

ci j � ϕi (g). (36)

This in turn implies that ϕa
i (g − h) � ϕa

i (g).

20 Here we again apply the confirmation condition for monadic stability that is satisfied by �̂.



Building Social Networks Under Consent: A Survey 257

Since, i ∈ N and h are chosen arbitrarily, the network g has to be strong link
deletion proof.

Next, let i j /∈ g. Then �̂i j = 0 and/or �̂ j i = 0. Suppose that �̂ j i = 0. Then by the
confirmation condition of monadic stability it follows that �̂i�

j i = �̂ j i = 0. Hence by

Lemma 1, �̂i j = 0. Thus we conclude that for every i j /∈ g:

�̂i j = �̂
j�
i j = �̂ j i = �̂i�

j i = 0. (37)

This in turn implies through the definition of the monadic belief system that ϕi (g +
i j) − ci j < ϕi (g) as well as ϕ j (g + i j) − c ji < ϕ j (g). Or ϕa

i (g + i j) < ϕa
i (g) as

well asϕa
j (g + i j) < ϕa

j (g). This shows the assertion that g is indeed strictly pairwise
stable.

This completes the proof of Theorem 5.9.
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Analysis of Biological Data by Graph
Theory Approach Searching of Iron in
Biological Cells

Mária Ždímalová, Martin Kopáni, Ondrej Sova, Helena Svobodová,
and Anuprava Chatterjee

1 Introduction

Medical image analyses contain many things, like registrations, image-guided
surgery, segmentation, and cell analyses. Image segmentation is the process of parti-
tioning an image into a set of distinct clusters containing pixelswith similar attributes.
Segmentation can be performed manually by a human expert who simply examines
the images and selects which one we consider as an object and which we consider
as a background. This is called as semi-automatic segmentation. We consider many
techniques during automatic methods. Both approaches, semi-automatic as well as
automatic, have their advantages and disadvantages.

Semi-automatic segmentation methods investigate to define different region of
interest types in the analyses of biological images. Some of these methods used a
semi-automatic approach, which still needs some user interaction. We can mention
graph cuts method, region growing methods, grab cuts methods, gradient flow active
contour algorithms, intelligent scissors, level sets methods, methods based on fuzzy
approach and techniques, hierarchical atlas registration and weighted schemes, and
many others even their combination. Other methods were fully automatic and the
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user only had a verification role. It is necessary to mention even the new methods of
the last days—deep learning and its use in neural networks. In this contribution, we
consider binary segmentation. Two types of regions are considered, object regions
and background regions. The output of the segmentation is a binary image with extra
information held representing “object” and “background” segments. We consider
“objects” of all cells of interest and the background of the rest of the image. The
main goal of the segmentation is to simplify and change the representation of an
image in a more meaningful and easier way for the next analysis.

We deal with biological data in this paper. They are received from biological
microscope and we aimed to analyze them and to get concrete results to medical
requirements like to detect iron in the samples. Existence of the iron cells and their
density in the data is linkedwithAlzheimer’s problem.The disease appears in animals
and humans. Because of the fact we cannot test real human data, the test appears on
specially treated animals,where the brains coincidewith the humanbrain.Weobserve
the existence and increasing or decreasing of the existence of the iron in the brain of
the mice during Alzheimer’s problemwhich appears in animals as well as in humans.
Nowadays, it is clear that iron play role in the etiology of Alzheimer’s disease (Gong
et al. 2019, [10]). There are more hypotheses of Alzheimer’s origin. In the brains
are cumulated tau proteins and amyloid plaques which lead to disruption of synaptic
signal (Batista-Nascimento et al. 2012, [1]; Plascencia-Villa et al. 2016, [17]; Braidy
et al. 2017, [3]). Iron is crucial because this metal bind to tau proteins and affects its
phosphorylation and aggregation and also it binds to amyloid plaques during disease
(Braidy et al. 2017, [3]; Daglas and Adlard 2018, [6]). An even higher amount of iron
correlates with a higher incidence of amyloid beta (Telling et al. 2017, [23]) and all
these actions can lead to oxidative stress, disruption of synaptic connection, and cell
death (Zecca et al. 2004, [26]; Petillon et al. 2019, [16]). Many studies are aimed at
changes in iron concentrations because changes arise before cognitive changes and
iron appears as a good early diagnostic factor of Alzheimer’s disease (Langkammer
et al. 2010, [14]; Greenough et al. 2013, [12]; Ward et al. 2014, [24]; Belaidi and
Bush 2016, [2]; Sokolov et al. 2017, [20]); therefore, a better post-staining analysis
could improve the methodology of iron examination. In our study, we observed the
existence and increasing or decreasing of the existence of the iron in the brain of
the mice; during Alzheimer’s issue, data analysis was done on photos from a light
microscope.

The whole process with data analyses contains their pre-processing, Segmenta-
tion, and finally quantitative dealing analyses of segmented data.

The suggestedmethodwill localize regions of the detected area. Our aim is to give
segmentation of iron and if it is possible also quantitative evaluation. Values getting
by this approach we process and analyses by visual checking with the original picture
or checking by quantitative numbers.

Currently, there appear many software even free on the Internet. We deal with
that but we did not get the needed results. We need to mention Image J [18, 22, 28],
Cell profile [19, 29], Meta Morph [30], and Illastic [31]. Because of the needs of the
biologist for concrete types of results, we developed software on according and due
to the requirements of bio-medical requirements.
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2 Method Overview

The main object of this study is to find iron in biological samples for preparing data.
The aim is to present a new filtering method and segmentation of biological data.
We present a new suggested filter and its application as a pre-processing step. As
follows, we deal with this pre-processed data and use segmentation techniques to
find elements of irons in the samples.

Step 1: Upload data.
Step 2: Generate and apply the new filter method.
Step 3: Using of segmentation of data, using the semi-automatic technique of graph
cuts.
Step 4: Post-analyses quantitative processing of data.

We describe obtained data, the steps of getting them, the quality of data, and char-
acteristic signs which are important for measuring data. We study research scanned
images of the cuts of tissue from the brain of mice. In the mice appeared genetic
mutations leading to Alzheimer’s issue. Scanned tissue comes from hippo-camp of
mice connectedwith thememory and cognitive functions—like a possibility of learn-
ing. Scout mutation causes a decrease of iron in the scanned area, which does not
appear under normal circumstances. For the analysis, we used photos of stained mice
brains from light microscopy (microscope Zeiss Scope.A1 (Gottingen, Germany)
with camera AxioCam MRc 5). The samples were collected from the well-known
mouse model APP/PS1 with mutations that leads to Alzheimer’s disease (Jankowsky
et al. 2004, [13]; Webster et al. 2014, [24]). Brains were perfused and cut to 35µm
slices on a microtome (Leica SM 2000F, Wetzlar, Germany [24]). Then, histological
staining was realized with Prussian blue (solution of potassium ferrocyanide) with
DAB (3, 3’-Diaminobenzidine) (Falangola et al. 2005, [7]) and with congo red. The
iron deposits were colored brown and amyloid plaques become red.

By scaling of the microscope is visible just the part of the cut, not the whole
thickness, that is why every sample image was scanned more times, multiple times
by different scalings of the microscope. This way we can get triples of the tissue
samples. By observing the original data, we can see the appearance of small dark
spots. These are marks of the existence and the presence of iron, which our method
will find and measure.

We examine the data from a software perspective. Input data are the set of pixels.
Every pixel keeps the information that carries only information and its color. This
is exactly the beginning point in any method of image processing. We try to get
information on how many pixels contain given tissue or keeps the marks about its
presence, e.g., if the iron appears on the data with dark brown color, we define for
every pixel how this pixel is similar alike to the dark brown. If we can detect which
shade of dark brown color we should search, we can construct a filter that will show
us quite exactly how much iron appears in the samples. This way we can get a series
of images that will not catch the real color of the tissue, but it will give information
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about the occurrence of the given lattice. In the following, we describe the used
filter. To get the exact value, we need to decide which pixels contain the mentioned
tissue and which do not. At this point, we will use segmentation, which means the
selection of background pixels (pixels without detected tissue) from object pixels (in
our case pixels with contained tissue). The number of pixels is the resulting quality
information that tells about the occurrence or the concentration of iron in the scanned
area.

3 Fundamental Research

For such purposes mentioned in the paragraph above, we created our own software
built-in “graph cutting” algorithms, for handling medical and biological data, which
are in our case output images from the microscope. The advantage of this method is
that it can provide global segmentation as well as local and we are also able to detect
the edges, which represent the boundaries between cells. In our specific case, we
need to provide the pre-processing of the images as well. We applied a newly created
special filter for pre-processing of the first input data from the electronic microscope.
The main benefit of this software is its complexity. It can do pre-processing of the
images, segmentation of the image, which in our special case means finding the
corresponding cells, and finally counting and categorization of the cells.

For purposes mentioned in the paragraph above we have created own software
with built-in “graph cutting” algorithms, for handling biological data, which are in
our case output images from a microscope. The advantage of this method is that it
can provide global segmentation as well as the local one and we can detect the edges,
which represent the boundaries between cells. In our specific case, we need to provide
thepre-processingof the images aswell.Wehave applied anewly created special filter
for pre-processing of the first input data from the electronic microscope. The main
benefit of this software is its complexity. It can do the pre-processing of the images,
segmentation of the image, which in our case means finding the corresponding cells,
and finally counting and categorization of the cells.

1. Data gathering from the microscope.
2. Pre-processing of the data.
3. Software initialization and specific input image loading.
4. Setting up the object and background pixels of the image.
5. Image segmentation process.
6. Output saving (image and numerical data).

The whole process consists of three main steps: Pre-processing, processing, and
post-processing of data. Pre-processing is the whole first preparation data before
segmentation. Our input data are medical images from a microscope, which are
necessary to transform to a 24-bit map and afterward, correct contrast of input data
image that resulting images will not be too dark, too light, see Fig. 1 and we can see
well visible contours.
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Under the processing of data, we understand handling data from a graph-
theoretical approach. In this part are implemented and used all graphs algorithms
used in the segmentation of the image. After pre-processing and correction soft input
data in requested quality follows their processing. Input:We normalize the images by
the histogram and filtration. The result of the segmentation (processing) is the image
classified into two classes: object and background pixels. The fact and information,
if the resulting pixel belongs after segmentation to the background of the object, is
important by post analysis (post-processing).

The last step is devoted to the final quantitative analyses of the resulting data.
The aim of this work was a distinctive searching and counting of iron. The main

aim was using a new suggested and constructed filter for the pre-processing of data.
Consequently, on the prepared data, we use a graph cut modified algorithm and find
iron by segmentation in the samples.

4 Pre-processing of Data—Filtering

Here, we describe the used filter and introduce our approach to create a special filter.
The first step in the data analysis is preparing data usable for segmentation; see Fig. 1.
We will transform the image, containing data of colors (standards are three values
RGB) to an image that contains a concentration of the selected tissue (one value).
One of themost important parts of image processing is using histogram and filtration.

Filtration based on histogram (black-and-white images)
The image histogram represents the intensity distribution in the digital image. Math-
ematically, it can be described as a function that assigns to every value of q from
the set 0, . . . , Q − 1, where Q is the maximum possible intensity (in our case 255),
the number of pixels having intensity q. The histogram provides important insights
into the distribution of image intensity. It can determine whether the image is under-
exposed, overexposed, whether it uses a full range of intensities, and the like; see
[21].

FSHS: The abbreviation stands for “full scale histogram stretch” and this operation
is used to achieve the maximum pixel intensity range in black-and-white images.

Fig. 1 Examples of origin data with iron



264 M. Ždímalová et al.

Adjusting the intensity of the original pixel (denoted by p(x)) to the new intensity,
we can write

pcorr (x) = Q − 1

B − A
.(p(x) − A),

where Q is the maximum possible intensity (in our case 255), A, respectively, B
is the minimum, respectively, maximum pixel intensities of the original image; see
[21].

Filtration is, in general, separation of the useful information from not useful (if we
consider background or noise). By handling with digital images, we consider reduc-
ing the noise or the background (non-useful information) and marking of selected
objects (useful information).

Filtration based on RGB model (colored images)
According to [21], we define the RGB model as an additive colored model. They
belong to the basic colors: red, green, and blue. Linear combination of these colors
arise the whole scale, e.g., (0, 0, 0) is black, and (1, 1, 1) is white. Model RGB is
used in image processing. In our case is the RGB information, which we want to
catch, exactly a certain kind of color, connectedwith the concentration of the selected
tissue.

By image processing of color, images are used on filters on this basic model
RGB with the aim of processing of colors. In our case, the needed information is
the information that we want to catch, certain kinds of colors connected with the
concentration of the selected item. By image processing, we use filtering on the base
RGB to modify colors. In general, we can define this kind of filtration as follows: for
every pixel, we define this as a function of the color of the origin pixel, from which
we can get and obtain new and modified coloring:

qR(x) = fR(pR(x), pG(x), pB(x))

qG(x) = fR(pR(x), pG(x), pB(x))

qB(x) = fB(pR(x), pG(x), pB(x)),

where pR, pG, pB and qR, qG, qB are the only values of the original or the newly
transported intensities in the RGB channels. In the easiest case, we consider a linear
combination of the original values of colors, which we present by the matrices. The
color of the pixel will be presented as a vector in three folders:

q∗(x) = Mp∗(x),

where p∗(x) and q∗(x) are the column vectors of the origin and the new color of
the pixel, M is the matrix of the size 3 × 3, where the coefficients are the elements
of the weighted filter. These coefficients show the measure of the new coefficient of
colors versus original coefficients of colors (R, G, B).
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For our purposes, we use a similar function, which transforms the value soft three
chanels RGB into the new value-intensity of pixel:

q(x) = wR .pR(x) + wG .pG(x) + wB .pB(x).

Coefficients wR, wG, wB are the values between 0 and 1, and they are given by
the settings of the filter. These coefficients decide which one colored channel will be
marked by the filter or suppressed by the filter. On application of the approach, the
colored picture will be reduced into a white-and-black image. This way we reduce
the amount of data to one-third. The goal of the filter is to assign each pixel a value
between 0 and 1 (respectively, 0 and 255), depending on the RGB input values. In
doing so, we require that the value of the output pixel 1, if its color perfectly matches
the color of the object to be searched, and drops reasonably to 0 in the case of another
coloring.

The filter sensitivity to the color ratio is ensured by assigning weights (marked as
wR, wG, wB) to the components R, G, B of the access pixel. The filter can be written
as a function of the hp, color, R, G, B color of the input image (labeled pR, pG, pB):

q(x) = wR .pR(x) + wG .pG(x) + wB .pB(x).

When processing diverse color data, a different color than the desired color can
be affected by the filtering result. To suppress the effect of pixels other than of the
tuned color, we introduce a penalty function to divide the filtering result, when

q(x) = wR .pR(x) + wG .PG(x) + wB .pB(x)

dR .pR(x) + dG .PG(x) + dB .pB(x)
.

Penalization values dR, dG, dB are values between 0 and 1 and determine the rate
of suppression of a given color channel. When using this filter alone, the coefficients
dR, dG, dB must be set

dR + dG + dB = 1

to apply to exceed the intensity range. In our implementation, this is handled by a
specially modified FSHS method that scales any calculated values into the interval
< 0, 255 >.

Now we show the filter setting for these samples. In this case of detecting irons
in samples, one set of parameters is three frames. We compare two procedures for
the processing of these images that differ in the order of operations applied:

The average-filter is a variant in which we first average the RGB values of three
original frames, pixel by pixel. From these averages, we will compile one and then
apply a filter to the image. The filter-average, on the other hand, consists of filtering
on each from three shots, then averaged three filtered images.
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Fig. 2 Example of the cuts from images

The filter-average consists of filtering on each picture from three given shots. Conse-
quently, we average three filtered images. This variant is muchmore computationally
demanding.

Slide viewports—Cuts from the images: It was necessary to crop the image to
remove areas that could skew the segmentation result (they contained spots or whole
areas that are too similar to the searched object).

It was necessary to frame the image to remove areas that could distort the seg-
mentation result (they contained spots or entire areas with color too similar to the
searched object). In Fig. 2, the original image is on the left, and the viewport is on
the right.

We created image slices in an external graphics program by replacing the deleted
area with a color that is distinguishable from the area of interest (including the eyes
of the software). In our case, this was done in pure green (R = 0, G = 255, B = 0),
which the software can only recognize based on the maximum G value that none of
the valid pixels of the image reaches. The pixels detected in this way are not taken
into account even during the program run, for example, when initializing the network
or correcting the filter results.

Filter application: The expected output of the filter is an image where the selected
objects are distinguishable from the entire background and the intensity transitions at
the edges of the cells should correspond as accurately as possible to the information
in the images provided by the users.

The background itself should have the least variation in intensity.We can consider
corrections. Depending on the filter parameters, a result that does not reach the
maximum possible range of values and thus the maximum contrast may appear.
Since we do not want to maintain the brightness of the image, on the contrary, the
aim is to achieve the greatest possible contrast between the pixels of the detected
objects and the pixels of the background, we can adjust the filtering result using the
FSHS method. There was a problem in the detection of very small spots that had to
be treated again.
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Fig. 3 Filtration example

Fig. 4 Correction radius by subtracting the local average

The sample of the original image (in Fig. 3 on the left) and the filtering result
(in Fig. 3 on the right) illustrates how large-scale spots on a larger scale conceal
much finer local variations in values that should be evaluated as the presence of iron.
(Visible to the original image with the naked eye.)

A significant portion of the small spots exhibited this condition, thereby severely
distorting the segmentation result. We, therefore, decided to adjust the data by sub-
tracting the local average. We determined the average of the surrounding values for
each pixel and subtracted this from the pixel value. This correction is writeable as
follows: icorr (x) = i(x) − 1/A(R).

∑
i(y), where i(x) is the intensity of the pixel

x, A(R) is the number of pixels of the averaging neighborhood, and R is the neigh-
borhood radius, an optional parameter of this operation. We want it to be larger than
the radius of the largest of the spots detected, but at the same time as small as possible
so that the calculation is not unnecessarily prolonged.

By correcting with local averages, we achieved a much cleaner staining of the
spots, thus ensuring consistent evaluation even in areaswhere the filter had previously
evaluated them as a background; see example in Fig. 4.
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5 Segmentation and Graph Cutting

Segmentation in image processing can be formulated in mathematics as a mini-
mization problem. Segmentation can work as a powerful energy minimization tool
producing a globally optimal solution. For segmentation, we use the mathematical
method called “graph cutting”. In the work, we focused primarily on Ford–Fulkerson
and Edmonds–Karp algorithms. We process the 2D image, which we first abstract as
a graph (in the means of graph theory—a part of mathematics) and then we try to find
a maximum flow in it. After finding the maximum flow, we can segment the image.
The graph cuts are used in medical and biological image segmentation following
few dynamic algorithms, finding the local minimum of the energy. Compared to the
threshold technique, this approach gives more realistic results.

The principle of Ford–Fulkerson andEdmonds–Karp, [8, 9] algorithms is based on
increasing of the flow in the graph (net) through the augmenting paths. The algorithm
progress while any augmenting path can be found.When there is no augmenting path
available, the algorithm ends and the maximum flow is reached. The value of the
maximum flow equals the sum of the capacities of the “minimal cut” edges. The
minimal cut is the result of the graph cut algorithms (mentioned above) applied.
The simplified explanation of finding the minimal cut is the process of pushing flow
(imaginary units) from the source vertex named s to the tank vertex named t through
the graph consisting of the vertices and edges while possible. Once the process is
finished and there is no capacity of the edges to transport any other flow, the minimal
cut can be found as the union of such edges. In the image segmentation process, the
pixels of any 2D images can be abstracted into the graph vertices and the graph used in
theoretical mathematics can be constructed. After that, the graph cut algorithms can
be applied, the minimal cut can be found, and finally, the image can be represented
by the objects and background.

6 Implementation in the Program and Evaluation of
Capacities

Now we describe how we have implemented the graph theory approach in our pro-
gram to obtain the segmentation. The program is written in the language C. For
searching for the maximal flow of the network, we have used the Edmonds–Karp
algorithm. We have modified some of the steps of this algorithm and we did the
optimization of the fast running of the algorithm, as well. Mainly, we have decreased
the number of iterations. If it was not possible to decrease the number of iterations,
we have decreased the number of operations in these iterations to a minimum.

Capacity of the Edges We count the capacity for the corresponding links (edges).
Those links, which connect exactly two neighboring pixels (vertices) p and q, we
call N -links. Those links, which connect exactly one pixel with the source s and the
sink t, we call T -links, see the Fig. 5, where the pixel is presented as a gray cube, N
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Fig. 5 One pixel and its links in the non-oriented as well as oriented segmentation network

links as horizontal links, and T-links as vertical lines. We use the following notation
for counting the capacities:

P the set of all pixels,
(p, q) the edge connecting neighboring pixels p and q,
Ip the value of the intensity of the pixel p,
M maximal value of the intensity of the pixel (of the responsible figure),
D the difference between the maximal and minimal value of the intensity of the

pixel (of the responsible figure),
Oavr average value of the intensity of object seed pixels,
Bavr average value of the intensity of the background seed pixels,
S(p) capacity of the edge(link) connecting the sink (the vertex s) and correspond-

ing pixel p,
T (p) capacity of the edge (link) connecting output source (the vertex t) and con-

crete pixel (the vertex p),
N (p, q) capacity of the edge (link) connecting neighbors pixels p a q,
λ weighing constant.

Theweighing constantλ determines the result of segmentation. N (p, q) expresses
the relationship between intensities of p an q; S(p) and T (p) express the relation-
ship between intensity values of pixels and the values Oavr and Bavr . More about
connection between this variables and constants you can find in [4].

Linear Diffusion Coefficient Capacities of N -links and T -links are dependent on
the intensities of the concrete pixel. Other values of capacities we count from the
values of intensities of pixels as follows: Both N -line and T -line capacities depend
on the intensity of the pixel. Therefore, the next capacity values are calculated from
the pixel intensity values as follows [4, 15]:
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Table 1 Capacities

Type Edge Capacity

N-links (p, q) if (p, q) ∈ P N (p, q)

T-links (s, p) if p ∈ P \ {o ∪ B} λS(p)

if p ∈ O 0

if p ∈ B 0

(p, t) if p ∈ P \ {o ∪ B} λT (p)

if p ∈ O 0

if p ∈ B ∞

N (p, q) = D − |Ip − Iq |
S(p) = M − |Oavr − Ip|
T (p) = M − |Bavr − Ip|.

It is precisely because of the character (definition) of the M and D constants that the
capacities are non-negative. In extreme cases, some capacities may be zero. Taking
into account all previous claims, we assign specific capacities to specific edges in
the following way as shown in Table1; see [4, 15].

Non-linear Diffusion Coefficient We suggest different and new approaches on how
to give values to edges, as well. If we want to approach the assignment of N -line
capacities in a way that takes greater account of the relative intensity of pixel intensi-
ties and penalizes their differences, it is necessary to choose a non-linear coefficient
for calculating their capacity. The non-linear coefficient causes neighboring pixels
with similar intensity values to have high-capacity edges (lines) and a certain drop
in intensity of the neighboring pixels, and the edge-to-edge gain is almost zero. For
the interpretation of the formulas, the following abbreviations are used:
s— the absolute value of intensity difference of two neighboring pixels,
σ—penalizing constant,
k—the penalty.

Thus, the value s is calculated as the absolute value of the difference of the two
adjacent pixels in the picture, the penalizing constant is optional and affects the
course of functions, especially how rapidly their first derivation changes, and the
penalty k is given by the formula. We distinguish:

TV diffusion coefficient

d(s) = 1

s
, s ∈ N ,

BFB diffusion coefficient

d(s) = 1

s2
, s ∈ N ,
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Charbonnier’s diffusion coefficient

d(s) = 1
√

(1 + s2
k2 )

, s ∈ N ,

Perona–Malik’s diffusion coefficient

d(s) = 1

1 + ( s
k )2

, s ∈ N ,

d(s) = e−( s
k )2 , s ∈ N ,

Weickert’s diffusion coefficient

d(s) =
{

1 s = 0

1 − e
−3.31488
(s/K )8 s > 0

}

, s ∈ N.

Comparision of diffusion coefficient. The diagram in Fig. 6 shows the non-linear
diffusion coefficients, depending on the intensity differences from < 0, 255 >

depended at the selected value:
(1) Linear coefficient—blue,

(2) TV coefficient—red,

(3) BFB coefficient—purple,

(4) Charbonnier coefficient—yellow,

(5) Perona–Malik coefficient—green, (-black),

(6) Weickert coefficient—orange.
We choose the Edmonds–Karp algorithm for the shortest growing augmenting

paths. We implemented the algorithm with minor variations over the original one.
From the programming point of view, the implementation can be divided into three
main parts, which can also be further elaborated. They are as follows:
(a) marking procedure,

(b) path reconstruction,

(c) the distribution of vertices.
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Fig. 6 Non-linear functions for evaluating the capacities

7 Results

The result was quantified by counting the pixels in the segmented region. This numer-
ical result indicates the concentration of the desired substance, respectively. In the
case of iron, it was necessary to frame the image and the resultmay have been affected
by this cropping. When displaying the result, the program also specifies the number
of valid pixels (the number of pixels in the image—the number of pixels removed)
so that this cropping can be taken into account when evaluating the results. Since
the segmentation result is relatively sensitive to network setup and, therefore, to the
selection of representative points, we evaluate the results of Oavr and Bavr , which
speak about these points. Based on the deviation in these two values, we can assess
the objectivity of the segmentation result.

Comparison of approaches. We used two different approaches to averaging the
three frames: Filter-Average and Average-Filter. An essential part of the evaluation
is hence the comparison of values and deviations between these approaches. With
a comparison of these results, we can sum up that both approaches gave the same
results for detecting iron and quality of segmentation.

8 Discussion, Conclusion, and Remarks

Nowadays, for simpler real-time data, for more complex data, and global segmen-
tation in tens of seconds and local segmentation of more complex data, it is also
real time. Segmentation speed also depends on the quality of the input data, the
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Fig. 7 Filter and correction sample

dimensions of the image, the selection, and the number of seed pixels. The program
currently segments either the entire image (globally) or only part of it (locally),
depending on what option the user chooses. In the near future, it will also be possible
to segment the color images and we would also like to program some other parts so
that it is understandable and clear to the normal user. Of course, further optimization
of the program is also one of the goals.

We look at three images that capture the same area. In the images, a band is visible
to the naked eye with the appearance of tiny dark spots. These are an indication of the
presence of iron, which our method will measure. We processed triples of images,
Fig. 7, with each of the triples being cut with the subject iron-containing band to
eliminate disturbing data in other parts of the image (non-iron-related brown spots).
For this case, the filter was set to highlight dark brown spots indicating the presence
of iron, and we corrected the result by correcting the local average.

In Fig. 7, we see from left to right the original frame, the filtered frame, and the
result after correction.

The filtration phase was carried out described above by the dual Filter-Diameter
and Diameter-Filter method.

Segmentation was performed in six trials for each averaged image and for both
averaging methods, recording the number of pixels selected and the Oavg, Bavg
values of the segmentation network, which we use as a control to evaluate the results.

There is a preview of the segmentation result on the image detail in Fig. 8: from
left to right, the original image, the corrected filtered image, and the segmentation
result are shown. The segmented pixels are marked in red. From the control values, it
can be concluded that the two methods of filtering the triple frames give equivalently
good results, and the deviations between them are derived from the segmentation
method.

We succeeded in constructing a method by which we detected the presence of
the substances sought and quantified their concentration, including the time course
for iron. Using filtering and segmentation, we created segmented versions of the
processed images that display the detected substance consistently and according to
expected results. We detected variations in segmentation results from the recorded
data and control values and suggested ways to obtain objective results from them.We
have created and used a new filter in the pre-processing step to prepare data before
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Fig. 8 Example of segmentation

Fig. 9 Example of segmentation of data using Open CV

segmentation. This was done with the purpose to get better and more objective
segmentation.

The results confirmed the existence of higher iron concentration in the sensed
area of mouse brain tissue observed during Alzheimer’s disease and quantified the
difference from the control sample, i.e., healthy mouse.

Deficiencies identified and possible extensions:The implementedmethod for input
data was tailor-made. By changing the filter settings, it can be used to process any
medical data to detect and measure the presence of substances based on color. The
implemented version of the program is fixed for processing images in the described
two cases. Its drawbacks include the need for manual entry for each frame (represen-
tative object and background points must be selected), on which the segmentation
result directly depends. The resulting deviations were solved by statistically process-
ing several measurements to optimize the results.

In particular, we perceive the possible extensions of the implemented program to
be greater automation of the process by the better interconnection of individual parts
of the method. After a more in-depth analysis of the filter’s behavior, it would be
possible to develop (at least in part) the automatic selection of representative points,
which would significantly speed up, simplify the work with the images, and reduce
the deviations caused by this selection.
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We mention another method using open source for some kind of special data for
searching of iron: OPEN CV [27]. At least we can discuss remarks and observations:
We are using adaptive thresholding here, see Fig. 9, and the threshold value is the
weighted sum of neighborhood values where weights are a gaussian window. Then
we obtained the black dots using connected components analysis and finally filtered
them by size. At first, we were using the Otsu binarization, but the background was
messing up the threshold calculation that Otsu did. Then we tried this Adaptive
thresholding method, but a lot of false positives were coming. We figured out that
these false positives were just portions of the image that were only mildly darker than
their neighborhood. So, we increased the threshold while converting to the binary
image as, what was working in our data:

binary_img = cv2.adaptiveT hreshold (gray_img, 255, cv2.AD APT I V E_
T H RE SH_G AU SSI AN_C,

cv2.T H RE SHB I N ARYI N V, 131, 20),
instead of

binary_img = cv2.adaptiveT hreshold(gray_img, 255, cv2.AD APT I V E_
T H RE SH_G AU SSI AN_C,

cv2.T H RE SH_B I N ARY_I N V, 131, 10).

As a note, we consider the quality of segmentation of iron is a bit less like in the
case of graph cutting. We can consider in the future the improvement of this method.
But still, we want to present this as another possibility for detecting iron.

We can conclude we were successful in creating a new filter and software and
finding better methods in segmenting iron in biological samples.
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How Do You Defend a Network?

Marcin Dziubiński and Sanjeev Goyal

1 Introduction

Our nation’s critical infrastructure is crucial to the functioning of the American
economy...(It) is increasingly connected and interdependent and protecting it and
enhancing its resilience is an economic and national security imperative [15].

Infrastructure networks—highways, aviation, shipping, pipelines, train systems,
and posts—are a vital part of the modern economy. These networks face a variety of
threats ranging from natural disasters to human attacks. The latter may take a violent
form (guerrilla attacks, attacks by an enemy country, and terrorism) or a nonviolent
form (as in political protest that blocks transport services).1 A network can be made
robust to such threats through additional investments in equipment and in personnel.
As networks are pervasive, the investments needed could be very large; thismotivates
the study of targeted defense. What are the “key” parts of the network that should
be protected to ensure maximal functionality? As defense is often a choice made by
individual actors, we also wish to understand the relation between network structure
and decentralized incentives. This paper develops a model to study these questions.

Consider a given infrastructure network consisting of nodes and links. The
defender chooses to protect “nodes” of the network against damage/attacks; pro-
tecting a node is costly. Protection includes investments in security personnel, in
training, in equipment, and in cybersecurity. These protection measures typically
take time to implement and so we focus on ex ante investments in protection. We

1For an introduction to network based conflict, see [3, 37]; for news coverage of the effects of
natural disasters and human attacks on infrastructure networks, see [18, 28, 31, 32].
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suppose that a defended node is immune to attack whereas an undefended node is
eliminated by attack (along with all its links). The initial network, the defense, and
the attack together yield a set of surviving nodes and links—the residual network.
The defender chooses a defense strategy that maximizes the value of the residual
network, net of the costs of defense.

Our model covers two scenarios. The first is that of an intelligent adversary who
seeks to damage components and disrupt the flows in the network. The second is
that of a natural threat: facing such a threat, the defender focuses on the worst case
scenario. In both cases, the defender looks for the “maximin” solution. For ex-
positional simplicity, we use the language of an intelligent adversary throughout. We
study a game between a defender and an adversary and analyze the subgame perfect
equilibrium of this game.

We consider network payoff functions in which the value to the defender of a
network is component additive, and the payoff from each component is increasing
and convex in the size of the component.2 The convexity of value in component size
is key to the appeal of connectivity in networks.

We begin with a study of optimal defense. Proposition 2 characterizes optimal
defense and attack. Optimal attack targets two types of nodes: those that fragment
the network into distinct components (the separators) and those that simply reduce
the size of components (the reducing attacks). As payoffs are convex in component
size, separators are particularly attractive targets for attack (as their elimination dis-
connects components). Anticipating this attack, optimal defense targets nodes that
block the separators and reduce attacks. A set of nodes that block a collection of
separators is referred to as a transversal. We prove that optimal defense either targets
a minimal transversal or protects all nodes. Figures3 and 4 illustrate these concepts.3

This characterization result allows us to study the relation between networks and
conflict more closely. We find that the size of defense and attack are both nonmono-
tonic in the cost of attack; even more surprisingly, the size of defense and the payoff
of the defender may fall with the addition of links in the network (Proposition 3).

We then turn to the intensity of conflict: this is the sum of expenditures of defense
and attack. For a given configuration of costs of defense and attack, we derive the
minimal intensity of conflict and then describe the networks that sustain it (Proposi-
tion 4).We then demonstrate that network architecture can create very large variations
in the intensity of conflict. A feature of minimal conflict is that there is a single active
player. We next discuss circumstances under which both players devote resources to
conflict in equilibrium.

An important insight of the analysis is the optimality of strategic exposure: the
defender may find it optimal to leave unprotected a key node (the elimination of

2 This specification is consistent with Metcalfe’s law (network value is proportional to the square
of the number of nodes) and Reed’s law (network value is exponentially increasing in the number
of nodes). It is also in line with the large theoretical literature on network externalities [19, 27]
and network economics [6, 26]. One way to define network value is the number of pairs of nodes
connected (directly or indirectly) in the network. This is a special case of our value function.
3 Appendix C provides a detailed application of the concepts to well-known families of networks
(trees, core–periphery, interlinked stars).
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which disconnects the network) and instead to protect an alternative, larger, set of
nodes. We refer to this as the queen sacrifice. This leads us to identify a class of
networks—windmill graphs—that minimize conflict and are also attractive for the
defender. Figure7 presents these networks.

In many situations, security decisions are made at the local level, e.g., individual
airports choose their own security checks. This motivates the study of decentralized
security.4 Individual nodes care about surviving an attack and about being part of
a large connected network. Observe that to block a separator it is sufficient for one
node in the separator to protect itself. So, in the game among the nodes, defense
choices within a separator are strategic substitutes. But for the network to remain
connected, all separators must be blocked. Therefore, a node will protect itself only
if other separators are being blocked: thus, defense choices also exhibit strategic
complementarity. Proposition 5 shows that decentralized security choices can be
characterized in terms of separators and transversals of the network. Finally, we
demonstrate that a combination of incentive and coordination issues may lead to
very large costs of decentralization.

Our paper contributes to the economic study of networks. The research on net-
works has been concerned with the formation, structure, and functioning of social
and economic networks [22, 25, 35] The problem of key players has traditionally
been studied in terms of Bonacich centrality, betweenness, eigenvectors, and degree
centrality; see, e.g., [6, 7, 11, 14, 17, 20, 21]. Our paper suggests that for the problem
of attack and defense, the key players are nodes that lie in separators and transver-
sals. These nodes are typically distinct from nodes that maximize familiar notions of
centrality. Appendix B discusses this distinction in detail. Thus, the principal con-
tribution of our paper is to introduce two classical concepts from graph theory into
economics and show how they address a problem of practical importance.

Individual defense is a public good, and so this conceptual contribution is also
relevant for the study of games on networks more generally. Bramoullé and Kranton
[9] draw attention to maximal independent sets. By contrast, our work brings out the
role of minimal transversal of the separators. These sets are generally different from
maximal independent sets.5

Our paper also contributes to the literature on network defense; see, e.g., [1, 5, 8,
12, 16, 23, 29]. To the best of our knowledge, our results on the role of separators
and transversals in network conflict are novel, relative to the existing body of work.
In particular, we note that the earlier work by [16, 23] focuses on optimal design and
defense. In these papers, the optimal network takes on a very simple form—it is a
star—and so the optimal defense takes on a correspondingly simple structure: protect
the central hub node. By contrast, in the present paper the network is exogenous and
arbitrary: this is a much broader problem and requires new conceptual tools.

4 For an early contribution on interdependent security, see [30].
5 For example, in a core–periphery network, all the core nodes are essential separators, while the
maximal independent set can include at most one core node and must include peripheral nodes. See
Appendix C for details on this.
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We note that the problem of network defense has traditionally been studied in
operations research, electrical engineering, and computer science; see, e.g., [2, 4,
24, 33]. In an early paper, Cunningham [13] looks at the problem of network design
and defense with conflict on links. Relative to this literature, the novelty of our paper
lies in the study of intensity of conflict and the externalities that arise in decentralized
defense.

The rest of the paper is organized as follows. Section2 presents the model of
defense and attack. Section3 introduces the main concepts and provides a character-
ization of equilibrium defense and attack. It also contains the study of comparative
statics, active conflict, and conflict intensity. Section4 takes up the case of decentral-
ized defense. Section5 concludes. All proofs are presented in Appendix A. Appendix
B analyzes the relation between key nodes to attack and defend and other notions of
centrality. Appendix C illustrates the notions of separators and transversals in well-
known families of networks such as core–periphery networks, trees, interlinked stars,
and bipartite graphs. In Appendix D, we discuss the role of sequentiality of moves
and perfect defense in the results obtained in the paper.

2 The Model

We start with a given network and consider a two-player sequential move game with
a defender and an adversary. In the first stage, the defender chooses an allocation
of defense resources. In the second stage, given a defended network, the adversary
chooses the nodes to attack. Successfully attacked nodes (and their links) are removed
from thenetwork, yielding a residual network.Thegoal of the defender is tomaximize
the value of the residual network, while the goal of the adversary is to minimize this
value.6

Let N = {1, . . . , n}, with n ≥ 3, be a finite set of nodes. A link is a two element
subset of N . The set of all possible links over P ⊆ N is gP = {i j : i, j ∈ P, i �= j}
(where i j is an abbreviation for {i, j}. A network is set of links. Given set of nodes
P ⊆ N ,G(P) = 2g

P
is the set of all networks over P. The set G =

⋃

P⊆N

G(P) is the

set of all networks that can be formed over any subset of notes fromN. Every network
g ∈ G has a value Φ(g) associated with it : Φ : G → R is called a value function.

The set of nodes X ⊆ N chosen by adversary is called an attack. The set X = Φ

is called the empty attack. A defense is set of nodes Δ ⊆ N ; node i ∈ N is defended
under Δ if and only if i ∈ Δ. We assume that the defense is perfect a protected node
cannot be removed by an attack, while any attacked unprotected node is removed
with certainty. Given defense Δ and attack X , set Y = X \ Δ will be removed from
the network. Removing a set of nodes Y ⊆ N from a network creates a residual
network g − Y = {i j ∈ g : i, j ∈ N \ Y }.

6 The sequential move game formulation appears to be appropriate for the large-scale and time-
consuming protection investments discussed in the Introduction. This two-stage model with observ-
ability of first-stage actions is consistent with the approach in the large literature on security and
networks; see, e.g., [2, 34].
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Defense resources are costly: the cost of defending a node is cD > 0. Given net-
work g, the defender’s payoff from strategyΔ ⊆ N , when faced with the adversary’s
strategy X ⊆ N , is

Π D(Δ, X; g, cD) = Φ(g − (X \ Δ)) − cD|Δ|

Attack resources are costly: the cost of attacking a node is given by cA > 0. Given
defended network (g,Δ), the payoff to the adversary from strategy X ⊆ N is

Π A(Δ, X; g, cA) = −Φ(g − (X \ Δ)) − cA|X | (1)

We study the (subgame perfect) equilibria of this game.
Two nodes i and j are connected in network g if there is a sequence of nodes

io, . . . , im such that i = i0, j = jm , and for all 0 < k ≤ m, ik−1ik ∈ g. A component
of network g is a maximal and nonempty set of nodes C ⊆ N such that any two
distinct nodes i, j ∈ C are connected in g. The set of components of g is denoted by
C(g).

We assume that Φ is component additive. Given network g,

Φ(g) =
∑

C∈C(g)

f (|C |)

where f satisfies the following assumption:

Assumption 1 We have that f : R+ → R+ is strictly increasing, strictly convex,
and f (0) = 0.

2.1 Remarks on Model

Wehaveassumedsequentialmoves; this ismainly for exposition. It is possible to show
that our main results on characterization of conflict in terms of certain properties of
the graph carries over with simultaneousmoves. Perfect defense is a more substantial
assumption. Smoother models of conflict such as the Tullock contest function would
lead to modifications in parts of the main characterization results below. Appendix D
discusses these points in greater detail. Finally, we have assumed that payoffs depend
onlyon the sizesof thenetworks (or their components): soweabstract fromother topo-
logicaldetailsofthenetwork.Thissimplificationallowsustomakeprogressandshould
be seen as a first step in the study of network defense.

Since the game is finite and sequential, standard results guarantee the existence of
(subgame perfect) equilibria. These equilibria are usually not unique, but generically,
equilibrium outcomes are equivalent with respect to player’s payoffs, sizes of defense
and attack, and the value of residual network. This is the content of the following
result.
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Proposition 1 For any network g and costs cD and cA, there exists a subgame perfect
equilibrium. For generic values of cA and cD and generic f , the equilibrium attack
and defense size and the payoffs of the players are unique.

3 The Analysis

This section develops our main results for the two-person game between the defender
and the adversary. Optimal attack focuses on sets of nodes that fragment the network
(the separators), while optimal defense targets sets of nodes that block these separa-
tors (the transversals). The interest then moves on to the relation between network
architecture and the intensity of conflict (the sum of resources allocated to attack and
defense) and the prospects of active conflict (when the adversary eliminates some
nodes while the defender protects others).

We begin with a study of a simple example that helps illustrate a number of
interesting phenomena.

Example 1 (Defense and attack on the star) Consider the star network with n = 4
and {a} as the central node (as in Fig. 1). The value function is f (x) = x2.

As is standard, we solve the game by working backward. For every defended
network (g,Δ) we characterize the optimal response of the adversary. We then
compare the payoffs to the defender from different profiles, (g,Δ), and compute
the optimal defense strategy. Equilibrium outcomes are summarized in Fig. 2. A
number of points are worth noting.

(i) Observe that removing node a disconnects the network; this node is a separator.
Moreover, there is a threshold level of cost of attack such that the adversary
either attacks a or does not attack at all when cA > 7. Protecting this node is
also central to network defense.

(ii) The intensity of conflict exhibits rich patterns: when the cost of attack is very
large there is no threat to the network and no need for defense. If the cost of
attack is small, the intensity of conflict hinges on the level of defense costs.
When they are low, all nodes are protected and there is no attack (the costs of
conflict are ncD); if they are high, then there is no defense but all nodes are
eliminated (the costs of conflict are ncA). For intermediate cost of attack and
defense, both defense and attack are seen in equilibrium.

(iii) The size of defense may be nonmonotonic in the cost of attack. Fix the cost of
defense at cD = 3.5. At a low cost of attack (cA < 1) the defender protects all
nodes, in the range cA ∈ (1, 5) he protects 0 nodes, in the range cA ∈ (5, 13)
he protects a, and then in the range cA > 13, he stops all protection activity.
Similarly, the size of the attack strategy may be nonmonotonic in the cost of
attack.

The starting point of the general analysis is the nature of optimal attack. Given
the convexity in the value function of networks, disconnecting a network is espe-
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Fig. 1 Star network (n = 4)

Fig. 2 Equilibrium outcomes: star network (n = 4) and f (x) = x2

Fig. 3 Essential separators

cially damaging. A set X ⊆ N is a separator if |C(g)| < |C(g − X)|. In other words,
a separator is a set of nodes the removal of which strictly increases the number of
components in the network. A network will normally possess multiple separators
and the adversary should target the most effective ones. A separator S ⊆ N is essen-
tial for network g ∈ G(N ), if for every separator S′ ⊆ S, |C(g − S)| > |C(g − S′)|,
i.e., a strict subset of eliminated nodes would lead to a strictly smaller number of
components. The set of all essential separators of a network g is denoted by E(g).
Figure 3 illustrates essential separators in an example.
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The second element is the level of costs. As illustrated by Example 1, the network
defense problem can be divided into two parts, depending on the cost of attack.
Given x ∈ N ,Δ f (x) = f (x + 1) − f (x) is the marginal increase in the value of a
component of size x when a single node is added to it. Under Assumption 1, Δ f (x)
is strictly increasing. It is useful to separate two levels of costs: one, high costs with
cA > Δ f (n − 1), and two, low costs with cA < Δ f (n − 1).

We start with the case of high cost as it brings out some of the main general
insights in a straightforward way. Facing a high cost, the adversary must disconnect
the network, i.e., choose a separator or not attack the network at all. Clearly, the
adversary would never use an essential separator that yields a lower payoff than the
empty attack. Given the cost of attack cA and network g, the set of individually
rational separators is ε(g, cA) = X ∈ E(g) : Φ(g) − Φ(g − X) ≥ cA|X |.

When the cost of attack is low, it may be profitable for the adversary to use attacks
that merely remove nodes from the network, without disconnecting it. A set R ⊆ N
is a reducing attack for a network g if there is no X ⊆ R such that X is a separator
for g. The set of all reducing attacks for a given network gis denoted by R(g).

The following lemma characterizes all the possible attacks of the adversary in
terms of essential separators and reducing attacks. In addition, it provides a charac-
terization of the attacks that are best responses in the adversary’s sub game.

Lemma 1 Fix a connected network g. Let Δ ⊆ N be a defense selected by the
defender in the first stage. Any attack X ⊆ N can be decomposed into two disjoint
sets: a set E and a reminder set R such that the following statements hold:

(i) The set E is either empty or E ∈ E(g).
(ii) The set R is a reducing attack for g − E.

Moreover, if X is a best response to Δ, then E is either empty or E ∈ E(g ∈ cA).

The first part of the lemma says that any attack of the adversary can be seen as
consisting of two phases. In one of the phases, the adversary fragments the network
by removing a minimal set of nodes needed to obtain the desired components after
the attack. This set is an essential separator of the network. In the other phase, the
adversary reduces the size of the components (but without disconnecting any of
them). Thus, the notion of essential separator captures exactly the attacks that serve
the function of fragmenting the network. The characterization of attacks obtained
in the first part of the lemma is useful in understanding the best responses of the
adversary. If X is a best response to some strategy of the defender, then applying
an essential separator phase of X after the reducing attack phase is applied must be
worthwhile. But then, by convexity of f, it must be worthwhile evenmore to apply the
essential separator phase before the reducing attack phase. Therefore, the essential
separator phase must be individually rational.

We now turn to the equilibrium strategies of the defender. Again, it is instructive
to start with the setting where the cost of attack is high. An optimal strategy of the
defender should block a subset of individually rational essential separators in the
most economical way. Given a family of sets of nodes, H, and a set of nodes, M ,
D(M,H) = {X ∈ H : X ∩ M �= φ} are the sets in H that are blocked (or covered)
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by M . The set M is called a transversal of H if D(M,H) = H. The set of all
transversals of H is denoted by T (H). Elements of T (H) that are minimal with
respect to inclusion are called minimal transversals ofH. Elements of T (H)with the
smallest size are called minimum transversals ofH. Let τ(H) denote the transversal
number of H, i.e., the size of a minimum transversal of H. Given a family of sets
F ∈ H, the set M is called a transversal of F in H if D(M,H) = F . The set of all
transversals ofF inH is denoted by T (F |H). Elements of T (F |H)with the smallest
size are called minimum transversals of F inH. Let τ(F |H) denote the transversal
number of F in H, i.e., the size of a minimum transversal of F in H. Notice that
τ(F |H) ≥ τ(F). In other words, avoiding blocking some of the potential attacks
of the adversary, and hence strategically exposing some parts of the network, may
entail an additional cost. As we show below, strategic exposure may be a part of a
rational defense strategy.

Let g be the network in Fig. 3. Let H = E(g) = {{a}, {a, b}, {a, c}} be the set
of all essential separators of g and let F = {{a, b}, {a, c}} be its subset. Figure 4
illustrates the unique minimum (and, at the same time, minimal) transversal of H,
{a}. The unique minimum transversal of F in H is {b, c}. Thus, the most economic
way to block exactly the separators from F out of all the separators from H is by
blocking nodes b and c.

We provide more examples and a discussion of essential separators and their
transversals in some well-known families of networks (trees, core–periphery, inter-
linked stars) in Appendix C.

We are now ready to state our first main result on optimal defense and attack.

Proposition 2 Consider a connected network g ∈ G(N ). Let (Δ∗, X∗) be an equi-
librium.

(i) If cA < Δ f (n − 1), then the following statements hold:

• The variable Δ∗ = N or Δ∗ is a minimal transversal of D(Δ∗, E(g, cA)).
• We have X∗(Δ) = E ∪ R, where E ∈ E(g, cA) and R ∈ R(g − E), with

X∗(Δ) ∩ Δ = φ.

(ii) If cA > Δ f (n − 1), then the following statements hold:

Fig. 4 Minimum
transversal,{a}, of essential
separators {{a},{a,b},{a,c}}
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• We have |Δ∗| ≤ τ(E(g, cA)) and Δ∗ is a minimum transversal of D(Δ∗, E
(g, cA)) in E(g, cA).

• We have X∗(Δ) = φ if Δ ∈ T (E(g, cA)); X∗(Δ) ∈ E(g, cA) with X∗(Δ) ∩
Δ = φ, otherwise.

The proposition brings out the economic tradeoffs in the network conflict. Essen-
tial separators—that are effective at fragmenting the network—are key to optimal
attack and economical transversals that block these separators are key to optimal
defense. Moreover, if the defender wishes to go beyond blocking the separator and
protect nodes that merely expand the size of a component, then, due to convex char-
acter of network value function, it is optimal for him to protect all the nodes in the
network.

More formally, optimal defense is defined in terms of the minimal transversal
of the appropriate set of essential separators or defense must cover all nodes. If the
cost of attack is such that elimination of single nodes is not worthwhile, optimal
attack is bounded from above by the set of essential separators of the network. In
this case, optimal defense can never exceed the size of the minimum transversal of
the set of individually rational essential separators. If, alternatively, the cost of attack
justifies the elimination of single nodes, optimal attack is constituted of nodes that
comprise reducing attacks and essential separators. In this case, an interesting feature
of optimal defense is that it may be larger than the smallest possible transversal (even
when it does not cover all the nodes).

We now briefly describe the arguments underlying the proof. By Lemma 1, we
know that any attack may be decomposed into two disjoint parts that comprise an
essential separator and a reducing attack.

In the range of costs covered by part (ii), the adversary will not use reducing
attacks. So, an optimal attack must be either empty or an individually rational essen-
tial separator. Next consider the optimal defense strategy, Δ∗. Clearly, Δ∗ cannot be
larger than the size of the minimum transversal of E(g, cA), as that would be wasteful
for the defender. If |Δ∗| = τ(E(g, cA)), then Δ∗ must be a minimum transversal of
E(g, cA); choosing a defense other than a minimum transversal would simply lower
payoffs. If |Δ∗| < τ(E(g, cA)), thenΔ∗ is aminimum transversal ofD(Δ∗, E(g, cA))
in E(g, cA).

We turn next to part (i) of Proposition 1. The proof proceeds by showing that a
defense that exceeds a minimal transversal (of covered essential separators) must
include some node that is being protected purely to prevent it from removal. Hence,
the role of such a defense is to ensure the size of the component. This must mean that,
in the absence of defense, the node would be eliminated in the subsequent optimal
attack. We then exploit the convexity of f and the linearity of costs of defense
and attack to establish that the adversary must find it optimal to eliminate all other
unprotected nodes in the surviving component. Extrapolating from this, we establish
that this must apply to all essential separators and then, by convexity, to single nodes
in those components as well. In other words, if the defender finds it optimal to go
beyond a minimal transversal of blocked essential separators, then he must protect
all nodes.
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We now consider the general comparative statics with respect to the costs and
the network. It is worth noting some patterns in Example 1 above. Figure2 suggests
that defense size is falling in defense costs and is nonmonotonic in attack costs. The
attack size is nonmonotonic in both attack cost and defense cost. These patterns are
truemore generally. They have payoff implications. The following result summarizes
our analysis.

Proposition 3 The equilibrium comparative statics are as follows.

(i) The size of defense and the defender’s payoff are both decreasing in the cost of
defense. The defender’s payoff increases in the cost of attack. However, depend-
ing on the costs and the network, the size of defense may increase or decrease
when the cost of attack increases.

(ii) Depending on the costs and the network, the size of attack and adversary’s payoff
may increase or decrease when the cost of attack increases. The adversary’s
payoff increases in the cost of defense. However, depending on the costs and the
network, the size of attack may increase or decrease when the cost of defense
increases.

(iii) Depending on the costs and the network, adding links may increase or decrease
the size of the optimal defense as well as the defender’s payoff.

We note that the effect of defense cost on the size of attack may be nonmonotonic.
This is becausewith a higher cost of defense, the defendermayuncover someessential
separators to which the adversary could switch. Their size might be smaller or larger
than the size of separators chosen by the adversary under the lower cost of defense.
As an example, consider the network g in Fig. 5 and suppose that f (x) = x2, cA ∈
(31, 54), and cD ∈ (108, 121). Under these parameters, in every equilibrium the
defender defends node a and the adversary responds with essential separator {b, c}.
When the cost of defense rises to 122, equilibrium defense of the defender is φ to
which the adversary responds with essential separator {a}. Alternatively, Example 1
illustrates that the size of attack might rise when the cost of defense is rising (cf. the
case of cA ∈ (7, 13) in Fig. 2). Despite this nonmonotonic behavior of equilibrium
attack size, the payoff to the adversary increases when the cost of defense rises. A
similar observation also holds for the effect of attack cost on defense size and on
payoffs.

An increase in attack cost has nonmonotonic effects on attack size and the adver-
sary’s payoff. This is illustrated by Example 1, e.g., when the cost of defense is in

Fig. 5 Network where a rise
in the cost of defense reduces
the size of attack
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the range (3.25, 4). The reason for these nonmonotonicities is as follows. When the
cost of attack rises, some of the attacks stop being individually rational. This creates
an opportunity for the defender to reduce defense, possibly at the expense of some
value of the network. This, in turn, allows the adversary to execute attacks that were
blocked when the cost of attack was lower. In the example, when cA ∈ (0, 1), it is
individually rational for the adversary to remove any unprotected node. Therefore,
with cD ∈ (3.25, 4), the defender defends all the nodes. When cA ∈ (1, 5), it is not
individually rational for the adversary to remove single unprotected nodes. With the
costs of defense in (3.25, 4), the defender prefers to leave the network undefended
and loose the central node, saving on the cost of defense and loosing some value of
the network. Such an attack is better for the adversary than not removing any node.
The size of attack rises from 0 to 1 and the payoff of the adversary rises from −16 to
−3 − cA ∈ (−9,−4). When cA > 7, the size of attack falls back to 0 and the payoff
to the adversary falls back to −16.

Finally, consider the effects of adding links.Afirst conjecturewould be that adding
links should always be good for the defender, as it creates more routes for connection
and this should make the network easier to defend. The next example shows that this
intuition is false: a denser network may induce a larger optimal defense with lower
defender payoffs!

Example 2 (Adding links may increase defense size and lower defender payoffs)
We consider the network given in Fig. 6. Suppose that payoff from a component of
size x is f (x) = x2.

Assume the cost of attack cA ∈ (23, 31) and the cost of defense cD ∈ (43, 85).
The unique equilibrium outcome is Δ� = {c}, X � = {d}. The equilibrium payoff to
the defender is 101 − cD .

Now consider a network g′ = g ∪ {e f }, with a link added between the nodes e and
f .With this additional link, the separator {d} is replaced by separator {d, e}. Suppose
that the cost of defense is cD ∈ (43, 62). Observe that with defense Δ� = {c}, there
exists an attack d, e that is optimal for the adversary and yields only 82 − cD to the
defender. Thus, the addition of a link, and retaining the same defense, may actually
lower the defender’s payoffs.

In the newnetwork g′, the unique equilibriumoutcome isΔ� = {d, e} and X � = φ.
The equilibrium payoff to the defender is 144 − 2cD < 101 − cD . So, the optimal
defense size increases and the defender’s payoff falls as the network becomes denser.

Alternatively, it is clear that as we keep adding links and arrive at the complete
network, the optimal attack is empty (as cA > 23) and so optimal defense is also the

Fig. 6 Example 2. a
Original network. b Network
with added link
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empty set. The defender’s payoff is 144, which is the maximal attainable. Thus, the
effects of adding links are nonmonotonic. �

This nonmonotonicity is not an artefact of the specifics of the network and the
costs of attack and defense. It reflects a general feature of conflict in networks. To
see this consider the case of the complete network. The first thought would be that
a network that contains the most connections is the hardest to disrupt and always
leads to the best outcomes for the defender. This is not true. The following example
clarifies this point.

Example 3 (Complete network vs. core–periphery network) Suppose that n is large
and that the cost of attack satisfies

f (n − 2) − f (n − 3) < cA < f (n − 1) − f (n − 2)

With this cost of attack, the adversary removes two nodes from the complete
network over n nodes, one node from the complete network containing n − 1 nodes,
and does not remove any nodes from the complete network containing n − 2 or less
nodes. Finally, suppose that the cost of defense satisfies

f (n) − f (n − 2) − f (1)

n
< cD <

f (n) − f (n − 2)

n

With this cost of defense the defender protects all the nodes in a complete network
with n nodes, because f (n) − ncD > f (n − 2) (and we know that in a complete
network the defender either protects all or no nodes, in equilibrium).

Now consider a network with n − 1 nodes in a clique with one node linked to a
single element of the core (let us call it i). This is a type of core–periphery network. If
such a network is not protected, the adversary will remove node i only, disconnecting
the network into a clique of size n − 2 and a single isolated node. Now, we know that
the defender is either inactive, protects i , or protects all the nodes in equilibrium.With
the above cost of defense, the defender is inactive. First, note that f (n) − ncD <

f (n − 2) + f (1), so protecting everything is worse than being inactive. It can be
checked that protecting i is worse, because in response the adversary would remove
two nodes from the core of the network.

Thus, in the core–periphery network the equilibrium payoff to the defender is

f (n − 2) + f (1) > f (n) − ncD

So it is better than the complete network. ♦
This example illustrates the attractiveness of the queen sacrifice strategy: it is better

to leave i unprotected because there is greater loss in value if it is protected! The
idea of queen sacrifice and the suboptimality of the complete network will resurface
in other contexts below.
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3.1 Networks and Conflict

This section examines the relation between the network architecture and the nature
of conflict more closely.We define the intensity of conflict as the sum of expenditures
of defense and attack. Our analysis shows that for given costs of conflict, differences
in network structure can lead to very large differences in conflict.

Proposition 1 tells us that the size of equilibrium attack and defense are generically
unique.We start by defining theminimum intensity of conflict for given costs of attack
and defense. Define minimal costs of conflict for given costs and f as

CC(cA, cD, f ) = min
g∈G(N )

cD|Δ�(g, cA, cD, f )| + cA|X �(g, cA, cD, f )|

Example 1 illustrates some of the forces at work. Observe that when the cost
of attack is very large, cA > 13 = f (n) − (n − 1) f (1), no attack is profitable, and,
anticipating this, the defender abstains from defense. The intensity of conflict is 0.
This lack of conflict for large costs of attack is independent of the architecture of the
network.

Fig. 7 Windmill graphs
(hmn ) : n = 13,m = 6, 4, 3

Turning to the lower cost of attack, an inspection of Fig. 1 in Example 1 tells us
that the intensity of conflict also depends on the cost of defense. It will be useful to
define a special class of networks, windmill graphs. These graphs are denoted by hmn ,
where n ≥ 2 andm ∈ {1, . . . , n − 1}. There is one critical node that, when removed,
disconnects the network. The remaining nodes are partitioned into cliques of size m
and, possibly, one clique of smaller size (this implies that there are (n − 1)/m such
cliques). Every member of a clique is connected to the critical node. We now define
a key cost threshold for defense that equates the payoff from full defense with the
payoff from an unprotected hmn network:

c(m.n) = f (n) −  n−1
m � f (m) − f ((n − 1)mod m)

n

Figure7 illustrates windmill graphs.
We are now ready to prove a general characterization of minimal conflict levels.

Proposition 4 (i) If cA > f (n) − (n − 1) f (1), then CC(cA, cD, f ) = 0. It is
attained on any connected network.

(ii) If cA ∈ ( f (n − 1), f (n) − (n − 1) f (1)), thenCC(cA, cD, f ) = 0. It is attained
on any connected network g with E(g, cA) = 0.
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(iii) If cA ∈ (Δ f (m − 1),Δ f (m)) with m ∈ {1, . . . , n − 1}, one of the following
statements holds:

(iv) If cD > c(m, n), then CC(cA, cD, f ) = cA. It is attained on a windmill
network, hmn .

(v) If cD < c(m, n) with m ∈ {1, . . . , n − 1}, then CC(cA, cD, f ) = ncD. It is
attained on any connected network.

In case (ii), when the cost of attack is high, cA > Δ f (n − 1), the minimal costs
of conflict are 0, as it is not profitable for the adversary to attack any network
with E(g, cA) = φ. Such networks include the complete network, as well as net-
works that are robust to node removal in the sense that they require a large num-
ber of nodes to be removed to get disconnected. More generally, for any integer
t ≥ 1, a network is t-connected if it can be disconnected by removing t nodes and
cannot be disconnected by removing less than t nodes. Any t-connected network
with t ≥ ( f (n) − n f (1)/(cA − f (1)) has empty E(g, cA). Menger (1927) provides
a characterization of such networks: a network is at least t-connected if and only if any
two nodes that are not neighbors are connected through at least t node independent
paths.7 Thus, such networks have many redundant connections between nodes.

The last case, with lower attack costs cA < Δ f (n − 1), is much richer. Suppose
that cA ∈ (Δ f (m − 1),Δ f (m)), where m ∈ {1, . . . , n − 1}. Now it is profitable to
the adversary to attack any undefended node in a component of size greater than m.
Hence, the lower bound on costs of conflict ismin(cA, ncD). If the cost of defense is
sufficiently low, cD < c(m, n), then complete defense is better than any other defense
and the minimal costs of conflict are ncD . If cD > c(m, n), then complete defense
has higher costs as compared to the outcome with no defense and one attacked node.
This leads to total costs of conflict of cA. To sustain an equilibrium with such costs
of conflict, we need a network that has a separator of size 1 and that all components
in the residual network have size at most m. The windmill graph possesses exactly
this characteristic. This motivates the windmill network: for m ∈ {1, . . . , n − 2},
the windmill network hmn has such an equilibrium and yields the minimal costs of
conflict, cA.

We now turn to the role of networks in shaping the intensity of conflict. Proposi-
tion 4 tells us that network architecture matters only if the costs are as in cases (ii)
or (iii).

Consider case (ii). Proposition 1 tells us that CC(cA, cD, f ) = 0 in this range. To
see the impact of network architecture, consider a star network. If cD < f (n) − (n −
1) f (1), then in equilibrium the defender protects the center of the star and the costs
of conflict are cD . Alternatively, if cD > f (n) − (n − 1) f (1), then in equilibrium
the defender chooses the empty defense, the adversary attacks the center of the star,
and the costs of conflict are cA. So, when the costs of attack and defense reach their
upper bound, the difference in the costs of conflict between the star network and the

7 Two paths are node independent if the only nodes they have in common are the starting and the
ending nodes.
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minimal attainable is f (n) − (n − 1) f (1). It is easy to see that this can growwithout
bound as n gets large.

Next consider case (iii), with m ∈ {1, . . . , n − 2}. Proposition 4 tells us that
the minimum conflict, attained on network hmn (for example) is cA. Suppose cD ∈
(c(m, n), ( f (n) − f (m))/n) and consider a complete network. The unique equilib-
rium outcome is full protection and so the costs of conflict are ncD . When the cost
of defense reaches its upper bound and the cost of attack reaches its lower bound,
the difference in costs between this minimum and the complete network reaches
f (n) + f (m − 1) − 2 f (m), which is maximal, f (n) − 2 f (1), for m = 1. Again,
the network architecture can have very large effects on the intensity of conflict.

Active conflict In Proposition 4, minimal conflict is associated with a single active
player. An inspection of Fig. 3, in Example 1 above, shows us that both players can
be active in equilibrium. This motivates the study of circumstances under which we
should expect to see active conflict. Example 1 draws attention to the role of costs:
neither the attack nor the defense costs can be too high. Here we briefly discuss the
role of the network architecture and the network value function.

We start with an observation that draws upon Proposition 2: for active conflict
to arise there must exist an individually rational essential separator. If such a sep-
arator does not exist, then convexity of function f together with linearity of costs
implies that either none or all nodes are defended. In particular, if g is a complete
network, then for all costs and all functions f (satisfying our assumptions), there is
no equilibrium with active conflict.

Are there any other (connected) networks with the same property as complete
networks? If the marginal value of f is growing sufficiently fast, then no active
conflict is possible. Let f satisfy the property, for x ≥ 0,

Δ f (x) > x f (x) (2)

where Δ f (x) = f (x + 1) − f (x).
The property is satisfied by functions f (x) = (x + 1)! − 1 and (x + 1)x − 1, for

example. Marginal value in these functions grows so rapidly that adding a single
node to a component of size m increases its value more than m times. In effect, the
returns fromprotectingm < n nodes are smaller than average returns fromprotecting
additional m − n nodes. Thus, if the defender prefers protecting the first m nodes to
no protection, he is even more willing to protect the whole network. Formally, let

Φ�(m; g, cA) = max
Δ⊆N ,|Δ|≤m

min
X∈BR(Δ;g,cA)

Φ(g − X (Δ) \ Δ)

be a function that gives the maximum value of the residual network that can be
attained from network g when up tom units of defense are used and the cost of attack
is cA (BR(Δ; g, cA) denotes the set of best responses of the adversary to Δ, given
g and cA ). Suppose that there is an equilibrium, (Δ�, X �), featuring active conflict.
Let |Δ�| = m. Since there is active conflict, so 1 ≤ m ≤ n − 1 and |X �(Δ�)| ≥ 1.
Since Δ� is better than φ, so cD ≤ (Φ�(m; g, cA) − Φ�(0; g, cA))/m ≤ f (n − 1).
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Alternatively, sinceΔ� is better than N , so cD ≥ ( f (n) − Φ�(m; g, cA))/(n − m) ≥
( f (n) − f (n − 1))/(n − 1). Combiningboth the inequalitiesweget f (n) ≤ n f (n −
1), which contradicts (2).

4 Decentralized Defense

In many applications, security decisions are made at the individual node level. This
section studies decentralized security choices in a network that is under attack. We
begin by showing that the equilibrium choices of the nodes and the adversary can
be characterized in terms of transversals and separators of the underlying network.
We then show that the welfare gap between decentralized equilibrium and first best
outcomes is unbounded: interestingly, individual choice may lead to too little and to
too much protection, relative to the choice of a single (centralized) defender.

We consider a two-stage game. In the first stage, each of the nodes in the network
decides whether to protect itself or to stay unprotected. These choices are observed
by the adversary who then chooses the nodes to attack.

Let N = {1.2, . . . , n}, where n ≥ 3 is the set of players, and let Si = {0, 1} denote
the strategy set of node i ∈ N . Here si = 1 means that the node chooses to defend
itself and si = 0 refers to the case of no defense. These choices are made simultane-
ously. There is a one-to-one correspondence between a strategy profile of the nodes,
s ∈ {0, 1}N , and the resulting set of defended nodes Δ ⊆ N . So we will use Δ to
refer to the strategy profile of the nodes in the first stage.

In the second stage the adversary observes the defended network (g,Δ) and
chooses an attack X ⊆ N , which leads to a residual network g − (X \ Δ). The payoff
to the adversary remains as in the case of the centralized defense and is defined in
(1). The payoff to a node depends on whether the node is removed by the attack. A
removed node receives payoff 0. Each of the surviving nodes receives an equal share
of the value of its component in the residual network,

Π i (Δ, X; g, cD) =
{
0 if i ∈ X \ Δ
f (|C(i)|)
|C(i)| − si cD otherwise,

where C(i) is the component in the residual network g − (X \ Δ) that contains i .
This completes the description of the decentralized defense game. We study the

subgame perfect equilibria of this game, restricting attention to those without active
conflict.

Let us solve the game starting from the second stage. As in the two-player game,
the adversary chooses either the empty attack or an attack that is a combination of
an essential separator and a reducing attack. If the cost of attack is low and there is
no active conflict, then either the adversary removes all the nodes or all nodes are
protected. In any other outcome the adversary must remove at least one node. If the
cost of attack is high and there is no active conflict, then either none of the nodes
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protects or, anticipating the strategy of the adversary, the nodes choose a defense
configuration that blocks all the individually rational essential separators. Therefore,
in equilibrium, they must choose a minimal transversal of E(g, cA). We build on
these observations to provide the following characterization of equilibria with no
active conflict in the decentralized defense game.8

Proposition 5 Consider a connected network g ∈ G(N ). Let Δ� be the equilibrium
defense.

(i) If cD > f (n)/n, then Δ� = φ is the unique equilibrium defense.
(ii) If cD ≤ f (n)/n, one of the following statements holds.

(a) If cA < f (n) − f (n − 1), then Δ� = N is an equilibrium defense.
(b) If cA > f (n) − f (n − 1), then any minimal transversal of E(g, cA) is an

equilibrium defense.

The equilibrium strategy of the adversary is as in Proposition 2.

We now turn to discussing inefficiencies that may arise due to decentralized pro-
tection, as well as their sources.We compare the aggregate welfare of the nodes in the
equilibrium of the two-player game with the aggregate welfare in the decentralized
defense game. Let Π D�

(g, cA, cD) denote the equilibrium payoff in the two-player
game on network g with cost of defense cD and cost of attack cA. Aggregate welfare
in the two-player game, starting from network g, and costs cA and cD , are defined as

WF (g, cA, cD) = Π D�

(g, cA, cD)

Aggregate welfare under defense profileΔ and attack X , of the n + 1-player game
starting from network g, and given cost of defense cD , is defined as

WD(Δ, X; g, cD) =
∑

i∈N
Π i (Δ, X; g, cD)

Following Koutsoupias and Papadimitriou (1999), we study the cost of decentral-
ization in terms of the price of anarchy (PoA): the ratio of welfare in the two-player
game to the welfare in the worst equilibrium of the decentralized defense game. Let
E(g, cA, cD) denote the set of equilibria of the n + 1-player game on network g with
cost of attack cA and cost of defense cD . Let

PoA = max
g,cA,cD

( WF (g, cA, cD)

min(Δ,X)∈E(g,cA,cD) WD(Δ, X (Δ); g, cD)

)

8 We concentrate on equilibria with no active conflict, because, on one hand, it allows for providing
a clean characterization and, on the other hand, it provides a sufficiently rich platform for discussing
the sources of inefficiencies when defense decisions are decentralized. All other equilibria in decen-
tralized defense game could be characterized in the same spirit as the characterization provided in
Proposition 2 for the centralized defense game.
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Our analysis highlights externalities and points to sources of inefficiency in decen-
tralized defense. The first source is the familiar one of positive externalities: an indi-
vidual’s protection decision creates benefits for other nodes, which she does not
take into account. Consider a star network and suppose that cost of attack is high,
cA > f (n) − f (n − 1), and cD ∈ ( f (n)/n, f (n)). In the equilibrium of the two-
player game, the aggregate welfare is f (n) − cD . However, in the equilibrium of the
decentralized game, the central player does not find it profitable to defend itself, as
cD > f (n)/n. So aggregate welfare in equilibrium of the n + 1-player game is 0.
The ratio of the two is unbounded for cD ∈ ( f (n)/n, f (n)).

Protection choices exhibit a threshold property: for a node to find it profitable to
protect it is necessary that other nodes belonging to the same minimal transversal
protect. Thus, protection decisions are strategic complements. This can generate
coordination failures, resulting in large welfare losses. To see this, consider a tree
with two hubs each of which is linked to (n − 2)/2 distinct nodes. Suppose that

f (n) − f (n − 1) < cA < f
(n
2

)
− (n − 2) f (1)

2

Fig. 8 Network with
essential separators of size 2
having two minimal
transversals: one of size 1
and one of size 5

so the adversary will only attack hub nodes. If 2 f (n/2)/n < cD < f (n)/n, then the
first best outcome is to defend the two hubs. One hub protecting itself gives incentives
to the other hub to protect: two protected hubs is an equilibrium outcome. However,
a hub node does not have unilateral incentives to protect: zero protection is also an
equilibrium outcome. In this equilibrium the aggregate payoffs are (n − 2) f (1) as
compared to first best outcome of f (n) − 2cD . The cost of decentralization can be
unbounded.

Third, at the local level, the game is clearly one of strategic substitutes. A node
in a separator has incentives to protect only if no other node in the separator protects
itself. Like public good games on networks (cf. [9]), the network protection game
therefore displays multiple equilibria. This can generate very large efficiency losses.
As an example consider network g depicted in Fig. 8.

Suppose that f (x) = x2, cA ∈ (21, 28), and cD < 11. Since the cost of attack is
high, the adversary will not remove a node without disconnecting the network. The
set of individually rational essential separators is a combination of sets as depicted
in Fig. 8. Notice that the minimum transversal of E(g, cA) is the node belonging to
each of the separators, while the largest minimal transversal consists of one distinct
node from each of the two element separators. Hence, the modified PoA in this case
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is |E(g, cA)| and as the example in Fig. 8 suggests, it is possible to have a graph g
such that |E(g, cA)| ≥ (n − 1)/2. Again, the cost of decentralization is unbounded.

The idea that personal security exhibits positive externalities is well known in
the economic epidemiology literature (and has been noted in the recent research in
this area; see, e.g., [1, 10, 36]. Moreover, in the standard disease setting security
choices are strategic substitutes. Our model departs from this standard setting in
two important ways: one, we have an intelligent adversary, and two, agents in our
model care about the size of the component (not just about survival). This means that
security choices exhibit features of both complements and substitutes. In addition
due to the role of size effects, security choices can exhibit large coordination failures.
These features of the model distinguish it from the existing literature and call for
new methods of analysis and yield fresh insights.

5 Concluding Remarks

Infrastructure networks are a key feature of an economy. These networks face a
variety of threats ranging from natural disasters to intelligent attacks. This paper
develops a strategic model of defense and attack in networks.

We provide a characterization of equilibrium attack and defense in terms of two
classical concepts in graph theory: separators and transversals. We show that the
intensity of conflict (the resources spent on attack and defense) and the possibility
of active conflict (when both adversary and defender target nodes for action) are
both intimately related to the architecture of the network. Finally, we show that the
welfare costs of decentralized defense can be very large.

We have assumed that the defender moves first and is followed by the attacker,
and that the defense is perfect: it would be more natural to allow for outcomes of
conflict to vary with resources of attack and defense allocated to a node. Appendix
D presents a preliminary analysis of models where we relax these assumptions. A
general analysis remains an important problem for future research.

Finally, we have assumed that payoffs depend only on the sizes of the networks
(or their components). In future work, it would be important to study a model where
payoffs depend on the details of the architecture of the components.

6 Appendix A: Proofs

We start with proving Proposition 1 that states generic equivalence of equilibrium
outcomes of the defender adversary game in terms of payoffs, size of defense, and
size of attack. We start with the following auxiliary lemmata.
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Lemma 2 Let g be a network over set of nodes N and letΔ ⊆ N be a set of defended
nodes. Generically, for any best responses X � and X �� to defense Δ, Φ(g − X �) =
Φ(g − X ��) and |X �| = |X ��|.
Proof Let g be a network and let Δ be a defense, as stated in the lemma. Let X � and
X �� be best responses to (g,Δ). Then we have

−Φ(g − X �) − |X �|cD = −Φ(g − X ��) − |X ��|cD
If |X �| = |X ��|, then it follows that Φ(g − X �) = Φ(g − X ��) and we are done.
Otherwise, the equality is equivalent to

cD = Φ(g − X �) − Φ(g − X ��)

|X ��| − |X �|
The set of values on the right-hand side of the equality is finite (there are at most
2n+1 − 1 values there). Hence, the equality can be satisfied for a finite number of
values of cD ∈ R++. This completes the proof. �

Lemma 3 Let g be a network over the set of nodes N. Generically, for any
two equilibria (Δ�, X �) and (Δ��, X ��), Φ(g − X �(Δ�)) = Φ(g − X ��(Δ��)) and
|Δ�| = |Δ��|.
Proof Let g,Δ�,Δ��.X �, X ��be as stated in the lemma. Since Δ� is a best response
to X �, so

Φ(g − X �(Δ�)) − |Δ�|cD ≥ Φ(g − X �(Δ��)) − |Δ��|cD (3)

and since Δ�� is a best response to X ��, so

Φ(g − X ��(Δ��)) − |Δ��|cD ≥ Φ(g − X ��(Δ�)) − |Δ�|cD (4)

By Lemma 2, generically, Φ(g − X ��(Δ�)) = Φ(g − X �(Δ�)) (as both X ��(Δ�)

and X �(Δ�) are best responses to Δ�). This together with (3) and (4) implies

Φ(g − X ��(Δ��)) − |Δ��|cD ≥ Φ(g − X �(Δ�)) − |Δ�|cD
Similarly, by Lemma 2, generically, Φ(g − X �(Δ�)) = Φ(g − X ��(Δ�)). This

together with (3) and (4) implies

Φ(g − X ��(Δ��)) − |Δ��|cD = Φ(g − X �(Δ�)) − |Δ�|cD (5)

If |Δ�| = |Δ��|, thenΦ(g − X �(Δ�)) = Φ(g − X ��(Δ��)) and we are done. Oth-
erwise, (5) can be rewritten as

cD = Φ(g − X �(Δ�)) − Φ(g − X ��(Δ��))

|Δ�| − |Δ��|
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Since the number of values on the right-hand side is finite, for almost every
value of cD ∈ R++ this equality is not satisfied. Hence, generically, |Δ�| = |Δ��|
and Φ(g − X �(Δ�)) = Φ(g − X ��(Δ��)). �

Lemma 4 Let g be a network over set of nodes N and let X,Y ⊆ N be two attacks
such that |X | �= |Y |. Generically, Φ(g − X) �= Φ(g − Y ).

Proof Let g, X , and Y be as stated in the lemma. Suppose that Φ(g − X) = Φ(g −
Y ). This equality can be rewritten as

∑

C∈C(g−X)

f (|C |) =
∑

C∈C(g−Y )

f (|C |)

Since X �= Y so there exists s > 0 such that g − X has a component of size s and
g − Y has not or g − Y has a component of such a size and g − X has not. Suppose
that Φ(g − X) = Φ(g − Y ). Hence, the equality above reduces to

f (s1) + · · · + f (sp) = f (z1) + · · · + f (zq) (6)

where s1, lcdots, sp and z1, . . . , zq are sizes of components such that {s1, . . . , sp} ∩
{z1, . . . , zq} = φ. Equation (6) puts very strict constraints on function f and per-
turbing it slightly (within the set of functions satisfying Assumption 1) destroys the
equality. Thus, Φ(g − X) �= Φ(g − Y ) for |X | �= |Y | is a nongeneric property of f .
�

With Lemmas 2, 3, and 4 in hand, we are ready to prove Proposition 1.

Proof of Proposition 1 Generic equivalence of defense size and of payoff to the
defender follow directly from Lemma 3. Consider equivalence of attack size and
of payoff to the adversary. By Lemmata 3 and 4, generically Φ(g − X �(Δ�)) =
Φ(g − X ��(Δ��)) and |X �(Δ�)| = |X ��(Δ��)|. Thus, the points follow as well. �

Proofs of Lemma 1 and Proposition 2 exploit some properties of graphs. The first
step is to establish these properties. Lemma 5 characterizes the essential separators
as those separators that are “thin”: every node of such separators is a neighbor of
at least two components of the residual network. Given a set of nodes X ⊆ N and
a network g over N , ∂g(X) = {k ∈ N \ X : there is j ∈ X such that jk ∈ g} is the
neighborhood of X in g. If X is a singleton, that is, X = { j}, then we will write
∂g( j) instead of ∂g({ j}) (∂g( j) is the set of neighbors of j in g). We will drop the
subscript g in the notation if network g is clear from the context.

Lemma 5 Let g ∈ G(N ) be a network over a set of nodes N. A set X ⊆ N is
an essential separator if and only if X �= φ and, for every i ∈ X, there exist two
distinct components C1,C2 ∈ C(g − X), C1 �= C2, such that ∂g−X (i) ∩ C1 �= φ and
∂g−X (i) ∩ C2 �= φ.
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Proof Let g ∈ G(N ) be a network over a set of nodes N and let X ⊆ N .
The necessary part. Assume that X is an essential separator. Since X is a separator,
so X �= φ. Assume, to the contrary, that there exists i ∈ X such that there is at most
one component C ∈ C(g − X) such that ∂g−X (i) ∩ C �= φ. Suppose first there is no
such component. Then the attack X ′ = X \ {i} results in the set of components C(g −
X ′) = C(g − X) ∪ {{i}}, larger thanC(g − X),which contradicts the assumption that
X is essential. Second, suppose that there is exactly one component C ∈ C(g − X)

such that ∂g−X (i) ∩ C �= φ. Taking attack X ′, as before, leads to a residual network
with set of components C(g − X ′) = (C(g − X) \ {C}) ∪ {C ∪ {i}}, which has the
same cardinality as C(g − X). Therefore, X is not essential, a contradiction.

Sufficiency part Assume that X �= φ, and for every i ∈ X , there exist two distinct
components C1,C2 ∈ C(g − X) such that C1 ∩ ∂g−X (i) �= φ and C2 ∩ ∂g−X (i) �=
φ. Then there exist two nodes, j1 ∈ C1 ∩ ∂g−X (i) and j2 ∈ C2 ∩ ∂g−X (i), that are
connected in g and not connected in g − X . Hence, X is a separator and we have
to show that it is essential. Suppose X ′

� X , so there is some i such that i ∈ X but
i /∈ X ′. Given the definition of i ∈ X it follows that |C(X ′)| ≤ |C(X)| − 1. Since X ′
was arbitrary, the claim is established. �

Wenowdevelop a characterization of optimal attack strategies in terms of essential
(individually rational) separators and reducing attacks.

Proof of Lemma 1 The proof of the first part is by induction on the number of nodes
in X that violate the condition from Lemma 5. For the induction basis consider the
set of all X ⊆ N for which there are no nodes that violate the condition. Then, by
Lemma 5, X is essential and so the remainder is φ and E = X (in particular, it may
be that E = X = φ). The claim holds.

For the induction step, take any X ⊆ N for which there are exactly m nodes that
violate the condition from Lemma 5. Suppose that the claim holds for any Y ⊆ N
for which there are l < m nodes that violate the condition. Let i ∈ X be a node that
violates the condition and let Y = X \ {i}. Since the condition is violated for i ∈ X ,
so g − Y either contains one component more than g − X (namely, component {i})
or it has the same number of components with one component C in g − X replaced
with C ∪ {i} in g − Y . Hence, the condition is violated for l < m nodes from Y in
g − Y . Thus, by the induction hypothesis, Y can be decomposed into two disjoint
sets E and R as claimed. Since, as we argued above, adding i to Y does not increase
the number of components in the residual network, so R ∪ {i} does not contain a
separator of g − E and so the decomposition of X into E and R ∪ {i} satisfies the
conditions from the claim. Thus, points (i) and (ii) are shown.

Now we show that if g is connected and X is a best response to some defense
Δ ⊆ N , then either E = φ or E ∈ E(g, cA).

We show first, for any attack X and any decomposition of X into two disjoint sets
E and R satisfying points (i) and (ii), that

Φ(g − E) − Φ(g − X) ≤ Φ(g) − Φ(g − R) (7)
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We use induction on R. For the induction basis, let R = φ. Then (7) trivially holds.
For the induction step, suppose that (7) holds for any T � R. Take any i ∈ R, and
let T = R \ {i} and Y = X \ {i}. Let C ∈ C(g − Y ) be the component with i ∈ C .
Since R does not contain an essential separator of g − X so C(g − X) and C(g − Y )

differ at component C only: either C \ {i} ∈ C(g − X) or C \ {i} = φ. Hence

Φ(g − X) = Φ(g − Y ) − (
f (|C |) − f (|C | − 1)

)
(8)

Now let C ′ ∈ C(g − T ) be the component with i ∈ C ′. Applying attack {i} to
g − T replaces C ′ with components C ′

1, . . . ,C
′
m such that ∪m

i=1C
′
i = C ′ \ {i}. Hence

Φ(g − R) = Φ(g − T ) −
(
f (|C ′|) −

m∑

i=1

f (|C ′
i |)

)
(9)

≤ Φ(g − T ) − (
f (|C ′|) − f (|C ′| − 1)

)

(by the fact that f is strictly convex). By the induction hypothesis,

Φ(g − E) − Φ(g − Y ) + ( f (|C |) − f (|C | − 1)) ≤ Φ(g) − Φ(g − T ) + ( f (|C |) − f (|C | − 1))

and, by the fact that C ⊆ C ′ and by convexity of f ,

Φ(g − E) − Φ(g − Y ) + ( f (|C |) − f (|C | − 1)) ≤ Φ(g) − Φ(g − T ) + ( f (|C ′|) − f (|C ′| − 1))

Thus, by (8) and (9),

Φ(g − E) − Φ(g − X) ≤ Φ(g) − Φ(g − R)

This shows the induction step. Hence, we have shown (7).
Now, letΔ ⊆ N be a defense chosen in the first stage and suppose that X is a best

response to Δ. Whereas X is a better response to Δ than R, so

−Φ(g − X) − cA|X | ≥ −Φ(g − R) − cA|R|

and, consequently,

Φ(g − R) ≥ Φ(g − X) + cA(|X | − |R|) = Φ(g − X) + cA|E |

From (7), we have

Φ(g − X) ≥ Φ(g − E) + Φ(g − R) − Φ(g)

Putting the last two inequalities together, we arrive at
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Φ(g − R) ≥ Φ(g − E) + Φ(g − R) − Φ(g) + cA|E |

Simplifying this yields

−Φ(g − E) − cA|E | ≥ −Φ(g)

In other words, E ∈ E(g, cA) �

The proof of part (ii) of Proposition 2 now follows from the lemmata above and
the arguments in the main text. We turn next to proving part (i) of Proposition 2.

To simplify some parts of the argument, we will make a tie-breaking assumption
on the behavior of the adversary. It says that if two strategies yield equal payoffs
to the adversary, then he will choose the strategy that yields a lower payoff to the
defender.

Assumption 2 Given a network g and defense Δ, if two strategies X ⊆ N and
X ′ ⊆ N yield the same payoff to the adversary, then he chooses the strategy that
results in a residual network of lower value.

The first step here is to state and prove the following lemma.

Lemma 6 Let g ∈ G(N ) be a connected network over N, and let cD and cA be
the costs of defense and attack, respectively. Suppose that Δ ⊆ N is an equilibrium
defense and X ⊆ N is a best response to it. Suppose that there exists i ∈ Δ such that
D(Δ, E(g, cA)) = D(Δ \ {i}, E(g, cA)). Let X ′ ⊆ N be a best response to Δ′ =
Δ \ {i}.

Then there exists a component C ∈ C(g − X) such that C ⊆ Δ and either C = {i}
or C \ {i} ∈ C(g − X ′). Moreover,

Π D(Δ, X; g) = Π D(Δ′, X ′; g) + f (|C |) − f (|C | − 1) − cD (10)

and
cA ≤ f (|C |) − f (|C | − 1) (11)

Proof Let Δ ⊆ N be a defense, i ∈ Δ and Δ′ = Δ \ {i}. Let X be a best response
to Δ and let X ′ be a best response to Δ′.

Since X is a best response toΔ, so X ∩ Δ = φ andΦ(g − (X \ Δ)) = Φ(g − X),
and analogously with X ′ and Δ′. We prove the lemma in the seven steps below.

(i) We have Φ(g − X) > Φ(g − X ′). Since Δ is an equilibrium strategy of the
defender, so Π D(Δ, X; g) ≥ Π D(Δ′, X ′; g), that is, Φ(g − X) − cD|Δ| ≥
Φ(g − X ′) − cD(|Δ| − 1). Hence, Φ(g − X) > Φ(g − X ′).

(ii) We have i ∈ X ′. Assume, to the contrary, that i /∈ X ′. Then X ′ ∩ Δ = X ′ ∩
Δ′ = φ. Similarly, since X ∩ Δ = φ, so X ∩ Δ′ = φ. Hence,Π A(Δ′, X ′; g) =
Π A(Δ, X ′; g) and Π A(Δ′, X; g) = Π A(Δ, X; g). By the fact that Π A(Δ′,
X ′; g) ≥ Π A(Δ′, X; g), as X ′ is a best response toΔ′, this yieldsΠ A(Δ, X ′; g)
≥ Π A(Δ, X; g). Additionally, by point (i), Φ(g − X) > Φ(g − X ′), so X ′
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results in a residual network of lower value than in the case of X . Hence, by the
tie-breaking Assumption 2, X ′ is an equilibrium response toΔ, a contradiction.
Thus, it must be that i ∈ X ′.
Take any decomposition E ∪ R of Y , as described in Lemma 1. It cannot
be that i ∈ E , as otherwise we would have E ∈ D(Δ, E(g, cA)), while E /∈
D(Δ′, E(g, cA)), as Y ∩ Δ′ = φ, and we would have a contradiction with the
assumption that D(Δ, E(g, cA)) = D(Δ′, E(g, cA)). Hence, i ∈ R and there
exists a component C ∈ C(g − E) such that i ∈ C . Let C = C̃ \ R be what
remains of C after the remainder R of Y is applied to g − E . Therefore, either
C = φ (i.e., it is completely removed by R) or C ∈ C(g − Y ) (i.e., it is a
component in g − Y ). Suppose thatC = φ, that is,C ⊆ R. Then ∂g−E (i) ⊆ R
and ∂g(i) ⊆ E ∪ R = Y . Since i ∈ Y , so {i} ∪ ∂g(i) ⊆ Y . Suppose now that
C is a component in C(g − Y ). We will show that i ∈ ∂g−E (C). Assume the
opposite. Then ∂g−E (C) must be a separator in g − E , as it separates C from
a component containing i . But then ∂g−E (C) contains an essential separator
for g − E . Since ∂g−E (C) ⊆ R, this contradicts the assumption that R is a
remainder and does not contain any essential separators of g − E . Hence, it
must be that i ∈ ∂g−E (C) and, consequently, i ∈ ∂g(C).

(iii) For all C ′ ∈ C(g − X ′) with i ∈ ∂g(C ′), C ′ ⊆ Δ. Assume the opposite. Then
there exists C ′ ∈ C(g − X ′) with i ∈ ∂g(C ′) (and consequently i /∈ C ′) such
that i ′ ∈ C ′ \ Δ. Consider a strategy X ′′ = (X ′ \ {i}) ∪ {i ′}. Since X ∩ Δ = φ

and i ′ /∈ Δ, soX ′′ ∩ Δ′ = φ. Notice that Φ(g − X ′′) ≤ Φ(g − X ′), as both the
residual networks agree at all the components apart from what remains of
C ′ ∪ {i} after i ′ is removed (at the least it is one component of the same size
as C ′ ). Since |X ′| = |X ′′| so Π A(Δ′, X ′′; g) ≥ Π A(Δ′, X ′; g) and so X ′′ is a
best response to Δ′. But then we get a contradiction with point (i i), as i /∈ X ′′.
Hence, it must be that C ′ ⊆ Δ.

(iv) There exists C ′ ∈ C(g − X ′) ∪ {φ} such that C = C ′ ∪ {i} ∈ C(g − X) and
C ⊆ Δ. Let C ′ = φ if {i} ∪ ∂g(i) ⊆ X ′ or let C ′ be the unique C ′ ∈ C(g − X ′)
with i ∈ ∂g(C ′), otherwise. By point (i i i) such C ′ exists. By point (iv) and
by the fact that i ∈ Δ, C ⊆ Δ. Thus, there exists a component C ′′ ∈ C(g − X)

such thatC ⊆ C ′′. Suppose thatC � C ′′. Wewill show that in this case X ∪ {i}
is a better response to Δ′ than X ′, a contradiction.
Notice that since X ∩ Δ = φ andΔ′ = Δ \ {i} so (X ∪ {i}) ∩ Δ′ = φ. Bypoint
(i i i) either {i} ∪ ∂g(i) ⊆ X ∪ {i} or there exists exactly one component C ′′′ ∈
C(g − (X ∪ {i})) such that i ∈ ∂g(C ′′′). Hence, C ′′ = C ′′′ ∪ {i} and C ′′ must
be unique in C(g − X) with i ∈ ∂g(C ′′). The residual network g − (X ∪ {i})
differs from g − X at one component only: instead of C ′′ it has C ′′ \ {i}. Thus,
the value of residual network g − (X ∪ {i}) is

g − (X ∪ {i}) = Φ(g − X) − f (|C ′′|) − f (|C ′′| − 1) (12)

Similarly, since eitherC ′ = φ or i ∈ ∂g(C ′), so the residual networkwhen using
X ′ \ {i} against Δ′, g − (X ′ \ {i}), differs from g − X ′ by one component: it
has C instead of C ′. Additionally, since Δ = Δ′ ∪ {i} and X ′ ∩ Δ′ = φ so
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X ′ \ {i} = X ′ \ Δ. Thus, the value of the residual network g − (X ′ \ {i}) can
be written as

Φ(g − (X ′ \ {i}) = Φ(g − X ′) + f (|C |) − f (|C | − 1) (13)

Since X is a best response to Δ, it is not worse than X ′ \ {i}. Hence

−Φ(g − X) − cA|X | ≥ −Φ(g − (X ′ \ {i}) − cA(|X ′| − 1)

This, together with (13), implies

Φ(g − X) ≤ Φ(g − X ′) + f (|C |) − f (|C | − 1) − cA(|X | − |X ′| + 1)
(14)

Similarly, since X ′ is a best response to Δ′, it is not worse than X ∪ {i}. Hence

−Φ(g − X ′) − cA|X ′| ≥ −Φ(g − (X ∪ {i}) − cA(|X | + 1)

This, together with (12), implies

Φ(g − X) ≥ Φ(g − X ′) + f (|C ′′|) − f (|C ′′| − 1) − cA(|X | − |X ′| + 1) (15)

From (14) and (15) we get

f (|C ′′|) − f (|C ′′| − 1) − (
f (|C |)− f (|C | − 1)

)

≤ cA(|X | + 1) − cA|X | − (
cA|X ′| − cA(|X ′| − 1) = 0

If C � C ′′, then |C | < |C ′′|, and, by strict convexity of f , the left-hand side
is greater than 0, a contradiction. Thus, it must be that C ′′ = C .

(v) We have Π D(Δ, X; g) = Π D(Δ′, X ′; g) + f (|C |) − f (|C | − 1) − cD . Since
X is a best response to Δ, it is not worse than X ′ \ {i}. Hence

−Φ(g − X) − cA|X | ≥ −Φ
(
g − (X ′ \ {i})) − cA(|X ′| − 1)

Adding f (|C |) − f (|C | − 1) to both sides we get

−(
Φ(g − X) − (

f (|C |) − f (|C | − 1)
)) − cA|X | (16)

≥ (
Φ(g − X ′ \ {i}) − (

f (|C |) − f (|C | − 1)
)) − cA(|X ′| − 1)

As we observed in the proof of point (v) ((12) and (13) and the fact that
C ′′ = C),

Φ
(
g − (X ∪ {i})) = Φ(g − X) − (

f (|C |) − f (|C | − 1)
)

(17)
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Φ(g − X ′) = Φ
(
g − (X ′ \ {i})) − (

f (|C |) − f (|C | − 1)
)

(18)

Hence, from (16), we get

−Φ
(
g − (X ∪ {i})) − cA(|X | + 1) ≥ −Φ(g − X ′) − cA|X ′|

Alternatively, since X ′ is a best response to Δ′, so

−Φ
(
g − (X ∪ {i})) − cA(|X | + 1) ≤ −Φ(g − X ′) − cA|X ′|

Combining these two inequalities we get

− Φ
(
g − (X ∪ {i})) − cA(|X | + 1) = −Φ(g − X ′) − cA|X ′| (19)

Since X ′ is the equilibrium response to Δ′, by tie-breaking Assumption 2,

Φ(g − X ′) ≤ Φ
(
g − (X ∪ {i}))

Additionally this, together with (17) and (18), implies

Φ
(
g − (X ′ \ {i})) ≤ Φ(g − X) (20)

From (19), (17), and (18) we get

−Φ(g − X) − cA|X | = −Φ
(
g − (X ′ \ {i})) − cA(|X ′| − 1)

Again, since X is the equilibrium response toΔ, by tie-breaking Assumption 2,

Φ(g − X) ≤ Φ
(
g − (X ′ \ {i}))

and, by (17), (18), and (20),

Φ(g − X) = Φ
(
g − (X ′ \ {i}))

Φ
(
g − (X ∪ {i})) = Φ(g − X ′)

Thus, both X and X ′ \ {i} are best responses to Δ and both X ′ and X ∪ {i} are
best responses to Δ′. This, together with (18), implies

Π D(Δ, X; g) = Π D(Δ′, X ′; g) + f (|C |) − f (|C | − 1) − cD

(vi) We have cA ≤ f (|C |) − f (|C | − 1). Since X ′ is a better response to Δ′ than
X ′ \ {i}, so
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−Φ(g − X ′) − cA|X ′| ≥ −Φ
(
g − (X ′ \ {i})) − cA(|X ′| − 1)

and, consequently,

cA ≤ Φ
(
g − (X ′ \ {i})) − Φ(g − X ′)

By (17),
cA ≤ f (|C |) − f (|C | − 1)

�

Proof Proof of part (I) of Proposition 2 Characterization of the optimal strategies of
the adversary follows directly from Lemma 1. Thus, in what follows we concentrate
on the equilibrium defense.

Let Δ be an equilibrium defense. We will show first that if Δ � N , then Δ must
be a minimal transversal of D(Δ, E(g, cA)).

Assume the opposite. Then there exists i ∈ Δ such that D(Δ \ {i}, E(g, cA)) =
D(Δ, E(g, cA)). Let X be the equilibrium response toΔ and let X ′ be the equilibrium
response to Δ′ = Δ′ \ {i}. Clearly X ∩ Δ = φ and X ′ ∩ Δ′ = φ.

Recall that C(g − X ′) is the set of components in the residual network when the
strategies Δ′ and X ′ are used by the players, and C(g − X) is the set of components
in the residual network whenΔ and X are used. By the assumption thatΔ � N , both
these sets are nonempty. We will show that either Δ′ or Δ′′ (described below) is a
better strategy for the defender than Δ, which will contradict the assumption that Δ
is an equilibrium strategy.

Let C ∈ C(g − X) be a component such that C ⊆ Δ and either C = {i} or C \
{i} ∈ C(g − X ′). By Lemma 6 such C exists.

Since for all j ∈ ∂g(C), D(Δ, E(g, cA)) � D(Δ ∪ { j}, E(g, cA)), any such j
belongs to an essential separator not covered by Δ. Take any j ∈ ∂g(C) and let
{C1, . . . ,Cm} ⊆ C(g − X) be all the components in g − X such that j ∈ ∂g(Cl)

for all l ∈ {1, . . . ,m} (assume, without loss of generality, that C1 = C ; notice that
in particular it may be that m = 1 and the argument below works for that case as
well). Consider defenses Δ′ = Δ \ {i} and Δ′′ = Δ ∪ { j}v ∪m

l=2 Cl . We will show
that either Δ′ or Δ′′ is a better strategy for the defender than Δ.

Let X ′′ be the equilibrium response of the adversary to Δ′′ and let C ′′ =
{ j} ∪m

l=1 Cl . We show first that C ′′ ∈ C(g − X ′′). Since Δ′′ protects C ′′, there is
component C ′′′ ∈ C(g − X ′′) such that C ′′ ⊆ C ′′′. Suppose that C ′′

� C ′′′. Then
there exists v ∈ C ′′′ such that v /∈ C ′′. We will show that v /∈ Δ′′. If v ∈ ∂g(Cl)

for some l ∈ {1, . . . ,m}, then it cannot be that v ∈ Δ (because these components
are separated by X used as an equilibrium response to Δ). Thus, the only pos-
sibility is that v ∈ ∂g({ j}). But then v would be one of the components Cl cre-
ated by applying X to g and, consequently, it would be v ∈ C ′′, a contradiction
with the assumption that v /∈ C ′′. Since v /∈ Δ and v /∈ C ′′, then v /∈ Δ′′. Now
consider a response X ′′ ∪ {v} to Δ′′. At the very least it removes a node from
component C ′′′ (it may additionally disconnect the component). Hence, Φ

(
g −
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(X ′′ ∪ {v})) ≤ Φ(g − X ′′) − f (|C ′′′|) + f (|C ′′′| − 1). Alternatively, by Lemma 6,
(11), cA ≤ f (|C |) − f (|C | − 1) < f (|C ′′′| − f (|C ′′′| − 1)) (by convexity of f and
|C ′′′| ≤ |C | + 1). Thus, it follows that

−Φ
(
g − (X ′′ ∪ {v})) − cA(|X ′′| + 1) > −Φ(g − X ′′) − cA|X ′′|,

which contradicts the assumption that X ′′ is a best response toΔ′′. Therefore, it must
be C ′′′ = C ′′

As we have shown above, C ′′ = { j}∪m
l=1 ∈ C(g − X). After attack X ∪ { j} is

applied to g, component C ′′ is replaced with components C1, . . . ,Cm . Hence

Φ(g − X ′′) = Φ
(
g − (X ′′ ∪ { j})) + f

(
1 +

m∑

l=1

|Cl |
)

−
( m∑

l=1

f (|Cl |)
)

(21)

Alternatively, since C is a component in g − X , every node in ∂g(C) is removed
by X . Thus, when nodes in Δ ∪ { j} ∪m

l=2 Cl are defended, the residual network
g − (X \ { j}) differs from g − X by having component C ′′ instead of components
C1, . . . ,Cm . Hence

(
g − (X \ { j})) = Φ

(
g − (X \ { j})) + f

(
1 +

m∑

l=1

|Cl |
)

−
( m∑

l=1

f (|Cl |)
)

(22)

Since X ′′ is a better response to Δ′′ than X \ { j},

− Φ(g − X ′′) − cA|X ′′| ≥ −Φ
(
g − (X \ { j})) − cA(|X | − 1) (23)

and Φ(g − X ′′) ≤ Φ
(
g − (X \ { j})) in the case of equality (notice that (X \

{ j}) ∩ Δ′′ = φ as X ∩ Cl = φ for all l ∈ {1, . . . ,m} and X ∩ Δ = φ).
Equations (21), (22), and (23) imply

−Φ
(
g − (X \ { j})) − cA|X ′′| ≥ −Φ(g − X) − cA(|X | − 1)

Subtracting c A from both sides we get

− Φ
(
g − X ′′ ∪ { j}) − cA(|X ′′| + 1) ≥ −Φ(g − X) − cA|X | (24)

Alternatively, since X is a best response to Δ than is X ′′ ∪ { j}, we have

− Φ(g − X) − cA|X | ≥ −Φ
(
g − (X ′′ ∪ { j})) − cA(|X ′′| + 1) (25)

and Φ(g − X) ≤ Φ
(
g − (X \ { j})), in the case of equality.

By (24) and (25), X ′′ ∪ { j} is a best response toΔ as well, and since X is an equi-
librium response to Δ, it must be that Φ(g − X) ≤ Φ

(
g − (X ′′ ∪ { j})). Combining

this with (21) we get
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Φ(g − X ′′) ≥ Φ(g − X) + f
(
1 +

m∑

l=1

|Cl |
)

−
( m∑

l=1

f (|Cl |)
)

(26)

and from (10) and (26) it follows that

Π D(Δ, X; g) = Π D(Δ′, X ′; g) + f (|C |) − f (|C | − 1) − cD

Π D(Δ′′, X ′′; g) ≥ Π D(Δ, X; g) + f
(
1 +

m∑

l=1

|Cl |
)

−
( m∑

l=1

f (|Cl |)
)

− cD

Since Δ is a better strategy than Δ′, then f (|C |) − f (|C | − 1) ≥ cD . Alternatively
since Δ is a better strategy than Δ′′, then cD ≥ f (1 + ∑m

l=1 |Cl |) − (
∑m

l=1 f (|Cl |)).
Hence, f (|C |) − f (|C | − 1) ≥ f (1 + ∑m

l=1 |Cl |) − (
∑m

l=1 f (|Cl |)), which contra-
dicts the convexity of f .

Thus, we have shown that Δ � N , and then Δ must be a minimal transversal of
D(Δ, E(g, cA)). �

Proof Proof of proposition 3: The nonmonotonicities have been established in the
text. Here we establish monotonicity of the defender’s payoff in cost of attack and
monotonicity of the adversary’s payoff in cost of defense.We start withmonotonicity
of payoff to the defender in cost of attack. The argument here is straightforward in
the generic case, where equilibrium payoffs are unique: suppose (Δ∗, X∗) is an
equilibrium with network g and costs (cA, cD). Let c

′
A > cA. If the defender retains

defense strategyΔ∗, it must be the case that the attack strategywill be weakly smaller
under high cost cA ′. This in turn implies that the defender’s payoff must be weakly
larger if he maintains the original strategy Δ∗. So, in equilibrium under (c′

a, cD), he
must also dobetter.However, themonotonicity holds for any values of the parameters.
The problem here is the nonuniqueness of equilibrium payoffs. However, this is not
a concern, because if this was the case, the more costly attacks would cease being
equally good for the adversary as the less costly ones. The precise argument is as
follows. Let cA and c′

A be the costs of attack such that c′
A > cA. Let (Δ∗, X∗) be an

equilibrium under cA and let (Δ∗∗, X∗∗) be an equilibrium under c′
A. Since X∗(Δ∗)

is a best response to Δ∗ under cA, it is not worse than X∗∗(Δ∗); hence

−Φ(g − X∗(Δ∗)) − cA|X∗(Δ∗)| ≥ −Φ(g − X∗∗(Δ∗)) − cA|X∗∗(Δ∗)|

Which yields

Φ(g − X∗(Δ∗)) − Φ(g − X∗∗(Δ∗)) ≤ cA
(|X∗∗(Δ∗)| − |X∗(Δ∗)|) (27)

Similarly,Since X∗∗(Δ∗) is a best response to Δ∗ under c
′
A, it is not worse than

X∗(Δ∗). This yields

Φ(g − X∗(Δ∗)) − Φ(g − X∗∗(Δ∗)) ≥ c
′
A

(|X∗∗(Δ∗)| − |X∗(Δ∗)|) (28)
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Equations (27) and (28) imply cA (|X∗∗(Δ∗)| − |X∗(Δ∗)|) ≥ c
′
A (|X∗∗(Δ∗)| − |X∗(Δ∗)|).

By c
′
A > cA it follows that

|X∗∗(Δ∗)| ≤ |X∗(Δ∗) (29)

Now assume to the contrary that

Π D(Δ∗, X∗(Δ∗); g, cD) > Π D(Δ∗∗, X∗(Δ∗∗); g, cD)

Since Δ∗∗ is an equilibrium defence under c
′
A,

Π D(Δ∗∗, X∗∗(Δ∗∗); g, cD) ≥ Π D(Δ∗, X∗∗(Δ∗); g, cD)

The two equations above imply

Π D(Δ∗, X∗(Δ∗); g, cD) > Π D(Δ∗, X∗∗(Δ∗); g, cD)

that is,

Φ(g − X∗(Δ∗)) − cD|Δ∗| > Φ(g − X∗∗(Δ∗)) − cD|Δ∗|

and, consequently,

Φ(g − X∗(Δ∗)) − Φ(g − X∗∗(Δ∗)) > 0 (30)

Equations (27) and (30) imply cA(|X∗∗(Δ∗)| − |X∗(Δ∗)|) > 0. By cA > 0, it fol-
lows that |X∗∗(Δ∗)| > |X∗(Δ∗)|, a contradiction with (29). Thus, it must be that
Π D(Δ∗, X∗(Δ∗); g, cD) ≤ Π D(Δ∗∗, X∗∗(Δ∗∗); g, cD). Notice that this argument
holds for any parameters of the model, not only in the generic case.

We now turn to the monotonicity of payoff to the adversary in cost of defense. Let
cD and c′

D be the costs of defense such that c′
D > cD . Let (Δ∗, X∗) be an equilibrium

under cD and let (Δ∗∗, X∗∗) be an equilibrium under c′
D . Since X∗(Δ∗) is a best

response to Δ∗ and X∗∗(Δ∗) is a best response to Δ∗ in the adversary’s subgame,

−Φ(g − X∗(Δ∗)) − |X∗(Δ∗)|cA = −Φ(g − X∗∗(Δ∗)) − |X∗∗(Δ∗)|cA
Thus, another equilibrium under cD is (Δ∗, X ′), where X ′ equals X∗ at all defense
profiles butΔ∗, where it is equal toΔ∗∗. ByLemma3, generically,Φ(g − X∗(Δ∗)) =
Φ(g − X∗∗(Δ∗)). By analogous arguments,Φ(g − X∗∗(Δ∗∗)) = Φ(g − X∗(Δ∗∗)).
SinceΔ∗ is an equilibrium defense under cD andΔ∗∗ is an equilibrium defense under
c′
D ,

Φ(g − X∗(Δ∗)) − |Δ∗|cD ≥ Φ(g − X∗(Δ∗∗)) − |Δ∗∗|cD
Φ(g − X∗∗(Δ∗∗)) − |Δ∗∗|c′

D ≥ Φ(g − X∗∗(Δ∗)) − |Δ∗|c′
D
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which can be rewritten as

Φ(g − X∗(Δ∗∗)) − Φ(g − X∗(Δ∗)) ≤ (|Δ∗∗| − |Δ∗|)cD
Φ(g − X∗∗(Δ∗∗)) − Φ(g − X∗∗(Δ∗)) ≥ (|Δ∗∗| − |Δ∗|)c′

D

Since c′
D > cD , these inequalities imply

Φ(g − X∗∗(Δ∗∗)) − Φ(g − X∗∗(Δ∗)) > Φ(g − X∗(Δ∗∗)) − Φ(g − X∗(Δ∗))

This, combined withΦ(g − X∗(Δ∗)) = Φ(g − X∗∗(Δ∗)) and Φ(g − X∗∗(Δ∗∗)) =
Φ(g − X∗(Δ∗∗)), leads to contradiction. Hence, it must be that the payoff to the
adversary increases when the cost of defense increases. Notice that this argument
holds for generic values of the parameters of the model. There are nongeneric exam-
ples where the payoff to the adversary decreases when the cost of defense increases.

Before proving Proposition 4, we need the following auxiliary lemma, stating a
useful property of a convex function.

Lemma 7 Let f : R −→ R be a strictly convex and differentiable function. Then
function

g(x, y) = y f (x) − x f (y)

x − y

is strictly increasing in both arguments as long as x > y.

Proof To show the result we compute partial derivatives of h:

gx(x, y) =
(

y

x − y

)(
f ′(x) − f (x) − f (y)

x − y

)

gy(x, y) =
(

x

x − y

)(
f (x) − f (y)

x − y
− f ′(y)

)

By strict convexity of f, f ′(y) <
(

f (x)− f (y)
x−y

)
< f ′(x) as long as x > y; hence,

gx , gy > 0 and g is strictly increasing in x and in y. This completes the proof.
�

Now we are ready to prove Proposition 4.

Proof of Proposition 4 Point (i) follows directly and we omit the proof. For point
(i i) observe, from Proposition 2, that with cA ∈ (Δ f (n − 1), f (n) − (n − 1) f (1))
and g ∈ E(g, cA) = 0, the optimal attack targets no nodes. So the optimal defense
also consists of defending no nodes. Thus, the costs of conflict are 0.

For point (i i i), assume that cA ∈ (Δ f (m − 1),Δ f (m))withm ∈ {1, . . . , n − 1}.
With such a cost of attack, on any connected network, the adversary best responds to
any incomplete defense by removing at least one node. Therefore, the lower bound
for the costs of conflict are min(cA, ncD) in this case.
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Part 1. Suppose that cD > c(n,m). We show first that in every equilibrium on hmn
the defender chooses the empty defense and the adversary responds to it with attack
{1}(the separator of hmn ). By Proposition 2, an equilibrium defense must be either
empty, or complete, or equal to {1}. Moreover, the best response of the adversary to
the empty defense either contains {1}, in which case the reducing attack part of it
must be empty (because components of hmn − {1} have sizes at most m), or does not
contain {1}, in which case it must be a reducing attack leaving a residual network
consisting of a single component of size m. It is easy to check that the former is the
best response to the empty defense and the latter is the best response to defense {1}.
Hence, empty defense is better than {1}. The payoff to the defender from using the
empty defense is

Π D(φ, {1}; hmn , cD) = Φ(hmn − {1}) =
⌊
n − 1

m

⌋
f (m) + f ((n − 1) mod m)

With cost of defense cD > c(m, n), the payoff to the defender from the complete
defense,

Π D(N , φ; hmn , cD) = f (n) − ncD,

is lower than the payoff from the empty defense. Hence, on the equilibrium path the
defender chooses φ and the adversary responds with {1}.

Second, we show that for the ranges of costs in question, ncD > cA. Since cD >

c(n,m),

ncD > f (n) −
⌊
n − 1

m

⌋
f (m) − f ((n − 1) mod m)

The right-hand side of this inequality can be rewritten as

f (n) − n − 1 − (n − 1) mod m

m
· f (m) − f ((n − 1) mod m)

Since f is strictly convex and (n − 1) mod m < m, then ((n − 1) mod m) f (m)

> m f ((n − 1) mod n). Therefore,

cD > f (n) −
(n − 1

m

)
f (m)

The right-hand side can be rewritten as

f (n) −
(n − 1

m

)
f (m) =

n−1∑

j=m

Δ f ( j) − (n − m − 1)
( f (m)

m

)

= Δ f (m) +
n−1∑

j=m+1

(
Δ f ( j) − f (m)

m

)
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By convexity of f , for all j > m, Δ f ( j) > f (m)/m. Thus, ncD > Δ f (m) and,
since cA ∈ (Δ f (m − 1), δ f (m)), ncD > cA. Hence, the minimal costs of conflict
are cA.

Part 2. Suppose that cD < c(n,m). We will show that with such a cost of defense,
in any equilibrium on a connected network the defender chooses the complete
defense. Notice that with cD < c(n,m), on any connected network g, any defense Δ

of size |Δ| ≤ m is worse for the defender than the complete defense. This is because
the residual network after the adversary best responding to Δ consists of compo-
nents of sizes at most m and the upper bound on the value of such residual networks
is (n − 1)/m� f (m) + f ((n − 1) mod m) (this upper bound is attained by hmn ).
With cD < c(n,m) the defender prefers complete defense to Δ.

Consider defenseΔ of size d = |Δ| such thatm < d < n. Let X be a best response
to Δ. The payoff to the defender from Δ and X is

Π D(Δ, X; g, cD) = Φ(g − X) − dcD

≥ f (d) +
⌊
n − d − 1

m

⌋
+ f ((n − d − 1) mod m) − dcD

The upper bound on the value of the residual network above comes from the following
observation. With cA ∈ (Δ f (m − 1),Δ f (m)), in any best response the adversary
removes unprotected nodes from any component of size greater than m. Therefore,
in the best case the adversary removes one node and the only component of size
greater than m in the residual network is a fully protected component of size d (by
convexity of f it is better to have one fully protected component of size d than several
fully protected and smaller ones summing up to d). Thus, if

cD <

f (n) − f (d) −
⌊
n − d − 1

m

⌋
− f ((n − d − 1) mod m)

n − d

then the complete defense is better to Δ for the defender. We will show that c(n,m)

is lower than the right-hand side of the inequality above, which will imply that for the
costs of defense under consideration, the complete defense is better for the defender.

The inequality

c(n,m) =
f (n) −

⌊
n − 1

m

⌋
− f ((n − 1) mod m)

n

<

f (n) − f (d) −
⌊
n − d − 1

m

⌋
− f ((n − d − 1) mod m)

n − d

can be rewritten as
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Fig. 9 Core–periphery
networks cp2, cp4, and cp6

d f (n) − n f (d) −
(n − d

m

)
(r1 f (m) − m f (r1)) +

( n

m

)
(r2 f (m) − m f (r2)) > 0,

where r1 = (n − 1) mod m and r2 = (n − d − 1) mod m.9 Since r2 < m and f
is convex, then r2 f (m) − m f (r2) > 0, and to show that the inequality above holds
it suffices to show that

d f (n) − n f (d) −
(n − d

m

)
(r1 f (m) − m f (r1)) > 0 (31)

Since d < n and f is convex, d f (n) − n f (d) > 0. Moreover, by Lemma 7,

d f (n) − n f (d)

n − d
>

r1 f (m) − m f (r1)

m − r1

(as n > d > m > r1 ). Hence

d f (n) − n f (d)

n − d
−

(m − r1
m

)(r1 f (m) − m f (r1)

m − r1

)

which implies (31), by multiplying both sides by (n − d). Hence, any equilibrium
defense is complete and the costs of conflict are ncD . �

6.1 Examples of No Conflict Networks

Even if the marginals of f do not grow very rapidly, there may exist networks
(other than complete network) that do not feature active conflict. Take f (x) = x2,
for example. Consider a family of core–periphery networks, {cpk}k∈N. Given k ∈ N,
network cpk has 2k nodes: a fully connected core of k nodes, and a periphery of
k nodes. Each core node is connected to exactly one, unique, periphery node (cf.
Fig. 9).

When the cost of attack is high, cA > 4m − 1, then it is easy to verify that in
equilibrium the defenderwill either defend all the core nodes or use an empty defense.
When the cost of attack is low, cA < 4m − 1, then, again, there are two types of

9 Recall that for integer x and y, x/y� = (x − x mod y)/y.
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Fig. 10 Network that allows
for active conflict (under
f (x) = x2 )

equilibrium defense: either no node is defended or all nodes are defended. It is easy
to verify that three types of defense would be candidates for equilibrium defense
here: empty defense, complete defense, and defense with all core nodes protected.
To rule out the last one, suppose that 2(2m − k) − 1 ≤ cA < 2(2m − k) + 1, where
1 ≤ k ≤ m − 1. Notice, in the example above, that if each core node was connected
to a higher number of periphery nodes, active conflictwould be possible (as illustrated
by Example 1). With more periphery nodes per core node (and with suitable costs
of defense and attack), protecting the separators may create enough value for such
a defense to be attractive. Increasing the value of the residual network requires
defending all the nodes, which is too high an investment and too low a gain to be
profitable. This illustrates one reason for the possibility of active conflict in themodel:
blocking all the individually rational essential separators may secure a high value of
the residual network at a relatively low cost, while increasing the value further may
require a much higher cost.

To get more insight into why active conflict is possible, despite the convexity of
f and the linearity of costs, consider the network in Fig. 10. Figure11 illustrates
function Φ�(m; g, cA) under different ranges of costs of attack. The dotted line is
an upper convex hull of that function. The optimal size of defense is at a point
of that hull adjacent to a line with slope cD . In the case of low cost of attack, if
the convex hull contains any points of Φ�(m; g, cA) for 0 < m < n, then active
conflict is possible for some suitable range of costs of defense. In the case of high
cost of attack, active conflict is possible if the convex hull contains any points of
Φ�(m; g, cA) for 0 < m < τ(E(g, cA)).

In Fig. 11, low cost of attack is cA < 9 and cA > 9 is high cost of attack. Active
conflict is possible for cA ∈ (5, 9). When cA ∈ (5, 7) and cD ∈ (3.75, 4), then the
unique equilibrium defense isΔ� = {b}, and the best response to it in the adversary’s
subgame is X �(Δ�) = {a}. When cA ∈ (7, 9) and cD ∈ (5, 9), then the unique equi-
librium defense isΔ� = {a, b} and removing any unprotected node is a best response
to it in the adversary’s subgame. When cA ∈ (9, 15), τ (E(g, cA)) = 2 and there is
no equilibrium outcome with active conflict.

Proof Proof of Proposition 5: For point (i), suppose that cD >
f (n)

n . We will show
that in this case the equilibrium defenseΔ = φ. Assume, to the contrary, thatΔ �= φ

and let X be the equilibrium response to Δ. Pick any i ∈ Δ and let C(i) be the
component of i in the residual network g − X . The payoff to i is

Π i (Δ, X; g, cd) = f (|C(i)|)
|C(i)| − cD
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Fig. 11 Optimal defenses of
different sizes for network in
Fig. 10

By the fact that f is strictly increasing and strictly convex, f (x)/x is increasing.
Hence Π i (Δ, X; g, cd) ≤ f (n)/n − cD < 0. Thus, i is better off by not protecting,
a contradiction to the assumption that Δ is an equilibrium defense. Hence, it must
be that Δ = φ.

Fig. 12 Separators and
other centrality measures

For point (ii), suppose that cD <
f (n)

n . Assume that cA < f (n) − f (n − 1). We
will show that Δ = N is an equilibrium defense. Assume otherwise. Then there
exists i ∈ Δ that is better off by deviating and choosing no protection. Since cA <

f (n) − f (n − 1), the best response to Δ \ {i} is X = {i}, and so the deviating node
gets removed, obtaining payoff 0 instead of f (n)/n − cD ≥ 0. Hence, i is not better
off by deviating and so Δ = N is an equilibrium defense. This proves point (a).

Assume that cA > f (n) − f (n − 1). Let Δ be minimal transversal of E(g, cA).
We will show that Δ is an equilibrium defense. By Lemma 1, the best response to
Δ is the empty attack X = φ. Assume, to the contrary, that Δ is not an equilibrium
defense. Then there exists i ∈ Δ that is better off by choosing no protection instead of
protection. Since Δ is a minimal transversal, it must be that there exists an essential
separator E ∈ E(g, cA) such that Δ \ {i} ∩ E = φ. Moreover, any such separator
contains i . Since any such separator is better than the empty attack, the adversary
responds toΔ \ {i}with one of these separators, removing i . But then i gets payoff 0



How Do You Defend a Network? 317

Fig. 13 Table 1. Centralities
of nodes 1 and 2 in the
network from Fig.12

instead of f (n)/n − cD ≥ 0. Hence, it is not better of by deviating, a contradiction.
Therefore, Δ must be an equilibrium defense. This proves point (b).

Since the adversary’s subgame remains as in the centralized defense game, an
equilibrium response X � is as described in Proposition 2. �

7 Appendix B: Key Players and Centrality

Essential separators and their transversals determine the key nodes in our study of
attack and defense. These key groups of nodes give rise to new notions of centrality
distinct from other notions such as closeness, betweenness, or eigenvector central-
ities. To see how these notions are different, consider the network in Fig. 12 (for
simplicity the example is based on individual, rather than group, notions of central-
ity). Assume that the network value is based on function f (x) = x2 and suppose
that the cost of attack is cA ∈ (25, 89), so that the adversary attacks only the nodes
that separate the network and so that removing node 2 is better than not attacking at
all. Suppose also that cD ∈ (0, 89), so that defending node 2 constitutes an optimal
defense as well. However, this node is less central than node 1 in the sense of degree,
closeness, betweenness, eigenvector, Bonacich, and intercentrality measures.10 The
numerical values for these centralities are summarized in Fig. 13. For Bonacich cen-
trality, we consider three values of the parameters: high (α = 0.237), intermediate
(α = 0.1), and low (α = 0.01).

10 Following [7], we define for a parameter α ∈ R, b(g, α) = M(g, α)1, where M(g, α) = (I −
α1G)−1, I is the identity matrix, and G is the adjacency matrix of the network. We require α to
be relatively small so that M(g, α) is well defined and nonnegative. The intercentrality measure
we consider, also defined in that paper, is ci (g, α) = bi (g, α)2/Mii (g, α). We define closeness as
cli (g) = (n − 1)/

∑
j �=i d(i, j; g), where d(i, j; g) is the length of the shortest path between i and

j in g.
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Fig. 14 Separators and
transversals in interlinked
stars (n = 12)

8 Appendix C: Separators and Transversals in Families of
Networks

8.1 Interlinked Stars

Interlinked stars are networks with two disjoint nonempty sets of nodes: the set of
centers C and the set of periphery nodes P . The centers are fully connected, forming
a clique. Each of the periphery nodes is connected to all the centers. Interlinked
stars have one essential separator: the set of all the centers, E(g) = {C}. All minimal
transversals of E(g) are singleton sets consisting of one central node. The essential
separator and a minimal transversal for an interlinked star are illustrated in Fig. 14.

8.2 Complete Bipartite Networks

In a complete bipartite network the set of nodes, N , can be partitioned into two
disjoint sets, N1 and N2, N1 ∩ N2 = φ, such that the set of links is the set of all
possible links connecting nodes from N1 and nodes from N2. There are two essential
separators in these networks, E(g) = N1, N2. Every transversal consists of one node
from N1 and one node from N2. Minimal essential separators and transversals for
complete bipartite networks are illustrated in Fig. 15.

8.3 Trees

In any tree network, every nonempty set of internal nodes (nodes that are not leaves)
constitutes a separator. Essential separators are sets of internal nodes such that no
two of them are neighbors. Transversals of essential separators are subsets of internal
nodes. In particular, there is a unique transversal of the set of all essential separators:
the set of all internal nodes. Minimal essential separators and transversal for tree
networks are illustrated in Fig. 16.
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Fig. 15 Separators and
transversals in complete
bipartite networks (n = 12)

Fig. 16 Separators and
transversals in trees (n = 12)

8.4 Core–Periphery Networks

Nodes are divided in two disjoint sets: the core and the periphery. Each node of
the periphery is connected to exactly one node of the core, while the nodes of the
core are connected with periphery nodes and the core constitutes a clique. Essential
separators are subsets of the core. There is a unique transversal: the set of all core
nodes. Minimal essential separators and transversals for core–periphery networks
are illustrated in Fig. 17.

Fig. 17 Separators and
transversals in
core–periphery networks (n
= 12)

9 Appendix D: Order of Moves and Nature of Conflict

This section explores the role of sequential choice and perfect defense.

9.1 Simultaneous Moves

Consider a variant of the model studied in the paper where the players make their
choice simultaneously. In this case the set of strategies of the defender remains
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unchanged. A pure strategy of the adversary is now a set of nodes, X ⊆ N , chosen to
attack. It is important to note that the timing ofmoves does not affect Lemma 1,which
remains unchanged. Suppose that the cost of attack is high. Any strategy, X , in the
support of the equilibrium strategy of the adversary must be an individually rational
essential separator, i.e., X ∈ E(g, cA). Similarly, any strategy, Δ, in the support of
the equilibrium strategy of the defender must be a minimum transversal of the set of
essential separators it blocks, D(Δ, E(g, cA)), in E(g, cA).

The secondobservation is that, dependingon the network, the playersmayuse pure
ormixed strategies in equilibrium. This is a departure fromour existing results, where
equilibrium always exists in pure strategies. But note that the use of mixed strategies
is sensitive to the network. In particular, if the network is such that one unit of defense
is sufficient to block all the individually rational essential separators of the adversary,
then in equilibrium both players use pure strategies and equilibrium outcomes are
the same as in the sequential model studied in the paper. When τ(E(g, cA)) > 1,
the defender may choose to block more individually rational essential separators by
mixing across several transversals.

9.2 The Model of Conflict

We have assumed perfect defense. A more natural way to proceed would be to
suppose that the number of resources assigned by each player to a node determines the
probability of winning/losing the node. Following Tullock (1980), suppose that the
probability of successfully attacking the node is given by a contest success function
(CSF)

π(a, d) =
{
0 if a = 0

dγ

aγ +dγ otherwise,

where γ ∈ R+, and a and d are resources assigned by the adversary and defender,
respectively. The probability of successfully defending the node is π(d, a) = 1 −
π(a, d).11

A strategy of the defender is a vector d ∈ N
N such that di is the number of defense

resources assigned to node i . A strategy of the adversary is a function X : N
N such

that, given vector of defense allocation d, it maps to a vector of attack allocation
a = X (d) such that ai is the number of attack resources assigned to node i . We will
call the set of nodes that receive a positive number of defense resources the defended
nodes and the set of nodes that receive a positive number of attack resources the
attacked nodes. Given defense and attack allocations, (d, a), the probability that set
M ⊆ N of nodes is won by the adversary and removed from g is

11 The perfect defense model studied in the paper can be seen as a limiting case of the general
contest model: the probability of successful attack is given by αaγ /(δdγ + αaγ ) with α = 1 and
δ −→ +∞.
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w(M |a, d) = Π j∈Mπ(ai , di )

The expected payoffs to the defender and the adversary from defense and attack
allocations, (a, d), are

Π A(a, d|g, cA) = −
∑

M⊆N

w(M |a, d)(1 − w(N \ M |a, d))Φ(g − M) − cA
∑

j∈N
ai

Π D(a, d|g, cA) =
∑

M⊆N

w(M |a, d)(1 − w(N \ M |a, d))Φ(g − M) − cD
∑

j∈N
di

Lemma 1 still obtains. The set of attacked nodes can be decomposed into an
essential separator and a reducing attack. In what follows we restrict attention to
high costs of attack and we focus on the benchmark model of linear contests: γ = 1.
The main point we wish to make is that with Tullock contests, optimal defense
will extend beyond minimal transversals and may cover multiple nodes in the same
separator.

Consider an interlinked star with two core nodes: 1, 2, and n − 2 periphery nodes
(n ≥ 4). Suppose that the cost of attack is high, cA > Δ f (n − 1). The unique essen-
tial separator of g is the set of core nodes, {1, 2}. Let a1, a2 be the amount of resources
assigned by the adversary to the two core nodes and let d1, d2 be the defense resources
assigned by the defender to the two core nodes. Expected payoff to the adversary
from assignment (a1, a2, d1, d2) is

Π A(d, a|g, cA) = −π(a1, d2)π(a2, d2)(n − 2) f (1)

− (π(a1, d1) + π(d2, a2) − 2π(d1, a1)π(a2, d2)) f (n − 1)

− (1 − π(a1, d1) − π(d2, a2) + π(d1, a1)π(a2, d2)) f (n)

− cA(a1 + a2)

= − f (n) + π(a1, d1)π(a2, d2)V1(n)

+ (π(a1, d1) + π(a2, d2) − π(a1, d1)π(a2, d2))V2(n)

− cA(a1 + a2),

where V1(n) = f (n − 1) − (n − 2) f (1) and V2(n) = f (n) − f (n − 1). Notice
that V2(n) is the gain from removing the first node of the core, and V1(n) is the
gain from removing the second node of the core. Since the cost of attack is high,
V2(n) < cA. Hence, if V1(n) ≤ V2(n), then it is not profitable for the adversary to
attack, and both players assign no resources to the nodes in equilibrium. Consider
now the more interesting case where V1(n) > V2(n).

The expected payoff to the defender is
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ΠD(d, a|g, cA) = f (n) − π(a1, d1)π(a2, d2)V1(n)

− (π(a1, d1) + π(a2, d2) − π(a1, d1)π(a2, d2))V2(n)

− cD(d1 + d2)

The defender chooses (d1, d2) to maximize his expected payoff subject to the
constraints that d1, d2 ≥ 0 and that the adversary chooses (a1, a2) to maximize his
expected payoff subject to a1, a2 ≥ 0.

It is simpler to begin with the case where the defender is given 2d ≥ 0 defense
resources and the adversary is given 2a ≥ 0 attack resources. This turns the opti-
mization problem above into a zero-sum bilevel optimization problem, where the
defender chooses an allocation of 2d to maximize

π(a1, d1)π(a2, d2)V1(n) + (π(a1, d1) + π(a2, d2) − π(a1, d1)π(a2, d2))V2(n)

It is possible to show that the partition (d, d) is a maximizer of both π(a1, d1)
π(a2, d2)V1(n) and (π(a1, d1) + π(a2, d2) − π(a1, d1)π(a2, d2))V2(n), and hence
of the whole expression above. In response, the adversary chooses the partition
(a, a). Thus, (d, d) and (a, a) are the equilibrium defense and the attack strategies
as well.

When both players distribute their resources evenly, the payoff to the adversary
is

Π A(d, a|g, cA) = − f (n) + π(a, d)2V1(n) + (2π(a, d) − π(a, d)2)V2(n) − 2cAa

If d ≥ V2(n)/cA, it is not profitable for the adversary to attack. Thus, with suffi-
ciently low ratio cD/cA, the defender distributes his resources evenly and the adver-
sary does not attack. Otherwise, both players compete, choosing optimal levels of
attack and defense resources and distributing them evenly.
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Macroeconomic and Financial Networks:
Review of Some Recent Developments in
Parametric and Non-parametric
Approaches

Anindya S. Chakrabarti, Anirban Chakraborti, and Suryansh Upmanyu

1 Introduction

Networks are ubiquitous in the natural and social worlds. In social lives, networks
of peers (friends, families, colleagues, and so on) influence the decisions that people
make and are simultaneously impacted by the decisions made by people. As the
world becomes more connected in the digital age, it becomes more and more likely
that any decision-making entity will be impacted by the network it belongs to, and
it has to gauge the impact of its decision on its neighbors in the network. Evidently,
financial markets have become increasingly more complex and entangled with time.
Economies have become more interdependent, both within and across countries, due
to natural growth processes and globalization. Therefore, an interesting question to
ask is “While it is correct that the nature of linkage across economic entities are gran-
ular, does it really impact the economic behavior in a substantial manner?” In other
words, while the network description of an economy might be more realistic than
the earlier homogeneous and representative single entity paradigm, does it provide
any new insights into the working of the economy? In this review article, we would
argue that indeed the network view goes beyond descriptive accuracy and provides
a more complete and useful view of the economic mechanisms.
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At the outset, we would like to mention that there are already some very well-
written books and reviews on networks in economics. For example, [87, 97] provide
applications of networks in the context of microeconomics; [1] reviewed macroeco-
nomics and financial implications of networks. Textbooks on networks are abounded
—for different treatments in the domains of economics andfinance, interested readers
can refer to [66, 86, 96] for a microeconomics-oriented description; [63] considers a
more financial econometrics-oriented viewpoint. This list is merely indicative and by
no means exhaustive. Though there has been substantial developments in different
facets of economic networks, we could not find a single reference that brings both
microeconomic and macroeconomic (and financial) networks in one place; this pro-
vided us the motivation for writing this review. However, this review should be seen
more as a compendium than a stand-alone complete reference.We have also included
in this review, some recent developments in the statistical physics literature that found
applications in high-dimensional financial data. These are mostly non-parametric in
nature, as opposed to more standard parametric economic and finance models. In our
view, such non-parametric approaches provide useful and complementary methods
of analyzing the underlying network structures.

Network description of a system is more computationally intensive than a repre-
sentative agent description, owing to the heterogeneity displayed by the constituent
parts. Even a couple of decades back, the computational burden was too much to
gain reasonable magnification of an economic system into the nodes and linkages
between them. A tremendous improvement in computational power in the last few
decades and the need to develop more realistic models have contributed to the cur-
rent state-of-the art knowledge in networks. Across all the topics that we will discuss
below, a common thread that ties the significant developments due to this approach
is the explicit modeling and analysis of “externalities” or “spillovers”. The outcome
for a particular node may depend on multiple external factors other than its own
decision. Using networks, we are able to analyze the effect of these external factors.
It is important to note that the spillover effects might often be of second-order impor-
tance, whereas the aggregate dynamics of a system can potentially have first-order
importance. As we will emphasize below, that in both macroeconomics and finance,
the network architecture at the macro-level does influence the aggregate behavior of
the economy as well.

The article is organized as follows: we start by discussing the recent literature on
production networks in Sect. 2. Firms typically rely on other firms in the supply chain
for inputs for the production process. These dependencies manifest themselves in
the form of a production network, where firms across different industries are linked
with each other (either directly or indirectly) as sellers or buyers of products that
each firm produces. The study of production networks focuses on the role that these
connections play in shock transmission across the network, i.e., it studies the impact
of an exogenous shock to a particular firm on the rest of the firms in the network to
which it is connected directly or indirectly. Next, we explore the connections between
different countries in the form of international trade networks. With the advent of
globalization, local industries have benefited due to the possibility of cheaper produc-
tion technologies abroad. Similar to the field of production networks, international
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trade networks study linkages between economies through the sale and purchase of
goods, although in different countries. An important question in this field studies the
dynamics of link formations, i.e., how agents decide whether to form or remove a
link with other agents. These decisions are taken in a cost-minimizing way and affect
the efficiency of the equilibrium outcome and distribution of surplus among market
participants.

Section3 focuses on the propagation of risk through financial networks. Financial
networks are formed when there is a transfer of funds (or assets) between agents,
either due to a lack of funds for the borrower, or as a means of insurance against
future uncertainty and risk. Ever since the 2007–08 financial crisis, there has been a
rising interest in the study of the role of networks in transmitting shocks throughout
the financial system. This strand of literature focuses on the reasons for the formation
of different network structures, and the analysis of shock propagation through them.
A complementary approach to study financial network focuses on inferring linkages
based on time series properties of multiple financial assets.

In Sect. 4, we analyze social networks. Given the situation, a person may interact
with others through different media, thus forming a social network. These kinds of
networks can be seen all around us. We find information about our friends, and the
friends of our friends, through online social media platforms like Facebook. Interac-
tion with the people in our neighborhood leads to a transmission of information. We
rely on our contacts, and online job portals, to search for new employment oppor-
tunities. All the above-mentioned situations explore the concept of different forms
of social networks based on their use. As people become more connected with the
rapid growth in technology, social networks emerge as powerful and useful tools,
as a means of communication and information transmission. This section discusses
the impacts of social networks on mechanisms including informal risk-sharing and
information transmission across economic agents.

Next, we present some empirical work on networks in Sect. 5, where we discuss
some recent developments in econometrics-based network approaches to networks,
which are mostly parametric in nature. Finally, we end our discussions with non-
parametric approaches to networks in Sect. 6.

2 Macroeconomic Networks

Wediscuss a benchmarkmodel used in production networks, popularized byRef. [3].
We then discuss a few extensions of this model, followed by the role of production
networks in competition policy. For a discussion on recent empirical work on these
topics, we refer the reader to Ref. [43].
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2.1 Input–Output Networks

The baseline model is a variant of the model developed in Ref. [108]. Following Ref.
[3], the model considers a static economy with n granular industries, each producing
a distinct good. The production function for the i th industry is assumed to be a
constant returns to scale Cobb–Douglas function:

yi = ziτi h
αi
i

n∏

j=1

x
ai j
i j , (1)

where hi denotes the amount of labor hired by industry i , xi j is the quantity of good
j used to produce good i , αi gives the share of labor in industry i’s production
technology, ai j ≥ 0 is a measure of the importance of good j as an input for good i ,
zi is a Hicks-neutral productivity shock, and τi is a normalization constant. Similarly,
the economy consists of a representative household providing an inelastic supply of
1 unit of labor. The utility function of the representative household over the n goods
produced by the industries is given by

u(c1, . . . , cn) =
n∑

i=1

βi log(ci/βi ), (2)

where ci is the amount of good i consumed and βi gives good i’s share in the utility
function of the household. In equilibrium, quantities, and prices are such that firms
maximize their profits conditional on prices and wages, households maximize their
utility, and all markets clear.

In this model, A = [ai j ] denotes the input–output matrix of this economy, where
ai j is defined above. The Domar Weight of an industry is given by the industry’s
sales as a fraction of GDP (λi = pi yi/GDP). Finally the Leontief Inverse of this
economy is denoted by L = (I − A)−1. Given that the spectral radius of A is less
than 1, an element of L - li j—shows the importance of industry j both as a direct
supplier and an indirect supplier (as a supplier to i’s supplier, and so on) to i .

After solving for equilibrium, Ref. [3] derived the following 2 results:

Theorem 1 The log output of industry i (where i ∈ {1, . . . , n}) is given by

log(yi ) =
n∑

j=1

li jε j + δi , (3)

where ε j = log(z j )denotes a productivity shock to industry j , and δi is some constant
which is independent of shocks.

and

Theorem 2 The real value added aggregated across the industries is given by
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log(GDP) =
n∑

i=1

λiεi , (4)

where

λi =
n∑

j=1

β j l j i . (5)

These two theorems imply that shocks can transmit through input–output linkages
across different industries. Since the matrix in consideration here is the Leontief
inverse (which is dependent on the input–output matrix), it implies that along with
direct effects, even the indirect effects of shocks matter across the network.

Another observation is that any shock to industry i will be propagated downstream
to those industries which require i’s good as an input in their own production. This
effect is further propagated throughout the network. Theorem 2 also implies that the
Domar Weights are a sufficient statistic for measuring how idiosyncratic shocks to
different industries affect aggregate output. The downstream propagation of shocks
from an industry to its customers (direct and indirect) means that the economy is
more sensitive to shocks impacting industries which are important input suppliers.

2.1.1 Demand-Side Shocks

To incorporate demand-side shocks, Ref. [1] introduces government purchases for a
good i as gi , which is exogenously given. A change in government spending in this
model is similar to an exogenous shock to the demand for the goods of individual
industries. In this model, after solving for equilibrium output of each industry, we see
that the impact of a productivity shock has an upstream effect, i.e., a shock to firm i
propagates through the network by affecting i’s suppliers, and further their suppliers
and so on. This happens because if industry i is affected by a positive demand shock,
it would increase i’s input demand. This would generate a rise in demand for the
products of i’s suppliers, and so on.

2.2 Extensions

2.2.1 Relaxing the Cobb–Douglas Assumption

The baseline model assumes that production technologies of firms take a Cobb–
Douglas form. This implies that the realization of shocks does not affect an industry’s
expense on inputs as a fraction of its sales. Some papers, like Refs. [21, 42] focus on
nestedCESproduction functions. Theyfind that—up to afirst-order approximation—
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when elasticities of substitution are different from 1, there are 2 propagation channels
for a productivity shock.

• A shock to industry i affects other industries through a downstream propagation
of the shock.

• Productivity shocks can also lead to a reallocation of resources across industries
which is affected by the elasticities of substitution between inputs.

2.2.2 Hulten’s Theorem

Theorem 2 stated that Domar Weights are a sufficient statistic for how shocks to
industries affect aggregate output. Hulten’s theorem Ref. [95] makes a more general
statement: In any efficient economy, the impact of a productivity shock to industry i
(denoted by zi ) on aggregate output is equal to i’s Domar weight, up to a first-order
approximation. This can be written as

dlog(GDP)

dlog(zi )
= λi . (6)

An important consequence of Hulten’s theorem is that the effect on the economy of
an idiosyncratic shock only depends on its size, and not on its location in the produc-
tion network. References [41, 73] use this theorem to analyze the macroeconomic
implications of idiosyncratic shocks to a production network. Generally, positive
shocks to industry i would impact aggregate output in two ways. First, it leads to an
outward shift of the production possibility frontier of the economy. Second, it may
reallocate resources across different industries. If the original allocation is efficient,
the aggregate effect due to the latter channel is second order and can be ignored in
a first-order approximation. This would then imply that if economies are inefficient,
then Hulten’s theorem may not hold as the reallocation effect may be significant.
Since Hulten’s theorem focusses only on first-order approximations, if the focus is
on second-order effects in a general economy, then it is seen that these second-order
effects can be significant, and they depend on the structure of the network [22].

2.2.3 Frictions and Market Imperfections

The baseline model described previously assumes perfect competition. Reference
[32] study the impact of productivity shocks by introducing exogenous wedges
betweenmarginal revenue andmarginal cost of firms throughmarkups. Their finding
is that resource misallocation and its resulting inefficiency depends on the distribu-
tion of the firms’ markups. Distortions are also studied by Ref. [23] in the form of
CES production functions with exogenous wedges. They show that the first-order
impact of productivity shocks in the network can be decomposed into two terms: (a)
a term that accounts for the shocks’ pure technology effect and (b) another term that
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accounts for changes in the economy’s allocative efficiency. They also show that if
we relax the assumption of Cobb–Douglas technology, the second effect could be
substantial.

Reference [89] relaxes theperfect competition assumption, introducingoligopolis-
tic markets in a model of production networks. In this model, shocks affect both
prices and markups as the competitiveness of firms of the same industry changes in
the network. Here, changes in market concentration lead to changes in the demand
of industries for intermediate inputs, leading to an upstream transmission of shocks
that would be absent if the markups were exogenously given.

2.2.4 Endogenous Production Networks

In the discussion above, the production networks were taken as exogenously given.
One extension of the baseline model explicitly models the link formation decisions
of the nodes/agents, thus making the network endogenous. Reference [14] develop a
model using preferential attachment as the basis of link-creation between firms. Pref-
erential attachment means that new edges in a network are more likely to be formed
with nodes which already have more edges. Reference [44] modify the friendship
model of Ref. [98] to form an industry-level network formation model. In this type
of model, existing links between firms are used to search for new links to provide
inputs for production. This model shows that a higher proximity in the network raises
the likelihood that a firm will adopt another firm’s product to use as an input in its
own production.

Link formation incentives are introduced by Ref. [118] into a dynamic network
formation model in which the set of suppliers to a firm keeps evolving and firms
have to optimally choose one input from this randomly evolving set. Reference [2]
consider an alternativemodel where firms in each industry select their input suppliers
as a subset of other industries in the economy, knowing that each input combination
would lead to a different CRS production technology.

2.3 Business Cycle from I-O Networks

We now discuss whether idiosyncratic shocks can build up in aggregate in the econ-
omy through the network structure. According to Lucas, the standard deviation of
aggregate fluctuations is proportional to 1√

n
. This means that as the number of indus-

tries increases, idiosyncratic shocks get dissipated across the network, having a neg-
ligible effect on the economy. But as shown in Ref. [3], this argument breaks down
if sectoral Domar weights show significant heterogeneity. These observations are
also discussed in Ref. [73] through his granularity hypothesis, which states that in
the presence of significant heterogeneity at the micro level, the grains of economic
activity (comprised of firms or disaggregated industries) can matter for the behavior
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of macroeconomic aggregates. Specifically, he shows that even if there is a high
level of disaggregation, aggregate volatility could be much larger than what Lucas
hypothesized if the Domar weights have a heavy-tailed distribution.

Reference [3] then goes on to discuss that if the industries acting as input suppli-
ers are sufficiently heterogeneous, they can generate very high levels of aggregate
volatility, contrary to Lucas’s hypothesis. This effect depends on the Leontief inverse
and Bonacich centrality of the nodes of the production network. If the Bonacich cen-
trality is high, it means that an industry is an important supplier to other central
industries. Therefore, a shock to such an industry might not die down and could lead
to substantial aggregate fluctuations in the economy.

Economieswith heterogeneousproductionnetworks can showsignificant comove-
ment as well. Reference [43] show that even if two economies have identical Domar
weights distributions, the economy which is more interconnected will have a higher
average pairwise correlation of output and it will be less volatile. This happens
because the interconnected economy will have industries which are more diversified
with respect to upstream risk from suppliers to other industries in the economy.

2.4 Policy Impact on Production Network

We now discuss the importance of considering production networks for analysis in
competition policy [88]. For this, we define market power and explain how it is
measured by competition authorities. A firm’s market power denotes its ability to
increase prices above marginal costs to raise its profits. The amount by which price
can be raised over the marginal cost is referred to as a markup. As markups can
be difficult to measure (since there is no reliable way to measure marginal costs),
competition authorities work with concentration ratios instead to infer firms’ market
power. A popular way to measure concentration ratios is given by the Herfindahl–
Hirschmann Index (HHI). This index is given as the sum of firms’ squared market
shares. To calculate HHI, only the sales data for different firms is required. Since
this is readily available, the index is easy to calculate.

HHI is a good indicator of market power as it is directly proportional to Lerner’s
index (which is the difference in price and marginal cost of a firm, divided by the
price). A higher level of concentration (denoted by a high value of HHI) would then
imply a high Lerner’s index, which implies that firms have the ability to increase the
markup by a large margin. This can only happen if competition in the market is low,
leading to somefirmshaving significantly highmarket power.One specific use ofHHI
by competition agencies is to assess the chances of a merger being anti-competitive.
For this exercise, the difference between pre-merger HHI and post-merger HHI is
analyzed. If there is a significant increase in HHI, it would imply that the merger
is anti-competitive, substantially increasing the market power for the newly formed
firm. As discussed by Refs. [71, 112, 130], in Cournot competition (and some other
market forms), such horizontal mergers can harm consumers by leading to a rise in
prices and reduction in output.
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Competition authorities do not usually consider the impact of a merger outside
of the market where the merger takes place. Such partial equilibrium analysis could
lead to an underestimation of the anti-competitive behavior of firms. This is where
network analysis can play a role. Theory suggests that if a merger takes place, it
would result in an increase in prices downstream because of a rise in input costs.
Simultaneously, the reduction in competition in the particular market would lead to
a reduction in quantities (in Cournot competition), which would imply a decrease in
demand for inputs from upstream markets.

2.5 International Trade Networks

The discussion till now focused only on the linkages between industries located
within the same economy. But in this era of globalization, profit-maximizing firms
looking for cheaper production technologies also have the option of forming con-
nections with industries located abroad. This leads to the formation of international
trade networks. Here we discuss the model developed in Ref. [114]. This model has
formed an important base for subsequent research in the field of international trade
networks (some of which are discussed in Ref. [30]).

Consider an economy where firms show heterogeneity in terms of productivity
and quality. These firms can buy inputs frommultiple suppliers and sell the produced
good either to consumers, or to other firms (as inputs). The production function for
a firm i is

yi = κzi l
α
i

(( ∑

k∈Si
(φkiνki )

(σ−1)/σ

) σ
(σ−1)

)1−α

, (7)

where yi is output, zi is productivity, li is labor, α is the labor share, κ > 0 is a
constant, νki is the amount of inputs bought from the kth firm, and Si is the set of
firms supplying to the i th firm. Here, σ > 1 denotes the elasticity of substitution
across i’s suppliers. φki is a measure of shift in demand that captures the idea that
firms use different production technologies, affecting their demand from a particular
firm. The input price index for a particular good is given by

P1−σ
i =

∑

k∈Si
(pki/φki )

1−σ, (8)

where pki denotes the price that the kth supplier charges the i th firm for its product.

A firm’s marginal cost of production is defined as ci = wαP1−α
i

zi
where w denotes the

wage rate. The sales of a firm are given by

si =
∑

j∈Ci

(
φi j

pi j

)σ−1

Pσ−1
j M j + Fi , (9)



334 A. S. Chakrabarti et al.

where Mj denotes the amount of intermediate purchases of firm j and Fi gives the
amount of sales pertaining to final demand.

This model gives us two important observations. First, the marginal cost of firm
i increases as the marginal costs of its suppliers increase, through Pi . This implies
that a change in firm productivity (zk) will affect marginal costs of all firms located
downstream for which k acts as a direct or indirect supplier. Similarly, the set of
suppliers Si will also impact firms’ production costs. Production costs are affected
by international trade costs because they impact the set of suppliers, and they affect
the cost of procuring from a supplier k through the price pki . Second, it is observed
that the i th firm’s sales si depend on two important factors: the set of customers Ci ,
and the amount which is sold to each customer (which depends on the price pi j and
the effective demand of the customer (φi j Pj )

σ−1Mj ). A change in trade costs can
lead to a change in both these factors. For example, a rise in tariffs can either reduce
a customer’s demand or remove it from the set of customers entirely.

2.6 Matching in Trade Networks

2.6.1 Bipartite Networks

One section of the literature on international trade networks models buyer–seller
relationships using bipartite graphs. For example, Ref. [31] use bipartite networks
where one group of firms act as buyers (the set Si for such firms is empty) and the
other group acts as suppliers (for whom set Ci is empty). This model assumes full
information for all agents, and costly link formation. As with the general theory on
networks, this model also suggests that the distribution of customers per firm can be
well approximated using a Pareto distribution.

This model shows a unique feature of negative degree assortativity. Low pro-
ductivity suppliers are more likely to connect with high productivity buyers as only
these buyers are able to incur the relatively high cost of linking with a low produc-
tivity seller. Similarly, high productivity sellers are more likely to connect with low
productivity buyers. This also implies that high productivity firms are also highly
connected.

In this model, high relationship-specific costs can lead to a reduction in welfare
in the economy. These costs dampen trade flows and therefore reduce consumers’
income. This happens because higher relation-specific costs make link formation
more expensive and result in fewer links between firms. Even though having more
suppliers is beneficial for each firm, these high production costs prevent them from
doing so. This could reduce welfare if the firm is not able to optimally specialize in
production due to a lack of suppliers. The resulting higher production costs would
lead to an increase in consumer prices and subsequently reduced real wages for con-
sumers. The introduction of tariffs also leads to adverse impacts on the economy.
Tariffs increase the costs of procuring inputs from foreign suppliers and could lead
to the breaking of links because of this rise in costs. Reference [28] relaxes the full
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information assumption bymodeling costly information acquisition for firms. There-
fore, an exporter engages in both production of a good, and search for consumers to
link with.

2.6.2 Networks and Outsourcing

Another section of the literature aims at modeling the full production network. Refer-
ence [69] model such a network to analyze the impact of outsourcing. Here, a firm’s
production technology is such that its labor input and other intermediate inputs are
perfectly substitutable for producing a good. Sellers meet potential buyers at random
and buyers then optimally choose whether or not to outsource production. The prob-
ability of outsourcing is higher if own labor is costly (high wages) or foreign firms
have low costs (due to better technology).

This paper assumes that labor is heterogeneous and consists of production and
non-production workers, where only production workers can be outsourced. One
observation is that trade liberalization increases the likelihood of goods getting out-
sourced. This is because if trade costs are reduced, it increases the probability of
finding a good match abroad. It is then theoretically possible that trade liberaliza-
tion can reduce real wages for production workers and increase real wages for non-
production workers. This would happen since non-production workers would benefit
from cheaper goods, whereas goods produced by production workers are likely to
be outsourced due to liberalization. This paper suggests that the skill premium in the
economy could be affected by the network structure.

Reference [118] relaxes the assumption that labor and inputs are perfect substi-
tutes. Here firms meet possible matches randomly and decide whether to form a link
with some other firm or not. Therefore, firms may not always get to match with the
lowest cost supplier in the market. In equilibrium, it is seen that the distribution of
customer firms asymptotically tends toward a power law distribution.

2.7 Dynamic Networks

2.7.1 Full Information

Reference [107] considers a model similar to the benchmark model presented above
but extends it from a static to a dynamic setting. Using a Poisson process, firms are
selected at random to decide the possible linking or dropping of matches in each
period. Firms have rational expectations about the future and establish a link only
if the relationship is profitable in the future. Therefore, a match may happen even if
no profits are realized in the current period. Calibration of this model leads to very
different shock propagation patterns compared to the static setting.
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2.7.2 Search Frictions

Reference [48] develops a model where firms search for potential customers. This
allows for a geographical dimension in the network model which is missing from
Ref. [107]. As in the friendship model developed in Ref. [98], existing links can
lower the cost of searching for new links for a firm. This implies that information
flows faster through the network channels already established. Chaney’s model then
predicts that superstar firmswill emerge in the economy,where fewfirmswith already
high number of connections grow ever larger.

Reference [68] deviate from the existing literature by allowing both sellers and
buyers to search in the market. This paper models trade between producers (acting as
exporters) and retailers (acting as importers), therefore allowing for many-to-many
matching. In this model, the chances of a firm forming a link with a retailer are
affected by multiple factors such as search intensity and the existing links of a firm.
The latter feature of the model leads to the generation of fat-tailed in-degree and
out-degree distributions.

2.7.3 Learning in Trade Networks

InRef. [67], since perfect information is not available, exporters and importers engage
in costly searching to form new links. Also, the firm can learn from its interaction
with other firms. When a firm forms a link, it receives an imperfect signal about
the attractiveness of its product in the market. The firm updates its belief about the
potential of profits in a Bayesian manner, adjusting its search intensity accordingly.
This implies that firms learn about their attractiveness over time. Popular firms are
more likely to search more intensively, while less-popular firms will also search less.

Another type of information friction is present when firms cannot observe the
productivity of a potential partner perfectly. This is analyzed in Ref. [115] where
importers have the ability to learn about the reliability of potential supplier firms.
Suppliers can either shirk or comply. The importer cannot directly determine the
type of the supplier as contract enforcement forces myopic firms to comply with an
exogenous probability. In every period after the link is formed, the importer observes a
noisy signal about whether the supplier exerts effort or not. If it does, then it increases
the likelihood that the supplier is reliable. If the exporter shirks, then the relationship
is terminated.

There are two important observations of thismodel. First, the volume of trade con-
ducted by a buyer and seller pair increases with time, since expected costs decrease
as the buyer becomes more assured about the reliability of the supplier. Therefore
lower prices lead to more sales and rise in intermediate input demand. Second, the
likelihood of the survival of a relationship improves with time since unreliable sup-
pliers reveal themselves early in the relationship. An important observation of this
model is that learning leads to significantly higher aggregate trade than a scenario
where learning does not take place.
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3 Systemic Risk and Contagion in Financial Systems

In this section, we will start with a discussion of the “robust yet fragile” property
commonly shown by financial networks. This will be followed by a brief explanation
of the different sources of systemic risk, followed by a description of some popular
measures to quantify this risk. Finally, wewill discuss the increasingly important role
of macroprudential stress testing for the stability of the financial network system.

3.1 Robust-Yet-Fragile Properties

We consider a simple model developed in Ref. [76] where a financial network con-
sists of n banks forming links randomly through unsecured lending and borrowing
activities. In the network, every node represents a particular bank, and each edge in
the network denotes the bilateral unsecured interbank exposures between two banks.
This network consists of directed edges, signifying that both lending and borrowing
activities take place between banks. In the model, a bank i has ji interbank lending
links and ki interbank borrowing links. The connectivity between the banks is given
by the average degree of the interbank network which is denoted by z.

The balance sheet of a typical bank in the network looks as follows. The total
assets of a particular bank i are given by its unsecured interbank assets, I Ai , and
illiquid external assets, E Ai . It is assumed that a bank’s total amount of interbank
assets are spread evenly across its lending links.

Every interbank asset of bank i would be a liability for some other bank j . There-
fore, unsecured interbank liabilities of bank i , I Li , will be endogenously determined
within the network. Each bank also has other liabilities given by exogenous customer
deposits, ELi . For each bank i in the network, the solvency condition is given by

(1 − φ)I Ai + E Ai − I Li − ELi > 0, (10)

where φ denotes the fraction of banks which have taken loans from bank i but
have defaulted. There is an implicit zero recovery assumption, which implies that
if a counterparty defaults, all the assets of bank i held by that counterparty are
lost and bank i is unable to recover anything. The solvency condition above could
be simplified as φ < Ki/I Ai , where Ki = I Ai + E Ai − I Li − ELi gives us the
capital buffer of bank i .

Now assume that all banks are identical. This would imply that ji = ki = z for
all banks. If some counterparty to bank i goes into default, then φ = i/z as i’s
assets are uniformly distributed among its counterparties. Contagion would spread
beyond the first bank if another neighboring bank exists for which z < I A/K . This
model also highlights the situations when systemic default can take place. If capital
ratios are low or unsecured interbank lending is high, then it is more likely that
systemic default occurs. The above equation then suggests that there exists a tipping
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point in the network. If the above equation is satisfied and z is sufficiently large,
then an individual bank’s default could induce all the other banks in the network to
subsequently default as well. On the other hand, if the above condition is violated,
then it implies that the bank’s default has no systemic implications.

Reference [75] simulate the model with the assumption that links in the network
are distributed uniformly, where the probability that a link exists between two banks
is independently given by the probability p (a Poisson network). Their aim is to
analyze the impact of the failure of a bank on the whole network. They specifically
study (i) the probability of contagion across the network and (ii) the proportion of
the network which is impacted by contagion, given different values of z (which gives
the average connectivity of the network). Simulation results show that an increase
in connectivity z does not have a monotonic effect on the likelihood that system-
wide contagion will occur in the interbank network, since benefits of sharing risk
eventually dominate the cost of risk-spreading. But even though the probability of
contagion reduces as z increases, its impact is felt throughout the network. Therefore,
the system exhibits a robust-yet-fragile tendency.

3.2 Sources of Contagion

3.2.1 Default Contagion

The line of work focusing on default contagion was first explored by Refs. [10, 70,
145]. Default contagion is described as follows. An exogenous shock to bank i’s
asset value could reduce its net worth and reduce its ability to repay its lenders. If
the shock is large enough, it could lead to a default by bank i . If the loss due to bank
i’s default is large enough, it could lead to bank i’s lenders defaulting as well, and
so on. Recent work was accelerated after the emergence of the 2008 financial crisis
[4, 74, 75, 111].

3.2.2 Distress Contagion

One stream of work explores distress contagion, where financial distress can spread
even though an actual default by a borrower may not take place [24, 137]. This could
happen if the market value of bank i declines due to a reduction in its net worth, even
though it remains solvent. Even if a default does not happen, this could lead to a loss
for bank j if the value of i’s obligation to j is “marked to market”.

3.2.3 Common Asset Contagion

Another line of work explores common asset contagion and fire sales. Banks can be
connected indirectly if they have investments in the same assets. If a shock leads to
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change in asset prices, a bank might sell a significant amount of this asset so that
its price falls significantly. If this asset was held by other banks too, they would be
affected by the secondary shock (due to the sale of asset) as well, causing them to
sell the asset. This would trigger a devaluation spiral [40, 59, 100].

3.2.4 Funding Liquidity Contagion

Contagion could also spread from the liability side. Institutions may be affected
adversely if creditors start hoarding liquidity [6, 72, 74, 77]. This could lead to a
funding run if a liquidity shock occurs unexpectedly, as in Ref. [58].

3.3 Systemic Risk: Measurements and Impact

3.3.1 MES and SES

Suppose there are N financial firms in the economy. Let rit denote the return on
firm i’s equity in time period t . Therefore, we can calculate market return or index
return as the weighted average of the asset returns across all the individual firms,
rmt = ∑N

i=1 wi t ri t . Here, the weight wi t assigned to each return series signifies the
value of relative market capitalization of the i th firm. MES is calculated as each
individual firm’s marginal contribution to systemic risk, which in turn is evaluated
by the system’s expected shortfall, ES. This measure was introduced in Ref. [7].

Given the available information till time t − 1, the ES in time period t is calculated
as

ESmt (C) = Et−1(rmt |rmt < C) =
N∑

i=1

wi t Et−1(rit |rmt < C), (11)

where C is some threshold value (Ref. [7] takes C = −VaRα, where VaRα is
defined as the largest amount that an institution loses with confidence 1 − α, that is,
P(rit < −VaRα) = α). The MES is then given by calculating the partial derivative
of the system’s ES with respect to firm i’s relative market capitalization in the
economy [131]:

MESit (C) = ∂ESmt (C)

wi t
= Et−1(rit |rmt < C). (12)

Intuitively, MES is a measure of the increase in risk due to an infinitesimal change in
the relative market capitalization of the i th firm. The SES modifies this measure and
signifies the level by which the equity of a bank can drop below a particular threshold
(which is given as k, a fraction of the bank’s assets) during a crisis, conditional on
aggregate capital being less than k times the value of aggregate assets:
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SESit
Wit

= kLit − 1 − Et−1

(
rit |

N∑

i=1

Wit < k
N∑

i=1

Ait

)
. (13)

Here Ait gives the total assets of firm i in time t ,Wit denotes the market value of firm
i’s equity, and Lit gives a measure of the firm’s leverage, which is equal to Ait/Wit .

3.3.2 SRISK

SRI SK was introduced in Refs. [5, 39]. It extends the MES to allow for the consid-
eration of a financial firm’s size and liabilities. SRI SK is defined as a firm’s expected
shortfall in capital, when the entire system is affected by a crisis. When a firm has a
larger capital shortfall, it has a higher likelihood of contributing to a financial crisis.
Therefore, such a firm is systemically riskier. SRI SK is calculated as

SRI SKit = max [0, k(Dit + (1 − LRMESit )Wit ) − (1 − LRMESit )Wit ], (14)

where k denotes the prudential capital ratio, LRMES is defined as the long-runMES
and the book value of aggregate liabilities is denoted by Dit . Intuitively, LRMES
provides us ameasure of the expected future drop in a firm’s equity value, conditional
on the market falling below a specific threshold within a given time period (taken
as 6 months here). Substituting Lit = (Dit + Wit )/Wit , the above expression can be
modified as:

SRI SKit = max [0, [kLit − 1 + (1 − k)LRMESit ]Wit ]. (15)

3.3.3 CoVaR

CoVaR is a systemic risk measure given by Ref. [8]. Let CoVaRm|C(rit )
i t be a term

related to the value at risk (VaR) of the realized market return, conditional on the
observation of some event for firm i (denoted by C(rit )):

P(rmt ≤ CoVaRm|C(rit )
i t |C(rit ) = α. (16)

CoVaR for the i th firm is then calculated as the difference of two terms: (i) the VaR
of the entire system when the i th firm is in financial distress, and (ii) the VaR of the
system when firm i is at the median state. Here, we can define distress in multiple
ways depending on the definition of C(rit ). Reference [8] assumes that the loss is
equal to its VaR and subsequently uses a quantile regression approach to analyze
this situation:

CoVaRit (α) = CoVaRm|rit=VaRit (α)

i t − CoVaRm|rit=Median(rit )
i t . (17)
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3.3.4 Debtrank

Reference [25] developed a measure called DebtRank to find systemically important
financial institutions. Debtrank is similar to PageRank by Google, and it is an eigen-
vector centrality measure which can be used to assess the influence of a bank on the
interbank network as a whole. Suppose a bank i is connected to other highly con-
nected banks in the network, then bank i would have a higher centrality. Therefore, a
bank would have a higher DebtRank value when it is connected to other banks which
have high values of DebtRank themselves.

3.4 Macroprudential Stress Testing

Central banks around the world regularly conduct stress tests aiming to measure the
robustness of financial firms (e.g., banks) to adverse shocks. But it is also necessary to
analyze the impact of network contagion as well in potentially amplifying systemic
risk. As mentioned before, evidence suggests that most of the observed interbank
networks show a core-periphery structure [51, 54, 106]. Such network structures
showcase the robust-yet-fragile tendency described before.

Reference [70] describe a model which—under certain assumptions- proves the
existence of a unique clearing vector after at least one bank in the network defaults. A
particular assumption of the EisenbergNoemodel is the absence of deadweight losses
after a bank defaults. This leads to the clearing mechanism redistributing existing
assets among the surviving banks with the aim of maximizing payments. Reference
[127] relax this assumption, allowing for default costs after the failure of banks. Their
model leads to multiple clearing vectors which includes a Pareto-dominant clearing
vector. This clearing vector is found by allowing banks to fail one by one till there
is only a single solvent bank remaining.

Reference [76] states that most of the models used for macroprudential stress
testing mainly focus on post-default contagion. Recent developments in this litera-
ture show extensions where other sources of risk are also considered. For example,
Ref. [99] study liquidity risk and contagion, focusing on the cash-flow constraint
of banks. Reference [52] explore the theory of fire sales. In their model, portfolios
are constrained by leverage or capital considerations, resulting in shocks to asset
values leading to a rapid sale of the asset. The fire sale that follows leads to further
deleveraging. Reference [53] attempt to analyze counterparty credit risk, liquidity
hoarding, and fire sales in the same framework.

An important question for stress testing in the future could be to analyze the impact
of contagion, not just on financial networks, but on the real economy as well. During
the 2008 financial crisis, a debt overhang and reduction in credit supply led to both
a rise in unemployment and a significant decrease in GDP growth rates. Reference
[88] explore input–output networks as an alternative channel for shock propagation
throughout the economy.
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4 Social Networks

In this section, we first discuss the applications of social networks in labor markets,
specifically focusing on job referrals by individuals for employment opportunities.
We then explore different network models of information flows among people. The
last part of this section focuses on the importance of social networks in the domain of
informal risk sharing. For a detailed discussion on labormarkets and social networks,
see Ref. [140]. For information flows and risk sharing, see Ref. [37].

4.1 Labor Markets and Referrals

Job seekers frequently rely on their social networks to obtain information on possible
employment prospects and recommend them for job opportunities, either formally or
informally. Here, we discuss the role that social networks play for recommendations
(or referrals) in the labor market. The literature presents various types of models to
analyze referrals. Themodel ofasymmetric information (analyzed byRefs. [45, 116])
argues that referrals reduce the information asymmetry between the candidate and
employer about the candidate’s quality. A person tends to have like-minded people
in his network, so it is likely that high-quality workers will provide referrals for
people who are themselves highly skilled. This would act as a signal for a prospective
employer to gauge the quality of a candidate.Moreover, since the referrer’s reputation
is also at stake, he would only refer good quality candidates.

The model of symmetric uncertainty suggests that both the employer and job-
candidate are uncertain about their match. Therefore, referrals can provide better
information to both parties compared to other employment channels. This model
is explored in Refs. [65, 78, 135]. According to this theory, employers would be
more willing to provide referred hires with a higher wage subject on getting hired
(since referrals would provide a better indication of the candidate’s quality). Addi-
tionally, as match quality becomes apparent over time, referred hires would have
lower separation rates than non-referred hires.

Another set of models discussed in Refs. [90, 101] focuses on the moral hazard
aspect of referrals. The moral hazard interpretation explains that employers may not
be able to monitor a newly hired worker properly. In this case, the referrer can act
as a monitor, since the performance of the new worker affects his reputation as well.
This allows the employer to motivate better performance from the worker. Empirical
work on referrals studies the impact of this hiring channel on hiring probabilities,
wages, and employee performance, compared to other hiring channels. References
[93, 94] study the employee side of the market and find that hiring probabilities are
higher when candidates use personal contacts rather than using other formal hiring
channels. Similarly, using data obtained from employers’ referral systems, Ref. [38]
find that even though only 6 percent candidates use referrals, theymake up 30 percent
of all eventual hires in the dataset analyzed. References [26, 91, 92, 132] find that
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referrals lead to a greater likelihood of getting high wages compared to other hiring
channels. References [38, 65, 92] state that candidates coming through the referral
channel also tend to stay longer at their jobs. This would imply that referrals are
associated with lower turnover rates. There is also some heterogeneity of referral
effects. Referrals are more likely to be used by the younger demographic, ethnic and
racial minorities, and individuals with lower socio-economic status. But this does not
imply that the probability of getting hired for these groups is high as well. A study
by Ref. [93] observes that conditional on usage of referrals, probability of getting
hired is higher for whites than for blacks. Reference [27] find a similar result when
comparing women to men.

The impact of business cycles on social networks is still largely unexplored.
Local labor market conditions depend on business cycles, subsequently affecting
the formation of social networks and their use in providing referrals. The change
in composition of employed and unemployed contacts in an individual’s network at
different phases of a business cycle would impact the individual’s decisions about
the people he forms links with and the use of his network for different job prospects.
Papers which have started addressing these questions include the works of Refs.
[78, 80, 82, 105]. The study of social networks has been greatly hindered by a
lack of good quality data. This has changed in recent years with the availability of
social media and professional networking data. Recent studies like Refs. [15, 83]
use data from Facebook to study the impact of social networks in decisions related
to housing investment and employment prospects respectively. References [20, 110]
utilize data obtained from online search portals to analyze employment prospects of
workers. The use of referrals to improve a person’s employment outcomes leads to
a role for government policy as well. Even though referrals lead to many benefits,
for both job candidates and employers, they also have some disadvantages. Referrals
can lead to rising inequalities between different socio-economic groups as people
tend to refer like-minded individuals. Reference [38] find significant evidence for
assortativematching between referrers and referred individuals based on race, gender,
and education in their dataset. This suggests a role for government intervention.

4.2 Information Flows

Information transmission is an important aspect of many programs, whether it is the
marketing of a new product by a consumer brand, or a policy intervention by the local
government. An important question in information transmission is the selection of
groups (or specifically, individuals) to be targeted (or seeded) so that the program has
maximum impact. Reference [29] observe that if peer farmers are provided incentives
to transfer information regarding a new technology, the technology’s adoption is 10–
14 percent greater relative to a control group. Similarly, Ref. [12] provide evidence
of higher adoption of a new product or trend if viral campaigns are used.

This implies that whether the use of networks can improve information trans-
mission is important and has relevance in multiple areas. Networks can potentially
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provide huge benefits, but they incur a cost as well. Identifying whether networks
do provide substantial advantage over traditional information transmission channels,
and the subsequent identification of individuals (or seeds) can be an expensive and
time-consuming process. Reference [18] show that a microfinance scheme’s adop-
tion depends heavily on the initial individuals chosen as seeds. Reference [9] find
a similar result for the transfer of messages in the environment of an online social
network.

We now consider different models which are used to study information trans-
mission in networks. In a viral process, an informed individual (infected node) in
a network transmits information to all the nodes it is connected to. This form of
transmission is deterministic and irreversible and is called diffusion. This is a fairly
simple model and thus, may not be of much use in explaining real-world phenom-
ena. In aggregation models, the object of study is the change in intensity of beliefs
as information spreads through a social network. The DeGroot model (used by Ref.
[56]) is one such aggregation model. In this model, everyone receives signals at the
initial stage. In subsequent stages, communication takes place among individuals and
their beliefs are updated by averaging their and their neighbors’ beliefs. This goes
on until a steady state is reached where beliefs are not changed further and everyone
reaches a consensus. One important fact about this model is that the consensus in the
steady state is a weighted average of initial opinions, where the weights are given by
the eigenvector centrality of each individual (Ref. [84]). In other words, a person is
influential if he is connected to other influential individuals, and such a person would
have a large impact on the final consensus which is reached.

The DeGroot model analyzes the speed of convergence toward a consensus in
a given social network. Reference [85] discuss that networks showing homophily
show a very slow rate of convergence. In such networks, people similar to each other
reach a consensus within themselves first, and only then start moving toward a group
consensus. References [17, 113] document this type of behavior when networks con-
sist of different castes, religions and ethnicities. This model also provides an insight
on good candidates to select as seeds. If a policymaker can persuade individuals to
spread the correct information and he cares about the speed of transmission, then
individuals with higher eigenvector centrality would be better candidates to act as
seeds.

Reference [16] generalizes the DeGroot model to merge both diffusion and aggre-
gation. Initially, the chosen seeds transmit information to inactive neighbors through
the diffusion process. In each subsequent period, this process continues as active
nodes spread information to their inactive neighbors. Simultaneously, the process of
aggregation takes place in each period as individuals update their beliefs as in the
DeGroot model. Therefore, this model leads to the existence of domains of influ-
ence, where an individual is influenced more by seeds which are closer to him (in a
network sense).

Other models also discuss the role of strategic interactions in the process of infor-
mation transmission. Reference [129] explores the presence of strategic complemen-
tarities in networks. These can accelerate diffusion. For example, a person who hears
about Whatsapp for the first time is more likely to use it if he knows that his friends



Macroeconomic and Financial Networks: Review of Some … 345

and relatives use it as well. Reference [79] study strategic substitutes, where adoption
is less likely if more people in one’s network are adopting.

4.3 Risk Sharing

In communities where formal insurance is not prevalent, the role of social networks is
important to reduce risk through informal insurance channels. This is seen inmultiple
countries, as documented in References [19, 50, 128], among others.

Informal insurance allows risk-averse individuals with uncertain future incomes
to opt for state-contingent monetary transfers which leads to a Pareto improvement.
In the benchmark model [147], individuals are uncertain about their future incomes,
there is perfect information about individuals’ characteristics, and all agents can
commit to contracts. In this case, the equilibrium consumption is distributed with
the aim of maximizing expected utilitarian welfare along with Pareto weights to
account for the heterogeneity among people. Therefore, this model fully insures
agents against all diversifiable risks.

One extension of the benchmark model focuses on understanding how a given
risk-sharing network is formed. If maintaining links between agents entails a social
cost, then the efficient network is one which satisfies full risk sharing and in which
every individual forms connections in a cost-minimizing way. It is possible that the
equilibrium network is different from the efficient one. The equilibrium network
is said to be stable [96] if no agent wants to deviate from the existing network by
removing one of his links. Reference [36] give an alternate definition of stability by
requiring that no pair of agents should profit by creating a link between themselves.
Stable networks are usually smaller than the efficient network as individual agents do
not consider the positive externality of a better diversification of risk in the network
when they form links.

Another possible network structure is the bargainingmodel studied in Ref. [11]. In
this model, agents with existing links can renegotiate between themselves by threat-
ening to break the connection if their demands are not met. In case the connection
is broken, it would have a significant adverse impact on the agent who is less well
connected in the network, thus reducing his risk-sharing prospects. Therefore well-
connected individuals are in a better position to negotiate and get a higher surplus.
This implies that individuals tend to over-invest in the formation of links, to allow for
better prospects of renegotiation with others. As costs of link formation increase, the
star network is the only stable network structure left, where one central individual is
connected to all other individuals, and no other link is present. Therefore high costs
would imply high inequality in relationship patterns as well.

Adifferent extension of the benchmarkmodel relaxes the commitment assumption
and looks at limited commitment risk sharing. Reference [33] study such a model,
where the network is given exogenously. In this model the same network structure is
used for risk sharing as well as the transmission of information about the deviation of
agents. They find that the stability of the network first decreases, and then increases
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with the density of the network. In sparse networks, deviation is less likely as agents
have fewconnections, so the breaking of a link leaves less opportunities for a person to
undertake risk sharing. On the other hand, there are ample risk-sharing opportunities
in dense networks, but information about deviations travels fast as well, leading to
reduced incentives for an agent to deviate.

5 Econometric Modeling of Networks

In this section, we discuss the framework described in Ref. [63], a method developed
by Diebold and Yilmaz in a series of articles to study the interdependence between
multivariate time series.

5.1 Variance Decomposition and Connectedness Measures

TheDiebold–Yilmaz (DY) approach tries tomeasure volatility spillovers in the econ-
omy given by the impact of an idiosyncratic shock to a firm on the rest of the firms.
The main question that this framework seeks to answer is this:Howmuch of an entity
i ′s future uncertainty at horizon H can be explained by shocks arising with entity
j? The foundation of this approach lies in the concept of Variance Decomposition.
Given a Vector Autoregression (VAR) model, the variance decomposition matrix
measures the proportion of forecast error variance explained by idiosyncratic shocks
to other variables.

Formally, suppose we define an N -variable p lag VAR model as

xt =
p∑

i=1

φi xt−i + εt , (18)

where εt ∼ (0,Σ). The equivalent moving average representation of this model is
given by xt = ∑∞

i=0 Aiεt−i . It is assumed that the matrices satisfy the recursive rela-
tionship: Ai = φ1Ai−1 + φ2Ai−2 + · · · + φp Ai−p, where A0 is an identity matrix.

In general, the shocks to entities in the economy can be correlated. To account
for the correlation while calculating the Variance Decomposition matrix, the DY
approach discusses two methods which allow us to work with correlated shocks.
Reference [61] uses Cholesky Factorization to orthogonalize the shocks. One partic-
ular disadvantage of this approach is that itmay give different results if the ordering of
variables changes. To deal with this issue, later papers use the Generalized Variance
Decomposition (GVD) framework for orthogonalization. This approach accounts for
correlated shocks, assuming that the shocks follow a normal distribution. The GVD
approach is described as follows: Suppose an element in the i th row and j th column
of the Variance Decomposition matrix is given by θ

g
i j (H), where H specifies the
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horizon for which the forecast is made. Following the GVD approach, the Variance
Decomposition matrix is given by

θ
g
i j (H) = σ j j−1

∑H−1
h=0 (e′

i AhΣe j )2∑H−1
h=0 (e′

i AhΣ A′
he j )

, H = 1, 2, . . . (19)

whereΣ denotes the covariancematrix of ε, the standard deviation of the disturbance
in the j th equation is given by σ j j , and ei is a vector of zeros with a one in the i th
entry.

Usually,
∑N

j=1 θ
g
i j (H) 	= 1. So each entry is normalized by the row sum to deter-

mine pairwise directional connectedness from firm j to firm i :

θ̃
g
i j (H) = θ

g
i j (H)

∑N
j=1 θ

g
i j (H)

. (20)

Let θ̃
g
i j (H) be written as CH

i← j . Then we say that CH
i← j gives us the pair-

wise directional connectedness from firm j to firm i . Additionally, the value
CH
i j = CH

i← j − CH
j←i gives us the net pairwise directional connectedness between

i and j . Henceforth, we call the Variance Decomposition matrix as the Connected-
ness matrix. The Connectedness matrix allows us to answer other relevant questions
as well. Suppose we wanted to know the impact of exogenous shocks to other firms
on firm i’s forecast error variance. This can be calculated from the Connectedness
matrix by adding all non-diagonal entries in the i th row of the matrix, which gives
us the Total directional connectedness to firm i from all other firms j

CH
i←· =

∑N
j=1
j 	=i

θ̃
g
i j (H)

∑N
i, j=1 θ̃

g
i j (H)

=
∑N

j=1
j 	=i

θ̃
g
i j (H)

N
. (21)

On the other hand, if we wanted to calculate the impact of an exogenous shock
on i to other firms in the economy, we can take the sum of all non-diagonal entries
in the i th column of the Connectedness matrix. This gives us the Total directional
connectedness from firm i to all other firms j :

CH
·←i =

∑N
j=1
j 	=i

θ̃
g
j i (H)

∑N
i, j=1 θ̃

g
j i (H)

=
∑N

j=1
j 	=i

θ̃
g
j i (H)

N
. (22)

As before, net Total directional connectedness is given by CH
i = CH

i←· − CH
·←i .

Finally, the Total Connectedness can be calculated as

CH =
∑N

i, j=1
i 	= j

θ̃
g
i j (H)

∑N
i, j=1 θ̃

g
i j (H)

=
∑N

i, j=1
i 	= j

θ̃
g
i j (H)

N
. (23)
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Total Connectedness can be calculated as the ratio of the sum of the non-diagonal
entries of the connectedness matrix to the sum of all the entries of the matrix. The
Variance Decomposition matrix is a useful tool to analyze the impact of shocks on
the entities in an economy. It allows us to measure not only the impact of an entity’s
own shock, but also the spillover from a shock affecting some other entity in the
economy. Similarly, the Variance Decomposition matrix also helps us to estimate
the transmission of shocks between a firm and the rest of the economy as whole.
Moreover, it gives us the degree of connectedness in the economy, which can be very
useful for policymakers.

5.1.1 Variance Decomposition Matrices as Networks

The Connectedness Matrix is a network adjacency matrix with some modifications.
First, the elements of the Connectednessmatrix are not restricted to 0 or 1, but instead
can take any value between these 2 numbers. This implies that the links areweighted,
i.e., they show the strength of the bonds between two entities. Secondly, the matrix
is directed. Lastly, the entries of the Connectedness matrix are dynamic, so that they
may change over time. The observation that the Connectedness matrix can be defined
as a network means that the total directional connectedness measures are equivalent
to node in-degree and out-degree. Similarly, total connectedness is given by themean
degree of the network.

5.2 Empirical Results

In this section we will discuss a few recent applications of the Diebold–Yilmaz
approach. For each application, we will state the dataset used, explain the method-
ology and then discuss the important results.

5.2.1 Global Bank Networks

Reference [57] uses data for 96 banks across 29 countries provided by Thomson–
Reuters for the period September 12, 2003–February 7, 2014. These banks are among
the world’s largest 150 banks (by assets) which were publicly traded during the given
time period. These banks include all the “globally systemically important banks”
which were publicly traded in this time period.

To measure volatility from returns, daily range-based realized volatility is cal-
culated using the data on stock returns. Using the methodology introduced by Ref.
[81], this is measured as
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σ̂2
i t =0.511(Hit − Lit )

2 − 0.019[(Cit − Oit )(Hit + Lit − 2Oit )

− 2(Hit − Oit )(Lit − Oit )] − 0.383(Cit − Oit )
2,

(24)

where Hit , Lit , Oit andCit are the log values of daily high, low, opening, and closing
prices for bank stock i on day t . The high dimensionality of global bank networks can
lead to difficulties in estimating the connectedness in these networks. Tomitigate this
problem, the paper uses LASSOmethods [138] which allows for both shrinkage and
selection of variables, thus reducing the dimensionality of the problem. Formally, a
penalized estimation problem is given as

β̂ = argmin
β

[ T∑

t=1

(
yt −

∑

i

βi xit

)2

+ λ

K∑

i=1

|βi |q
]
. (25)

This problem puts a penalty on the calculated β, depending on the value of q. For
LASSO methods, q = 1, which leads to both selection and shrinkage of parameters.
This paper uses a variant of the LASSO, called the adaptive elastic net [148]. This
method has the “oracle property”, whichmeans that the generatedmodel is consistent
for the best KullbackLiebler approximation to the true data generating process. It is
given as

β̂AENet = argmin
β

[ T∑

t=1

(
yt −

∑

i

βi xit

)2

+ λ

K∑

i=1

wi

(
1

2
|βi | + 1

2
β2
i

)]
, (26)

where wi = 1/|β̂i,OLS| and λ is selected using tenfold cross validation. The weights
allow the shrinking of the smallest OLS coefficients toward 0. The paper then pro-
ceeds as follows. The adaptive elastic net method is used to estimate the VAR model
for log volatilities at horizon H = 10. This provides us with the Variance Decom-
position matrix through which the different connectedness measures are calculated.

We first discuss the full sample static analysis. The main result is that the network
graph shows strong clusters within and across countries. This is an important obser-
vation as it is not entirely obvious that location (rather than other factors like bank
size) would be a dominant factor in the formation of the network. Another important
observation from the Connectedness matrix is that North America and Europe are net
transmitters of future volatility uncertainty. Moreover, looking at the country bank
network (where each node denotes a particular country), it is seen that USA is highly
connected, with links showing a strong connection from USA to Canada, Australia,
and UK.

For dynamic analysis, the paper uses rolling estimation, analyzing the data for a
150-day window at a time. Analyzing the impact of the collapse of Lehman Brothers
on the US banks, we see a sharp increase in the connectedness of these banks with
others. This could explain the global spread of volatility, leading to a crisisworldwide.
A similar observation is seen for the European Debt Crisis in 2011. Taking the static
analysis network as a benchmark, the network for October 7, 2011 shows a marked
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difference. This network is much more tightly clustered, indicating a rise in volatility
connectedness compared to the full sample benchmark.

The paper then discusses system-wide connectedness. First, we decompose the
connectedness measures into its trend and cyclical variation. The cycles show a sharp
increase in connectedness during the 2008 Recession and 2011 European Debt Cri-
sis. The trend line first increases, hitting its peak during the Lehman bankruptcy, and
then decreases, although at a slower rate. Alternatively, decomposing the connect-
edness measures into cross-country and within-country variation, it is observed that
cross-country variation dominates the movements in system-wide connectedness.
The authors also try to observe the relation between bank size and eigenvector cen-
trality. Using a rank regression, it is seen that bank eigenvector centrality is highly
correlated with bank size. But this relation weakens during the 2008 financial crisis
and 2011 European debt crisis. This implies that during bad times, smaller banks
can become central to the network, leading to idiosyncratic volatilities generating
system-wide fluctuations.

5.2.2 Equity Volatility Network

Reference [64] uses stock return data for 35 major financial institutions for the time
period January 2004–June 2014. 17 financial institutions are from USA and include
7 commercial banks, 2 investment banks, and 1 credit card company. The other
institutions are those which were either acquired, went bankrupt, or were taken in
government custody after the 2008 Financial Crisis. Commercial banks located in
Europe form the rest of the sample. First, the full sample analysis shows the formation
of 2 clusters based on whether the banks are located in USA or Europe. This means
that location has an important role to play in volatility transmissions between banks.
At the national level, the highest pairwise connectedness is observed between USA
and UK, probably because these countries are home to the London Stock Exchange
and theNewYorkStockExchange.Comparingnet connectednessmeasures,Belgium
has the highest negative net connectedness, while France and USA have the highest
positive net connectedness.

For dynamic analysis, a 200-day rolling sample was used for estimating connect-
edness measures. Plotting the values for total connectedness over the given time
period, we see sharp increases in connectedness during the 2008 Financial Crisis
and 2011 European Debt Crisis. The most important result of this paper is based
on Total Directional Connectedness. Before Lehman Brothers collapsed, US finan-
cial institutions were net transmitters of volatility to European financial institutions.
After a full-blown global crisis emerged due to the collapse of Lehman Brothers, net
connectedness from USA to Europe declined. Finally, net connectedness from US to
Europe went below zero as the European Debt Crisis intensified. The paper further
analyses connectedness at the country and institution level, specifically comparing
volatility transmissions to and from nodes at different periods of time.
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5.2.3 Commodity Network

Reference [60] studies 19 different sub-indices provided by the Bloomberg Com-
modity Price Index. These sub-indices are for the following commodities: precious
metals (silver, gold), livestock commodities (lean hogs, live cattle), energy (natural
gas, heating oil, unleaded gasoline, crude oil), grains (soybeans, wheat, soybean oil,
corn), industrial metals (nickel, copper, zinc, aluminum) and “softs” (sugar, cotton,
coffee). Data is collected daily (except for weekends and holidays) from May 11,
2006 to January 25, 2016. Ordering the commodities from largest to smallest (first
according to to-degrees and then according to from-degrees), it is observed that the
rankings are almost similar, implying that the commodities transmitting significant
volatility to others also receive significant volatility from others. The network itself
shows low system-wide connectedness, but clusters are formed according to the tra-
ditional industry groupings. These clusters show high within-group connectedness.
At the industry level, industrialmetals, energy, and preciousmetals are close together,
and energy has a high value of total directional connectedness to the other groupings
in the network.

A dynamic analysis of connectedness measures is also conducted using a rolling
window of 150 days. It is observed that commodity return volatilities have a lower
connectedness compared to global stock market returns, global bank returns, and
bond yield volatilities. There is a sharp rise in total connectedness during the 2008
Financial Crisis. This also led to a fall in commodity prices till 2009. Post—2009,
connectedness dropped as markets recovered. It is also seen that system-wide con-
nectedness was heavily affected by oil price volatility. This volatility was largely
due to demand and supply shocks over the world. The paper also analyzes the total
directional connectedness of each commodity over the specified time period. It is
again confirmed that energy commodities (especially oil) are major transmitters of
volatilities to others.

5.2.4 Global Business Cycle Network

Reference [62] studies business cycle connectedness using monthly seasonally—
adjusted industrial production (IP) for G-7 countries excluding Canada. the time
period for which data is considered is January 1958–December 2011. Firstly, the
data is tested for any possible cointegration. Testing for unit roots using augmented
Dickey–Fuller tests, there was no evidence against the unit root in any log IP series,
and substantial evidence against the unit root in every differenced log IP series.
To test for cointegration status, Johansen’s maximum eigenvalue and trace tests
are conducted. These show the possibility of at most one cointegrating relationship
among the IP series. Therefore, a vector error-correction (VEC) model is used for
approximation purposes.

Calculating the connectedness measures from the VEC model, the total connect-
edness is found to be 29.1 percent. Japan and USA are found to be the largest net
transmitters of industrial production shocks. Similarly, Italy and Germany are the
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largest recipients of business cycle shocks. Using 5-year rolling windows to analyze
dynamic connectedness, the paper shows that almost all US recessions were related
to an increase in connectedness. The same is observed for recessions in Germany,
France, Japan, and Italy ending in 1993–94. Late 1980s onwards, the rise of glob-
alization led to an increase in connectivity among all countries. This also led to the
upwardmovement of the bandwithin which the connectedness index fluctuates. Dur-
ing this period, each subsequent cycle was longer and had a larger bandwidth than
the previous one, showing that the business cycles have become more synchronized
due to globalization. This behavior culminated with a sharp rise in connectedness
during the 2008 Financial Crisis. Finally, it is shown that trade balance can be used
to determine if a country is a net transmitter or receiver of business cycle volatility.
If a country has a trade surplus, then it would have a tendency to be a net receiver
of shocks. On the other hand, countries with trade deficits are more likely to be net
transmitters.

5.3 Ripples on Financial Networks

Reference [102] analyzes the impact a volatility shock may have across a financial
network by providing an algorithm characterizing ripples on financial networks.
In the discussion below, we briefly discuss the algorithm. The paper uses data for
the largest N = 100 stocks based on market capitalization at the New York Stock
Exchange over the time period 2002–2017. The stocks were selected so that data was
available for them throughout the given time period. The paper divides this period
into four equal length intervals—2002–05, 2006–09, 2010–13, and 2014–17. During
the first window, the US economy was experiencing a boom, the second windowwas
marked by the 2008 financial crisis, the third period contains the phase of recovery
after the crash, and the fourth period was marked by a period of relative stability.

The paper then constructs the return series using the first difference of log price
series for each stock. To construct the conditional volatility series from returns, the
paper uses the GARCH framework. The paper then aims to construct the maximally
connected component of the network. Using the adaptive Lasso technique developed
by Ref. [148], the maximally connected component is constructed by removing
those stocks for which in-degree and out-degree is less than 10 percent. Hierarchical
networks are then constructed using sample correlation matrices calculated using
return and volatility series. Since correlations can be negative, distance matrices
are calculated instead using the metric di j = √

2(1 − ρi j discussed by Ref. [109],
where ρ denotes the correlation between firms i and j . Minimal Spanning Trees
are filtered out from the network to provide maximum information from a minimal
sized network. Using eigenvector centrality as an exogeneity criterion over the return
correlation matrix, the stocks are ordered so that Cholesky decomposition can be
used to derive orthogonalized impulse response functions from a VAR model for
the volatility series. These impulse response functions are then used to study shocks
across the network.
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This approach is different from theDiebold–Yilmaz approachwhere they useGen-
eralized Variance Decomposition (GVD) instead. Since GVD requires the assump-
tion of normality, it could be a strong and incorrect assumption in many settings.
Therefore, this paper gives an alternative approach to analyze spillovers.

6 Non-parametric Approaches

Finally, we briefly summarize findings from some recent works on non-parametric
approaches to economic and financial networks that have mainly originated from the
“econophysics” literature [35, 47, 109, 136].

6.1 Correlation-Based Networks

In order to gain insight about the co-movements among price returns in a stock
market, correlation-based networks are constructed from the empirical correlation
matrix. Such networks provide a visual representation of the co-movements as well
as information about the underlying market dynamics [126]. By continuously moni-
toring the structure of the correlation-based network, one can find different patterns
that appear time and again, and reveal the underlying trends in the system. Multiple
methods have been proposed to construct networks [13, 142–144] from the empirical
correlationmatrices, such as theminimum spanning tree [34, 46, 103, 117, 119–122,
139], planar maximally filtered graph [141], threshold network [49], etc.

To initiate the discussion, below we describe the network construction algorithm
and a standard filteringmethod. Readers are requested to consult [123] for a very nice
detailed exposition of this methodology. Consider N number of daily return series
being constructed from N asset prices for T days: rit = log(pit ) − log pi,t−1 for the
i th series where i = 1 , . . . , N and t th day where t = 1, . . . , T . From these N
number of return series, one can construct a correlation matrix of size N × N that
we denote by ΣN×N where σi j is the correlation coefficient between assets i and j .
One can conduct an eigendecomposition of this typically large-dimensional matrix
to analyze the corresponding eigenspectra:

Σ =
N∑

i=1

λi ei e
′
i , (27)

where λi denotes the i th eigenvalue and ei is the corresponding eigenvector (e′
i is the

transpose of ei ). Then the correlation matrix can be decomposed into three parts:

Σ = Σmarket + Σgroup + Σrandom, (28)
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where the market mode corresponds to the top eigenvalue, group mode corresponds
to all deviating eigenvalues except the top one, and the random mode corresponds
to the remaining eigenvalues. A natural question arises as to how to find the devi-
ating eigenvalues? The method popularized by [126] is to apply Marcenko–Pastur
distribution to decide the cut-off. Essentially, all eigenvalues above the cut-off given
by Marchenko–Pastur distribution are statistically significant and can be taken as
deviating eigenvalues. In practice, the top eigenvalue seems to capture the market
dynamics quite well, and the ones in the group mode seems to represent sectoral
dynamics [123]. However, some recent work shows that one needs to look further
deep into the core-periphery structure of the implied networks for sectoral dynamics
[104].

An important consideration in computational finance is the time period overwhich
the computation of empirical cross-correlation matrix takes place. In general, incor-
rect choices of time periods could lead to non-stationarity issues or too much noise
in the correlation matrices. Reference [124] applies random matrix theory in finan-
cial markets to address this problem. Random matrix theory is used to analyze the
eigenvalues derived from randommatrices, and had its original application in nuclear
physics. Pharasi et al. [124] use the power mapping method where short epoch cor-
relation matrices are subjected to non-linear distortions. Following the literature
[126], this paper also conducts an eigenvalue decomposition of the empirical cross-
correlation matrix. Resultant modes can be classified as the market mode, group
mode, and random mode; the bulk of the eigenvalues constitute the random modes
and is described by a Marcenko–Pastur distribution. In another paper, Pharasi et al.
[125] utilized randommatrix theory to find correlation patterns that may emerge dur-
ing times of crisis vis-a-vis relatively stable periods. They attempted to categorize
different “market states” and to find evidence for long-term precursors to the market
crashes (see also, [104]).

Whilemost research on network properties typically focus on individual networks
in isolation from the rest of the world, there are many large-scale networks which
show interdependence [55, 146]. In [146], the authors analyzed the foreign exchange
and stock market networks for 48 countries based on complex Hilbert principal
component analysis to quantify lead-lag relationships across the markets. They also
constructed a coupled synchronization network to identify the formation of stable
network communities.

6.2 Mesoscopic Networks

This paper [134] analyzes the economy at the mesoscopic (sectoral) level. An impor-
tant finding of this paper is that the core of the return networks mainly consists of
sectors of the economy which are relatively large. On the other hand, the periphery
of such networks mostly consists of sectors which are relatively smaller in size. This
observation hints at a connection between sector-level nominal return dynamics and
the real size effect. Data for sectoral price indices collected for 65 sectors across
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27 countries is analyzed over the time periods: Jan. 08–Dec. 09, Oct. 12–Sept. 13,
and Oct. 14–Sept. 16. Data for the real variables (such as number of employees in
each sector, revenue , and market capitalization) are available at the company level.
Therefore, these are aggregated to get sectoral level data.

Return series is constructed using the first difference of log price series for each
sector. The return series is first used to calculate the pairwise Pearson correlation
coefficients which are then used to construct the distance matrix using the transfor-
mation di j = √

2(1 − ρi j ), where ρ denotes the correlation between firms i and j .
Clustering algorithms ofMulti-Dimensional Scaling (MDS) andMinimumSpanning
Tree (MST) are used to study the network structure in all the countries considered in
the sample. Both methods indicate that the network is in the form of a core-periphery
structure.

This paper shows that the structure of the network derived from the return cor-
relation matrix has a robust relationship with the measures of sectoral size. For this
exercise, the eigenvector centrality is regressed on sized, where size is defined by
either market capitalization, revenue, or employment, aggregated across all firms
within a sector. On analyzing the results from twenty-seven countries, there is an
indication that the variation in the dispersion of sectoral centralities in the sectoral
return a correlation matrix can be explained by the dispersion in economic size.

6.3 Multi-layered Economic and Financial Networks

Reference [133] studies the empirical connections between financial networks and
macroeconomic networks using the concept of multi-layered networks. This paper
finds that the different network structures considered here take the form of a core-
periphery structure, where the core consists of similar countries in each network.
The paper also shows that if a country has high trade connectivity, it is more likely
to have higher financial return correlations as well.

Moreover, the paper shows that the Economic Complexity Index is positively
related to the equity markets. To reveal the dynamics and structure of the global
market indices, the paper studies minimum spanning tree. It is observed that geo-
graphical proximity is an important factor in determining the correlation structure
across different markets.

7 Concluding Remarks

In this article, we have reviewed a number of different approaches to describe, ana-
lyze, and study economic and financial networks. Future developments in the digital
economy will usher in further interconnectedness in our existing economic system,
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leading to creative destructions and disruptions in the economic and financial net-
works along with new forms of networks being formed. Probably, theory of networks
is going to take the center stage in economic analysis in such a world.

References

1. Acemoglu, D., U. Akcigit, andW.Kerr. 2016. Networks and themacroeconomy:An empirical
exploration. NBER Macroeconomics Annual 30 (1): 273–335.

2. Acemoglu, D., and P.D. Azar. 2020. Endogenous production networks. Econometrica 88 (1):
33–82.

3. Acemoglu, D., V.M. Carvalho, A. Ozdaglar, and A. Tahbaz-Salehi. 2012. The network origins
of aggregate fluctuations. Econometrica 80 (5): 1977–2016.

4. Acemoglu, D., A. Ozdaglar, and A. Tahbaz-Salehi. 2015. Systemic risk and stability in finan-
cial networks. American Economic Review 105 (2): 564–608.

5. Acharya, V., R. Engle, andM. Richardson. 2012. Capital shortfall: A new approach to ranking
and regulating systemic risks. American Economic Review 102 (3): 59–64.

6. Acharya, V.V., and O. Merrouche. 2013. Precautionary hoarding of liquidity and interbank
markets: Evidence from the subprime crisis. Review of Finance 17 (1): 107–160.

7. Acharya, V.V., L.H. Pedersen, T. Philippon, and M. Richardson. 2017. Measuring systemic
risk. The Review of Financial Studies 30 (1): 2–47.

8. Adrian, T., and M.K. Brunnermeier. 2011. Covar. : Technical Report. National Bureau of
Economic Research.

9. Alatas, V., A.G. Chandrasekhar, M. Mobius, B.A. Olken, and C. Paladines. 2019. When
celebrities speak: A nationwide twitter experiment promoting vaccination in Indonesia. Tech-
nical Report. National Bureau of Economic Research.

10. Allen, F., and D. Gale. 2000. Financial contagion. Journal of Political Economy 108 (1): 1–33.
11. Ambrus, A., and M. Elliott. 2015. Investments in social ties, risk sharing and inequality.

Economic Research Initiatives at Duke (ERID) Working Paper (179).
12. Aral, S., and D. Walker. 2011. Creating social contagion through viral product design: A

randomized trial of peer influence in networks.Management Science 57 (9): 1623–1639.
13. Aste, T., T. Di Matteo, M. Tumminello, and R.N. Mantegna. 2005. Correlation filtering in

financial time series. InSPIENoise andfluctuations in econophysics andfinance, vol. 5848, ed.
D. Abbott, J.P. Bouchaud, X. Gabaix, and J.L.McCauley, 100–109. Bellingham: International
Society for Optics and Photonics.

14. Atalay, E., A. Hortacsu, J. Roberts, and C. Syverson. 2011. Network structure of production.
Proceedings of the National Academy of Sciences 108 (13): 5199–5202.

15. Bailey,M., R. Cao, T. Kuchler, and J. Stroebel. 2018. The economic effects of social networks:
Evidence from the housing market. Journal of Political Economy 126 (6): 2224–2276.

16. Banerjee, A., E. Breza, A.G. Chandrasekhar, and M. Mobius. 2019. Naive learning with
uninformed agents. Technical Report. National Bureau of Economic Research.

17. Banerjee, A., A.G. Chandrasekhar, E. Duflo, andM.O. Jackson. 2013. The diffusion of micro-
finance. Science 341 (6144): 1236498.

18. Banerjee, A., A.G. Chandrasekhar, E. Duflo, andM.O. Jackson. 2019. Using gossips to spread
information: Theory and evidence from two randomized controlled trials. The Review of
Economic Studies 86 (6): 2453–2490.

19. Banerjee, A.V., and E. Duflo. 2007. The economic lives of the poor. Journal of Economic
Perspectives 21 (1): 141–168.

20. Banfi, S., S. Choi, andB.Villena-Roldán. 2019. Deconstructing job search behavior. Available
at SSRN 3323545.

21. Baqaee, D.R., and E. Farhi. 2018. Macroeconomics with heterogeneous agents and input-
output networks. Technical Report. National Bureau of Economic Research.



Macroeconomic and Financial Networks: Review of Some … 357

22. Baqaee, D.R., and E. Farhi. 2019. The macroeconomic impact of microeconomic shocks:
Beyond hulten’s theorem. Econometrica 87 (4): 1155–1203.

23. Baqaee, D.R., and E. Farhi. 2020. Productivity and misallocation in general equilibrium. The
Quarterly Journal of Economics 135 (1): 105–163.

24. Battiston, S., D.D. Gatti, M. Gallegati, B. Greenwald, and J.E. Stiglitz. 2012. Liaisons
dangereuses: Increasing connectivity, risk sharing, and systemic risk. Journal of Economic
Dynamics and Control 36 (8): 1121–1141.

25. Battiston, S., M. Puliga, R. Kaushik, P. Tasca, and G. Caldarelli. 2012. Debtrank: Too central
to fail? Financial networks, the fed and systemic risk. Scientific Reports 2: 541.

26. Bayer, P., S.L. Ross, and G. Topa. 2008. Place of work and place of residence: Informal hiring
networks and labor market outcomes. Journal of Political Economy 116 (6): 1150–1196.

27. Beaman, L., N. Keleher, and J. Magruder. 2018. Do job networks disadvantage women?
Evidence from a recruitment experiment in malawi. Journal of Labor Economics 36 (1):
121–157.

28. Benguria, F. 2015. The matching and sorting of exporting and importing firms: Theory and
evidence. Available at SSRN 2638925.

29. BenYishay, A., and A.M. Mobarak. 2019. Social learning and incentives for experimentation
and communication. The Review of Economic Studies 86 (3): 976–1009.

30. Bernard, A.B., and A. Moxnes. 2018. Networks and trade. Annual Review of Economics 10:
65–85.

31. Bernard, A.B., A. Moxnes, and K.H. Ulltveit-Moe. 2018. Two-sided heterogeneity and trade.
Review of Economics and Statistics 100 (3): 424–439.

32. Bigio, S., and J. La’O. 2016. Distortions in production networks. Technical Report National
Bureau of Economic Research.

33. Bloch, F., G. Genicot, and D. Ray. 2008. Informal insurance in social networks. Journal of
Economic Theory 143 (1): 36–58.

34. Bonanno, G., G. Caldarelli, F. Lillo, and R.N.Mantegna. 2003. Topology of correlation-based
minimal spanning trees in real and model markets. Physical Review E 68: 046130.

35. Bouchaud, J.P., and M. Potters. 2003. Theory of financial risk and derivative pricing: From
statistical physics to risk management. Cambridge: Cambridge University Press.

36. Bramoullé, Y., and R. Kranton. 2007. Risk-sharing networks. Journal of Economic Behavior
& Organization 64 (3–4): 275–294.

37. Breza, E., A. Chandrasekhar, B. Golub, and A. Parvathaneni. 2019. Networks in economic
development. Oxford Review of Economic Policy 35 (4): 678–721.

38. Brown, M., E. Setren, and G. Topa. 2016. Do informal referrals lead to better matches?
Evidence from a firm’s employee referral system. Journal of Labor Economics 34 (1): 161–
209.

39. Brownlees, C., andR.F. Engle. 2017. Srisk:A conditional capital shortfallmeasure of systemic
risk. The Review of Financial Studies 30 (1): 48–79.

40. Caballero, R.J., and A. Simsek. 2013. Fire sales in a model of complexity. The Journal of
Finance 68 (6): 2549–2587.

41. Carvalho, V., and X. Gabaix. 2013. The great diversification and its undoing. American Eco-
nomic Review 103 (5): 1697–1727.

42. Carvalho, V.M., M. Nirei, Y. Saito, and A. Tahbaz-Salehi. 2016. Supply chain disruptions:
Evidence from the great east japan earthquake. Columbia Business School Research Paper
(17-5)

43. Carvalho, V.M., and A. Tahbaz-Salehi. 2019. Production networks: A primer. Annual Review
of Economics 11: 635–663.

44. Carvalho, V.M., and N. Voigtländer. 2014. Input diffusion and the evolution of production
networks. Technical Report. National Bureau of Economic Research.

45. Casella, A., and N. Hanaki. 2008. Information channels in labor markets: On the resilience
of referral hiring. Journal of Economic Behavior & Organization 66 (3–4): 492–513.

46. Chakraborti, A. 2006. An outlook on correlations in stock prices. In Econophysics of Stock
and other Markets, 13–23. Berlin: Springer.



358 A. S. Chakrabarti et al.

47. Chakraborti, A., I. Muni Toke, M. Patriarca, and F. Abergel. 2011. Econophysics review: I.
Empirical facts. Quantitative Finance 11 (7): 991–1012.

48. Chaney, T. 2014. The network structure of international trade. American Economic Review
104 (11): 3600–3634.

49. Chi, K.T., J. Liu, and F.C. Lau. 2010. A network perspective of the stock market. Journal of
Empirical Finance 17 (4): 659–667.

50. Collins, D., J. Morduch, S. Rutherford, and O. Ruthven. 2009. Portfolios of the poor: How
the world’s poor live on $2 a day. Princeton: Princeton University Press.

51. Cont, R., A. Moussa, and et al. 2010. Network structure and systemic risk in banking systems.
Edson Bastos e, Network Structure and Systemic Risk in Banking Systems (December 1,
2010).

52. Cont, R., and E. Schaanning. 2017. Fire sales, indirect contagion and systemic stress testing.
Indirect Contagion and Systemic Stress Testing (June 13, 2017).

53. Covi, G., M.Montagna, and G. Torri. 2019. On the origins of systemic risk. Technical Report.
European Central Bank Working Paper, forthcoming.

54. Craig, B., and G. Von Peter. 2014. Interbank tiering and money center banks. Journal of
Financial Intermediation 23 (3): 322–347.

55. Curme, C., H.E. Stanley, and I. Vodenska. 2015. Coupled network approach to predictability
of financial market returns and news sentiments. International Journal of Theoretical and
Applied Finance 18 (07): 1550043.

56. DeMarzo, P.M., D. Vayanos, and J. Zwiebel. 2003. Persuasion bias, social influence, and
unidimensional opinions. The Quarterly journal of economics 118 (3): 909–968.

57. Demirer, M., F.X. Diebold, L. Liu, and K. Yilmaz. 2018. Estimating global bank network
connectedness. Journal of Applied Econometrics 33 (1): 1–15.

58. Diamond, D.W., and P.H. Dybvig. 1983. Bank runs, deposit insurance, and liquidity. Journal
of Political Economy 91 (3): 401–419.

59. Diamond,D.W., andR.G.Rajan. 2011. Fear of fire sales, illiquidity seeking, and credit freezes.
The Quarterly Journal of Economics 126 (2): 557–591.

60. Diebold, F.X., L. Liu, and K. Yilmaz. 2017. Commodity connectedness. Technical Report.
National Bureau of Economic Research.

61. Diebold, F.X., and K. Yilmaz. 2009. Measuring financial asset return and volatility spillovers,
with application to global equity markets. The Economic Journal 119 (534): 158–171.

62. Diebold, F.X., and K. Yilmaz. 2013. Measuring the dynamics of global business cycle con-
nectedness.

63. Diebold, F.X., andK. Yılmaz. 2015.Financial andmacroeconomic connectedness: A network
approach to measurement and monitoring. USA: Oxford University Press.

64. Diebold, F.X., and K. Yilmaz. 2015. Trans-atlantic equity volatility connectedness: Us and
European financial institutions, 2004–2014. Journal of Financial Econometrics 14 (1): 81–
127.

65. Dustmann, C., A. Glitz, and U. Schönberg. 2009. Job search networks and ethnic segregation
in the workplace. University College London, Working Paper.

66. Easley, D., J. Kleinberg, et al. 2010. Networks, crowds, and markets, vol. 8. Cambridge:
Cambridge University Press.

67. Eaton, J., M. Eslava, C.J. Krizan, M. Kugler, and J. Tybout. 2014. A search and learning
model of export dynamics. Unpublished manuscript.

68. Eaton, J., D. Jinkins, J. Tybout, and D. Xu. 2016. Two-sided search in international markets.
In 2016 Annual Meeting of the Society for Economic Dynamics.

69. Eaton, J., S. Kortum, F. Kramarz, and et al. 2015. Firm-to-firm trade: Imports, exports, and
the labor market. Brown University, unpublished manuscript.

70. Eisenberg, L., and T.H. Noe. 2001. Systemic risk in financial systems. Management Science
47 (2): 236–249.

71. Farrell, J., and C. Shapiro. 1990. Horizontal mergers: An equilibrium analysis. The American
Economic Review 107–126.



Macroeconomic and Financial Networks: Review of Some … 359

72. Fourel, V., J.C. Heam, D. Salakhova, and S. Tavolaro. 2013. Domino effects when banks
hoard liquidity: The French network.

73. Gabaix, X. 2011. The granular origins of aggregate fluctuations. Econometrica 79 (3): 733–
772.

74. Gai, P., A. Haldane, and S. Kapadia. 2011. Complexity, concentration and contagion. Journal
of Monetary Economics 58 (5): 453–470.

75. Gai, P., and S. Kapadia. 2010. Contagion in financial networks. Proceedings of the Royal
Society A: Mathematical, Physical and Engineering Sciences 466 (2120): 2401–2423.

76. Gai, P., and S. Kapadia. 2019. Networks and systemic risk in the financial system. Oxford
Review of Economic Policy 35 (4): 586–613.

77. Galbiati, M., and K. Soramaki. 2010. Liquidity-saving mechanisms and bank behaviour.
78. Galenianos, M. 2012. Learning about match quality and the use of referrals. Available at

SSRN 2053376.
79. Galeotti, A., B. Golub, and S. Goyal. 2017. Targeting interventions in networks.

arXiv:1710.06026
80. Galeotti, A., and L.P. Merlino. 2014. Endogenous job contact networks. International Eco-

nomic Review 55 (4): 1201–1226.
81. Garman, M.B., and M.J. Klass. 1980. On the estimation of security price volatilities from

historical data. Journal of business 67–78.
82. Gavazza, A., S. Mongey, and G.L. Violante. 2018. Aggregate recruiting intensity. American

Economic Review 108 (8): 2088–2127.
83. Gee, L.K., J. Jones, and M. Burke. 2017. Social networks and labor markets: How strong

ties relate to job finding on facebook’s social network. Journal of Labor Economics 35 (2):
485–518.

84. Golub, B., and M.O. Jackson. 2010. Naive learning in social networks and the wisdom of
crowds. American Economic Journal: Microeconomics 2 (1): 112–49.

85. Golub, B., and M.O. Jackson. 2012. How homophily affects the speed of learning and best-
response dynamics. The Quarterly Journal of Economics 127 (3): 1287–1338.

86. Goyal, S. 2012.Connections: An introduction to the economics of networks. Princeton: Prince-
ton University Press.

87. Goyal, S. 2016. Networks and markets. Cambridge-INETWorking Paper Series No: 2016/16.
http://www.econ.cam.ac.uk/research-files/repec/cam/pdf/cwpe1652.pdf.

88. Grassi, B., and J. Sauvagnat. 2019. Production networks and economic policy.Oxford Review
of Economic Policy 35 (4): 638–677.

89. Grassi, B., and et al. 2018. Io in io: Size, industrial organization, and the input-output network
make a firm structurally important. Technical Report.

90. Heath, R. 2018. Why do firms hire using referrals? Evidence from bangladeshi garment
factories. Journal of Political Economy 126 (4): 1691–1746.

91. Hellerstein, J.K., M.J. Kutzbach, and D. Neumark. 2014. Do labor market networks have an
important spatial dimension? Journal of Urban Economics 79: 39–58.

92. Hellerstein, J.K.,M.J. Kutzbach, andD. Neumark. 2015. Labormarket networks and recovery
from mass layoffs: Evidence from the great recession period. Technical Report. National
Bureau of Economic Research.

93. Holzer, H.J. 1987. Informal job search and black youth unemployment. The American Eco-
nomic Review 77 (3): 446–452.

94. Holzer, H.J. 1988. Search method use by unemployed youth. Journal of Labor Economics 6
(1): 1–20.

95. Hulten, C.R. 1978. Growth accounting with intermediate inputs. The Review of Economic
Studies 45 (3): 511–518.

96. Jackson, M.O. 2010. Social and economic networks. Princeton: Princeton University Press.
97. Jackson, M.O. 2014. Networks in the understanding of economic behaviors. Journal of Eco-

nomic Perspectives 28 (4): 3–22.
98. Jackson,M.O., and B.W. Rogers. 2007.Meeting strangers and friends of friends: How random

are social networks? American Economic Review 97 (3): 890–915.

http://arxiv.org/abs/1710.06026
http://www.econ.cam.ac.uk/research-files/repec/cam/pdf/cwpe1652.pdf


360 A. S. Chakrabarti et al.

99. Kapadia, S.,M.Drehmann, J. Elliott, andG. Sterne. 2012. Liquidity risk, cash flowconstraints,
and systemic feedbacks. InQuantifying systemic risk, 29–61. Chicago: University of Chicago
Press.

100. Kiyotaki, N., and J. Moore. 2002. Balance-sheet contagion. American Economic Review 92
(2): 46–50.

101. Kugler, A.D. 2003. Employee referrals and efficiency wages. Labour Economics 10 (5): 531–
556.

102. Kumar, S., A. Bansal, and A.S. Chakrabarti. 2019. Ripples on financial networks. IIMA
Working Papers WP 2019-10-01, Indian Institute of Management Ahmedabad, Research and
Publication Department. https://ideas.repec.org/p/iim/iimawp/14613.html.

103. Kumar, S., and N. Deo. 2012. Correlation and network analysis of global financial indices.
Physical Review E 86 (2): 026101.

104. Kuyyamudi, C., A.S. Chakrabarti, and S. Sinha. 2019. Emergence of frustration signals sys-
temic risk. Physical Review E 99 (5): 052306.

105. Kuzubas, T.U., and et al. 2009. Endogenous social networks in the labor market. Unpublished,
Unpublished manuscript, University of Minnesota.

106. Langfield, S., Z. Liu, and T. Ota. 2014. Mapping the uk interbank system. Journal of Banking
& Finance 45: 288–303.

107. Lim, K., and et al. 2017. Firm-to-firm trade in sticky production networks. In 2017 Meeting
Papers, vol. 280. Society for Economic Dynamics.

108. Long, J.B., Jr., and C.I. Plosser. 1983. Real business cycles. Journal of Political Economy 91
(1): 39–69.

109. Mantegna, R.N., and H.E. Stanley. 2007. An introduction to econophysics: Correlations and
complexity in finance. Cambridge: Cambridge University Press.

110. Marinescu, I.E., and D. Skandalis. 2019. Unemployment insurance and job search behavior.
Available at SSRN 3303367.

111. May, R.M., and N. Arinaminpathy. 2010. Systemic risk: The dynamics of model banking
systems. Journal of the Royal Society Interface 7 (46): 823–838.

112. McAfee, R.P., andM.A.Williams. 1992. Horizontal mergers and antitrust policy. The Journal
of Industrial Economics 181–187.

113. McPherson, J.M., and L. Smith-Lovin. 1987. Homophily in voluntary organizations: Status
distance and the composition of face-to-face groups. American Sociological Review 370–379.

114. Melitz, M. 2003. The impact of trade on intra-industry reallocations and aggregate indus-
try productivity.Econometrica 71 (6): 1695–1725. https://EconPapers.repec.org/RePEc:ecm:
emetrp:v:71:y:2003:i:6:p:1695-1725.

115. Monarch, R., and T. Schmidt-Eisenlohr. 2017. Learning and the value of trade relationships.
FRB International Finance Discussion Paper (1218).

116. Montgomery, J.D. 1991. Social networks and labor-market outcomes: Toward an economic
analysis. The American Economic Review 81 (5): 1408–1418.

117. Nobi, A., S.E. Maeng, G.G. Ha, , J.W. Lee. 2013. Network topologies of financial market
during the global financial crisis. arXiv:1307.6974.

118. Oberfield, E. 2018. A theory of input-output architecture. Econometrica 86 (2): 559–589.
119. Onnela, J.P., A. Chakraborti, K. Kaski, and J. Kertesz. 2003. Dynamic asset trees and black

monday. Physica A: Statistical Mechanics and its Applications 324 (1): 247–252.
120. Onnela, J.P., A. Chakraborti, K. Kaski, J. Kertesz, and A. Kanto. 2003. Asset trees and asset

graphs in financial markets. Physica Scripta 2003 (T106): 48.
121. Onnela, J.P., A. Chakraborti, K. Kaski, J. Kertesz, and A. Kanto. 2003. Dynamics of market

correlations: Taxonomy and portfolio analysis. Physical Review E 68 (5): 056110.
122. Onnela, J.P., A. Chakraborti, K.Kaski, and J.Kertiész. 2002.Dynamic asset trees and portfolio

analysis. The European Physical Journal B-Condensed Matter and Complex Systems 30 (3):
285–288.

123. Pan, R.K., and S. Sinha. 2007. Collective behavior of stock price movements in an emerging
market. Physical Review E 76 (4): 046116.

https://ideas.repec.org/p/iim/iimawp/14613.html
https://EconPapers.repec.org/RePEc:ecm:emetrp:v:71:y:2003:i:6:p:1695-1725
https://EconPapers.repec.org/RePEc:ecm:emetrp:v:71:y:2003:i:6:p:1695-1725
http://arxiv.org/abs/1307.6974


Macroeconomic and Financial Networks: Review of Some … 361

124. Pharasi, H.K., K. Sharma, A. Chakraborti, and T.H. Seligman. 2019. Complexmarket dynam-
ics in the light of random matrix theory. In New perspectives and challenges in econophysics
and sociophysics, 13–34. Berlin: Springer.

125. Pharasi, H.K., K. Sharma, R. Chatterjee, A. Chakraborti, F. Leyvraz, and T.H. Seligman.
2018. Identifying long-term precursors of financial market crashes using correlation patterns.
New Journal of Physics 20 (10): 103041.

126. Plerou, V., P. Gopikrishnan, B. Rosenow, L.N. Amaral, and H.E. Stanley. 2000. A random
matrix theory approach to financial cross-correlations. Physica A: Statistical Mechanics and
its Applications 287 (3): 374–382.

127. Rogers, L.C., andL.A.Veraart. 2013. Failure and rescue in an interbank network.Management
Science 59 (4): 882–898.

128. Rosenzweig, M.R. 1988. Risk, implicit contracts and the family in rural areas of low-income
countries. The Economic Journal 98 (393): 1148–1170.

129. Sadler, E. 2020. Diffusion games. American Economic Review 110 (1): 225–70.
130. Salant, S.W., S. Switzer, and R.J. Reynolds. 1983. Losses from horizontal merger: the effects

of an exogenous change in industry structure on cournot-nash equilibrium. The Quarterly
Journal of Economics 98 (2): 185–199.

131. Scaillet, O. 2004. Nonparametric estimation and sensitivity analysis of expected shortfall.
Mathematical Finance: An International Journal of Mathematics, Statistics and Financial
Economics 14 (1): 115–129.

132. Schmutte, I.M. 2015. Job referral networks and the determination of earnings in local labor
markets. Journal of Labor Economics 33 (1): 1–32.

133. Sharma, K., A.S. Chakrabarti, and A. Chakraborti. 2019. Multi-layered network structure:
Relationship between financial and macroeconomic dynamics. In New perspectives and chal-
lenges in econophysics and sociophysics, 117–131. Berlin: Springer.

134. Sharma, K., B. Gopalakrishnan, A.S. Chakrabarti, and A. Chakraborti. 2017. Financial fluc-
tuations anchored to economic fundamentals: A mesoscopic network approach. Scientific
Reports 7 (1): 1–11.

135. Simon, C.J., and J.T.Warner. 1992.Matchmaker, matchmaker: The effect of old boy networks
on job match quality, earnings, and tenure. Journal of Labor Economics 10 (3): 306–330.

136. Sinha, S., A. Chatterjee, A. Chakraborti, and B.K. Chakrabarti. 2010. Econophysics: An
introduction. New York: Wiley.

137. Tasca, P., andS.Battiston. 2016.Market procyclicality and systemic risk.QuantitativeFinance
16 (8): 1219–1235.

138. Tibshirani, R. 1996. Regression shrinkage and selection via the lasso. Journal of the Royal
Statistical Society: Series B (Methodological) 58 (1): 267–288.

139. Tilak, G., T. Széll, R. Chicheportiche, and A. Chakraborti. 2013. Study of statistical correla-
tions in intraday and daily financial return time series. In Econophysics of systemic risk and
network dynamics, 77–104. Berlin: Springer.

140. Topa, G. 2019. Social and spatial networks in labour markets. Oxford Review of Economic
Policy 35 (4): 722–745.

141. Tumminello, M., T. Aste, T. Di Matteo, and R.N. Mantegna. 2005. A tool for filtering infor-
mation in complex systems. Proceedings of the National Academy of Sciences of the United
States of America 102 (30): 10421–10426.

142. Tumminello, M., C. Coronnello, F. Lillo, S. Micciche, and R.N. Mantegna. 2007. Spanning
trees and bootstrap reliability estimation in correlation-based networks. International Journal
of Bifurcation and Chaos 17 (07): 2319–2329.

143. Tumminello, M., T. Di Matteo, T. Aste, and R. Mantegna. 2007. Correlation based networks
of equity returns sampled at different time horizons. The European Physical Journal B 55 (2):
209–217.

144. Tumminello, M., F. Lillo, and R.N. Mantegna. 2010. Correlation, hierarchies, and networks
in financial markets. Journal of Economic Behavior & Organization 75 (1): 40–58.

145. Upper, C., and A. Worms. 2004. Estimating bilateral exposures in the german interbank
market: Is there a danger of contagion? European Economic Review 48 (4): 827–849.



362 A. S. Chakrabarti et al.

146. Vodenska, I., H. Aoyama, Y. Fujiwara, H. Iyetomi, and Y. Arai. 2016. Interdependencies and
causalities in coupled financial networks. PloS One 11 (3).

147. Wilson, R. 1968. The theory of syndicates.Econometrica: Journal of the Econometric Society
119–132.

148. Zou, H., and H.H. Zhang. 2009. On the adaptive elastic-net with a diverging number of
parameters. Annals of Statistics 37 (4): 1733.


	Organization
	Preface
	Introduction
	Contents
	About the Editors
	Game Theory and Social Choice
	 Replicator Dynamics and Weak Pay-Off Positive Selection Dynamics: An Overview
	1 Introduction
	2 Model
	3 Results
	3.1 Characteristics of Fixed Points
	3.2 Stability of Fixed Points

	4 Conclusion
	References

	 Linear Games and Complementarity Problems
	1 Introduction
	1.1 Matrix Games and their Generalizations
	1.2 Two-Person Non-zero Sum Games

	2 Preliminaries
	2.1 Linear Complementarity Problems
	2.2 Z-Transformations and their Properties
	2.3 Linear Games and Related Results on Z-Transformations
	2.4 Tensor Product of Vector Spaces

	3 Symmetrization of Linear Games
	4 Results on Bi-linear Games
	5 Bi-linear Games and Complementarity Problems
	References

	 Social Preferences and the Provision of Public Goods
	1 Introduction
	1.1 A Simple Model of Public Goods

	2 Evidence on Free Riding Behavior
	2.1 Mechanisms that Avoid Free Riding

	3 Social Preferences: An Alternative Explanation
	3.1 A Simple Model of Public Goods with Social Preferences

	4 Types of Social Preferences
	4.1 Fairness and Inequity Aversion
	4.2 Altruism
	4.3 Reciprocity and Conditional Cooperation
	4.4 Heterogeneous Social Preferences

	5 Extensions
	5.1 Coalition Formation
	5.2 Network Formation

	6 Conclusion
	References

	 Recent Results on Strategy-Proofness  of Random Social Choice Functions
	1 Introduction
	2 Preliminaries
	2.1 Preferences
	2.2 Random Social Choice Functions

	3 Results on the Unrestricted Domain
	3.1 The Case of Two Alternatives
	3.2 The Case of More Than Two Alternatives

	4 Results on Restricted Domains
	4.1 Dictatorial Domains
	4.2 Single-Peaked Domains
	4.3 Single-Dipped Domains
	4.4 Single-Crossing Domains
	4.5 Euclidean Domains
	4.6 Dichotomous Domains
	4.7 Additional Literature

	5 The Deterministic Extreme Point Property
	6 Conclusion
	References

	 Assembly Problems
	1 Introduction
	2 Literature
	3 The Models
	3.1 Bargaining with Complete Information
	3.2 Mechanism Design

	4 Discussion
	References

	 On Different Ranking Methods
	1 Related Literature on Ranking Methods
	2 Notation and Basic Definitions
	3 Axiomatizations of the Ranking Methods
	References

	Distributive Justice
	 The Efficient, Symmetric and Linear Values for Cooperative Games and Their Characterizations
	1 Introduction
	2 Preliminary
	3 The ESL Values
	4 Some Special ESL Values
	4.1 The Procedural Values
	4.2 The Egalitarian Shapley Value
	4.3 The Discounted Shapley Values
	4.4 The ξ-solidarity Values
	4.5 The Solidarity Allocation Rules
	4.6 The Generalized Egalitarian Shapley Value

	5 An Extension of the GES Value
	5.1 Characterization

	6 Conclusion
	References

	 New Characterizations of the Discounted Shapley Values
	1 Introduction
	2 Preliminaries
	3 Games in the Kernel of the Discounted Shapley Values
	4 A New Basis for TU Games
	5 An Alternative Characterization
	6 Generalization for the Set of ESL values
	7 Concluding Remarks
	References

	 No-envy in the Queueing Problem with Multiple Identical Machines
	1 Introduction
	2 The Framework
	2.1 Axioms on Allocation Rules

	3 Results
	3.1 Pareto Efficiency
	3.2 Lorenz Optimality

	4 Future Research Prospects
	4.1 Egalitarian Equivalence
	4.2 Identical Preferences Lower Bound

	References

	 Rationing Rules Under Uncertain Claims: A Survey
	1 Introduction
	2 The Setups and Rationing Rules
	2.1 State-Contingent Claims Setup
	2.2 Proportional Rules
	2.3 Parametric Rationing Rules
	2.4 Claims as Probability Distributions Setup
	2.5 Equal-Quantile Rules
	2.6 Expected-Waste-Constrained Uniform Gains Rules

	3 Axiomatic Characterizations
	3.1 Proportional Rules
	3.2 Parametric Rules
	3.3 Equal-Quantile Rules
	3.4 Expected-Waste-Constrained Uniform Gains Rule

	4 Conclusion and Open Questions
	References

	Network Theory and Applications
	 Building Social Networks Under Consent: A Survey
	1 Mutual Consent in Network Formation
	2 Introducing Mutual Consent: Modelling Principles
	2.1 Players, Links and Networks
	2.2 Myerson's Approach to Network Formation

	3 Jackson–Wolinsky Stability Concepts
	3.1 Notions of Pairwise Stability
	3.2 Strong Stability

	4 Refinements of M-Networks
	4.1 Pairwise Nash Equilibrium and Bilateral Stability
	4.2 Two-Sided Link Formation Costs
	4.3 One-Sided Link Formation Costs

	5 Trust and Network Formation
	5.1 Unilateral Stability
	5.2 Monadic Stability
	5.3 A Comparison of Unilateral and Monadic Stability
	5.4 Existence of Monadically Stable Networks

	6 Correlated Network Formation
	References

	 Analysis of Biological Data by Graph Theory Approach Searching of Iron in Biological Cells
	1 Introduction
	2 Method Overview
	3 Fundamental Research
	4 Pre-processing of Data—Filtering
	5 Segmentation and Graph Cutting
	6 Implementation in the Program and Evaluation of Capacities
	7 Results
	8 Discussion, Conclusion, and Remarks
	8.1 Ethics

	References

	 How Do You Defend a Network?
	1 Introduction
	2 The Model
	2.1 Remarks on Model

	3 The Analysis
	3.1 Networks and Conflict

	4 Decentralized Defense
	5 Concluding Remarks
	6 Appendix A: Proofs
	6.1 Examples of No Conflict Networks

	7 Appendix B: Key Players and Centrality
	8 Appendix C: Separators and Transversals in Families of Networks
	8.1 Interlinked Stars
	8.2 Complete Bipartite Networks
	8.3 Trees
	8.4 Core–Periphery Networks

	9 Appendix D: Order of Moves and Nature of Conflict
	9.1 Simultaneous Moves
	9.2 The Model of Conflict

	References

	 Macroeconomic and Financial Networks: Review of Some Recent Developments in Parametric and Non-parametric Approaches
	1 Introduction
	2 Macroeconomic Networks
	2.1 Input–Output Networks
	2.2 Extensions
	2.3 Business Cycle from I-O Networks
	2.4 Policy Impact on Production Network
	2.5 International Trade Networks
	2.6 Matching in Trade Networks
	2.7 Dynamic Networks

	3 Systemic Risk and Contagion in Financial Systems
	3.1 Robust-Yet-Fragile Properties
	3.2 Sources of Contagion
	3.3 Systemic Risk: Measurements and Impact
	3.4 Macroprudential Stress Testing

	4 Social Networks
	4.1 Labor Markets and Referrals
	4.2 Information Flows
	4.3 Risk Sharing

	5 Econometric Modeling of Networks
	5.1 Variance Decomposition and Connectedness Measures
	5.2 Empirical Results
	5.3 Ripples on Financial Networks

	6 Non-parametric Approaches
	6.1 Correlation-Based Networks
	6.2 Mesoscopic Networks
	6.3 Multi-layered Economic and Financial Networks

	7 Concluding Remarks
	References




