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Trends of Rainfall and Temperature
over Chhattisgarh During 1901–2010

Shashikant Verma, A. D. Prasad, and Mani Kant Verma

Abstract Concerning climate change, it is necessary to examine the statistical
behavior of meteorological variables particularly in a country where rain-fed agricul-
ture is predominant, it is crucial to assess the climate-induced changes and suggest
the appropriate adaptation strategies. The main objectives of the present study are as
follows: (i) to analyze trends in rainfall and temperatures over Chhattisgarh during
1901–2010. (ii) to detect the monotonic trends in seasonal, and annual rainfall and
temperature using Mann–Kendall (MK) technique. In this paper, the results reveal
that the very comparable trends were observed after the change point (1962–2010),
whereas before the change point (1901–1961) converse trends have been observed,
i.e., pre-change points showing growing patterns of rainfall, although post-change
precipitation showed a decreasing trend. The greatest decrease in the Jashpur district
is found at −2.23 mm per year. The rate of decrease in annual rainfall over the
110 years is −0.443 mm per year for the entire state. The results indicated that
the complete study area is having a downward trend of rainfall. Some districts like
Dhamtari, Kanker, Mahasamund, Sarguja, and Raipur are showing a drastic down-
fall in rainfall. Thus, the study of rainfall and temperature trend analysis may help
to forecast the future climate change scenario and allow effective and sustainable
regional water resource management.

Keywords Mann Kendall · Sen slope · Change point · Spatio-temporal trend ·
Climate change · Variability · Meteorological data
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1 Introduction

Water is a natural resource and is designed for all projects, created and managed,
its accessibility is a significant issue. Indian farming mainly focuses on the distribu-
tion and allocation of rainfall. The main variable in the preparing and management
of water resources operations such as agricultural manufacturing, changes in water
requirements, irrigation, and reservoirs is the distribution of rainfall [1]. Climate
change is associated with different hydro-meteorological behavior parameters rela-
tive to two separate stages. Climate variability is not a technique of very short dura-
tion. It requires years or decades for a noticeable climate change [2]. The differences
in temperature and the uneven rainfall first appear in the image when the word
changes in climate are coined. This can lead from India’s view of severe harmful
circumstances due to bad adjustment policies and a very big population [3]. Inten-
sive flooding and serious drought may simultaneously prevail in different areas of the
nation [4]. Comprehensive human initiatives would further intensify this. However,
the question to be researched is whether it is a drought or a flood, and the variability
in Rainfall will be a significant impact on these components [5]. In India, it counts
for rainfall due to the South-West monsoon, which is June–September Rainfall. In
the perspective of the increase in temperature, rainfall is also anticipated to increase
in favor of such climate change in certain areas of the globe. In various geographical
places in India, several researchers worked on trend analysis of rainfall. Most of the
studies were used to define trends using non-parametric and linear regression test
methods. We used non-parametric methods in this stud because the World Meteoro-
logical Organization (WMO) indicates that it is a free distribution and robust against
outliers to identify significant monotonous upward and downward trends for specific
climatic and hydrological time scales [4].

Spatio-temporal changes in Rainfall information that can occur gradually, rapidly,
and suddenly (following a steady trend), (phase change), or in a more complicated
way can be differentiated over time based on shifts in the features of data distribution
(mean, center, variance, kurtosis, skewness, autocorrelation, etc.) [6]. Sudden or
permanent changes in climate variables may occur through typical climatic patterns
or through changes or errors in how measurements are made.

Having analyzed 30 monthly, seasonal, and annual rainfall trends over 135 years
(1871–2005) in Indian subdivisions, rising annual rainfall was observed in a single
subdivision. (Chhattisgarh) for half of the districts and decreasing Rainfall. Rainfall
decreased here on an annual and storm case, although pre-and post-storm rainfall
and winter rainfall [7].

2 Study Area

In the eastern central part of India, Chhattisgarh is located with a total population
of 25.5 million and a total area of 135,191 km2, it is the 10th largest state of India
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Fig. 1 Index map of Chhattisgarh state

and 16th most populated state of the country as shown in Fig. 1. Chhattisgarh is
a resource-rich state, power surplus state, and also produces 15% of the total steel
for the country. Agriculture is considered to be the chief economic occupation of
the state. In India, it is one of the fastest-developing states. Chhattisgarh is having a
tropical climate. Due to its proximity to the Cancer Tropic and its dependency on the
monsoons for rainfall, the climate is warm and humid. Summer temperatures exceed
45 °C in this area. The monsoon season begins at the end of June to October and is
a welcome heat respite. Chhattisgarh receives 1292 mm of rainfall on average. The
Winter season stretches from November to January; winters have low temperatures
and less humidity and are pleasant.

2.1 Climate of Chhattisgarh

The climate of Chhattisgarh is tropical. Due to its proximity to the Cancer Tropic
and its dependency on the rainstorm of the downpour, it is warm and humid. An
assortment of three periods of Chhattisgarh can be seen.

• Summer is from April to June in Chhattisgarh and temperatures can reach 46 °C.
The highest temperature was found in Champa. Champa is the most sweltering
spot in the area, where the normal temperature is 36 °C.

• The rainstorm or the monsoon season is from late June to October and is an
appreciated break structure the warmth. On a normal Chhattisgarh gets a normal
of 1292 mm of a downpour. January is the coldest month with a daily average
temperature of 30 °C and a daytime average temperature of 10.2 °C.
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• November to January is the time for the winter season in Chhattisgarh. The ‘Pat’
region of Chhattisgarh is colder. The average lowest temperature is found at
16.1 °C at Ambikapur.

2.2 Data Used

The various sets of data have been used where the study course of Chhattisgarh state.
The basic data, which were collected and used during the entire works, are rainfall &
temperature.Among all the datawere collected by visiting respective areas concerned
with the state. The most important parameters such as rainfall, temperature collected
from different meteorological stations of Chhattisgarh.

3 Methodology

To examine spatio-temporal rainfall shifts, monthly rainfall data were used to
generate annual time series, pre-monsoon, monsoon, post monsoon, and winter.
Ideally, Rainfall data used to investigate Rainfall patterns should be affected only
by climatic and atmospheric circumstances; however, the homogeneity of Rainfall
records over time may be affected by distinct components such as station place,
station maintenance, monitoring methods, and tools [8]. Therefore, further pattern
investigation was performed on the pre and post-change point information sequences
after the most likely change point was identified. The following experiments have
been used to investigate trends in rainfall.

• The Pettitt Mann–Whitney test described the most likely shift year in the annual
Rainfall ‘Pettit [9]’ sequence. Below are the PMW test details given:

Assume a time series with a length of n(x1, x2 ...., xn) and with t being the most
likely time point of transition. It is then possible to derive two samples, (x1, x2 ....,
xt) and (xt+1, xt+2 ......, xn) by splitting the time series at time t. The following steps
are used to derive an index, Ut :

KT = max
∣
∣Ut,T

∣
∣, (1)

where,

Ut,T =
t

∑

i=1

T
∑

j=i+1

sgn(x j − xi ) (2)

sgn(x j − xi ) =
⎧

⎨

⎩

1 if
(

x j − xi
)

> 0
0 if

(

x j − xi
) = 0

−1 if
(

x j − xi
)

< 0

⎫

⎬

⎭
(3)
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A Ut plot against t for a time, series with no change point, will result in ut’s
continuously rising value. However, if there is a point of change (even a local point
of change) then Ut would increase to the point of change and then start to decrease.
In a time, series followed by a decrease, this increase can occur several times, indi-
cating several local change points. As such, the issue remains to determine the most
important point of change.

Kt = max
1≤t≤T |Ut | (4)

P = 1 − exp
−6K 2

T

T 3 + T 2
(5)

• In the data series, the proximity of serial correlation was distinguished by the
autocorrelation coefficient.

• Using the autocorrelation function, the non-auto-correlated/auto-correlated
sequences are verified and the presence of patterns in annual and seasonal rainfall
is distinguished.

• The variance coefficient (CV) means how the various sub-datasets differed from
the mean of the corresponding dataset [10].

3.1 Study of Time Series

A time series is a series of random variable statistics usually collected over time and
time series analysis is a method to fit time series to a proper model. Occurs in many
applications (such as temperature, rainfall, Rainfall) [11, 12]. Time series method
analysis predates those for specific stochastic processes and chains of Markov. The
purpose of the study of time series is to describe and summarize data and conferences
from time series to the low-dimensional model and to forecast future projections.
This study comprises the various steps involved in the methodology of the work
carried out and the proposed methodology flow chart as shown in Fig. 2. Trend
Analysis applied separately for monthly time series data by using two frequently
used non-parametric methods, Mann–Kendall [13] and Sen’s Slope [14] are used.

3.2 An Analytical Method for Analyzing Trends

The Mann–Kendall (MK) test aims to assess statistically whether the interest vari-
able has a monotonous upward or downward tendency over time series “Hirsch and
Slack [15]” A monotonous upward (downward) trend includes overtime constantly
increasing (declining) variables, but the trend may or may not be linear at times. No
hypothesis is required for this technique (i.e., distribution). And often referred to as
the Kendall tau stats, it was commonly used in climate time series testing for trend
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Fig. 2 Methodology flow
chart

randomness “Zhang et al. [16]” The sample size in the MK test statistics should not
be less than 30. To detect a trend, it is the most commonly used to analyze climate
and hydrological time series “Zhang et al. [17]” whereas the statistical parameters
of rainfall series shown in Tables 1 and 2.

The test is based on statistical S as described below in Eq. (6),

S =
N−1
∑

i=1

N
∑

j=i+1

sgn(x j − xi) (6)

where N is the data point number in the specified time sequence, xi and xj are the
time scale I and j data values shown in Eq. (7) respectively.

δ = (x j − xi ) (7)

sgn(x j − xi ) =
⎧

⎨

⎩

1 if
(

x j − xi
)

> 0
0 if

(

x j − xi
) = 0

−1 if
(

x j − xi
)

< 0

⎫

⎬

⎭
(8)
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Table 2 Statistical parameter of rainfall data (Contd.)

Districts Summer Post monsoon

Mean
(mm)

SD
(mm)

CV (%) %
Annual

Mean
(mm)

SD
(mm)

CV (%) %
Annual

Bastar 84.44 38.84 46.00 6.76 106.29 67.44 63.45 8.51

Bilaspur 52.30 24.83 47.48 7.10 14.45 11.57 80.09 1.96

Raigarh 55.05 29.57 53.72 4.00 53.63 34.33 64.01 3.89

Raipur 62.26 29.16 46.83 4.92 64.28 41.53 64.60 5.08

Rajnandgoan 46.27 25.85 55.87 3.63 64.49 48.64 75.41 5.06

Dantewada 74.20 33.80 45.55 6.84 125.04 70.97 56.75 11.52

Dhamtari 62.42 30.84 49.41 4.96 68.29 46.41 67.96 5.43

Durg 47.19 24.41 51.72 3.88 62.50 44.76 71.62 5.13

Janjgir 56.76 28.54 50.27 4.34 55.10 34.82 63.19 4.21

Jashpur 52.57 31.86 60.62 3.70 60.60 40.86 67.43 4.27

Mahasamund 62.88 30.11 47.89 4.90 57.86 36.67 63.38 4.53

Kanker 80.24 52.90 65.93 6.50 242.25 79.99 33.02 19.62

Kawardha 40.45 22.67 56.04 3.04 59.87 44.31 74.01 4.50

Korba 45.78 24.13 52.72 3.61 59.57 39.61 66.49 4.70

Koriya 42.83 25.27 58.99 3.74 49.50 34.59 69.89 4.32

Surguja 43.41 25.78 59.39 3.37 64.53 44.58 69.09 5.01

In Eq. (8), the mean and variance of the S statistics are assumed to be independent
and identically distributed [18] and E(S) = 0 therefore,

Var(S) = N ∗ (N − 1) ∗ (2N + 5) − ∑n
k=1 tk ∗ (tk − 1) ∗ (2tk + 5)

18
(9)

where N is the number of the group (the difference between the results compared is
null) and tk is the number of data points connected in the kth cluster. Using Eq. (10),
to calculate the Z statistics or standard normal deviation:

Z =
{

s − 1√
var(s)

if S > 0, 0 if S = 0,
s + 1√
var(s)

if S < 0

}

(10)

Here, if the value of |Z | > Z* then in a two-tailed test, it rejects the null hypothesis
of no trend at 5% of the significance level. (the trend is significant) [18].
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3.3 Thiel Sen’s Slope

The slope of Thiel Sen helps estimate the shift in the magnitude of a linear
trend and was most frequently used to define the magnitude of the time series
hydro-meteorological. If there is a linear trend, Sen [14] will develop a simple
non-parametric method.

Here, the full information group’s Slope (T i) is calculated are as given below in
Eq. (11) [19].

Ti = x j − xk
j − k

for i = 1, 2, 3, 4................N (11)

where, at time j and k (j > k) respectively, the data sizes are xj and xk . The slope
estimator’s median Qi is depicted in Eq. (12), as,

Qi =
{
T N + 1

2
, N is odd,

1

2

(
T N

2
+ T N + 2

2

)

, N is even

}

(12)

A positive Qi value is shown by the increasing trend, and an adverse valuation in
the defined time series is a downward trend.

3.4 Monthly Trend Analyzes

At a 5 percent significance stage, the MWPT-based rainfall time series homogeneity
experiments were performed. H0 represented a homogeneous structure andHa repre-
sented a heterogeneous system in the rainfall time series, i.e., the prospective pres-
ence of a change point. Alexandersson [20], Roy [21] as shown in Table 3. Each
changing point in rainfall data (monthly, seasonally, or annually) was recognized by
the MWP experiments. Both studies suggested that 1961. Across the Chhattisgarh
state, the most probable shift point in the rainfall series was shown in Table 4 which
summarizes the change points of the various district.

4 Results and Discussion

Statistical Characteristics of Annual and Seasonal Rainfall:
The 110-year average ± standard deviation rainfall of the state was 1234.45 ±

194.94 mm and ranged from a minimum of 736.39 mm per year (Pmin) to a peak of
1418.19 mm (Pmax) respectively. For the pre-monsoon period (Pmin = 40.45 mm,
Pmax = 84.44 mm, σp = 29.91 mm), Rainfall statistics were also created. Monsoon
time (Pmin = 604.01 mm, Pmax = 1266.76 mm, σp = 166.71 mm), post monsoon
time (Pmin = 14.45 mm, Pmax = 242.25 mm, σp = 45.06 mm), and wintertime
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Table 3 Categories of
Mann–Kendall Z statistics
“Roy [21]”

Z Statistics The Significance Level of the Trend

>1.96 An increasing trend with >95% of the
significance level

>1.65 An increasing trend with >90% of the
significance level

1.64 to 0.84 An increasing trend with >90–80% of the
significance level

0.83 to 0.52 An increasing trend with >80–70% of the
significance level

0.52 to 0.00 Increasing trend but Insignificance

0.00 to −0.52 Decreasing trend but Insignificance

−0.52 to −0.83 Decreasing trend with >80–70% of the
significance level

−0.83 to −1.64 Decreasing trend with >90–80% of the
significance level

<−1.65 Decreasing trend with >90% of the
significance level

<−1.96 Decreasing trend with >95% of the
significance level

Table 4 Results of
Mann–Whitney Pettit’s test
from 1901–2010

Stations Location Pettit’s Test

t (Year) Trend

Bastar (19.10° N to 81.95° E) 1963 Ha

Bilaspur (22.07° N to 82.13° E) 1974 Ha

Raigarh (21.89° N to 83.39° E) 1949 Ha

Raipur (21.25° N to 81.62° E) 1961 Ha

Rajnandgoan (21.09° N to 81.03° E) 1961 Ha

Dantewada (18.84° N to 81.38° E) 1923 Ha

Dhamtari (20.70° N to 81.55° E) 1961 Ha

Durg (21.19° N to 81.28° E) 1961 Ha

Janjgir (21.97° N to 82.47° E) 1961 Ha

Jashpur (22° 53′ N to 84° 12′ E) 1949 Ha

Mahasamund (21.10° N to 82.09° E) 1961 Ha

Kanker (20.19° N to 81.07° E) 1961 Ha

Kawardha (22.00° N to 81.22° E) 1949 Ha

Korba (22.35° N to 82.75° E) 1949 Ha

Koriya (23° 38′ N to 82°38 E) 1978 Ha

Surguja (23° 10’ N to 83° 15’ E) 1949 Ha

Where Ha year at which change occurred in time series
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(Pmin = 14.77 mm, Pmax = 65.62 mm, σp = 21.61 mm). During the study period,
these statistics demonstrate the limitations of rainfall variability to better comprehend
rainfall behavior.

The MK and Theil-Sen shift estimator test(s) were applied to every district(s) at
all times. Test statistics for MK test (α = 5% significance level shown in Table 4)
this means that the three-time scale increases (Z > 0) and decreases (Z < 0). (1901–
2010), pre- (1901–1961) and post-change (1962–2010) comprehensive series. Out of
192 cases, 4 and 13 cases are major positive and negative trends based on the Mann
Kendall test, respectively, for all 16 districts’ monthly trends (16 * 12 = 192 cases).
Most of the major negative trends emerged in September, similarly, for annual and
seasonal trends (16*5 = 80 cases) out of 80 cases, 1 and 20 cases are significantly
positive and negative patterns for the rainfall and temperature time series as shown
in Table 5 and Table 6 respectively.

Table 5 Mann Kendall Z statistics for annual and seasonal rainfall

Districts Mann Kendall Z statistics

1901–2010

Annual Monsoon Pre-monsoon Post monsoon Winter

Bastar −0.170 −0.328 0.974 0.979 0.586

Bilaspur 1.825 2.064* 1.824* 1.553 −0.927

Raigarh −2.81* −2.29 −1.54 0.21 −0.71

Raipur −2.70* −1.64 −1.69 0.10 −0.30

Rajnandgoan −2.39* −1.75 −0.84 −0.06 0.19

Dantewada 1.705 1.576 1.348 1.263 −1.764

Dhamtari −2.236* −2.107 −0.269 0.093 −0.984

Durg −2.761* −2.568* −1.126 0.245 1.390

Janjgir −2.94* −2.33* −1.61 −0.005 −0.49

Jashpur −2.50* −2.13* −1.15 0.06 −0.72

Mahasamund −2.77* −2.01* −2.01* 0.10 −0.54

Kanker −2.13* −0.77 −1.49 −0.03 −0.35

Kawardha −2.49* −2.30* −0.55 −0.24 0.28

Korba −2.64* −2.65* −0.94 −0.16 −0.09

Koriya −1.93 −2.30* −0.25 −0.23 0.09

Surguja −2.44* −2.46* −0.83 −0.27 −0.23

Where +ive sign represents an increasing trend, the −ive sign represents the decreasing trend and
the *mark represents trend at a 5% significant level
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Table 6 Mann Kendall Z statistics for annual and seasonal temperature

Districts Mann Kendall Z Statistics

1901–2010

Annual Monsoon Pre-Monsoon Post Monsoon Winter

Bastar 6.63* 3.00* 4.03* 4.08* 5.31*

Bilaspur 191 −3.24* 2.81* 1.05 3.61*

Raigarh 4.45* −2.29* 1.00 4.34* 5.37*

Raipur 5.32* 1.07 1.97* 4.35* 5.46*

Rajnandgoan 5.22* 1.17 2.28* 4.22* 5.22*

Dantewada 7.06* 3.94* 4.70* 4.32* 5.41*

Dhamtari 5.73* 1.64 2.67* 4.30* 5.48*

Durg 5.21* 1.12 2.16* 4.31* 5.37*

Janjgir 4.69* 0.21 1.19 4.51* 5.48*

Jashpur 4.33* −0.27 0.83 4.71* 5.13*

Mahasamund 4.78* 0.67 1.57 4.35* 5.32*

Kanker 6.10* 2.20* 3.32* 4.30* 5.41*

Kawardha 4.98* 0.68 1.48 4.90* 5.26*

Korba 4.70* 0.19 1.16 4.92* 5.42*

Koriya 4.76* −0.40 0.98 5.33* 5.32*

Surguja 4.60* −0.27 0.83 5.10* 5.20*

Where +ive sign represents an increasing trend, the −ve sign represents the decreasing trend and
the * mark represents trend at a 5% significant level

4.1 Magnitude of Trend:

When evaluating, the rate of rainfall changes over time (mm per year) for annual and
seasonal series throughout a significant number of districts. The greatest decrease in
the Jashpur district was found (−2.23 mm per year). The rate of decrease in annual
rainfall over the 110 years was −0.443 mm per year for the whole state. This is
represented in Tables 7 and 8 for rainfall and temperature time series respectively.

5 Conclusion

In Chhattisgarh State, the trends and variability in annual and seasonal rainfall and
temperature time series were studied. For exploring these trends, the Mann–Kendall,
and Sen slope test were used. The incline assessment experiments of the Sen were
used for pattern recognition to locate possible changes in patterns of rainfall, the
Mann–Whitney-Pettitt test was used to evaluate the breakpoint. The incline assess-
ment experiments of the Sen were used for pattern recognition to locate possible
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Table 7 The magnitude of trend for annual and seasonal rainfall series

Districts 1901–2010

Annual Monsoon Pre-Monsoon Post Monsoon Winter

Bastar −0.83 −0.14 0.65 0.04 0.03

Bilaspur 0.68 0.24 0.12 0.16 −0.03

Raigarh −2.08* −1.42 −0.51 0.01 −0.04

Raipur −1.68 −0.81 −0.51 0.01 −0.01

Rajnandgoan −1.78 −0.98 −0.33 −0.009 0.01

Dantewada 0.71 0.81 0.03 0.02 −0.03

Dhamtari −1.63 −0.46 −0.66 0.02 −0.009

Durg −1.61 −0.71 −0.40 0.001 0.007

Janjgir −1.81 −1.31 −0.46 −0.002 −0.03

Jashpur −2.23* −1.72 −0.38 0.004 −0.06

Mahasamund −1.80 −1.01 −0.57 0.01 −0.02

Kanker −1.59 −0.48 −0.54 −0.005 −0.01

Kawardha −1.59 −1.15 −0.20 −0.02 0.02

Korba −1.71 −1.44 −0.25 −0.01 −0.009

Koriya −1.22 −1.24 −0.07 −0.02 0.01

Surguja −1.85 −1.75 −0.29 −0.02 −0.02

Where +ve sign represents an increasing trend, the −ve sign represents the decreasing trend and
the * mark represents trend at a 5% significant level

changes in patterns of rainfall, Positive and negative Z statistics from the Mann–
Kendall, and Sen slope test studies showed positive and negative trends in Chhattis-
garh State. The whole assessment was conducted at the 5% significance level. The
complete series (1901–2010) showed a decreasing trend in rainfall with the annual
and pre-monsoon rainfall series, but postmonsoon rainfall showed no trend. After the
change point (1962–2010), very comparable trends were observed, while converse
trends were observed before the change point (1901–1961), i.e., pre-change points
showed rising rainfall patterns, while post-change rainfall showed a decreasing trend.
The highest decline was noticed in the Jashpur district (−2.23 mm per year). For
the entire state, the rate of decrease in annual precipitation over 110 years was −
0.443 mm per year. Spatio-temporal variation within the Chhattisgarh state showed a
coefficient of variation (CV) of 16.02%. The results indicated that the complete study
area is having a downward trend of rainfall. Some districts like Dhamtari, Kanker,
Mahasamund, Sarguja, Raipur are showing the drastic downfall of rainfall and this
study also depicts the annual rainfall and monthly temperature of the entire state
is increases excluding monsoon and pre-monsoon seasons of Baster, Koriya, and
Dantewada respectively. Other districts like Jashpur, Dantewada, Bilaspur, Sarguja
are changing drastically.
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Table 8 The magnitude of trend for annual and seasonal temperature

Districts 1901–2010

Annual Monsoon Pre-Monsoon Post Monsoon Winter

Bastar 0.10 −0.02 0.032 0.02 0.033

Bilaspur 0.037 0.24 0.12 0.004 0.02

Raigarh 0.06 0.0003 0.008 0.02 0.03

Raipur 0.07 0.008 0.01 0.02 0.03

Rajnandgoan 0.08 0.01 0.01 0.02 0.03

Dantewada 0.11 0.02 −0.11 0.03 0.03

Dhamtari 0.08 0.01 0.02 0.02 0.03

Durg 0.085 0.008 0.01 0.02 0.03

Janjgir 0.06 0.001 0.009 0.02 0.03

Jashpur 0.06 −0.002 0.006 0.02 0.03

Mahasamund 0.07 0.005 0.01 0.02 0.03

Kanker 0.09 0.01 0.02 0.02 0.03

Kawardha 0.07 0.004 0.01 0.02 0.03

Korba 0.07 0.001 0.008 0.02 0.03

Koriya 0.06 −0.03 0.008 0.02 0.03

Surguja 0.06 −0.002 0.006 0.02 0.03

Where +ve sign represents an increasing trend, the −ve sign represents the decreasing trend and
the bold value represents trend at a 5% significant level

Fig. 3 Mann Kendall test statistics for rainfall data over Chhattisgarh state during 1901–2010
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Fig. 4 Magnitude of trend for rainfall data over Chhattisgarh state during 1901–2010

Fig. 5 Mann Kendall test statistics for temperature over Chhattisgarh state during 1901–2010
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Fig. 6 Magnitude of trend for temperature over Chhattisgarh State during 1901–2010
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Estimation and Simulation of Flows
into an off-Taking Canal Using ANSYS

V. Chakravarthy, S. V. S. N. D. L. Prasanna, and N. Suresh Kumar

Abstract The modern technologies in the area of water resources engineering are
gaining lot of importance in the present days. These technologies play a vital role
in advancement toward the intricate approach for solving various real-life problems.
One such initiation is the simulation analysis. Themajor advantage of this approach is
the reduction in the utilization of natural resources for physicalmodeling. The present
investigation is aimed at application of this methodology for analyzing the flows into
an off-taking canal. The flow rate in a natural stream may vary significantly during
different periods of the year. A canal head regulator is needed not only for diverting
water but also for regulating the water supplies into an off-taking canal whenever
required. The primary goal of the current examination is to simulate the water surface
profile for pond level flow condition. The waterway of the head regulator should be
adequate in order to pass the required discharge into the canal with considered pond
level. The studies were carried out for half supply depth in the canal with pond
level condition. The hydraulic calculations performed for pond level flow condition
will enable the level of jump formation. Accordingly, from the simulation analysis
the cistern dimensions can be arrived and the thickness of the sloping floor can be
computed. Even without performing the physical modeling, it is possible to arrive at
important design parameters of Canal Head Regulator. In the present investigations,
the simulation methodology was carried out using two different turbulence models
viz., k–ε, and k–ω computing height and length of jump. The simulation results were
observed to have good agreement with the analytical estimations.

Keywords Head regulator · Pond level · Turbulence models · Volume fraction

1 Introduction

The structure constructed at the head of canal taking-off from a reservoir behind a
weir is termed as head regulator. It comprises of a number of spans separated by piers

V. Chakravarthy · S. V. S. N. D. L. Prasanna · N. Suresh Kumar (B)
Department of Civil Engineering College of Engineering (A), Osmania University, Hyderabad,
Telangana 500007, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
C. M. Rao et al. (eds.), Advanced Modelling and Innovations in Water Resources
Engineering, Lecture Notes in Civil Engineering 176,
https://doi.org/10.1007/978-981-16-4629-4_2

21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4629-4_2&domain=pdf
https://doi.org/10.1007/978-981-16-4629-4_2


22 V. Chakravarthy et al.

and functioned by gates similar to that in the case of a barrage. The various regulation
works of canal head regulator can be categorized as Canal Fall, Head Regulator or
head sluice; Cross regulator; Canal Escape and Canal Outlet.

Of various regulation works, the head regulator and cross regulator regulate the
flow into the off-taking and the parent cannel respectively. The distributary head
regulator controls the supply entering the distributary and is available at the head
of the distributary. It plays a significant role in providing a necessary link between
the parent channel and the distributing channel. A distributary head is a regulator,
and also acts as a meter of supply and as a silt selective structure. A cross regulator
is constructed on the main canal at the downstream of the off-take to head up the
water level. This enables the off-taking channel to draw the essential supply. The
present study was carried out for hypothetical data to investigate the application and
performance of the simulation analysis in evaluating the required results for hydraulic
engineering applications.

The study focuses on the following objectives to elaborate the detailed under-
standing of the flow through canal head regulator.

• To analytically estimate the pre-jump, post-jump and length of the jump on the
downstream side of the canal head regulator for pond level flow condition

• To estimate and compare the hydraulic jump parameters using ANSYS–CFD
• To plot the water surface profile over the canal head regulator using Simulation

analysis through user-defined function (UDF).

2 Literature Review

The literature review revealed that not many studies were oriented toward the esti-
mation and simulation of flow over canal head regulators. The estimation of flow
profile plays a significant role in the design of further appurtenances downstream of
the regulator.

Clemmens et al. [1] carried out simulation analysis adopting three commercially
available unsteady-flow simulation software packages to evaluate different charac-
teristics of the unsteady flows. The software packages adopted for automatic control
operation of gates by means of an algorithm are Canal CAD from the Univ. of
Iowa, Hydraulics Lab;Mike 11 version 3.2 from the Danish Hydraulic Institute; and
Sobek from Delft Hydraulics. The authors stated that Canal CAD software can be
used in the analysis of simple channels and theoretical studies. They expressed that
the two packages viz., Mike 11 and Sobek can handle a wide variety of complexi-
ties in fixing canals, running simulations and in results interpretation. Further, they
concluded from their investigations that the codes adopted, had great difficulty in
establishing steady-state conditions.

Fang et al. [2] carried out investigations to simulate the flow transition. The authors
adopted method of characteristics approach to solve de Saint Venant equations for
arriving at simple channel model. The studies were carried out on ninth and tenth
branches of north trunk channel in Yin Tang irrigation district, Tangyuan County,
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Heilongjiang province. The channels were of trapezoidal cross-section and lined
using concrete. The variations in the upstream water level were simulated along with
the changes in the flow on the downstream part. The consistency of the model was
verified by comparing the numerical results and the simulation results obtained from
MIKE11 software. The authors stated that the MIKE11 software is not efficient in
simulating the regulation of gate opening and further stated that it is very costly. The
authors also expressed that the present study results could be more authenticated by
comparing them with the measured data.

From the present review, it was observed that none of the studies were concen-
trated toward the simulation of flow through canal head regulator. It was evident that
extensive studies are required toward the understanding the behavior of flow and its
characteristics. As physical modeling is very expensive involving lot of resources,
there is an utmost requirement for an alternative methodology. The exact goal of the
present investigation is to estimate the flow characteristics by means of simulation
analysis.

3 Methodology

The present work was carried out in two different phases viz., analytical and simu-
lation analysis, in order to estimate various characteristics of hydraulic jump as
mentioned below.

3.1 Analytical Analysis

The analytical computations were performed based on the following equations for
the definition sketch of the hypothetical data as shown in Fig. 1. The normal depth
was calculated by trial and error from Manning’s equation.

Q =
(
Byn
n

)(
Byn

B + 2yn

)2/3
(S)

1/2 (1)

Fig. 1 Definition sketch
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Table 1 Energy loss values—analytical results

Gate
opening
(m)

Flow
condition

Discharge
(cumec)

Flow
velocity
through
the gate
V2 (m/s)

Normal
depth,
yn (m)

Pre-jump
depth (m)

Sequent
depth, y3
(m)

Energy
loss,
�E (m)

Length
of the
jump
(m)

0.40 Pond
level

90.0 8.064 1.7421 0.248 1.694 0.1861 7.230

The conjugate depth is calculated from the following relation.

y3
y2

= 1

2

(
−1 +

√
1 + 8Fr22

)
(2)

From the momentum equation, between Eqs. (2) and (3), the energy terms are
satisfied on both the sides of the equation confirming the value of the gate opening.
At Eq. (2), the hydrostatic thrust term is based on ‘y’ not ‘y2’ [3].

y2

2
+ Q2

gB2y2
= y23

2
+ Q2

gB2y3
(3)

The nomenclature adopted is appended herewith. B = width of the channel, yn =
normal depth, n = manning’s coefficient, V 2 = velocity at depth y2, Fr2 = Froude’s
number at section-2, y1 = approach flow depth, yG = gate opening, y = depth of
flow just d/s of gate; y2 = flow depth before formation of hydraulic jump (initial
depth), y3 = flow depth after the formation of hydraulic jump (sequent depth). The
analytical results for the pond level flow condition from basic governing equations
are presented in Table 1.

3.2 Simulation Analysis

In the current investigation, a numericalmodelingmethodvia.ANSYS–CFD(Fluent)
was adopted. The finite volume approach was adopted for solving Reynolds-
Averaged Navier-Stokes equations for evaluating the results. This approach was
implemented in the existing study to estimate the height and length of the jump.
The simulation methodology was carried out in three phases viz., Pre-processing,
Processing and Post-processing. The geometry generated is detailed in Fig. 2. The
discredited mesh of present study was generated in design modeler of ANSYS with
the minimum orthogonal quality of 0.75 and with the maximum aspect ratio as 2.83.

To solve the equation system, boundary conditions are the next important criteria
that help the system to understand the flow pattern. The typical boundary conditions
very widely adopted in CFD are as follows. The boundary conditions adopted for
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Fig. 2 Geometry of pond level canal head regulator

the present investigations are velocity inlet, pressure outlet and wall. The analysis
for convergence was carried out with 1/1000 as time step size and extended the
study for more than 1000-time steps. The maximum iterations for each run were
taken as 30. The flow was spotted to hit the downstream side and was observed to
develop hydraulic jump. The required flowpatternwas observed to arrive after 15,000
iterations. The Reynolds-Averaged Navier–Stokes equations for 2-D steady-state
incompressible flows, are presented as

∂u

∂x
+ ∂v

∂y
= 0 (4)

ρ

(
u

∂u

∂x
+ v

∂u

∂y

)
= −∂ p

∂x
+ ∂

∂x

(
μ

∂u

∂x
− ρu′u′

)
+ ∂

∂y

(
μ

∂u

∂y
− ρu′v′

)
(5)

ρ

(
u

∂v

∂x
+ v

∂v

∂y

)
= −∂ p

∂y
+ ∂

∂x

(
μ

∂v

∂x
− ρu′v′

)
+ ∂

∂y

(
μ

∂v

∂y
− ρv′v′

)
(6)

In the abovemomentumequations, the stress terms are−ρu′u′,−ρv′v′ and−ρu′v′,
defining the first two terms as normal stresses and the last term as shear stress [4]. The
present investigations were carried out using

∂k

∂t
+Uj

∂k

∂x j
= τi j

∂Ui

∂x j
− ε + ∂

∂x j

[
(v + vT /σk)

∂k

∂x j

]
(7)

The first term on the RHS in the above equation symbolizes the rate of production
of k or ε, the second term demonstrates the rate of destruction of k or ε and the third
term illustrates the transport of k or ε by diffusion. Further, the first term on the LHS
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represents the rate of change of k or ε and the second term explains the transport of
k or ε by convection.

Dissipation Rate:

∂ε

∂t
+Uj

∂ε

∂x j
= Ce1

ε

k
τil

∂Ui

∂x j
− Ce2

ε2

k
+ ∂

∂x j

[
(v + vT /σε)

∂k

∂x j

]
(8)

The production and the dissipation terms of Eq. (8) are formed from the production
and dissipation terms of the turbulent kinetic energy ascended by ε/k and multiplied
by empirical constants and wall damping functions (Ce1 and Ce2). An extra damping
function shall be included for eddy viscosity term in k–ε equation by near walls
so that turbulent kinetic energy and epsilon shall have proper behavior in the near
region. The Closure coefficients and auxiliary relations adopted are Ce1 = 1.44, Ce2

= 1.92, σ k = 1.0, σ ε = 1.3, ω = ε/(Cμk) [4, 5].
In the current investigation, k–ε turbulence model was used to pretend the flow by

Volume of Fluid (VOF) approach. The filled cells between the upstream and down-
stream of the canal head regulator we retargeted to evaluate the volume fraction
of water. The Graphics and Animations option in Fluent solver enables to plot the
contours of multiphases viz., water and air, velocity profiles, etc. From the simula-
tions, two different phases via. water (Red color) with a value of 1.0 and air (Blue
color) with the zero value clearly elaborates the understanding of variations in multi-
phase analysis. The contours of volume fraction for HFL condition obtained for k–ε
and k–ω turbulence models are highlighted in Fig. 3. It is clear from Fig. 3 that the
length of the jump computed from the simulation results is in corroboration with 5–7
times the height of the jump. Hence, it is observed that the length of the jump and
cistern dimensions will be adequate to dissipate the energy of the jump.

It is evident from the contours that the value of height and length of the jump
cannot be read from the contour plots. So, the quantitative results of length and
height of the jump were estimated by user-defined function. The macros featuring
the volume fractions at various cell points beginning from the entrance of the gate
were programmed and executed in the Fluent solver. This code enabled to evaluate

Fig. 3 Contours of volume fraction of pond level (90 cumec) k-epsilon model
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Fig. 4 Water surface profile from UDF results k-omega turbulence model

Table 2 UDF analysis results of k–ε and k–ω turbulence model

Gate
opening (m)

Flow
condition

Discharge
(cumec)

Pre-jump height
(m)

Post-jump height
(m)

Length of the
Jump (m)

k–ε k–ω k–ε k–ω k–ε k–ω

0.40 Pond level 90.0 0.2477 0.2475 1.6935 1.6934 7.229 7.2295

the coordinates and volume fraction values at the required cells in the control domain
of the geometry. These quantitative values correspond to the required parameters, viz.
pre-jump, post-jumpdepths aswell as the length of the jump.Thewater surface profile
was also extracted from the UDF program for k-Epsilon and k-Omega turbulence
models. The plot obtained from k-Omega model is highlighted in Fig. 4. In addition,
the results of jump height and length obtained from the simulation analysis are
detailed in Table 2.

It is clearly seen fromFig. 4 that water is impinging against the breast wall. Hence,
in the absence of breast wall water might have splashed to the d/s side of the structure.

4 Results and Discussions

Based on the present investigations carried out in two different phases, the following
results were deduced.

• The pre-jump height, post-jump height and the length of the jump were
analytically estimated for PL at 90 cumec.

• The height of the pre-jump, post-jump and the length of the jump for pond level
flow condition were analyzed in Fluent with k-Epsilon and k-Omega turbulence
models.

• The pre-jump, post-jump height and the length of the jump values evaluated by the
interpretation and execution of the macro generated using a user-defined function
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Fig. 5 Comparative results

Table 3 Comparative results

Gate
opening
(m)

Flow
condition
and
discharge

Pre-jump height
% error

Post-jump height
% error

Length of jump
% error

Analytical
and k–ε

Analytical
and k–ω

Analytical
and k–ε

Analytical
and k–ω

Analytical
and k–ε

Analytical
and k–ω

0.40 Pond
level (90
cumec)

0.12 −0.20 0.03 0.04 0.01 −0.01

programmed for multiphase analysis were observed to have fair agreement with
the analytical results as highlighted in Fig. 5.

• The comparative results of pre-jump, post-jump and length of the jump are
observed to have less than 1% error between the analytical and simulated results
as shown in Table 3.

• The water surface profile was observed to have same orientation by k-Epsilon and
k-Omega turbulence models as detailed in Fig. 6.

5 Conclusions

Most of the hydraulic engineering applications involve turbulence flows. Turbulence
flows comprise of nonlinear partial differential equations that are time-consuming
and difficult for solving using traditional methods. The Hydraulic Engineering appli-
cations are largely evaluated by physical modeling for their detailed understanding
before construction. This traditional process requires large resources and will enable
to evaluate only few important parameters. The study of turbulence in Hydraulic
Engineering problems involves thorough understanding of the physical concepts of
the applications. Further, the results obtained from turbulence modeling needs to
be compared, either the experimental and/or analytical solutions. The ANSYS-CFD
modeling method adopted in the present study is user-friendly and facilitates to solve
nonlinear partial differential equations within less time depending upon the size of
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Fig. 6 Comparative graph of water surface profile

the control domain. This technique also enables to reduce the resource utilization
and can be largely adopted to evaluate various turbulence parameters accurately.
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Drought Evaluation of Tiruchirapalli
City, India, Using Three Meteorological
Indices

K. Sasireka and C. R. Suribabu

Abstract Large communities of peopleworldwide are affected by droughts, causing
major economic losses, environmental harm, and social deprivation. The characteris-
tics of the drought are hard to define, detect andmonitor.Drought events are quantified
by several indices when there is no real ground-level assessment system available.
The drought indexes such as Standardized Precipitation Index (SPI), Statistical Z
score (SZs) and China-Z Index (CZI) that can provide a direct, simple and quantita-
tive evaluation of the key characteristics of intensity, duration of drought, and spatial
extent. This article analyzes the SPI, statistical Z score and CZI on different time
scales such as annual and seasonal (North–East, South–WestWinter and Summer) by
taking Tiruchirapalli as a study area using 25 years (1981–2005) of monthly rainfall
data. In this analysis, the implementation of each index is compared and the study
results suggest that the CZI and SZs can provide similar results and shows the minor
deviation to the SPI for all time scales, and that the CZI and SZs computations are
comparatively easy compared to the SPI.

Keywords Rainfall · Drought · SPI · China-Z index · Statistical Z score

1 Introduction

The main disasters namely floods and drought have been taken into account while
formulating any development plans in any region. The execution of any develop-
ment plan mainly depends upon the occurrence, intensity and distribution of these
two extreme events. Among the different types of drought themost important drought
isMeteorological drought. It identifies stages of drought on the basis of the number of
dayswith precipitation below certain specified threshold [3]. The length of prolonged

K. Sasireka (B) · C. R. Suribabu
School of Civil Engineering, SASTRA Deemed University, Thanjavur, India
e-mail: sasireka@civil.sastra.edu

C. R. Suribabu
e-mail: suribabu@civil.sastra.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
C. M. Rao et al. (eds.), Advanced Modelling and Innovations in Water Resources
Engineering, Lecture Notes in Civil Engineering 176,
https://doi.org/10.1007/978-981-16-4629-4_3

31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4629-4_3&domain=pdf
mailto:sasireka@civil.sastra.edu
mailto:suribabu@civil.sastra.edu
https://doi.org/10.1007/978-981-16-4629-4_3


32 K. Sasireka and C. R. Suribabu

and severe drought cycles can have important consequences for conditions in agri-
culture, socio-economic and the climate. Comprehensive and adequate knowledge
on past drought variations will allow adequate management of future drought risks
[13]. Appropriate assessment of the drought characteristics is therefore critical for
ensuring the effective use of water resources, agricultural and power productions.
Many of the indices considered in the existing literature when evaluating meteoro-
logical drought use rainfall as the only input parameter or in conjunction with other
meteorological elements.

Among the different type of drought indices, such as Palmer [8], Deciles, the
China-Z index (CZI; Wu et al. [12]), and the Reconnaissance Drought Index [11]
the choice of selection of the indices are based on its quality and availability of
the data. Many of these indices are determined based on meteorological factors
such as temperature and rainfall. In this paper CZI developed in China, the Z score
Index and SPI were chosen due to their applicability to different time scales and
climatic conditions. The SPI developed byMcKee et al. [7] is based solely on rainfall
data and is generally used for assessing and quantifying drought [6]. Suribabu and
Evangelin Ramani [10] used SPI, CZI and SZs indices to find the landslide triggering
factor based on the moisture level in Coonoor Hill Station. SPI’s popularity is based
primarily on its suitability for various time scales and its ease in testing without
needing any statistical constraints.

2 Study Area

Tiruchirapalli district covers 4404 km2 ofwhich 1852 km2 (about 42%) is agricultural
land. Figure 1 shows the study area and it is situated in central Tamil Nadu and lies
in the state’s most fertile area of the Kaveri delta zone. Despite receiving most of its
rainfall from the North-East (NE) Monsoon, Tamil Nadu receives adequate rainfall
from both Monsoon seasons, making it predominant for agriculture. The annual
Normal 760 mm rainfall is slightly less than the 945.00 mm state average. The 25-
year dailyRainfall data from the IMD for the period 1981 to 2005 is used in this paper.
Even thoughMeteorological department is able to consistently provide forecastswith
good accuracy for a short span of time, the daily rainfall data is utilized to forecast
for a long term, to plan cultivation of long-term crops by stochastic methods.

Rainfall time series of Tiruchirapalli city for various time scales is shown in Fig. 2.
Figure 2 shows the maximum annual rainfall of about 1200 mm has occurred in the
year 1983 and 2005 at a time interval of 22 years. From Fig. 2, it has been concluded
that the NE rainfall time series pattern is similar to the annual rainfall pattern and
it depicts that more contribution of NE rainfall than SW rainfall. The Tiruchirapalli
city gains very meager quantity of rainfall from winter season compared to summer
rainfall. Table 1 shows the average rainfall, standard deviation of different time scale
as well as skewness of rainfall data. The winter rainfall shows the lowest standard
deviation of 45.29 mm and it depicts that the rainfall distribution is very close to
the mean rainfall and the annual rainfall shows the highest standard deviation of
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Fig. 1 Study area

Fig. 2 Rainfall time series of Trichy city in different time scale

Table 1 Rainfall statistics of
the study area

Rainfall time
scale

Mean (mm) Standard
deviation

Skewness

Annual 849.29 221.46 0.1209

SW 326.80 130.27 0.1908

NE 392.02 209.40 1.4502

Winter 20.54 45.29 3.3985

Summer 109.92 75.56 0.6722
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221.46 mm and this reflects the rainfall values being distributed far away from the
mean annual rainfall. The positive value of the skewness represents the rainfall data
are skewed right, and if the skewness value is greater than one it represents the data
are highly skewed. It can be shown from Table 1 that the winter rainfall data is highly
skewed than the other time scale data.

3 Methodology

Three Drought indices have been used to classify the historic data into seven cate-
gories moisture condition of the city ranging fromExtremelyWet (EW) to Extremely
Dry (ED). Twenty-five years of daily rainfall collected from IMD for the years 1981–
2005has beenused to assess severity of drought occurrence in those periods. To assess
the drought characteristics of the city, three indices namely SPI, CZI and SZs are
selected as these three indices has a common classification and range of values for
each classification. For example, if any the index value for a particular month falls
between −0.99 and 0.99 it is classified as Normal.

3.1 Statistical Z score (SZs)

It has been used in many researches because of a simple calculation [1, 2]. The SZs
index is a dimensionless quantity widely used in statistics. It is given by

Z = ((x − μ))/σ (1)

where x = individual rainfall value, μ = long-term mean, σ = standard deviation.

3.2 China-Z Index (CZI)

The CZI is related to cube-root transformation ofWilson–Hilferty [5]. Assuming the
precipitation data are in line with Pearson Type III distribution.

CZI = 6

C

(
C

2
Z + 1

) 1
3

−
(
6

C

)
+

(
C

6

)
(2)

C =
∑n

i=1(xi − μ)3

nσ 3
(3)

whereC = coefficient of skewness, x = precipitation for period i, and Z = Statistical
Z index.
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3.3 Standard Precipitation Index (SPI)

SPI is used in this study due to its advantages discussed below by [4].

1. Rainfall data alone sufficient for the assessment of drought using SPI.
2. The topography also doesn’t significantly affect the SPI.
3. The various time scales described by the SPI help to characterize the drought

conditions that are useful for hydrological and agricultural applications.
4. Another advantage lies in its standardization, which guarantees consistent

frequencies of extreme events irrespective of the place and time.

In essence, computation of SPI starts with constructing a frequency distribution
for a given time span from precipitation data at a site. In this method, the data is fitted
with gamma probability and then fitted to normal distribution such that the SPI of a
location has a zero mean [7].

The cumulative likelihood using the Gamma distribution is as follows:

G(x) = 1

βατ(α)

x∫
0
xα−1e−x/βdx for x > 0 (4)

where x = the precipitation value, α = the shape parameter, β = the scale parameter,
and τ (α) = Gamma function.

It can be easily calculated using built in function available in MS-Excel function
as given below:

SPI = NORMSINV(GAMMADIST(μ, α, β,TRUE)) (5)

The α and β value can be determined using maximum likelihood method as
follows:

∝= 1

4A

(
1 +

√
1 + 4A

3

)
(6)

β = μ

α
(7)

A = ln(μ) −
∑

ln(x)

n
(8)

whereμ=meanvalue of precipitation, x=precipitation andn= rainfall observations
in numbers.
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4 Results and Discussion

The given period was classified into seven types based on the indices calculated.
Table 2 shows the range of drought indices for SPI, CZI and statistical Z score. All
three indices gave coherent results with regard to the classification.

The 25 years of daily rainfall data had been used in this analysis to compute the
value of drought indices for various time scales such as monthly, annual, seasonal
(NE, SW, and Winter) to evaluate the wet and dry periods of the Trichirapalli city.
The calculation of three drought indices was carried out using Ms-Excel software.
Zero monthly rainfall is considered to be 0.01 mm in order to calculate the SPI
value as it is obtained by Gamma distribution. It should be noted that the distribution
of Gamma is not defined for zero value. Considering zero precipitation months as
0.01 mm, the calculation of standard deviation and long-term mean value is not
affected. The α and β values are calculated on the basis of Eqs. 6, 7 and 8. The built-up
function represented by Eq. 5 is employed to determine the SPI value for eachmonth,
annual and seasonal value directly. Monthly drought indices are initially computed
for each year. The rainfall values for theNEmonsoon period (October, November and
December), SW monsoon period (June–September), Winter (January and February)
and Summer (March–May) are aggregated for each year to assess indices for different
time scale. The deviation of SPI values was analyzed by comparing its value with
SZs and CZI value.

Table 2 Different types of
drought indices based on
index value

SPI, CZI and Z score Class Symbol

≥2 Extremely wet EW

1.5 to 1.99 Severely wet SW

1 to 1.49 Moderately wet MW

−0.99 to 0.99 Normal N

−1 to −1.49 Moderately dry MD

−1.5 to −1.99 Very dry VD

≤−2 Extremely dry ED

Table 3 Status of moisture level in recent 20 years (1991–2010)

Rainfall time scale EW VW MW N

SPI SZs CZI SPI SZs CZI SPI SZs CZI SPI SZs CZI

Annual 0 0 0 2 3 3 4 2 2 14 15 15

SW 0 0 0 1 1 1 4 4 4 15 15 15

NE 2 2 0 1 1 3 1 0 0 17 21 18

Winter 1 1 1 1 0 0 2 2 2 9 22 22

Summer 0 1 1 1 0 0 3 3 3 17 17 17
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Table 4 Status of moisture level in recent 20 years (1991–2010)

Rainfall time scale MD VD ED

SPI SZs CZI SPI SZs CZI SPI SZs CZI

Annual 4 4 4 0 1 1 1 0 0

SW 4 4 4 0 1 1 1 0 0

NE 4 1 4 0 0 0 0 0 0

Winter 12 0 0 0 0 0 0 0 0

Summer 2 4 3 1 0 1 1 0 0

Tables 3 and 4 give moisture category based on SPI, CZI and SZs for various
time scales. It can be seen from Table 3 that EW moisture categorization for NE
and winter season is similar for both SPI and SZs method and for same moisture
category all three indices shows the similar result for annual and SW season. For
ED moisture category, the similar results are observed for both SZs and CZI for all
the time scale. For normal moisture category, there is no deviation between CZI and
SZs for all time scale except NE season. For MW category, both the method CZI and
SZs show similar results for all time scale. By considering all the moisture category
and different time scale, the CZI and SZs provided a similar result and it shows only
minor deviation from results of SPI.

Table 5 shows the values of regression coefficient and corresponding equation
between the (i) SPI and SZs, (ii) SPI and CZI, and (iii) SZs and CZI, for annual
and seasonal rainfall. By considering above all three cases the range of regression
coefficient varies frommaximum of 0.999 to 0.643. The regression coefficient results
show that for annual and SWseasonSZs versusCZI gives best fit than SPI. The lowest
value of R2 values such as 0.643, 0.853 and 0.904 indentified for winter season for
all three cases respectively.

From Table 5, it has been concluded that the R2 value obtained between SZs
versus CZI is maximum for all time scale compared to other two cases.

Figure 3a–d shows the linear regression plot between the values of SPI and SZs
for historical year 1981–2005. This means that for all the time period, except for
the winter season, the SPI normally has a strong relationship. This is because that
SZs shows the moderate dry condition and at the same year SPI shows the normal
conditions, so that most of the points are far away from the regression line. The above
said trend but better relationship is observed in the case of regression plot between
SPI and CZI which is shown in Fig. 4a–e. Figure 5a–e shows the regression plot
between SZs vs. China-Z Index shows the better relationship between these drought
indiceswhich is concluded from the regression coefficient is above 0.9 for all the time
scale. By considering all the regression plots, SZs vs CZI shows better relationships
for all the time scale except NE values. But regression plot between SPI versus SZs
and SPI versus CZI Fig. 3b and Fig. 4b respectively show high relationship in NE
season.
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Fig. 3 Linear regression plot of SPI versus SZs for different times scale. a SW, b NE, c winter,
d summer and e annual rainfall

5 Conclusion

Based on the findings on the Trichirappali city using monthly precipitation from the
current drought analysis, the following conclusions can be drawn. This paper shows
that SPI, CZI and SZs are effective tools for identifying, detecting and tracking flood
and drought. The flexibility of the above methods enables checking of water supplies
or fluctuations in precipitation at various timescales. In contrast, since it is derived
solely from rainfall data, they are simpler than PDSI. With various time scales the
CZI and SZs are very similar to the SPI. Suribabu andNeelakantan [9] concluded that
there is fair agreement between three indicators for the annual moisture classification
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Fig. 4 Linear regression plot of SPI versus CZI for different times scale. a SW, b NE, c winter,
d summer and e annual rainfall

and disagreement for the monthly moisture classification. In this paper, the findings
show that the results of three indices for annual and monthly time series are identical
for Normal moisture category. The main advantages of the CZI and SZs indices are
that the computations of these two indices are simpler, and both indices allowmissing
data. This versatility is especially important for the areas where weather information
is frequently incomplete. The study results using 25 years of rainfall data reveals
that there is no extreme climatic conditions either severe dry or wet. Most of the
year rainfall was close to be normal. This shows a favorable trend for farmers as the
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Fig. 5 Linear regression plot of SZs versus CZI for different times scale. a SW, b NE, c winter,
d summer and e annual rainfall

chances of normal rainfall are fairly stable across different methods corresponding
to the selected years for analysis.
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Forecasting of Meteorological Drought
Using Machine Learning Algorithm

Ayilobeni Kikon and Paresh Chandra Deka

Abstract Drought forecasting is one of the crucial tools for the water management
system, and understanding the different climatic variables affecting the occurrences
of drought is a major scientific challenge. In this study, drought forecasting is done
for the Peninsular region of India using different machine learning algorithms. A
meteorological drought indexknownasStandardizedPrecipitation Index (SPI)which
is dependent on the precipitation is taken into account for analysis. The SPI with a
different timescale for 3-, 6-, 9-, 12-month were calculated from 1958–2017 for
60 years. SPI is a function of precipitation and the trend of rainfall followed may be
found to be similar in some regions. Two different models, GA-ANFIS and GRNN
were compared in this study. The results obtained from the statistical performance
assessment of the models were compared with each other. For different timescale,
there is a variation in its evaluation metrics. Comparing the performance assessment
of the two different models, it is noticeable that the performance assessment of the
statistics of the GA-ANFIS model outperformed GRNN model.

Keywords Drought forecasting · SPI ·Machine learning algorithm

1 Introduction

Drought is a condition occurring in a region due to the deficit of precipitation. The
occurrence of drought in a region may not have an immediate effect like that of
floods, but in the long run, it causes a huge impact on the economy as well as the
environment. Drought is one of the complicated hydrologic features of arid and semi-
arid regions with firm reasoning on the sustainability of water resources, agriculture
and environmental management [2, 12]. Drought, even for a very short period causes
significant damage to the local economy of a region. Drought mostly causes due to
the lack of precipitation, human activities such as over farming, deforestation, and
excessive irrigation. Drought forecasting has a great impact on agricultural activity
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and water availability and is therefore particularly important for ensuring the water
management system.

Globally, drought is becomingoneof themajor challenges inmanyplaces.Climate
changes and alteration of rainfall patterns indices [6] are one of the major reasons
leading to drought conditions in many places. Drought indices are the parameters
which help in detecting the change in rainfall patterns. Literature study shows that
there are multiple approaches for analyzing drought forecasting which has their pros
and cons in their approaches [4]. Autoregressive moving average (ARIMA) model is
the most broadly utilized models for time series models. ARIMA model being used
with the vegetation temperature condition index (VTCI) for forecasting the future
changes and the Autoregressive (AR) models were found to be suitable for VTCI
series [5].A stochasticmodel (ARIMA)has beendeveloped tofit andpredict theStan-
dardized PrecipitationEvapotranspiration Index (SPEI)whereARIMAmodels prove
to be advantageous for forecasting drought and assist in water resources manage-
ment and designers to prioritize safeguard in advance considering the severity of
the drought [11]. Recently, there has been an increase in forecasting drought using
different indices and models.

Drought study has extended huge importance owing to global warming and
climate change.Theprobability of occurrence of taking into considerationof different
time scales in semi-arid regions causes hydrologic and agricultural drought [1].
A wavelet-based model wavelet-Extreme Learning Machine (w-ELM) developed
shows improvement in the operation of forecasting drought models and mitigation
plan, sustainable water-use policies and water management systems [3].

An ample number of drought indices have been established. The drought indices
with intermediate time steps ranging from 7 to 18 months have the maximum predic-
tive values for finding droughts conditions and the SPI drought index was observed
to be more sensitive to multi-monthly cumulative precipitation changes [8]. Interac-
tion with topo-climatic factors such as solar radiation, soil dampness and slope,
together with drought duration, plays a significant role in withstanding drought
phenomenon [7]. Variations in the meteorological drought are caused due to the
spatial and temporal variability of precipitation occurrences [10].

This paper focuses on the meteorological drought forecasting with different
machine learning technique. Section 2 describes materials and the data use, the
method implemented in the study. Section 3 describes the results and discussion
followed by a conclusion.

2 Materials and Methodology

2.1 Study Area

According to the India Meteorological Department (IMD), Pune, the study area, the
South Peninsular India region includes Coastal Andhra, Coastal Karnataka, Kerala,
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Fig. 1 The study area: Peninsular India

Rayalseema, South Interior Karnataka, Tamil Nadu and Pondicherry. The data used
for the study was from 1958–2017 for 60 years. Monthly rainfall data for Peninsular
Indiawere acquired from the IndiaMeteorologicalDepartment, Pune. Figure 1 shows
the Study Area-Peninsular India. In Peninsular India, Pre-monsoon occurs from
March to May, Monsoon from June to September, Post-monsoon from October to
November and Winter from December to February. The hottest month in this region
occurs in April and May.

2.2 Methodology

2.2.1 Standardized Precipitation Index (SPI)

SPI is one of the widely used drought indexes on a range of timescale. The SPI with
different climates can be computed and compared for all places. It uses precipitation
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Table 1 SPI values >2 Extremely wet

1.5 to 1.99 Very wet

1.0 to 1.49 Moderately wet

−0.99 to 0.99 Near normal

−1.0 to −1.49 Moderately dry

−1.5 to −1.99 Severely dry

< −2 Extremely dry

data and categorizes dryness or abnormal wetness with different timescales corre-
spondingwith the availability of time. The SPI can be createdwith various timescales
ranging from 1 to 36 months using monthly precipitation data as input. McKee et al.
[9] classified SPI to define drought intensities resulting from the SPI. The compu-
tation of SPI for any place is dependent on the long-term precipitation record. The
positive values indicate more than mean precipitation, and negative values indicate
less than mean precipitation. According to the SPI values from Table 1, the onset of
drought begins when the SPI values are equal or less than −1.0 and ends when the
value becomes more than zero.

TheSPI evaluation requiresfitting aprobability distribution to cumulativemonthly
precipitation series (3, 6, 9, 12-month). The SPI is calculated to build a frequency
distribution from the historical precipitation data at a region for a specific time. Then,
a theoretical probability density function of the gamma distribution is fitted to the
empirical distribution of precipitation frequency for the particular time scale.

2.2.2 Generalized Regression Neural Network (GRNN)

Specht [13] introduced GRNN and it is categorized as a probabilistic neural network.
It represents an improved technique based on non-parametric regression in the neural
networks. It can be used for regression, prediction and classification. It requires
only a fraction of the training samples needed for backpropagation neural networks.
Hence, the probabilistic neural network uses are beneficial to converge the underlying
function of the data with only a few training samples available.

2.2.3 Genetic Algorithm-Adaptive Neuro-Fuzzy Inference System
(GA-ANFIS)

GA-ANFIS systemperforms optimization inMATLABenvironment by using testing
datasets. The main modeling procedure is an optimization task executed by GA-
ANFIS, where the precision and compactness of fuzzy models are subjects of
optimization. Testing of different datasets is done to find the optimized value.

Figure 2 describes the flowchart of the methodology adopted in this study. The
input variable used in the study is precipitation data. Computation of SPI for 3, 6, 9
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Fig. 2 Flowchart of methodology

and 12-month were evaluated. Then the model was trained to utilize 70% of the data
and the rest 30% of the data was used for testing. The testing data forecasted values
are then compared with the known observed values of different timescale SPI. The
performance of the various models for forecasting SPI was done.

3 Results and Discussion

In the Peninsular region, there are six regions; Coastal Andhra, Coastal Karnataka,
Kerala, Rayalseema, South Interior Karnataka and Tamil Nadu and Pondicherry.
Table 2 summarizes the performance assessment of different models in drought
forecasting having different timescale, SPI3, SPI6, SPI9 and SPI12. The comparative
statistics of GA-ANFIS and GRNN models for different timescale used are shown
in Table 2. The performance assessment statistics was done for Mean Absolute Error
(MAE), Normalized Nash–Sutcliffe Efficiency (NNSE), Root Mean Square Error
(RMSE) and Coefficient of determination (R2).

In this study, the objective was to evaluate the meteorological drought index, SPI
and compare the performance using a different machine learning algorithm. It is
noticeable that the performance assessment of the statistics of the GA-ANFIS model
outperformed the GRNN model. As the timescale increases, there are small abnor-
malities observed in the performance measures of the model. For the best model,
the value of R2 which is obtained from the scatterplot of observed and forecasted
SPI of different timescale is estimated to be close to unity. The higher timescale, the
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better performance is obtained. Comparing with the other region of the study area, it
shows that the region of Tamil Nadu and Pondicherry shows a higher meteorological
drought. Out of the two models, GA-ANFIS outperformed GRNN in all the Penin-
sular region. The representation of the scatter plot diagrams for SPI3, SPI6, SPI9 and
SPI12 for all the Peninsular region are presented in Fig. 3a–f. From the scatterplot
diagram of GA-ANFIS with the different timescale of SPI3, SPI6, SPI9 and SPI12,
it shows that higher the timescale range, better efficiency it performs. Comparing
the R2 from the scatterplot diagram of GA-ANFIS from Fig. 3a–f, Tamil Nadu and
Pondicherry region gives a better performance output than the rest of the other five
regions for the different timescale SPI.

Figure 4a–f shows the scatterplot forGRNN. In theGRNNmodel, Coastal Andhra
has a better efficiency performance as illustrated in the scatterplot diagram from
Fig. 4a–f. Since each region of Peninsular region has different rainfall distribution,
there is a variation in the performance assessment for the statistical indices likeMAE,
NNSE and RMSE.

From the scatterplot, comparing the two models, it illustrates that GA-ANFIS has
a better performance efficacy for all the different timescale. The goodness of fit for the
different models for assessing the drought was verified using a scatterplot diagram
between the observed and the forecasted SPI using linear regression statistics.

Figure 5a–f represents the time series of the observed and forecasted SPI generated
by GA-ANFIS and GRNN models. From the time series plot, only testing data was
taken into consideration for the analysis. From the results obtained, it indicates that
GA-ANFISmodel outperformedGRNNmodel in the study region for all the different
timescale SPI (3-, 6-, 9-, 12-month). The onset and the occurrence of rainfall are not

Fig. 3 a–f: Scatterplot for GA-ANFIS
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Fig. 4 a–f: Scatterplot for GRNN

Fig. 5 a–f: Time series of Peninsular India for SPI3, SPI6, SPI9 and SPI12

constant for all the Peninsular region. Due to its temporal and spatial variability, there
is a variation in the distribution of rainfall leading to variations in its meteorological
drought.
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4 Conclusion

The study was done for 60 years from 1958–2017. In this study meteorological
drought index, SPI having different timescale was used for the analysis. The perfor-
mance of the different timescale SPI was determined. A hybrid model of GA-ANFIS
and GRNN has been developed to predict the drought in Peninsular India. Based
on the performance, best model has been selected for forecasting drought in this
study. SPI for 3, 6, 9 and 12-month were evaluated and then forecasted using GA-
ANFIS andGRNNmodel. In this study, the twomodels GA-ANFIS andGRNNwere
compared and its results show that GA-ANFIS model gives a better performance in
forecasting drought as compared with GRNN model.
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Assessment of Economic Value
of Doddabommasandra Lake Using
Contingent Valuation Method and Travel
Cost Method

D. N. Shilpa, K. Nruthya, L. G. Santhosh, Simran Sanu, and Anukul Nidhi

Abstract Lakes are a common example of water ecosystems. A plethora of benefits
can be associated to water ecosystems that cater to human consumption and environ-
mental needs alike. The water ecosystem services must be quantified so as to know
how much these water services actually cost and what would be the best way to
allocate them. The services and benefits from a water ecosystem are clearly of non-
market type and it would only be logical to employ non-market valuation techniques
to obtain the Total Economic Value. Here, the Willingness to Pay (WTP) for the
ecosystem benefits is calculated which reflects the value of the ecosystem. The study
aimed at evaluating ecosystem benefits at Doddabommasandra Lake, Bengaluru,
India by incorporating Contingent Value Method (CVM) and Travel Cost Method
(TCM). The objective of the study was to obtain visitors’ WTP for the ecosystem
and available or proposed recreational services at the lake. Survey was carried out
on the target demography including regular and occasional visitors. Questionnaire
with open-ended questions was used for CVM. Based on the responses, Willingness
to Pay for various categories such as Entrance Fees, Offshore Recreational Services,
Gymnastics, Vegetation Cover, and Infrastructure was estimated using CVM and
averaged. For TCM, a zonal approach was incorporated to develop Demand Curve
relating Travel costs with a number of visits. Regression Analysis was conducted to
establish a relation between variables such as Travel distance, Travel time, Number
of visits per week, and Travel cost.
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1 Introduction

Lakes can be considered an essential part of the ecosystem. Considering, the global
water resource, natural and artificial lakes account for 90% of the fresh water avail-
able to mankind. Hence, serve as an essential component of human environment. It
provides varieties of environmental benefits like replenishing groundwater, modu-
lating the floods and drought effects, hosts the ecosystem, etc. Along with this lake
also provides ample opportunities for agricultural activities, recreational activities,
etc.

It is difficult to express all the benefits derived from lake water in terms of
tangible monetary market value, as is the case with other environmental or ecological
commodities because they are not traded, generally termed as ‘missing markets’.
However, such goods and services do possess economic value by the virtue of
their mere existence and services offered in hosting the ecosystem. It is difficult
to assess economic value of lake water by traditional measures as the quality of
water, aesthetics, and other such amenities are not normally tangible in terms of
monetary value priced in the market. Absence of such system has led to precise non-
market evaluation techniques. The Travel Cost Method (TCM or TC here onwards)
and Contingent Valuation Method (CVM or CV here onwards) are the most widely
used non-market evaluation techniques.

Doddabommasandra Lake located near Vidyaranyapura of Bangalore Urban,
Karnataka, India is considered for economic value assessment. Lake has the water
spread area of 124.35 acres (0.5058 km2). It is a seasonal lake, generally replen-
ished by rainfall. The average elevation around the area is 902.56 m. It is located at
13°03′55"N 77°33′45.57"E. The site was selected considering the fact that Bharat
Electronics Ltd. (BEL) has been working towards the rejuvenation of the lake as
a part of Vidyaranyapura Smart Ward Program. The organization has also set up a
10 MLD Sewage Treatment Plant (STP) worth Rupees 135 Million. The vicinity of
the lake comprises people belonging to different socio-economic strata and income
groups. This aspect needed to be invariably considered in the data collection and
analysis of the study.

2 Review of Literature

Literature towards assessment of economic value using non-market evaluation tech-
niques such as Travel CostMethod andContingent ValuationMethodwere reviewed.
For the thorough understanding and efficient reviewof literature, this section has been
presented under various categories.
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2.1 Willingness to Pay

Willingness to Pay (WTP here onwards) is the price (or range thereof) which a visitor
(in context toDoddabammmasandra Lake) is willing to spend in order to benefit from
the services offered. Cangelosi [1] proposed a structure for quantifying non-market
parameters in a financial perspective; costs and benefits associated are employed in
computing the WTP value.

Verma [2] demonstrated the calculation ofmeanWTPvoluntarily and as tax (WTP
based on income, WTP based on distance of residence, etc.) of Bhoj Wetlands. A
similar approachwas incorporated for calculating theWTP throughContingentValue
Method as well as Travel Cost Method in this study.

Leinhoop et al. [3] established that future benefits or potential developments to the
provincial economy influenced WTP values significantly, and significant variations
were observed in WTP value quoted by responders when interviewed on site and
at home in post mining lakes in Germany. The economic and opinion disparity of
the communities around Doddabommasandra Lake was taken into consideration by
studying this model. It was necessary to anticipate the variation in residents’ and visi-
tors’ Willingness to Pay for the ecosystem services offered by Doddabommasandra
Lake.

As suggested by Desta Smegnew [4], different socio-economic variables
comprising of the residents’ place on the economic spectrum and their line of
work affect the households’ WTP. This further necessitated the consideration of
socio-economic disparity and income levels for the purpose of the study.

2.2 Non-Market Valuation Techniques

As expressed earlier, the ecosystem services offered by the lake are non-market-like
services and cannot be monetized. Hence such ecosystem benefits must be evaluated
using Non-Market Valuation Techniques.

Ward et al. [5] explained the accounts for opportunity travel cost time which
emphasizes on the matter that according to some respondents’ travel time might not
be cost but is a part of the recreation process. This was considered in zonal travel
cost method. Sagoff [6] demonstrated in detail, the estimation of the average value
of WTP for an individual or household and extrapolation of results to the population
under consideration which was resourceful in preparing the model for Contingent
Value Method used in this study.

Früh et al. [7] presented the rapid assessment of land use plans, zoning regulations,
and environmental restoration based on changes over time emphasizing the practical
use of zoning methods in study of ecosystems through Travel Cost Method. Hence,
Früh’s model of zoning was a resourceful reference in forming such zones in our
study.
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Alora et al. [8] and Pan et al. [9] estimated the economic value of Pilikula lake by
considering both TCM and CVM average WTP stated by visitors for the economical
services provided by Pilikula Lake water. This rendered to be the most relevant study
as both the lakes demonstrate similarities and the objectives of these studies have
large common grounds.

2.3 Ecology and Economy

Open-ended questioning of the visitors at Doddabommasandra Lake showed that
good fraction of them wish to have better quality of water in the lake and a cleaner
shore. Michael et al. [10] and Schuetz et al. [11] emphasized the importance of water
clarity, quality of swimming services, and scenic beauty to the consumers looking
to choose which lake they wish to visit and their trends in buying property around
the vicinity of that lake. Further, Yirang et al. [12] assessed the value of ecological
services renderedby lakes andmarshywetlands inChina consideringquality ofwater,
biodiversity, and various economic indices. This validates the fact that, by human
nature, visitors show better affinity towards lakes with superior water quality, and
the Willingness to Pay is subject to the water quality and the community’s collective
attitude towards the water quality of the lake concerned.

2.4 Regression Analysis

Data collected from the online questionnaire survey was to be analyzed as a part
of Travel Cost Method to assess WTP. This analysis required Regression Anal-
ysis of multiple variables that surfaced from the data collection to establish a rela-
tion between them using least square method. Gharmandi et al. [13] studied the
comparative significance of characteristics of valuation study, of wetland site, and
of socio-economic and geographical context in the form of a meta-regression anal-
ysis of values. The meta-regression analysis carried out by Gharmandi was fruitful
in carrying out the same in the context of Doddabommasandra Lake’s economic
evaluation in this study.

2.5 Findings from the Literature

• Travel time can also be a part of recreational process for visitors when it comes
to visiting an ecosystem.

• Non-market benefits offered by ecosystems must be evaluated through suitable
non-market evaluation techniques such as Contingent Valuation Method and
Travel Cost Method.
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• WTP is subject to socio-economic disparity and income groups of the population
present at and around the study area which by extension is, directly and indirectly,
dependent on the land use, population distribution, and distance from the study
area.

• Quality of water holds a significant footing over the economic value and economic
impacts on the recreational uses of a water body.

• Regression analysis is suitable for evaluating the economic value of an ecosystem
as the non-market valuation of an ecosystem involves the influence of many
independent variables on a dependent variable.

2.6 Objectives

The objectives of this study were identified as follows:

• To calculate Average Mean Willingness to Pay and Total Economic Benefits of
Doddabommasandra Lake using Contingent Value Method.

• To carry out Zonal Travel Cost Method to calculate Travel Cost as Willingness
to Pay for every zone in the Doddabommasandra ward and then assess Average
Willingness to Pay.

• Draw an inference regarding the feasibility of making investments on Doddabom-
masandraLake based on theWTPvalues arrived at fromContingentValueMethod
and Zonal Travel Cost Method.

3 Methodology

The first step of methodology adopted to arrive at the objectives includes rigorous
literature survey. Glimpse of the review along with findings from literature has been
mentioned in the earlier sections which lead to the above-mentioned objectives of
the study. Preliminary studies were carried out at the site to gather first-hand infor-
mation about the existing scenario and activities. This also leads to identification of
stakeholders.

Meteorological and topographical data constituting secondary information along
with the revenue and expenditure was collected from the lake authorities and liter-
ature survey. A pilot study was carried out to build up the questionnaire suitable
to Doddabommasandra Lake to collect information from the stakeholders. Survey
was carried out to assess the willingness of people to pay for the quoted improved
recreational benefits from lake based on CVM and TCM.

Google forms were generated to collect responses. Trained interviewers also
helped the visitors to fill the Google forms. Responses were analyzed in Microsoft
Excel® using various economic and statistical tests. WTP values for various consid-
erations were calculated and averageWTPwas assessed. Statistical tests were run on
the responses from stakeholders as a part of regression analysis. Conclusions were
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Fig. 1 Methodology flow diagram

drawn based on the result reflected in context to regional economy, quality of life,
and tourism. Refer Fig. 1 for the methodology.

3.1 Evaluation of Lake Water

The Lake can be evaluated based on the various uses offered by lakewater ecosystem.
This can be categorized as Direct Valuation and Contingent Valuation Method.

In Direct Valuation, various direct benefits that the lake offers like source of water,
supporting aquatic life, recreational activities, etc. are considered. This includes
monetary value assessment of the major benefits and the activities with income
generation. Income generation from these activities can be calculated by considering
the number of dependents on such activities therein as well as the revenue generated
on an average yearly considering seasonality.

In Contingent Valuation Method if relevant market behavior is not observ-
able/tangible, the CVM adopts direct questionnaire to individuals to assess WTP
for an environmental resource, or the compensation that they would be willing to
accept when the same resource they were deprived off for the assessment. CVM is
more effective if the environmental good or service rendered by the site is familiar
to the respondents.

3.2 Sampling Plan

Sample survey was carried out considering a representative sample population.
Sample population included representations corresponding to various zones around



Assessment of Economic Value of Doddabommasandra Lake … 59

the lake considered for Zonal TCM and socio-economic background important for
reliable CVM analysis.

3.3 Questionnaire and Response Collection

In this study, CVM has been adapted to mainly capture the recreational services
offered by Doddabommasandra Lake to the visitors. CVM is generally used only
for assessing recreational and aesthetic benefits since the entire city is not benefitted
from other services. Also, the site does not inhibit any rare species because of which
biodiversity conservation is no longer an important criterion. An exclusive question-
naire was adapted to elicit WTP of the visitors for better scenic and recreational
benefits from the lakes.

Scenario illustrating benefits from Doddabommasandra Lake and the possible
recreational developments was presented before responders through elicitations and
photographs. Responders were to quote their WTP to enjoy the improved bene-
fits from the lake. Responses regarding their proposed contribution in the form of
tax whereby entire revenue generated made thereof would be directed towards the
recreational benefits and maintenance of the lake.

3.4 Compilation

CVM and TCM followed in the current study considered visitation rate of the lake.
These assetswere analyzed later on the basis of their regional applicability and advan-
tages in the vicinity of the lake, travel distances, their socio-economic conditions,
etc. Regression analysis was then run to obtain the marginalWTP of the stakeholders
for housing in locations in the vicinity of the lake.

3.5 Travel Cost Method

TCM is considered to assess value of economic use associated with ecosystem or
recreational sites. In this method, values can be assigned (even for consumer surplus
and not only for marginal WTP) for proposing creation of new site or elimination
of a site. Travel time and travel expenses that incur to visit a site are considered as
“price” of access to the site. Hence, WTP can also be derived based on the number
of trips made for different travel costs.

TCM is modeled on standard economic methods and thus is relatively uncon-
troversial for measuring value. It is often inexpensive. TCM is built on the actual
behavior of respondent than verbal responses to a hypothetical scenario. The method
is developed considering the simple fact that travel cost reflects recreational value
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of an ecosystem. Several ways are available to approach a problem, with variations
in TCM. Simple zonal travel cost approach was adopted for the current study. It is
the least expensive and simplest approach which can be used to estimate economic
value for recreational services of the site.

Various steps involved in Evaluation of Lake using Zonal TCM:

• A set of zones surrounding the Doddabommasandra Lake is defined by creating
concentric circles around the site at different distances.

• Information on the number of visitors from each zone is collected, and the number
of visits made per year.

• Number of visits per thousand population of the zone is calculated in each zone
by dividing number of visits by the zonal population in thousands.

• Travel distance and time to travel are calculated from each zone to the lake. First
zone is assumed to be Zone 0 with zero travel distance and time. Each consecutive
zone has increasing travel distance and time. The travel cost per trip is estimated
assuming an average cost per kilometer of distance and per hour of travel time.

• Equation relating visits per capita to travel costs and other significant variables
are developed for regression analysis and demand function for the average visitor
is assessed.

• Demand function for visits per capita is constructed with the results of the regres-
sion analysis. First point on demand curve represents the total visitors to the lake
at current access costs (assuming there is no entry fee to the lake). Then, other
data points are calculated by estimating the number of visitors with various hypo-
thetical entrance fees (assuming that an entrance fee is considered similar to or
as a part of travel costs).

3.6 Contingent Valuation Method

CVM can be used to assess the economic values for all kinds of ecosystem and
environmental services. This method can be used to assess both use and non-use
values. It is the most widely used method for assessing non-use values. However,
CVM is also the most controversial method of non-market valuation techniques.
CVM is based on the fact that one would do what one would say, as opposed to what
people are observed to do, this turns out to be its greatest strengths as well as greatest
weaknesses. The fact that the CVM is based on the verbal response to questions, as
opposed to observing their actual behavior, is the source of enormous controversy.

Various steps involved in Evaluation of Lake using CVM:

• Valuation problem is defined alongwith the exact serviceswere being to be valued.
• Survey is designed for the initial focus groups interviews including questions

regarding the lake.
• Further questions would further get detailed and specific and help to develop lake

specific questions for the survey.
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• Using standard statistical sampling techniques, sample survey is conducted for
randomly selected sample of the relevant population.

• Responses is entered into a suitable format such as Google Forms and transferred
into a spreadsheet.

• Data is analyzed using appropriate statistical approach for a given type of question.

4 Data Collection and Analysis

4.1 Data Collection

As explained earlier CVM is based on asking people verbal questions as against
observing their actual behavior. The conceptual, empirical, and practical problems
associated with this assessment depend on the way respondents respond to hypo-
thetical questions about hypothetical market scenarios. An open-ended format was
adopted such that the respondents quoted their maximumWTP for a given scenario.

The Zonal TCM is applied by collecting information on the number of visits to the
site from different zones. These travel and time costs increase with distance. Thus,
number of visits procured at various prices considering cost of travel as a part of cost
of visit is assessed. The required information was collected by conducting an online
questionnaire survey using Google Forms with the near-by residents and visitors of
the lake. The responses we obtained from the survey were organized and stored in
the form of a spreadsheet and further analyzed on Microsoft Excel®. With this data,
Demand Curve was constructed for this site and mean Willingness to Pay for the
services offered by the site was estimated.

The final questionnaire was designed to assess economic value of lake water by
Zonal TCM and draw information regarding, visitation rate to the lake per week,
Age group, travel distance, mode of transportation, type of vehicle (if used for
transportation), travel time.

Open-ended questions regarding the present services, willingness to pay any
entrance fee if introduced, amount, facilities recommended including Offshore and
In-Water Recreational services, Gymnastics, Vegetation cover, Infrastructure, etc.,
and WTP for each facility was included to assess economic value of lake water by
CVM.

Along with these for socio-economic consideration, occupation, income range,
and similar substitute sites were asked.

4.2 Analysis Using Contingent Value Method

CVM is used to evaluate non-market benefits of Doddabommasandra Lake which
appropriates the use of Compensating Variation as a measure. Compensating
Variation, in this case, was procured as Willingness to Pay.
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Table 1 Calculation of
meant WTP for entrance fees

WTP (|) Frequency WTP * Frequency Mean =∑
(WTP*Frequency)∑

Frequency

20 41 820

50 46 2300 |45
100 14 1400

Table 2 Calculation of
meant WTP for offshore
recreational services

WTP (|) Frequency WTP * Frequency Mean =∑
(WTP*Frequency)∑

Frequency

20 35 700

50 52 2600 |46.53
100 14 1400

Steps Involved in Contingent Value Method:

• Data collected from the online questionnaire survey was organized into a
spreadsheet for analysis. This included the income range of the respondents.

• Average Income of all the respondents was calculated and found to be |
9,57,722.77.

• Relevant values (responses) were segregated and compartmentalized into indi-
vidual tables. The responses were actually the WTP amounts for each case such
as WTP as Entrance Fees, WTP for Offshore Recreational Services, and many
more.

• Mean WTP was calculated for each type of service.

The following Tables 1, 2, 3, 4 and 5 show the individual mean WTP for each
type of service:

Table 3 Calculation of
meant WTP for gymnastics

WTP (|) Frequency WTP * Frequency Mean =∑
(WTP*Frequency)∑

Frequency

50 50 2500 |75
100 51 5100

Table 4 Calculation of
meant WTP for vegetation
cover

WTP (|) Frequency WTP * Frequency Mean =∑
(WTP*Frequency)∑

Frequency

15 43 645

25 35 875 |26.44
50 23 1150
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Table 5 Calculation of
meant WTP for infrastructure

WTP (|) Frequency WTP * Frequency Mean =∑
(WTP*Frequency)∑

Frequency

15 65 975

25 24 600 |21.53
50 12 600

Below are the pie charts that show the distribution ofWTP amounts for the various
services (Fig. 2 and Table 6):

• Average of all the above calculated mean WTP amounts were found to be |42.9.
Total Assessment of Economic Benefits from the services at the site was calcu-
lated as |9,46,245.30. This is the product of Average Mean WTP amounts and
Population of the Doddabommasandra ward (Arithmetically Projected for 2019
as 21,640 people from 2011 census).

Fig. 2 Distribution of WTP for a entrance fees, b offshore recreational services, c gymnastics and
d infrastructure
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Table 6 Calculation of
average mean WTP and total
estimate of economic benefits

Services Average of mean willingness to
pay (|)

Entrance fees 45

Offshore recreation 46.53

Gymnastics 75

Vegetation cover 26.44

Infrastructure 21.53

Average 42.9

Total estimate of economic
benefits

946,245.30

4.3 Analysis Using Zonal Travel Cost Method

Zonal TCM is based on the principle that based on the correlation between the users’
behavior (i.e., the number of trips to the site) and the cost of a visit the recreational
benefits at a given site can be derived from the Demand Curve.

Steps Involved in Zonal Travel Cost Method:

• Set of zones surrounding the site were defined. The zones were defined with
respect to the distance traveled by the visitors in reaching the site, i.e., 2, 5, 10,
and 15 kms.

• Data collected by conducting a questionnaire survey using Google Forms as
explained in Contingent Value Method was used for this method as well.

• Visitation rates per 1000 population were calculated in each zone. That is the total
visits per week from each zone divided by the zones’ population in thousands.
The total number of visits was 640.

• Average Round Trip Travel Distance and Travel Time were calculated to the site
for each zone. It was assumed that people in Zone 0 have zero travel distance and
zero time. However, the other zone has an increasing travel time and distance.

• A curve was plotted between Visits/1000 and Total Travel Cost per Trip which is
the Demand Curve (Tables 7 and 8).

The following Eq. (1) was obtained from the Demand Curve:

Table 7 Calculation of
visits/1000

Zone Visits per week Zone population Visits/1000

0 0 0 0

1 213 1352 157.54

2 176 3381 52.06

3 136 6763 20.11

4 115 10,144 11.34
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Table 8 Calculation of total travel cost per trip

Zone Distance Time
(min)

Cost/km Distance *
Cost/km

Cost/minute Travel
Time *
Cost/min

Total
travel
cost per
trip

0 0 0 0 0 0 0 0

1 2 15 2.68125 5.36 0.0715 1.0725 6.44

2 5 30 6.703125 33.52 0.143 4.29 37.81

3 10 45 13.40625 134.06 0.2145 9.6525 143.72

4 15 60 20.109375 301.64 0.286 17.16 318.80

y = −1.5866x + 220.45 (1)

where, y = Travel (Y-axis), x = Visits per 1000 (X-axis).
In Eq. (1) if x is substituted with different values of Travel Cost, the Demand

Function will be generated (Fig. 3).

• RegressionAnalysiswas conducted to establish a linear relation between variables
such as distance, travel time, visits per week, and total travel cost (Table 9).

The value of R2 here is greater than 0.5 and it represents the percentage of
dependent variable variation that this linear model represents.

• From the Regression Analysis, the Regression Coefficients were calculated as
shown in Table 10. The Regression Equation used is:

Y = α + β1X1 + β2X2 + β3X3 (2)

Fig. 3 Demand curve
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Table 9 Summary output Regression statistics

Multiple R 0.995082817

R Square 0.990189812

Adjusted R Square 0.960759247

Standard error 26.65031586

Observations (Zones) 5

Table 10 Regression coefficients

Time (minutes) Distance Visits/1000 Intercept

Coefficients −8.528 45.588 0.1817 82.624

Standard Error 3.7717 15.194 0.2762 26.638

t Stat −2.261 3.5927 0.658 −0.031

P-value 0.2651 0.1728 0.6295 0.9803

Lower 95% −56.45 −138.5 −3.327 −339.3

Upper 95% 39.396 247.65 3.6909 337.64

Lower 95.0% −56.45 −138.5 −3.327 −339.3

Upper 95.0% 39.396 247.65 3.6909 337.64

In equation (2):
Y = Total Travel Cost.
X1 = Visits/1000.
X2 = Distance.
X3 = Travel Time.
α = 82.62390973 (Regression Coefficient).
β1 = 0.181718687 (Regression Coefficient).
β2 = 45.58827142 (Regression Coefficient).
β3 = −8.527861976 (Regression Coefficient).
From Eq. (2), The Travel Cost or Willingness to Pay was calculated for different

zones by substituting the variables in Eq. (2) with values from Table 10. The WTP
values corresponding to each zone is shown in Table 11 of Sect. 5.

Table 11 Zonal travel costs
and average willingness to
pay

Zone Travel cost (|)

0 0

1 73.95

2 64.19

3 158.41

4 256.84

Average 110.68
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5 Results and Discussion

5.1 Result from Contingent Value Method

In Sect. 4, we extrapolated relevant data from the responses obtained from the online
questionnaire survey and organized them intomanageable tables based on the type of
service in question. Then, we calculated theMeanWillingness to Pay for each service
as shown from Tables 1, 2, 3, 4 and 5. From theMeanWTP amounts for each service,
we calculated theAverageMeanWillingness to Pay as |42.9 as shown in Table 6. The
Total Estimate of Economic Benefits from the services at the site was calculated as
|946,245.30 which is the product of Average of meanWTP amounts and Population
of the Doddabommasandra ward. Hence, The Total Estimate of Economic Benefits
calculated from Contingent Value Method is |946,245.30.

5.2 Discussion on Result from Contingent Value Method

The Total Estimate of Economic Benefits calculated is less than the Average Income
Range of the target population of the ward.

|946,245.30 < |957,722.77
This is in accordance with the fact that if the Average Income Range exceeds

The Total Estimate of Economic Benefits, it is safe to make financial investments
on the site for benefiting from the services offered and to invest in enhancement,
development, and protection programs for the site. Thus, from the results of CVM
analysis,we can infer that it isworthwhile to spendmoney in order to enjoy ecosystem
benefits offered at Doddabommasandra Lake and invest in programs and actions for
protection and rejuvenation of the lake.

5.3 Results from Zonal Travel Cost Method

In Sect. 4, we divided the Doddabommasandra ward into five zones. The zones
were 0, 5, 10, and 15 km away from Doddabommasandra Lake. Then, from the
responses obtained from the online questionnaire survey, we extrapolated distance,
travel time, and frequency of visits required for Regression Analysis. Demand Curve
was drawn from the values extrapolated from the online questionnaire survey and
Demand Function was derived. Regression Analysis was conducted and then from
the results thereof, Regression Coefficients were obtained. Regression Equation, i.e.,
Equation (2) was substituted with corresponding values of Regression Coefficients
and the values from Table 10. Travel Cost or Willingness to Pay for each zone was
calculated as shown below in Table 11.

Hence, The Average Willingness to Pay was calculated as |110.68.
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5.4 Discussion on Results from Zonal Travel Cost Method

From Table 11, it is evident that Travel Cost is higher for zones that are further
away from Doddabommasandra Lake. This does not only demonstrate the effect of
distance on Travel Cost but also validates the fact Travel Time (which is a function
of distance) is inclusive of the recreational process and that consumers visiting from
a greater distance tend to spend more than those that stay closer to the lake.

The Average Willingness to Pay was calculated as |110.6766169. This value
exceeds theWillingness to Pay amounts stipulated for the various lake services in the
online questionnaire survey. This value also exceeds The Average MeanWillingness
to Pay (|42.9) as calculated in Contingent Value Method.

|110.68 > |42.9
This suggests that financial investments to be made for restoration, development,

preservation, and protection efforts shall be feasible, and return of investment can be
expected.

6 Conclusions

The following conclusions were drawn from the current study carried out to assess
economic value of Doddabommasandra Lake:

• This project established that the regional economy, quality of life, and tourism
rely on quality of water of the lake.

• This project quantified the contribution of the natural amenities offered by the
Lake to the regional economy.

• The average WTP by visitors towards the lake service benefits provided by
Doddabommasandra Lake is assessed by both TCM and CVM.

• Offshore recreation and gymnastics are the expected extra services at the location.
With extra facilities provided, there is expectation for a significant increase in
visitation rate.

• The WTP by visitors for the recreation benefits is highly dependent on socio-
economic and demographic variables such as age, gender, education, monthly
income, and residential status.

Project findings suggest that future investments for development activities and
programs that aim for restoring and protecting the lake are feasible and guarantee a
substantial return of investment.
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Meteorological Drought Analysis Using
SPI-6 for Marathwada Region,
Maharashtra State, India

A. B. Pachore and D. G. Regulwar

Abstract Drought is an extremeclimatic event,which is recurring in nature.Drought
occurs when the amount of precipitation is less than average precipitation for the
region. Marathwada region of Maharashtra state, India is selected for this study.
Marathwada region is facing extremely dry conditions again and again over the
period. Marathwada region has 8 districts and 76 blocks. This study provides a
blockwise characterization of meteorological drought from 1980 to 2014 using the
Standardized Precipitation Index (SPI) at a 6-month time scale. The six-month SPI
(SPI-6) is used as it characterizes the rainfall amount during the preceding half-year,
and is most useful for characterizing shallow soil moisture available to crops and
forage grasses. Drought duration, severity, and frequency are assessed for all 76
blocks which show considerable spatial variation. The drought condition of each
block is highlighted based on drought years, duration, average SPI-6 value, and type
of drought event. The most affected blocks due to droughts are Badnapur, Mukhed,
Dharmabad, Khultabad, Lohara, Phulambri, Vaijapur, Ambejogai, Sengaon, Mahur,
Lohara, etc. Results from this study give important information regarding blocks in
which drought events occurred more frequently and are most vulnerable to it. This
study is helpful for water resource planners and stakeholders to properly manage
drought conditions according to their severity and location.

Keywords Meteorological drought · SPI-6 · Drought duration · Severity ·
Frequency

1 Introduction

Drought is generally referred to as lack of precipitationwhich is occurring frequently.
When an amount of precipitation is below the average precipitation value of a region,
it is referred to as a drought. Drought characteristics vary spatially from region to
region. The development of drought is slow and it is hard to find the start and end
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period. The regional extent of drought is much larger as compared to other natural
calamities such as flash floods and cloud bursts. Drought event often affects water
supplies by the deficit in soil moisture, depletion in stream flows, and lowering
of reservoir and groundwater level. The nature of drought is generally local which
varies in space aswell as on time scales. Therefore, the development of goodmanage-
ment and mitigation system for drought events is necessary. 25 major drought years
are recorded in India from 1871 to 2015. 1873, 1877, 1899, 1901, 1904, 1905,
1911, 1918, 1920, 1941, 1951, 1965, 1966, 1968, 1972, 1974, 1979, 1982, 1985,
1986, 1987, 2002, 2009, 2014 and 2015 were the years when drought events are
recorded (Manual of Drought Management, Govt. of India). Marathwada region of
Maharashtra state in India is one of the most drought-affected areas of the country.
According to theMaharashtra Economic Survey of 2015–2016, 16,800 villages were
affected by drought in 2014–2015, 9 million farmers were directly affected, 3225
farmers committed suicide in 2015. Aurangabad, Nanded, Latur, Parbhani, Jalna,
Beed, Hingoli, and Osmanabad are eight drought-affected districts of the Marath-
wada region in 2014–2015. In 2014 Maharashtra’s rainfall was 70.2% below normal
rainfall and in 2015 it was 59.4% below the normal level. Drought analysis which is
done using average data values for larger regions such as district or meteorological
division does not give an accurate idea for drought conditions for that region, as
precipitation deficiency can vary from one block to another within the district. SPI
scale also plays a crucial role in drought studies. This study focuses onmeteorological
drought analysis for all 76 blocks of the Marathwada region using SPI at a 6-month
time scale which is more accurate for characterizing precipitation deficiency and its
consequences such as lower soil moisture, lower reservoir levels, and lower stream
flows.

1.1 Drought Definition

No perfect definition of drought is available; hence defining this water scarcity is a
major task in front of any researcher. An extensive review of drought is available in
the literature [1]. According to the world meteorological organization [2], drought
is a sustained, spatially extended deficiency of rainfall.

1.2 Drought Classification

According toWilhite andGlantz [3], droughts are classified into fourmajor categories
which are as follows:

• Meteorological drought is a deficit of rainfall below thenormal level for a sustained
period. The amount of rainfall is generally considered for meteorological drought
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analysis. Drought and non-drought periods are differentiated using the threshold
value of the Standardized Precipitation Index.

• Hydrological drought is mainly concerned with surface and sub-surface
hydrology. Within a hydrologic drought period, river flow is insufficient to fulfill
the water requirement under a present water management system. PDSI (Palmer
Drought Severity Index) andSWI (StandardizedWaterLevel Index) give threshold
value which is to be used as an indicator for hydrologic drought.

• Agricultural drought is triggered mainly due to meteorological drought. Deficient
subsoil moisture conditionswill lead to agricultural drought. Themodified Palmer
Drought Severity Index is used as a drought indicator. The Crop Moisture Index
defines drought in terms of evapotranspiration deficit which is the difference
between actual and expected weekly evapotranspiration.

• Socio-economic drought mainly considers the social and economic impacts of
drought. It is concerned with the demand and supply of commercial goods.

1.3 Drought Indicators/Indices

Indicators are variables used to define drought conditions. Some of the indicators
are precipitation, groundwater level, reservoir level, soil moisture, etc. [1]. Drought
indicators are nothing but hydro climatological data is considered as it is and tests it
with respect to threshold values without converting to index values.

Indices used to define the severity, location, durationof drought conditions. Indices
are calculated numerical values used for representing drought severity. Indices are
used to provide a quantitative assessment of drought severity, location, and duration.

According to WMO [2] handbook, three main approaches for assessment of
drought and devising early warning systems are by making use of a single index,
by making use of multiple indices, and by using combined indicators. The detailed
questioner is given by WMO for selecting an index or indicator. The following key
points are considered while selecting a particular index or indicator: (1) Facilitating
timely identification of drought. (2) Consideration of climate, space, and time while
determining drought initiation and termination. (3) Reflection of severity and impacts
occurring on the ground by a particular index. (4) The need for a composite indicator.
(5) Ease of using a particular index or indicator.

World Meteorological Organization [4] has given a standardized precipitation
index user guide which highlights details of SPI (Standardized Precipitation Index).
SPI was developed by Mckee, Doesken, and Kleist at Colorado state university in
1993. SPI is mainly used for quantification of meteorological drought. Originally
SPI was calculated for 3-, 6-, 12-, 24- and 48 months’ timescale.

Singh and Mishra [1] have studied various indices such as SPI for precipitation
deficiency, Palmer Drought Severity Index for moisture deficiency of locality, Crop
Moisture Index for evaluating moisture condition for short period such as on weekly
basis for the main crop-producing region. The surface water supply index is used for
representing a hydrological drought.
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1.4 Characterization of Meteorological Drought Using SPI

Livada andAssimakopoulos [5] have used a standardized precipitation index for anal-
ysis of drought on a spatial and temporal scale. Drought events are identified and clas-
sified using drought duration and intensity data. SPI calculation is performed using
monthly rainfall data for 51 years of 23 stations distributed in Greece. Wang et al.
[6] studied monthly precipitation and temperature data at 633 sites in China during
1961–2012, standardized precipitation index, and standardized precipitation evapo-
transpiration index are calculated for drought severity investigation. Guhathakurta
et al. [7] studied meteorological drought over the Indian region using a standard-
ized precipitation index. Drought events are analyzed in connection with northeast
monsoon and southwest monsoon. Gidey et al. [8] analyzed seasonal meteorological
drought using SPI-3. Drought properties such as drought duration, severity, inten-
sity, and frequency are studied both spatially and temporally. Das et al. [9] has used
rainfall data from 1973 to 2016 to analyzed meteorological drought in the Linu river
basin. SPI is calculated at various times scales such as 1, 3, 6, 9, 12, and 24 months.
Trend analysis of drought events is done by using the Mann–Kendall test.

2 Methodology

6-month standardized precipitation index is used for identifying drought events. SPI
can be calculated for different timescales. Timescales generally vary from 3, 6, 12,
24, and 48 months. These timescales correspond to different types of impacts due to
precipitation deficit. Shorter timescales such as 1 to 2 months denote meteorological
drought, 1 to 6 months SPI denotes agricultural drought and 6 to 24 months SPI
denotes hydrologic drought. SPI is generally probabilistic in nature, i.e., probability
distribution is fitted with rainfall record of the region and then transformed to the
normal distribution, due to this normalization, SPI values above “0” shows wet
conditions and below “0” shows dry conditions, where “0” correspond to long term
average rainfall of the region. Based on the literature survey all SPI values below
“-1” are considered for drought characterization. SPI is used because of its ease in
handling and flexibility of calculation at different timescales.

Following are the detailed steps to calculate Standardized Precipitation Index for
the ith year, jth month and for a time scale of k months,

• Calculation of ‘k’ month moving average of rainfall time series Xk
i j (I = 1… n)

for month j of year i, where every ‘X’ term is an addition of rainfall of previous
k months.

• Generally, Gamma distribution is fitted for average monthly rainfall data series
varying from 3-, 6- until 24 months, which is given as follows:

gX (X) = 1

βξ�(ξ)
X ξ−1e− X

β (1)
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where, shape parameter is ξ, the scale parameter is β, and the gamma function at ξ is
�(ξ). Integrate Eq. (1) for getting cumulative probability distribution which is given
as follows,

GX (X) = X∫
0
gX (X)dx = 1

βξ�(ξ)

X∫
0
X ξ−1e− X

β dx (2)

• Two parameter gamma distribution function doesn’t consider ‘0’ values but rain-
fall distribution contains ‘0’ values, therefore, mixed distribution function which
will consider ‘0’ values are taken and CDF (cumulative distribution function) is
defined, which is as follows,

FX (X) = q + (1 − q)GX (x) (3)

where, G(x): CDF for non-zero rainfall, q: Probability of zero rainfall.
• SPI (Standardized Precipitation Index) is given by the following expression,

SPI = �−(F(X)) (4)

where,�(): CDF of the standard normal distribution,�−(F(X)): inverse of
standard normal CDF.

SPI calculation requires only precipitation as an input variable. Temporal analysis
of droughts event is done using a standardized precipitation index. 3-month SPI is
used for quantification of short term drought episodes, 6-month SPI is used for
quantification of the seasonal drought events, 9-month SPI is used for medium-term
drought event, 12-month SPI, and 24 SPI is used for characterization of the long term
drought event.

SPI has an intensity scale inwhich both positive and negative values are calculated,
which correlates directly to wet and dry events.

2.1 6-Month Standardized Precipitation Index

The six-month SPI (SPI-6) characterizes the rainfall amount during the preceding
half-year and ismost useful for characterizing shallow soil moisture available to agri-
cultural crops and forage grasses. The six-month SPI correlates the rainfall for that
duration with the same six-month duration over the previous records. For instance, a
six-month SPI at the end of September correlates the rainfall summation for April–
September duration with all the previous summation for that same duration. The
six-month SPI shows short to medium-term variation in rainfall and is still used as
more vulnerable to situations at this scale than the Palmer Index. A six-month SPI
can be highly efficient in indicating the rainfall over different seasons. For instance,
a six-month SPI at the end of March would show a very good designation of the



76 A. B. Pachore and D. G. Regulwar

amount of rainfall that has occurred within the very crucial wet season from October
till March for definite Mediterranean locales. Data from a six-month SPI can be also
correlated with stream discharge and levels of the reservoir, depending on the area
and duration of a year.

2.2 Definition of Drought Properties

There are four main properties of drought events which are drought duration, drought
severity, minimum SPI, drought inter-arrival period. These properties are discussed
below:

Drought Duration (Dd): Duration or period for which SPI value remains below
the threshold of ‘−1’, this consecutive time interval is taken as drought duration or
also called as drought length.

Drought Severity (Sd): Drought severity is defined as the summation of SPI values
below “−1” within the period of drought. Drought severity can also be stated as the
summation of negative SPI values below ‘−1’.

The severity of a drought event in the ith month is calculated by:

Si = −
D∑

t=1

SP Ii,t (5)

Inter-arrival Time (Ld): Inter-arrival time of drought is defined as the period from
the starting of one drought event till the beginning of the next drought event.

Depending upon the values of SPI, drought event is characterized or divided into
four groups from s. no. 4 to 7 as shown in Table 1. As mention in Table 1, SPI values
above 0.99 shows wet conditions, in between −0.99 and 0.99 shows near-normal
condition. All index values below −0.99 are categorized into drought conditions
from extremely dry to moderately dry.

Table 1 Classification of
drought event-based upon SPI
values [10]

S. No. SPI Class

1 +2 and above Extremely wet

2 +1.5 to +1.99 Severely wet

3 +1 to +1.49 Moderately wet

4 −0.99 to 0.99 Near normal

5 −1 to −1.49 Moderately dry

6 −1.5 to −1.99 Severely dry

7 −2.0 and less Extremely dry
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Fig. 1 Location map of Marathwada region

3 Results and Discussion

3.1 Study Area Details

The drought situation is faced frequently due to less rainfall in the Marathwada
region. There are total eight districts in the Marathwada region which are—Hingoli,
Jalna, Latur, Osmanabad, Parbhani, Aurangabad, Nanded, Beed. Marathwada region
is having co-ordinates as, 70°5′ East to 78°5′ East in longitudewhereas 17°5′ North to
20°5′ North in latitude. Refer Fig. 1 for a locationmap of theMarathwada region. The
total geographic area and population of the region are 64,590 km2 and 1,87,32,785
respectively (Shodhganga). Daily precipitation data is collected from https://global
weather.tamu.edu/ for the Marathwada region. This daily data is converted to a
monthly dataset using excel. Monthly precipitation data is needed as input for SPI
calculation in SPI generator software.

3.2 Drought Characterization

Marathwada region of Maharashtra state has total 8 districts and is within 76
blocks. Drought characterization is done blockwise from 1980 to 2014 using SPI-6.
Drought vulnerability is assessed of each block from 1980 to 2014 using drought
severity/category based on SPI-6 values.

https://globalweather.tamu.edu/
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3.3 Blockwise Drought Vulnerability Assessment Using SPI 6

Table 2 shows, how many times a particular drought event has occurred for the
Aurangabad block from 1980 till 2014, near-normal conditions have occurred 4
times, moderately dry conditions have occurred 11 times, very dry event has occurred
once. Table 2 for Aurangabad block shows the start and end date of every drought
event along with drought duration in month, an average of SPI-6 values for drought
duration, and average monthly precipitation deficiency category. Similar drought
categorization is done for all 76 blocks. Table 3 shows how many times drought of
each category has occurred for the study area from 1980 to 2014. From this vulner-
ability assessment of each block following blocks are identified with the maximum
number of near normal, moderately dry, very dry, and extremely dry events.

• The maximum number of near-normal conditions (13 times) has occurred in
Badnapur, Mukhed, Dharmabad.

• The maximum number of moderately dry conditions (12 times) has occurred
inKhultabad, Lohara.

• Themaximumnumber of very dry conditions (4 times) has occurred in Phulambri,
Vaijapur, Ambejogai, Sengaon, Mahur, Lohara.

• Extremely dry conditions have occurred in Gangapur, Khultabad, Bhokardan,
Jafrabad, Jalna, Mantha, Kandhar, Umerga, Pathari, Gangakhed, Ahmadpur,
Renapur, Chakur.

Table 2 Drought categorization for Aurangabad block

Start date End date Drought duration Average SPI-6 Drought Category

02/01/1981 04/01/1981 2 −0.81 Near normal

08/01/1981 02/01/1982 6 −0.58 Near normal

05/01/1983 08/01/1983 3 −1.2 Moderately dry

01/01/1986 07/01/1986 6 −0.74 Near normal

01/01/1987 08/01/1987 7 −1.11 Moderately dry

01/01/1992 06/01/1993 17 −1.39 Moderately dry

04/01/1996 08/01/1996 4 −1.18 Moderately dry

04/01/2000 05/01/2000 1 −1.76 Very dry

10/01/2000 06/01/2001 8 −1.34 Moderately dry

03/01/2003 04/01/2003 1 −1.03 Moderately dry

04/01/2004 05/01/2004 1 −1.03 Moderately dry

06/01/2005 05/01/2006 11 −0.64 Near normal

05/01/2007 06/01/2007 1 −1.14 Moderately dry

03/01/2008 02/01/2009 11 −1.06 Moderately dry

04/01/2012 07/01/2012 3 −1.01 Moderately dry

04/01/2013 06/01/2013 2 −1.41 Moderately dry
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Table 3 Blockwise drought vulnerability assessment

S. No. Name of
district

Name of block Near
normal

Moderately
dry

Very
dry

Extremely
dry

1 Aurangabad Aurangabad 4 11 1 −
2 Gangapur 8 8 2 1

3 Kannad 7 11 1 −
4 Khultabad 5 12 2 1

5 Paithan 11 10 2 −
6 Phulambri 11 8 4 −
7 Soygaon 10 9 – −
8 Sillod 11 8 1 −
9 Vaijapur 10 7 4 −
10 Bid Ashthi 11 10 − −
11 Shirurkasar 9 6 3 −
12 Patoda 11 3 2 −
13 Bid 11 5 − −
14 Georai 7 7 2 −
15 Wadwani 9 10 2 −
16 Kaij 10 7 2 −
17 Dharur 11 8 2 −
18 Ambejogai 7 6 4 −
19 Parliwaijnath 7 8 3 −
20 Majalgaon 5 6 2 -

21 Hingoli Sengaon 10 6 4 -

22 Hingoli 6 9 2 -

23 Kalamnuri 6 7 3 -

24 Aundhnagnath 9 8 2 -

25 Basmat 8 9 - -

26 Jalna Bhokardan 11 6 3 1

27 Jafrabad 11 7 2 1

28 Badnapur 13 8 2 -

29 Jalna 6 4 1 2

30 Mantha 7 10 − 1

31 Ambad 6 7 2 −
32 Partur 5 11 − −
33 Ghasavangi 11 7 2 −
34 Nanded Mahur 8 7 4 −
35 Kinwat 10 7 − −

(continued)
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Table 3 (continued)

S. No. Name of
district

Name of block Near
normal

Moderately
dry

Very
dry

Extremely
dry

36 Himayatnagar 11 8 3 −
37 Hadgaon 4 6 3 −
38 Bhokar 5 10 1 −
39 Ardhapur 10 9 3 −
40 Nanded 7 9 1 −
41 Mukhed 13 6 3 −
42 Umri 9 9 3 −
43 Loha 9 8 3 −
44 Kandhar 10 6 − 1

45 Naigaon 11 8 3 −
46 Biloli 6 9 1 −
47 Deglur 7 7 2 −
48 Dharmabad 13 6 3 −
49 Mukher 9 7 1 −
50 Osmanabad Paranda 6 9 1 −
51 Bhum 10 7 − −
52 Washi 11 9 2 −
53 Kalamb 9 7 − −
54 Osmanabad 11 6 1 −
55 Lohara 7 12 4 −
56 Umerga 11 11 2 −
57 Tuljapur 11 6 1 1

58 Parbhani Jintur 6 8 2 −
59 Selu 10 7 2 −
60 Pathari 3 11 1 1

61 Manwat 7 8 4 −
62 Parbhani 9 7 1 −
63 Purna 9 9 3 −
64 Palam 7 10 3 −
65 Gangakhed 8 8 − 1

66 Sonpeth 8 8 3 −
67 Latur Ahmadpur 9 6 1 1

68 Jalkot 11 8 3 −
69 Renapur 11 9 2 1

70 Chakur 10 10 2 1

(continued)
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Table 3 (continued)

S. No. Name of
district

Name of block Near
normal

Moderately
dry

Very
dry

Extremely
dry

71 Udgir 10 9 − −
72 Latur 7 6 1 −
73 ShirurAnantpal 11 12 2 −
74 Deoni 12 12 2 −
75 Ausa 9 8 − −
76 Nilanga 9 9 1 −

Priority should be given to above mention blocks while forming and executing a
drought management plan because these are more vulnerable to drought events.

4 Conclusion

Meteorological drought characterization of blocks of the Marathwada region is used
to assess the vulnerability of each block for a particular category of drought from
1980 till 2014. It is observed that a maximum number of near-normal conditions,
i.e., 13 have occurred in Badnapur, Mukhed, Dharmabad. The maximum number
of moderately dry conditions, i.e., 12 times has occurred in Khultabad, Lohara. A
maximum number of very dry conditions, i.e., 4 times has occurred in Phulambri,
Vaijapur, Ambejogai, Sengaon, Mahur, Lohara. Extremely dry conditions have
occurred in Gangapur, Khultabad, Bhokardan, Jafrabad, Jalna, Mantha, Kandhar,
Umerga, Pathari, Gangakhed, Ahmadpur, Renapur, Chakur. Drought characteriza-
tion study shows how many times each category of drought occurs in a particular
block. This study will help water resource planners and stakeholders to properly
assess the level of risk and to manage it.
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Abstract Rainfall based forecasting, analysis and hydrological modelling form an
integral part of the study of hydrology. Now a day’s many modern methods have
been used for rainfall predictions. One of such tools which have been developed in
recent times to promote the study of hydrological modelling and rainfall forecasting
is by using fuzzy logic and ANN. The present study has been done out to analyze
and compare the fuzzy logic and ANN based analysis for the rainfall predictions.
Study also aims to demonstrate the use of hydrological modelling and the use of soft
computing techniques for various hydrological purposes. Models developed using
fuzzy logic and artificial neural network have been compared analysed and describes.
Result shows that Artificial Neural Network gives suitable results over the Fuzzy
Logic based model for the present study area and data taken. Analysis of the rainfall
predictions and hydrological modelling for the study area has been done for fuzzy
logic and the same study has been done through artificial neural network as well.
The study shows that the use of Fuzzy and ANN is also suitable in Rainfall-Runoff
Modelling as well. The efficiency of the model developed by Fuzzy Logic has been
reflected up to 85 to 92% where is the efficiency of the model developed by artificial
neural network has been reflected as 94 to 96%. Few models have been generated to
compare and calibrate the analysis done on the study area.
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1 Introduction

In this methodology, a work of dual-information-based water level prediction and
results of two different data based rainfall forecasting approaches are produced: one
is based on ANN framework and the second is on fuzzy logic framework. These
methods are chosen since both are similar, i.e. two methods acquire qualities without
depicting or justifying the conventional and theoretical reason of those works. They
used to behave and initiate human perception of correlating links.

Several other researches have been done to analyze between black box models,
usually emphasize simulation both in validation and calibration phase. In this paper,
the work of the models are performed with great concern and precision, capacity to
dealwith various levels of information.Reliability and efficiency are considered since
the larger amount of data of any physical constraint such as the mass conservation
(typically data-driven model) can represent a potential risk of unexpected prediction,
outside the calibration phase.

The capacity to work with different phases of information is considered since the
fuzzy approach links and correlates inputs andoutputs through adecompositionbased
on categories (low, high, very low, very high, etc.) while the neuron system approach
links to input and output through a system of numerical weights. Mostly the two
methods can work differently when executing an increasing amount of information
and for this reason, two other input sets are considered in the numerical test: the Fuzzy
is characterized by significant spatial and time aggregated rainfall information, while
the ANN considers rainfall information more distributed in space and time.

2 Literature Reviews

Alvisi et al. [1] introduced three information driven degrees of water gauging models
on the Reno River at Casalecchio di Reno (Bologna, Italy). One is the Neural
Network approach, while the other two depend on the Mamdani and the Takagi–
Sugeno fluffy rationale draws near. Alvisi reasoned that two models dependent on
the fluffy rationale approach performed better when the physical wonders consid-
ered are combined by both a set number of factors and IF–THEN rationale procla-
mations, while the ANN approach builds its exhibition when more definite data is
utilized. NFTOOL and NNTOOL. Backpropagation calculation takes 70% informa-
tion for preparing, 15% for testing and 15% for approval. Ankita Sharma presumed
that TRAINLM preparing capacity indicated best outcome in preparing, testing and
approval of information. Additionally, LEARNGDM is the best learning capacity
with least MSE. El-Shafie et al. [2, 3] created two unique models to be specific
ANN model and Multi-relapse model and executed in Alxendria, Egypt. A Feed
Forward Neural Network with back engendering calculation was created to foresee
precipitation on yearly and month to month premise. Measurable boundaries are
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utilized to analyze both models. El-Shafie presumed that ANN model shows prefer-
able execution over MLR model. Sharma et al. [4] anticipated precipitation in the
area of Delhi (India) utilizing neural organization back spread calculation. Preparing
of info information in the MATLAB is finished utilizing NFTOOL and NNTOOL.
Backpropagation calculation takes 70% information for preparing, 15% for testing
and 15% for approval. Ankita Sharma reasoned that TRAINLM preparing capacity
demonstrated the best outcome in preparing, testing and approval of information.
Additionally, LEARNGDM is the best learning capacity with least MSE. Agboola
et al. [5] utilized the fluffy principles in reenacting precipitation in Nigeria. The
creator made Fuzzy Logic model utilizing the following useful parts; the informa-
tion base and the fluffy thinking. The essential advances associated with the model
creation product fuzzification and defuzzification. To check the exactness of the
model, it must be as per watched information. The mimicked information demon-
strated a precision of 68%. Fromdissectingmodel yields, the creator reasoned that the
model gives acceptable outcomes and a similar model can be applied to consolidate
all the wrong and enormous measures of sources of info.

Srivastava et al. [6] considered the variety in soil as steady and the ecolog-
ical boundaries carry on in fluffy nature. Rashi Srivastava proposed an expectation
modelwhichpredicts the precipitationwith boundaries as temperature andmugginess
utilizing fluffy rationale. Themodel likewise anticipates the development of the horti-
culture creation dependent on fluffy rationale idea. The outcomes indicated that as
temperature diminishes and stickiness expands the odds of downpour is high however
as temperature increments and moistness diminishes the odds of downpour is low.
Jimoh et al. [7] proposed that impact of catastrophic events, for example, flooding,
dry season can be forestalled with compelling arranging. Jimoh applied fluffy ratio-
nale in the proposed model to anticipate precipitation utilizing the temperature and
wind speed of the geological area. In the wake of contrasting the anticipated qualities
and genuine qualities, Jimoh presumed that by knowing some climatic boundaries,
one can utilize them as information factors in Fuzzy Logic show and can get precip-
itation as yield from the model. Jimoh suggested use of fluffy rationale as vital in
other areas since two rationale levels can’t take care of a large number of such issues.
Kar et al. [8] recommended choice tree, bunching, K-mean and fluffy rationale as
the different strategies for precipitation expectation. Different precipitation forecast
strategies are looked at utilizing their points of interest, restrictions and time span.
Kaveri Kar proposed that we can anticipate downpour later in the year by realizing
atmosphere factors which is valuable for ranchers and farming. Just a portion of
the atmosphere factors are considered yet different elements can likewise impact
precipitation. Safar et al. [9] expressed that anticipating precipitation is a perplexing
nature as it is particularly affected by atmosphere of Malaysia. Climate boundaries
affecting precipitation and utilized in study were Atmospheric weight, temperature,
mugginess, dew point and wind speed. In this investigation, the creator has attempted
to discover precipitation utilizing climatic boundaries as a contribution to get precip-
itation as yield and inside the scope of determined yields. The model is found to
have an exactness of 72%. Asklany et al. [10] utilized five climatic boundaries like
relative moistness, absolute overcast spread, wind course, temperature and weight
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as info factors for model. Each information variable was appointed three enrolment
capacities. From all out of 243 prospects 118 fluffy IF–THEN principles are utilized.
Somia A. Asklany likewise recommended that precision of the model is exception-
ally reliant on the experience of the person who puts rules and the length of preparing
informational collection. Mishra et al. has used the ANN in rainfall predictions [11]
and Nayak et al. has also used artificial neural network in rainfall prediction [12].

3 Study Area and Data Collection Details

Ahmedabad in Gujarat, India, is the biggest city in the state. The Sabarmati River
streams inside its middle. On the western side is the Gandhi Ashram at the waterway,
which portrays the profound pioneer’s living quarters and ancient rarities. Inside the
city andwaterway, the CalicoMuseum of Textiles, when amaterial vendor’s chateau,
has a superb assortment of collectable and present day textures. Territory: 464 km2,
Elevation: 53 m, Weather: 34 °C, Wind SW at 5 km/h, 67% Humidity, Population:
55.7 lakhs (2011), Local time: Friday, 12:18 pm,Area code(s): 079,AverageRainfall:
765 mm. Normal precipitation days in May: 0.6 days, Average precipitation days in
June: 3.9 days, Average precipitation days in July: 11.5 days, Average precipitation
days in August: 10.7 days, Average precipitation days in September: 5 days, Average
precipitation days in October: 0.8 days (Figs. 1 and 2).

To predict the rainfall and water level, data is collected from State Water Data
Center (SWDC), Gandhinagar which was approached for the collection of climatic
data. Following data for the 18 years have been collected: i.e. Precipitation data of
18 years for period of 1999–2017.

Fig. 1 Study area
Ahmedabad
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Fig. 2 Rainy days in Ahmedabad

4 Methodology Adopted

Precipitation gauges can be isolated into two classifications. One is by evaluating and
dissecting the distinctive experimental and physical laws that oversee precipitation in
a specific zone and relating stream that ascents the degree of water in the waterway.
In spite of the fact that the strategy sounds reasonable enough, it has been seen that
number of such boundaries that administers precipitation and water level are both
spatial and worldly. In this way, the forecast utilizing the physical laws includes an
excess of numerical counts and consequently, they are not computationally attainable.
The subsequent strategy includesmaster frameworks to be fused andfinding shrouded
examples of how various highlights that influence precipitation and water level are
really related to physical precipitation and spillover. The subsequent methodology
additionally includes investigating the yields dependent on their degrees of truth
utilizing fluffy rationale. It has been discovered that customary numerical models
are fantastic in calculation however they are not proficient for expectation. Addition-
ally, Empirical and numerical models can’t adjust shifting examples of information
and data which cannot be written in type of a capacity or equation. The advanced
methodology has been discovered more reasonable. The cutting edge progressions
in examination of Artificial Neural Network (ANN) and Fuzzy Logic have demon-
strated thatmaster frameworks dependent on neural organizations and fluffy rationale
are precise and can be utilized in taking care of genuine issues (Figs. 3 and 4).

ANN model: Based on the above collected data, separate rainfall and water
level prediction models are prepared using Neural Network Manager (NNTOOL)
in MATLAB. 5.2.1 ANN Rainfall prediction model. The ANN Rainfall prediction
model consists of input, output and in between hidden layers. The inputs used in the
model are normalized data of previous 17 years of Rainfall, Temperature, Relative
Humidity, Pan Evaporation andWind speed ranging from 1999 to 2016. The number
of layers is selected as 10.
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Fig. 3 Flow chart ANN

Fig. 4 Flow chart fuzzy logic

Fuzzy LogicModel: In Fuzzy Logic models, we use some of the climatic datasets
as input and some as output. We convert crisp data into fuzzy data by fuzzifica-
tion process. Then using IF–THEN rules, we find out the output. Then by using
Defuzzification techniques, we convert fuzzy data into crisp data (Figs. 5 and 6).
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Fig. 5 Developed neural network

Fig. 6 Developed Fuzzy Logic Model

5 Comparison Analysis and Discussion of Models

Fuzzy Logic Approach: The model has been prepared using four input function and
one output functions all the functions being triangular in nature. The membership
gradeship of the inputs has been divided as low, medium, high and the gradeship
of output function has been divided as Very Low, Low, Medium, High and Very
high. The defuzzification has been done using Centroid method which is the most
commonly used method and results have been obtained.

ANN Approach: The model has been used by selecting the ReLU Function as the
activation function. The sigmoidal function is also used with Neuron variations as 10
to 50. The R Value for the prediction model is being obtained as more than 0.96 for
all models as well. The inputs used was the climatic factors and the output obtained
was the rainfall predictions.

Rainfall forecasting using artificial methods neural networks and fuzzy logic has
been performed and explained in which models have been developed and analyzed.
Methodology has been formulated for developing prediction based models for the
rainfall predictions using ANN and Fuzzy Logic. Using ANN, 5 models have been
developed for rainfall whereas 2 models of fuzzy logic have been developed and
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Fig. 7 Obtained results screenshot of ANN model

validated as well. Comparison of the model shows that the model formulation using
the ANN or FL is a trial and error procedure which cannot avoid the epochs process.
Comparison of process using both the methods shown that the model building and
prediction results depend on the trial and error and epochs practices (Fig. 7).

All the models have been calibrated and validated in detail. From analysis of
the results of the model, it can be predicted that accurate predictions can be done
using soft computing techniques such as artificial neural networks and fuzzy logic
which depends upon the weights and epochs. The results obtained using the models
have been compared with actual data collected from State Water Data Center. The
discrepancy ratio and errors have been rectified in the model validation and it gives
betterment in results. Separate model run has been done for artificial neural networks
and fuzzy logic and comparison has been done.Analysis, validation and results reflect
that the models prepared using fuzzy logic is comparatively less precise than models
building using artificial neural network. In ANN epochs andweight assignment plays
an important role. In Fuzzy logic models, it was observed that as the number of input
variables increases, accuracy of model increases (Fig. 8).

6 Conclusion

Rainfall forecastingModel development and building using bothmethods of artificial
neural network and fuzzy logic has been performed and explained (Tables 1 and 2).
Detailed methodology has been formulated for developing prediction based models
for the rainfall predictions. Using ANN, 5 models have been prepared for rainfall
whereas 2 models of fuzzy logic have been prepared and validated as well. All the
models have been calibrated and validated in detail. From the analysis of results
from the model, it can be said that accurate predictions can be done using modern
approaches of soft computing techniques. The results obtained using the models
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Fig. 8 Obtained result of Fuzzy logic

Table 1 Fuzzy logic model results analysis

Table 2 ANN model results
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have been compared with actual data collected from the authorized agency. The
discrepancy ratio and errors have been rectified in the model validation and it gives
good results. Separate model run has been done for artificial neural networks and
fuzzy logic. Results reflect that themodels prepared using fuzzy logic found to be less
precise than models building using artificial neural network. In Fuzzy logic models,
it was observed that as the number of input variables increases, accuracy of model
increases.
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A Synoptic-Scale Assessment of Flood
Events and ENSO—Streamflow
Variability in Sheonath River Basin,
India

Mohammed Azharuddin, Shashikant Verma, Mani Kant Verma,
and A. D. Prasad

Abstract The present study deals with the analysis of synoptic conditions that led
to floods in the Sheonath river basin, which is the largest tributary of the Mahanadi
river basin. To identify the flooding events a flood disaster database Dartmouth Flood
Observatory is used and archives from this source were examined and flooding years
were identified as 1994, 2005 and 2007. To verify the flood events derived from the
database, data of streamflow is used, which is available at five locations in the river
basin. The effect of flooding was observed in one of these five stations. The Synoptic
conditions were constructed for the aforementioned flood events using geopotential
height anomalies at 500 and 850 hPa pressure levels and Sea Level Pressure data.
These conditions were studied three days before the flood event. It was observed that
all the three flood events had a low-pressure system developing over the northwestern
Bay of Bengal as the common feature. However, each synoptic system of each flood
event has a different pathway of dissipation. After establishing the synoptic condi-
tions that led to flooding, the ENSO (Sea Surface TemperatureAnomalies-SSTA) and
streamflow relationship are examined by the correlation approach. It was observed
that the streamflow in this river basin is weakly correlated with SSTA. The Sheonath
river basin doesn’t experience frequent flooding, nevertheless, it is essential to study
the meteorological aspects of flooding that involve the evolution of pressure patterns,
change in atmospheric moisture and occurrence of precipitation that will provide a
better understanding of the atmospheric drivers of floods.
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1 Introduction

Floods are both a major financial and environmental hazard that affects the economy
and population that gets exposed to it. Changing climate and human intervention
may alter the hydro-meteorological scenario leading to increased frequency and
magnitude of flooding. Examining a flood event requires addressing its meteoro-
logical, hydrological and hydraulic aspects. The meteorological aspects detail the
atmospheric conditions prevalent before flooding, the hydrological aspect tells us
about the amount of flow that was observed in the area of interest whereas hydraulic
study details about flood characteristics such as flood extent, flow velocity and depth.
Regarding meteorological conditions that cause flooding, rainfall is the most signif-
icant variable [1], a flood-like situation arises owing to the response of a catch-
ment to extreme rainfall, unlike droughts which are the result of precipitation defi-
ciency. These extreme rainfall events are a result of distinct synoptic-scale circulation
patterns. Further, while examining floods in a river basin, it is necessary to document
these circulation patterns, such that an understanding of flood producing atmospheric
mechanisms can be accomplished.

El Nino Southern Oscillation (ENSO) is a large-scale coupled ocean-atmospheric
phenomenon observed in the Pacific Ocean which can be associated with interannual
variations in precipitation and streamflow [2]. Typically El Niño, the positive phase
of ENSO, is responsible for deficit Indian Summer Monsoon (ISM) and the negative
phase La Niña causes excess rainfall. As ENSO and Indian summer monsoons are
strongly linked [3] it becomes essential to explore what probable effects it will have
on the streamflows of Indian river basins. Moreover, there are a plethora of studies
that linked ENSO to streamflow variability in a river basin using correlation-based
approaches. The study conducted by Jian et al. [4] on Ganges and Brahmaputra river
basin found that highermonthly discharges in theGanges are associatedwith LaNiña
and weaker discharge with El Niño whereas for Brahmaputra river no strong rela-
tionship was observed between ENSO and monthly discharges. A study concerning
the Mahanadi river basin found a significant positive correlation [5] between 5-
year moving averages of ENSO index—NINO 3.4 and 5-year moving averages of
streamflow at different time scales ranging from a month to season. They attributed
the presence of these strong positive correlations as the key for rainfall and stream-
flow variability in the Mahanadi basin. Given the influence of ENSO on streamflows
in the river basin, the following objectives are framed for this study: (1) To identify
flood events in the Sheonath river basin using disaster database(s), (2) To understand
the synoptic conditions that lead to flooding Sheonath river basin and (3) To study
the relationship between ENSO and annual discharge in the river basin.
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Section 2 describes the study area and Sect. 3 discusses the synoptic conditions
leading to flooding followed bymethodology used in examining the ENSO-discharge
relationship. Section 4 concludes this study.

2 Study Area and Data Used

Sheonath river basin, the largest sub-basin of the Mahanadi river basin has an area
of 30,761 km2 which is 21.72% of the area of the Mahanadi river basin [6]. The
village of Panbaras in the Rajnandgaon district is the region where the Sheonath
river originates, traversing a length of 383 km from its origin [7]. The location
map of the Sheonath river basin is shown in Fig. 1. To perform a synoptic-scale
assessment of flood events firstly we have to identify flood events, to this end, we
used a disaster databaseDartmouth FloodObservatory (DFO) (described in Sect. 3.1)
and peak flows during floods were identified using data on streamflow provided by
Central Water Commission (CWC). APHRODITE precipitation data [8] is used in
understanding the spread of rainfall over the Sheonath river basin during the period
of flooding. NCEP/NCAR reanalysis-1 data [9] is used in studying the synoptic
features/circulation patterns before flooding.Geopotential heights at 500 and 850 hPa
and Sea level pressure (SLP) data are used here. Niño 3.4 anomalies are used to
quantify ENSO.

Fig. 1 Location map of Sheonath river basin
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Table 1 Peak flows (m3/s) in the Sheonath river basin during flood years

Date of peak flow (Y-m-d) Andhiyarkore Ghatora Kotni Pathardhi Simga

1994-07-12 220.513 370.4 5269 1695 10,250

1994-07-13 159.829 290 4500 1086 10,821

2005-09-16 335 – 2286 – 11,000

2005-09-17 150 – 795.98 – 10,728.686

2007-07-01 3 – 3950 – 11,000

2007-07-02 0.99 – 2550.75 – 11,331

3 Methodology and Results

3.1 Flood Event Identification

To identify flood events in the Sheonath river basin we used a global flood disaster
database known as Dartmouth Flood Observatory (DFO) which is an active archive
of flood events [10]. DFO is termed as an active archive of floods since the current
flood events are added to it and this database is developed by employing news,
governmental, instrumental and remote sensing sources. After going through the
DFO archives beginning from 1985, we identified flood events in the years 1994,
2005 and 2007.After identifying the flood years,we looked into the discharge data for
peakflowsduring theflood events. Itwas observed that of thefivegauge anddischarge
stations in the river basin, Simga station had a profound signature of flooding and
Kotni station to an extent. From Table 1 it is seen that Simga station recorded the
highest peak flows during flooding. For the years of 1994, 2005 and 2007, peak flows
of 10,821, 11,000 and 11,331 m3/s respectively were observed for Simga station.
Figure 2 depicts the streamflow hydrograph of Simga station during the flooding
period. The period of flooding is chosen as shown in Fig. 2 such that there is a rising
limb, peak flow zone and falling limb which led to having 8 days as flooding duration
and peak flows observed in two of these 8 days.

Given that rainfall is the chief source of flooding we looked at accumulated
precipitation over the Sheonath basin during the 8 days as shown in Fig. 3 using
APHRODITE precipitation data. From Fig. 3a, b and c we observe that the southern
part/lower Sheonath basin received higher rainfall compared to the upper Sheonath
basin.

3.2 Significant Synoptic Features

To study the synoptic conditions that led to flooding, large-scale climatic variables
of geopotential height at 500 and 850 hPa and sea level pressures (SLP) are used. A
catchment’s response (i.e. runoff) to rainfall is usually a delayed one, owing to this
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Fig. 2 Streamflow’s recorded at Simga station during flooding (a for the year of 1994 10–17th July
1994, b 12–19th September 2005 and c 29th June to 6th July 2007)

Fig. 3 Accumulated rainfall over Sheonath basin during flood events (a for the year of 1994 10–17th
July 1994, b 12–19th September 2005 and c 29th June to 6th July 2007)
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feature one should study synoptic conditions a few days before a flooding event. For
studying the synoptic conditions of summer flooding events in the polish Sudeten
Mountains [11] maps of precipitable water and mean SLP anomalies were generated
7 days before the flood event to identify the formation of negative (or) low-pressure
regions. The potential atmospheric precursors of flooding are the weather mecha-
nisms such as low-pressure regions, depressions and cyclones, etc., which brings
good rainfall amounts, they form days before producing rainfall on the land surface
thereby leading to flooding. Studying the formation of these weather mechanisms,
alongwith theirmovement from ocean to land, helps us in characterizing the synoptic
condition of a flooding event. Given the importance of these mechanisms, we studied
synoptic conditions 3 days before the flooding event (i.e. 3 days before peak flows
at Simga station) through geopotential height anomalies and SLP.

3.2.1 Flood of 1994

The flood of 1994 happened between 10 and 17th July wherein peak flows were
observed during 12th and 13th July at Simga. Geopotential height anomalies were
plotted for the dates of 9th, 10th and 11th July with baseline climatology of 1950
to 1990 at both 500 and 850 hPa levels. In Fig. 4a and 4d, i.e. on 09-07-1994 we
see that a trough is formed over the Northwestern region in the Bay of Bengal and
near the coast of Orissa. This system intensified on 10-07-1994 with its spread over
Northern Orissa and GangeticWest Bengal as seen in Fig. 4b and 4e. By 11-07-1994,
this system further intensified as seen in Fig. 4c and 4f. Referring to the monsoon
report of 1994 [12], it is mentioned that a well-marked low-pressure region was
observed between 8th and 15th July that developed over Northwest Bay and during
its dissipation, it merged with monsoon trough over North Orissa and West Bengal.
This Monsoon trough can be seen in Fig. 8a to 8c where a low-pressure region is

Fig. 4 a–c Geopotential height anomalies at 500 hPa pressure level from 09 to 11th July 1994; d–f
Same as a–c for 850 hPa pressure level
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observed from northwestern Rajasthan towards West Bengal progressing into the
Bay of Bengal.

3.2.2 Flood of 2005

The Sheonath river basin witnessed flooding between 12 and 19th September 2005
and peak flows were observed on 16th and 17th September. Geopotential height
anomalies are plotted for 13th, 14th and 15th September with baseline climatology
of 1950 to 2000 at both 500 and 850 hPa levels. As said earlier synoptic conditions
were to be plotted for 3 days before peak flows, however in this case we saw that
the circulation patterns in Fig. 5a to 5f are not responsible for flooding in the river
basin. A low-pressure system was observed over the Arabian Sea in Fig. 5a and
5d. This system intensified into a depression on 14th [13] and by the 17th this
system weakened. As the previous system was not the flood causing mechanism, we
considered 3 more days before 13th September 2005 and plotted geopotential height
anomalies from 10 to 12th September 2005, seen in Fig. 6a to f. In the Fig. 6a, b, d and
e, i.e. on 10th and 11th September 2005, we observe the formation of a low-pressure
system over the Andhra-Orissa coast which intensified into a depression by 12th
which is evident from Fig. 6e and 6f. As seen from Fig. 5a to 5f this system moved
in a northwest direction where it subsequently weakening after the 15th. What we
did observe is that during the period between 10th and 15th September 2005, two
weather systems originated, one from the Arabian Sea and the other from the Bay
of Bengal and the latter system being responsible for flooding in the Sheonath river
basin. SLP plots from Fig. 8d to 8f from 13 to 15th September 2005 reflect the same
system as seen in Fig. 5a to 5f, however, SLP from 10 to 12th September is not shown
here.

Fig. 5 a–c Geopotential height anomalies at 500 hPa pressure level from 13 to 15th Sep 2005; d–f
same as a–c for 850 hPa pressure level
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Fig. 6 a–c Geopotential height anomalies at 500 hPa pressure level from 13 to 15th Sep 2005; d–f
same as a–c for 850 hPa pressure level

3.2.3 Flood of 2007

In the period between 29th June and 6th July 2007, the Sheonath river basin saw
another flooding event and peak flows were observed at Simga station on 1st and 2nd
July. Geopotential height anomalies are plotted for 28th, 29th and 30th June with
baseline climatology of 1950 to 2000 at both 500 and 850 hPa levels. Referring to
the IMD report of Cyclones and Depressions [14] a deep depression was observed
during the period of 28th to 30th June 2007. In Fig. 7a and 7d on 28-06-2007, we see
a low-pressure system over the northwest Bay of Bengal, close to the coast of Orissa.
This system progressed in the northwestern direction towards the land surface on 29-
06-2007, evident from Fig. 7b and 7e. Further movement of this system into land saw

Fig. 7 a–c Geopotential height anomalies at 500 hPa pressure level from 28 to 30th June 2007;
d–f same as a–c for 850 hPa pressure level
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Fig. 8 a–i Sea level pressure on given dates

it getting weakened by 30-06-2007 as seen in Fig. 7c and 7f. This aforementioned
system is the causal factor for the 2007 flood in the Sheonath river basin. It is also
important to note that monsoon trough is also seen during this period (Fig. 8g to 8i).

In the three flood events, one of the common features is that low-pressure systems
developed over the northwestern Bay of Bengal. Further, the system of monsoon
trough is also observed during the flooding years of 1994 and 2007. These low-
pressure systems as said earlier are important rain producing mechanisms that form
mostly during monsoon seasons (June through September) over the warm waters of
Bay of Bengal. These systems brought a good amount of rain over Sheonath river
basin as seen in Fig. 3, thereby leading to flooding.

3.3 ENSO—Streamflow Variability

The third objective of this study is to understand the relationship between annual
streamflow and ENSO. This is done by examining the correlation between ENSO
index and streamflow. The sea surface temperature anomaly (SSTA) from the Niño
3.4 region (120W–170W, 5S–5N) is used to quantify ENSO.Themethodology devel-
oped by [2] is used to study the ENSO—discharge relationship. We choose Simga
station streamflow’s to be correlated with ENSO as Simga was the only station where
the effect of flooding was seen. Firstly, the annual average streamflow is determined
for Simga station which spans from 1972 to 2009. The next eight quarterly averages
of SSTA are calculated. These quarters include months from the previous year, coin-
cident year and succeeding years correlated with the year of interest. The quarters
considered and the correlation coefficients obtained are shown in Table 2.
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Table 2 Correlation
coefficients between annual
average streamflow of Simga
station and mean Niño 3.4
SSTA for eight quarters
(months without subscript
indicate coincident years and
months with the minus (plus)
sign are those from the year
preceding (succeeding) the
coincident year or year of
interest)

Quarter Pearson correlation coefficient

June−, July−, August− 0.223

September−, October−,
November−

0.293

December−, January,
February

0.273

March, April, May 0.077

June, July, August −0.1

September, October,
November

−0.1

December, January+,
February+

−0.078

March+, April+, May+ −0.027

From Table 2 we observe that the annual average streamflow of Simga is weakly
correlated with 8 quarters of the ENSO index. The quarter of September−, October−,
November− depicts maximum correlation which is 0.293. This indicates that nearly
8.6%of the variance in the annual flowof theSheonath river observed at Simga station
can be explained by the ENSO index for the September−, October−, November−
quarter. Scatter plot in Fig. 9 depicts the relation between the annual discharge of the
Sheonath river basin at Simga station and the SST index of ENSO for the quarter of
September−, October−, November−.

Fig. 9 Scatter plot between annual average streamflow at Simga station and SST index Niño 3.4
for the September−, October−, November− quarter
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4 Conclusions

This study focussed on identifying flood events and understanding the synoptic
features that caused flooding in the Sheonath river basin. Flood events are identified
using an active archive of global floods, i.e. DFO. Flood years identified were 1994,
2005 and 2007, these were verified with observed streamflow data of five gauging
stations of the river basin. Of the five stations, only Simga station had a significant
signature of flooding. Following this synoptic conditions that were responsible for
flooding were studied using reanalysis data. Geopotential height anomalies at 500
and 850 hPa pressure levels and sea level pressure are considered.

The synoptic features were studied three days before the peak flows recorded at
Simga station. For the three flooding events what stood as a common synoptic feature
is the development of low-pressure systems over the northwestern Bay of Bengal.
The final part of this studywas to explore the relationship between the annual average
streamflow of the river basin and ENSO. The annual average streamflow of Simga
station is used as a representative of the river basin and Niño 3.4 SSTA is used to
represent the ENSO phenomenon. Correlation between eight quarters of averaged
SSTA and annual average streamflow are calculated and it was observed that 8.6%
of the variance in the annual average streamflow can be explained by September−,
October−, November− quarter. Given that the Sheonath river basin is a sub-basin of
the Mahanadi river basin it will be interesting to identify flooding events over this
basin to see what synoptic features exist as we will have a higher number of flood
events to study.
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Effect of Climate Change on Spring
Discharge Management System
of the Himalayan Region in India

Kunal Sharma and Nirban Laskar

Abstract Water is the world’s most precious element and spring water is a strong
source. The demand for clean spring water is growing because of the increased
practical application of water in domestic, industrial, and irrigation applications,
especially in the hilly Himalayan region of India. Lightly substantial declines in the
spring flows from any source can affect the flow activity of rivers in the Himalayan
regions. In the Himachal Pradesh and Ladakh area, the spring of the geothermal
fields is highly common. There is definite evidence of a mixture of subsurface
water with thermal water which was once present in some geothermal springs on
the surface. In certain regions of Himachal Pradesh, India there is a greater water
rock interface with the effect of carbonate weathering. The hallow areas of transi-
tion/fracturing also serve as a thermal spring pipeline. In the pre-and post-monsoon
seasons, spring water management system release, along with hydrogeochemical,
rainwater accumulation, and isotopical studies can be considered. The main chal-
lenge in India’s Himalayan region is to safeguard water access, particularly in lean
time. High runoff occurs during rainy seasons, and the problem is compound with
urbanization, such as deforestation, the pavement of their homestay area, Mining,
etc. mostly in Meghalaya, India. The restricted infiltration in the soil influences the
spring’s discharge. In addition, the rising temperature and precipitation variations as
a result of climate change have exacerbated the mountain spring water catchment
areas. A complete hydrogeological mapping of the spring shed initiative is intended
to lead to a recognition of special recharging regions and interferences in the aquifer.
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1 Introduction

For people living in hilly areas such as the Himalayan, the natural spring waters
have an important water necessity. These supplies of water are cost-efficient, almost
pollutant-free, typically directly used for consumption and for agriculture and irri-
gation [1]. Observation of spring discharge, which varies over time, is one of the
essential variabilities of water resource management. The variabilities are directly
related to change in recharge aquifer structure, and it isn’t easy to observe or monitor
it now [2–4]. Springs are the life rescues of people living in the Himalayas region.
But massive urban expansion has led to the drying up of several springs and the lack
of water. The people of the Himalayan region have relied largely on sources and
small mountain rivers for their water needs, as mountain inhabitants have no need
for large rivers flowing far down their routes. In the past few years, while many have
already suffered deterioration, most of these springs are increasingly dry.

The hot springs’ temperature varies from ambient to boiling point temperature,
which depends on parameters like conductive and convective freezing, geothermal
liquid, and mixing with groundwater [5]. Geothermal spring is very eco-friendly and
has zero fuel consumption, and can provide power supply for heating, bathing, fish
farming, etc. [6].

Springs are the primary and only source of water in the Himalayan region for
rural habitats. In some areas, urban water demands were fulfilled for drinking water
supply, agricultural and domestic uses [7]. The majority of spring water used in
Uttarakhand, India, was found to be only for drinking purposes, though spring water
used byMeghalayawas also used for both drinking and irrigation purposes. The entire
Himalayan geodiversity and eco-diversity are fragile and vulnerable to natural and
anthropogenic changes. Unpredictable runoff, a collision of plate tectonics activities,
and environmental destruction threaten the mountainous aquifers [8]. The geological
assessment of the heat cause, reservoir, and sealing rocks are the main fundamentals
in the valuation of hot-rock geothermal systems [9].

2 Overview on Himalayan Region and Its Springs Resource

2.1 Classification of Springs

The classification of springs is generally based upon the rate of flow, seasonality
of flow, temperature, water quality, and occurrence of dissolved gases. Based upon
Geology features, springs may be categorized into six types: [10–12].

• Depression springs:Depression springs are created in unconfined aquifers where
the geography overlaps the level of water, typically due to the incision of the
surface stream.Because of the earth’s gravitational force, these springs are created.
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They are called depression or gravity springs. These are commonly located along-
side cliffs and hillsides. An example is Dangala spring in Tehri of Uttarakhand
and Malagiri Dhara in South Sikkim.

• Contact springs: The contact plane between a permeable and impermeable
rock inflates water flow laterally because of high hydraulic conductivity, and the
groundwater is redirected to the surface, making it a contact spring. An example
is the spring flow of Umbari village Satara, Maharashtra, and Myota of Nainital,
Uttarakhand.

• Fault springs: Fault springs are created as water flows over fault lines and
discharges at the surface. Due to more significant hydraulic conductivity, faults
may serve as a geographic boundary for groundwater movement and provide a
preferred flow route for water due to pressure, displacement or weathering. An
example is a spring at Panamik, near Siachen Glacier, Leh.

• Sinkhole or karst springs: The Karst spring provides a natural escape to the
surface for groundwater through the hydrologically active karst mass fissures.
In karst environment, the spring occurs more often in the touch areas between
the carbonate masses and the impermeable rocks. Examples are Achabalnag,
Andernag, and Martandnag of Anantnag, South Kashmir.

• Joint/Fracture springs: There may be several joints with high hydraulic conduc-
tivity in the low rock permeability. Joint springs are created as water flows through
such joints. It happens because of the presence of joined or permeable rock layers
in rocks of low permeability. Groundwater flow is mostly through fractures that
may reach both deep and shallow aquifers. Springs are created when the earth’s
surface intersects with these fractures. An example is the spring of Mundani,
Uttarakhand.

• Igneous spring: Igneous spring, also termed hot or geothermal spring, is a natural
spring containing water at a temperature well above the surrounding region’s air
temperature. Many igneous springs discharge groundwater, which is fed by thin
magma intrusions. But specific igneous springs are not synonymous with volcanic
activities also. Examples are Kheerganga in Kullu, Himachal Pradesh.

2.2 Characteristics of Springs Are [10]

Mountain springs are the primary source of water for rural households in the
Himalayan region. The essential topics related to enhancing water protection in
mountain towns and cities besides reviving springs are developing accountablemoun-
tain tourist destinations, boosting trained workforce, reshaping shifting cultivation in
the north-eastern hill region to ensure ecological, food, and nutritional stability, and
providing the required dataset and documentation. Table 1 shows the dependency of
the states of India towards spring water.

The characteristic of springs are as follows:

(a) The discharge rate of the spring may be constant or vary.
(b) Springs might be perennial or seasonal.
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Table 1 State depending on spring water

Sl. No. State Approx. % of villages directly depends on Springwater

1 Arunachal Pradesh 37.3

2 Assam 11.4

3 Mizoram 54.6

4 Nagaland 44.7

5 Tripura 16.1

6 Manipur 54.4

7 Meghalaya 55.7

8 Sikkim 94.2

9 West Bengal 32.1 (only Darjeeling)

10 Himachal Pradesh 12.6

11 Jammu & Kashmir 50.6

12 Uttarakhand 3.5

13 Eastern Himalayan States 26.7

14 Western Himalayan States 14.8

15 All Himalayan States 20.8

(c) The temperature of the spring may vary.
(d) Seasonal variation in discharge.
(e) Difficulty in the assessment.

3 Case Study on the Spring Discharge Management System

Meghalaya: Meghalaya is highly dependent on springs and groundwater with almost
all villages receiving household spring water and using irrigation either completely
from a spring or partially by spring or groundwater feeding streams. Through heavy
rainfall, most regions in the State experience a water scarcity crisis. Water demand
is increasing, and supplies may decline as a consequence of climate change, changes
in land use including increased drainage, irrigation, and groundwater use, contami-
nation of surface and groundwater, and depletion of natural recharge areas—mostly
correlated with deforestation, Mining of quarry rock, gravel, coal and river sand, and
tree cutting destruction of forest cover, fuelwood production, anthropogenic burning,
and rotational farming. The spring shed mapping exercise yields some 2000–4000
spring data points, which helps Meghalaya plan spring shed protection actions and
will establish a scaled-baseline for the program. The plan includes a comprehensive
plan for water and livelihood along with Integrated Basin Development Livelihood
Program; the program focuses on the study of water, type of rocks, hydrogeology
features of the springs [10, https://india.mongabay.com/2019; https://inrmshillong.
org/publication]. Table 2 offers data on the rainfall for Meghalaya districts for four

https://india.mongabay.com/2019
https://inrmshillong.org/publication
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Table 2 Mean and coefficient of variation rainfall statistics (2020) for the districts of Meghalaya

District June July August September Monsoon Annual

Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV

East
Garo
Hills

638.7 40.4 689.9 53.5 599.6 70.5 405.2 73.4 2343.4 51.8 3385.9 54.9

West
Garo
Hills

796.0 65.0 729.1 62.6 556.0 58.9 472.0 63.2 2567.5 51.9 3713.7 48.3

East
Khasi
Hills

1366.5 39.9 1430.7 47.3 948.8 53.2 629.9 51.6 4375.9 30.2 6018.9 27.1

West
Khasi
Hills

617.4 42.8 775.1 48.9 536.0 55.4 387.0 59.2 2345.4 38.7 3253.7 42.1

Jaintia
Hills

1051.6 56.5 972.4 58.1 753.5 68.2 545.7 73.0 3307.0 51.9 4830.7 50.1

RI-BHOI 347.4 40.9 390.7 48.0 366.7 37.0 324.3 72.6 1424.1 45.5 2119.3 50.7

South
Garo
Hills

437.5 48.0 446.4 54.1 355.9 48.8 302.7 65.2 1504.2 50.9 2024.1 46.7

Source Met Monograph No.: ESSO/IMD/HS/Rainfall Variability/17(2020)/41; Observed Rainfall
Variability and Changes Over Meghalaya State; Pulak Guhathakurta et al. [13]; Government of India
Ministry of Earth Sciences India Meteorological Department

monsoonmonths, southwesternmonsoon season, and annually. During the southwest
season, the lowest rainfall takes place over Ri-Bhoi district (1424.1 mm) with the
lowest annual rainfall in the southwestern district (2024.1 mm). Figure 1 represents
the map of Meghalaya and the work carried out in Meghalaya under spring water
recharge has been shown in Figs. 2 and 3 respectively.

Himachal Pradesh and Ladakh: In order to understand the water quality and hydro
chemical parameters of the aquifer’s work mechanism, the springs of Kandela valley
have been observed. It was found that there is a higher concentration of Ca2+ in
comparison toMg2+ followed byNa2+. The water is drinkable and safe for domestic
use. The hydro chemical formation of spring can be explained by the dissolution of
evaporite minerals, carbonate precipitation, and the exchange of ions [14]. Due to
the linking of Northward migration of the Indian Plate and because of underplating,
a large number of Geothermal fields exist in Himachal Pradesh and Ladakh region
with 20 geothermal springs. The primary & trace element characteristics and stable
isotopic composition (δ13CDIC, δ18O & δD) of the springs were working to trace its
source and procedure of metamorphic CO2 degassing. The geothermal springs of the
northwest Himalaya have probable to degas ∼2.9 × 107 mol CO2 annually in the
environment [15]. The Fig. 4 represents themap of Himachal Pradesh and fromTable
3, the four districts can be seen, by eg.Hamirpur,Mandi, Sirmur, andKangra received
highest rainfall compare to other districts during all the season. Kangra receives the



110 K. Sharma and N. Laskar

Fig. 1 Map of Meghalaya. Source Government of India Ministry of Earth Sciences India
Meteorological Department

Fig. 2 Spring tap chamber is constructed to store flowing water from the Wahskur Sister spring,
Village: Khelirihat, Meghalaya
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Fig. 3 Spring tap chamber is constructed to store flowingwater from theMoowalieh spring,Village:
Tuber Shphrich, Meghalaya

Fig. 4 Map of Himachal Pradesh. Source Government of India Ministry of Earth Sciences India
Meteorological Department
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Table 3 Mean and coefficient of variation rainfall statistics (2020) for the districts of Himachal
Pradesh

District June July August September Monsoon Annual

Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV

Bilaspur 100.5 287 257.6 36 327.8 88 147.1 80 833.0 74 1096.2 90

Chamba 121.5 177 290.4 51 310.8 93 140.3 160 863.0 63 1590.8 66

Kangra 177.7 58 508.2 28 589.0 31 204.8 47 1479.8 22 1860.4 21

Kinnaur 35.0 124 51.1 65 52.7 67 49.8 74 188.6 45 611.3 41

Kulu 85.8 239 173.5 44 167.6 49 93.5 75 520.3 60 1016.5 40

Lahul
and Spiti

49.7 540 97.4 298 105.7 115 91.8 238 344.7 140 855.5 80

Mandi 169.4 51 382.0 28 400.0 34 160.0 40 1111.3 21 1460.9 20

Hamirpur 123.9 237 352.3 27 419.6 33 153.5 67 1049.3 52 1345.2 67

Simla 111.5 190 211.5 43 205.6 37 122.1 62 650.8 51 1049.0 39

Sirmur 167.7 140 415.2 37 383.8 34 193.4 64 1160.1 41 1446.2 37

Solan 139.1 58 287.5 42 282.4 42 151.6 61 860.5 23 1156.3 20

Una 110.2 193 337.2 92 373.4 35 158.0 146 978.8 67 1221.4 66

Source Met Monograph No.: ESSO/IMD/HS/Rainfall Variability/10(2020)/34; Observed Rainfall
Variability and Changes over Himachal Pradesh State; Pulak Guhathakurta et al. [13]; Government
of India Ministry of Earth Sciences India Meteorological Department

highest rainfall in the year. In the South West monsoon (190 mm) district of Kinnur,
the lowest annual precipitation (616 mm) occurs.

• Sikkim: Under the structure of the “Mahatma Gandhi National Rural Job Guar-
antee Act,” daily wage village workers engaged in over 54 springs and 5 lakes,
two of them permanent lakes, which provide a rejuvenation area of more than
537 hectares. Spring shed work is carried out in 30 hectares of Melli Dara reserve
forest, with the support of village people and the Sumbuk development officer,
and significantly improved water discharge in Khani Khola since it is the only
supply for the population. The Figure 5 represents the map of Sikkim and from
Table 4, it was observed that during all months and seasons, South Sikkim receives
the highest rainfall in other districts. Southwestern and yearly monsoon over East
Sikkim districts continues to receive lowest precipitation.

4 Challenges Towards Spring Shed Management

The Himalayan topography constrain poses a significant challenge for any field
survey, and observations along with numerous recurrent structural instabilities with
natural calamities like floods, landslides, cloud bursts, etc. hinder for studying and
mapping the regions. There is no accurate data or scientific research on many springs
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Fig. 5 MapofSikkim.SourceGovernment of IndiaMinistry ofEarthSciences IndiaMeteorological
Department

Table 4 Mean and coefficient of variation rainfall statistics (2020) for the districts of Sikkim

District June July August September Monsoon Annual

Mean CV Mean CV Mean CV Mean CV Mean CV Mean CV

North
Sikkim

414.6 34.0 444.1 31.4 407.0 31.4 313.9 49.2 1579.6 27.5 2661.6 32.5

West
Sikkim

446.0 57.0 585.2 53.7 479.5 52.9 357.3 57.6 1868.0 52.4 2410.4 51.0

East
Sikkim

361.7 32.9 429.1 33.9 349.9 30.5 267.3 37.8 1408.0 22.4 2045.2 28.0

South
Sikkim

479.9 34.4 595.6 27.3 513.5 37.3 382.1 31.3 1971.1 34.1 2747.9 38.1

Source Met Monograph No.: ESSO/IMD/HS/Rainfall Variability/23(2020)/47; Observed Rainfall
Variability and Changes over Himachal Pradesh State; Pulak Guhathakurta et al. [13]; Government
of India Ministry of Earth Sciences India Meteorological Department

of Himalayan regions barring a few databases like Geographical location, flow rate,
andwater quality parameters taken by the government and non-government agencies.

The study of rock formation, its types, and structural behavior is also an in-depth
learning process to be carried out intensely in all Himalayan regions. It was also
observed that most of the spring recharge regions or aquifer boundaries fall under
farming, private/reserve forests or civic/private lands, etc. and which belong to the
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administrative boundaries of the authorities to be taken up for the work of socio-
economic development of the Himalayan region. The approach for executing the
recharge actions cannot be the same in all the cases stated, and therefore it is a
challenge for Government and Non-Government agencies.

Climate change, global warming, infrastructure development, hydropower gener-
ation, seismic activities are some of the factors which need to be addressed for
proper implementation of spring shed management activities. In the case of agri-
cultural and private land, community inclusion and incentives in the context of land
management, horticultural or crop plants, and some infrastructure frameworks such
as digging trenches, contouring, and terracing can be added. It is also a crucial move
to motivating the Population to consider the complexities of hydrogeological prin-
ciples and the value of site-specific regeneration steps, in contrast with the normal
ridge to valley solution of numerous programs. The forest divisions manage forest
lands, and so there are prohibitions on any form of activity being carried out within
them [16].

5 Climate Impacts on the Spring System

High temperature, changes in rainfall patterns and snow cover, and a possible rise
in flood and drought are the major implications for climate change associated with
water resources. In general, the global hydrological cycle is exacerbated by increased
temperatures. The seasonal variation in the river flowcan also be greatly influenced by
climate change. The changes in climate appear to increase the rainfall frequency and
intensity; due to heavy rainfall events, flooding can increase [17]. Both seasonal and
annual mean precipitation and evaporation effects on social and ecosystem models
of water supply. The increased predicted variability in seasonal precipitation in the
extremely volatile regimes already leads to a trend of “seasonally unstable regimes.”
Instead, systems of low rainfall seasonality have boosted precipitation during the
rainy season. In order to stop flood and increase stakeholder water sources in dry
months, surplus water needs to be stored [18].

The Indus Kush Himalayas (HKW) witnessed an increase in temperatures by
around 1.3 degrees from 1951 to 2014, measured by the Pune-based Indian Tropical
Meteorological Institute (IITM). In recent decades, most regions of HKH have seen
a declining pattern in snowfall and decline in glaciers, while several glaciers in the
Karakoram range have avoided this retreat due to further winter snowfall. By the
end of the twenty-first century, the average annual surface temperature over HKH is
predicted to rise by approximately 5.2 degrees Celsius under the scenario of RCP8.5.
People living in the Himalayas struggle already when springs dry up, and the average
temperature will accelerate as well. Global climate forecasts project a rise in rainfall,
but the summer monsoon precipitation over India has decreased by around 6% from
1951 to 2015 and substantially decreased over the Indo-Gangetic Plains and the
Western Ghats. One of the major factors is air pollution, there has been a transition
to more dry spells (27% higher in 1981–2011 compared to 1951–1980) and more
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Fig. 6 Predicted trends in precipitation and temperature Source IITM

rainy spells in the summermonsoon season and it is well explained through predicted
Fig. 6 provided by IITM [19].

6 Concluding Remarks

The springs are the significant and vital source of drinkingwater, and it is widely used
for agricultural, irrigation, and other domestic works in rural or urban regions such as
Himalayan states. Better understanding and awareness with Hill region communities
will create better improvement of aquifers and groundwater to secure water security
for the future generation. Under various Government or Non-Government agencies,
watersheds, spring shed, soil–water management with proper engineering planning
and execution activities should be carried out. The study of hydrogeology and rock
construction should be implemented, whichwill prove better opportunities for recog-
nizing and evolving groundwater recharge. National broad program on regeneration
and reviving of springs along with capacity building training programs, complete
mapping of Himalayan springs should be held in the Himalayan region. A compre-
hensive policy involving “Ministry of Water Resources, Ministry of Environment,
Forests and Climate Change (MoEF&CC), Ministry of Tribal Affairs, Ministry of
Rural Development, Ministry of Drinking Water and Sanitation, and key institutions
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like State government groundwater agencies” along with scientific information’s
need to be framed by the policymaker for such spring shed management works.
Spring shed development is not just excavating ditches; it is a systematic procedure
of mobilizing societies and comprising scientific study to help progress in decision-
making and action. Concentrating on gathering real-time data on springs as well as
on “scientific identification” of spring recharge regions.
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Assessment of Digital Elevation Models
Based on the Drainage Morphometric
Parameters for the Tawi River Basin

Ravindra V. Kale, P. G. Jose, A. K. Taloor, and Rajat Kumar

Abstract Digital elevation models (DEMs) datasets are the fundamental input data
for the conduction of the hydrologic, hydraulic, geomorphologic and ecohydrolog-
ical modelling studies. Many practitioners from the hydrological, geomorphological
and ecohydrological fields rely on open-access global digital elevation datasets due
to their cost-effectiveness and sparse coverage of source at relatively high resolu-
tion. The recent literature replicates with a plethora of such studies that attempt
to utilize various topographic datasets based on the various DEMs to study and
access the physiographic characteristics as well as hydrological behaviour of the
river basin. Now it is well-accepted fact that the basin’s hydrological response
(which is a reflection of the physiographic features of the basin) is closely related to
fundamental geomorphic processes and landscape evaluations at local and regional
scales. However, there is a fundamental question that arises about the accuracy
and sensitivity of these topographic datasets based on the various available DEMs.
Therefore, this study attempts to deals with five open-access DEMs viz., Shuttle
Radar Topographic Mission (SRTM), ALOS Global Digital Surface Model “ALOS
World 3D30m (AW3D30), Advanced Spaceborne Thermal Emission and Reflec-
tion Radiometer (ASTER), CartoDEM and ALOS PALSAR-Radiometric Terrain
Correction (ALOS PALSAR-RTC), etc. All the DEMs except ALOS PALSAR-RTC
are with a spatial resolution of 30 m whereas ALOS-RTC DEM is with a 12.5 m
spatial resolution. Estimation of about 25 morphometric aspects parameters that
includes linear aspects, areal aspects and relief aspects are carried out for the Tawi
river basin up to its confluence with the Chenab River basin. All these five types of
DEMs are verified with google earth maps. Results show that ALOS World 3D30m
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(AW3D30) DEM data possess high accuracy in the delineation of the river basin as
well as the presentation of the stream network followed by the CartoDEM, partic-
ularly in the low-lying area. However, the performance of ALOS-RTC DEM is the
worst among all the studied DEMs. Further, an attempt has been made to subdivide
the whole watershed area into fourteen sub-watersheds. The hypsometric integral
analysis for these fourteen sub-watersheds has been carried out to compare different
sub-watersheds irrespective of scale. Results of the hypsometric integral analysis
using the AW3D30 DEM dataset indicate that the Upper Tawi sub-watershed had
a high hypsometric integral value of 0.373 whereas the sub-watershed Sohagni had
a low value of 0.147. The hypsometric integral value for the whole watershed was
found to be 0.18. It was also found that the sub-watersheds namely Upper Tawi,
Sardhan, Ramnagar, Balini and Lower Tawi were with high hypsometric integral
values which indicate that these sub-watersheds are at a late mature stage of the
geomorphological evaluation.

Keywords DEM · SRTM · AW3D30 · CartoDEM · ALOS · ASTER ·
Morphometry

1 Introduction

Morphometry or Geomorphometry which deals with establishing geometric features
of the landforms based on measurements is considered as the independent discipline
in the Earth sciences [1, 2]. Nowadays, it is well-accepted fact that geomorphom-
etry is a very important component in terrain analysis and surface modelling [3]. The
morphometric analysis is done successfully through themeasurement of linear, aerial,
relief, the gradient of channel network and contributing ground slope of the basin [4,
5]. A plethora of studies [6–13] suggests that the drainage basin morphology reflects
various geological and geomorphological processes over time which are essential to
understand the landform processes, soil physical properties and basin erosional char-
acteristics. A drainage basin or a watershed refers to the entire area of land confined
inside the ridges and hills that drains all the streams and their tributaries and rainfall
to a common outlet. Quantitative analysis of drainage network within a basin or
watershed is essential to analyze various landforms and predominant hydrogeolog-
ical processes essential for flood management, integrated watershed management,
detection of landmass movement, tectonic activities [14, 15]. Horton’s works [6, 16]
on stream networks and drainage basin processes are classically identified as the
precursor to this quantitative movement. Further, as suggested by Summerfield and
Hulton [17] the topographical features are controlling the physical aspects of the
drainage basin, therefore, topography should be analyzed quantitively to determine
the relative efficiency of its component [3].

The data for morphometric analysis were obtained mainly frommeasurements on
the detailed topographic map or data from fieldwork. However, the use of the Digital
Elevation Model (DEM) has many advantages over traditional topographical maps
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as they can seamlessly cover the globe and very easily be processed in numerous
GIS software. Digital Elevation Model (DEM) plays an important role in the repre-
sentation of the topographic surfaces with respect to any defined datum which is
an important dataset in the hydrological modelling studies. Although in the data-
scarce developing countries, the unavailability of high-resolution DEM data is the
prime limitation for simulating hydrological models, however nowadays many open-
access DEMs with spatial resolutions of 30 m are available, e.g. open-access DEMs
viz., Shuttle Radar Topographic Mission (SRTM), ALOS Global Digital Surface
Model “ALOSWorld 3D-30m (AW3D30), Advanced Spaceborne Thermal Emission
and Reflection Radiometer (ASTER), CartoDEM, etc. Further, ALOS PALSAR-
Radiometric Terrain Correction (ALOS PALSAR-RTC) DEM is available with a
spatial resolution of 12.5 m spatial resolution.

Many studies focus on drainage morphometric analysis using DEM all across
the globe [14, 15, 17–23]. However, Dragut et al. [24] study argue that the scale
of the parameters derived from geomorphological analysis is mainly governed by
DEM resolution. Further, the study by Saran et al. [25] suggested that DEMs of
high resolution have more accuracy and a higher extraction and traces for the water-
shed, tributaries and relief characteristics. Numerous studies attempt to assess the
accuracies of the DEMs based on the extracted morphometric drainage parameters
[21, 26, 27]. Particularly, Singh et al. [26] have carried out the hydrological analysis
and morphometric evaluation by using SRTM DEM, multispectral satellite data and
survey of India topographical sheets. They found that SRTM DEM based hydro-
logical evaluation at the watershed scale is more applied and precise compared to
other available techniques. Further, Bhatt and Ahmed [27] have applied Cartosat
DEM to evaluate the morphometric parameters for the Upper Krishna basin. They
found that systematic analysis of morphometric parameters derived from Cartosat
DEM using GIS provides useful information about catchment characteristics with
respect to flood management. Saran et al. [25] attempted to evaluate the quality of
DEMs from four sources viz. topographic map (1:50,000), SRTM (90 m), ASTER
(15 m) and CARTOSAT (2.5 m) based on the elevation accuracy and morphome-
tric features analysis in Sitla Rao watershed (North India). Their study found that
the ASTER and CARTOSAT DEMs provided higher vertical accuracies than the
SRTM and topographic map-based DEM. The SRTM with a coarse resolution of
90 m provided vertical accuracy but better morphometry compared to a topographic
map. Niyazi et al. [21] attempted to compare four types of DEMs (ASTER 30 m,
SRTM 90 m, SRTM 30 m and ALOS 30 m) by using google maps and topographic
maps of 1:50 k based on derived morphometric parameters of the Fatimah watershed
(Makkah Province, KSA) to find the best DEM for geomorphometric analysis. They
have found that the best DEM for geomorphometric analysis was SRTM 30 m as it
matches the results of google maps and topographic maps of 1:50 k. Further, both the
SRTM 30 and ASTER 30 are very closed to each other and also in accordance with
the google maps and the topographic maps of 1:50k as of the slope aspect. Alganci
et al. [28] have carried out an accuracy assessment of different digital surface models
that includes freely available ASTER 30m, SRTM30m andALOS (AW3D30)DSM
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30 m and commercially available 3 m and 1 m resolution DSMs produced from tri-
stereo images from the SPOT 6 and Pleiades high-resolution (PHR) 1A satellites,
respectively. This study results illustrated that PHR and SPOT DSMs shows higher
accuracy values as their spatial resolutionwas higher. Particularly, the accuracy of the
ALOS (AW3D30) DSM was very promising as compared to other freely available
SRTM and ASTER DSMs which shows the worst accuracies. According to them,
although the ALOS (AW3D30) DSM had a 30 m grid spacing, it possesses high
accuracy due to the acquisition of strong signals from the original 5 m DSM, which
was produced from the 2.5 m images. Further, they found that the DSMs able to
produce better accuracy values for rare residential and road classes when the eleva-
tion differences were not considerable. Nikolakopoulos [29] has carried out the study
to examine the accuracy of the ALOS Global Digital Surface Model (AW3D30) by
comparing visually and statistically with DSMs created from ALOS stereo pairs
at several areas of Greece with complex geomorphologic characteristics. He has
observed that AW3D30 DSM presents two or three times lower Root Mean Square
Error (RMSE) than the respectiveDSMs. Further, theAW3D30DSMpresentsRMSE
values of 2.69 and 14.0 m in the area of low (at Antiparos Island in the Cyclades
complex) and high (at the Chania Prefecture in Western Crete) relief, respectively.
Jain et al. [30] attempted to evaluate SRTMDEM-GL1, GDEM-V2, AW3D30 and
CartoDEM-V3.1 DEMs of 30 m resolution with Dual Frequency GNSS for Lower
Tapi Basin India and found that AW3D30 DEM was more accurate compared to the
other three DEMs when terrain elevation accuracy is considered. When the vertical
accuracies are considered then AW3D30 and SRTM-GL1 DEMS were performed
better than CartoDEM-V3.1 and GDEM-V2. From this review, it could be inferred
that although nowadays quite a good number of high-resolution DEMs are freely
available, only a few studies particularly for the Himalayan watersheds attempt to
compare theseDEMs accuracies based onmorphometric parameters analysis. There-
fore, there is a need to study the accuracies of these freely available DEMs for the
typical Himalayan watershed.

In view of the reviewed literature, the main objective of this study is to assess the
accuracies of the available different types of DEMs (ASTER 30 m, SRTM 30 m,
ALOS (AW3D30) 30 m, CartoDEM 30 m and ALOS PALSAR-RTC 12.5 m) with
different resolutions based on drainage morphometric analysis for the Tawi river
basin. The drainage morphometric parameters for the Tawi river basin are initially
calculated from different DEMs and then finally compared and correlated to find the
best-suited dataset of digital elevationmodel for geomorphometric analysis that could
be potentially utilized for hydrological and hydraulic modelling purposes (Fig. 1).

2 Study Area

The Tawi River is an important tributary of the Chenab River in the Western
Himalayan region. Tawi river originates from the lap of Kailash Kund glacier and
adjoining area southwest of Bhadarwah in Doda district of the Union Territory of
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Fig. 1 Location map of the Tawi river basin

Jammu and Kashmir, India. The catchment area of the Tawi river basin is bounded
by latitude 32° 35′ 20"-33° 6′ 6′′ N and longitude 74° 29′ 8′′-75° 40′ 54′′ E which
varies between 239 and 4331 m. The total catchment area up to its confluence with
the Chenab river is around 2964 km2. In Indian territory, this river basin falls in the
districts of Jammu, Udhampur and a small part of Doda. This basin has an elongated
shape in the upper part while it is broad circular shaped in the lower part. This river
basin is characterized by rugged mountainous topography in the upper reaches while
its lower reaches consist of low hills and aggradational plains. The slope of the basin
is from east to west in the upper part and northeast to southwest in the lower part.
Being a mountainous river Tawi has more than 2000 numbers of tributaries and sub-
tributaries. However, there are nine numbers of predominant tributaries of the river
Tawi. The Tawi River is comprised of streams of 1–6 orders.
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The Tawi River basin is mainly falling under a subtropical monsoonal climate
regime. The summer monsoon is more active in the plains, while winter monsoon
rainfall is received in the hilly terrains. The middle portion of the Tawi River records
the heaviest rainfall over the catchments. The annual rainfall varies from 900 to
1900 mm. Tawi river basin consists mainly of metamorphic terrain in the higher
reaches associatedwith granite intrusions and sedimentary rocks in the lower reaches.
The Tawi catchments have three meso-geomorphic regions; the upper one is in the
north of the Panjal Thrust with a maximum elevation of 4331 m, the middle one
is between the Panjal thrust to the Udhampur thrust with an elevation of 700 to
1900 m and the lower one is comprised of low-lying hillocks between Udhampur
and Jammu. Only a small portion of the Tawi catchment, near its starting point, is
snow-fed. However, a majority of the terrain consists of hilly tracts becoming plain
areas after Jammu town and before its confluence with the Chenab River.

3 Data Used and Methodology

3.1 Data Used

In the present study, the five freely available DEMdatasets with different spatial reso-
lutions namelyASTER 30m, SRTM30m,ALOS (AW3D30) 30m, CartoDEM30m
and ALOS PALSAR – RTC 12.5 m have been used. It is well accepted that different
indicators of the drainage network give an inference about the basin’s hydrological
and geological characteristics [31]. Therefore, theseDEMs have been investigated by
extracting geometric features like tributaries and topographic features and estimation
of various drainage morphometric parameters. The drainage network extracted by
using these DEM datasets is compared with those of the topographic map by Survey
of India (SoI) LULC map and with google earth maps. The main characteristics of
all the above-mentioned DEM datasets are provided briefly in the following section.

• ASTER DEM with 30 m resolution: ASTER Global Digital Elevation Model
first version (GDEM-V1) with 30 m resolution and absolute accuracy of 20 m
(95% confidence interval) was released in 2009. The second version (GDEM-
V2) was released in 2011 and the third version (GDEM-V3) released in 2019
and available from NASA’s Land Processes Distributed Active Archive Center
(LP DAAC). Its land surface coverage extent range between 83°N and 83°S. The
ASTER GDEM Version 3 was produced through automated processing of 2.3
million scenes (1 arc-second) from the ASTER archive in GeoTIFF format, with
30-m spatial resolution and 1 × 1 tiles. It uses WGS84 geoid projection.

• SRTM DEM with 30 m resolution: SRTM 1 arc-second DEM with global
coverage was first made available worldwide for public use by the US govern-
ment on 23 September 2014. The National Aeronautics and Space Admin-
istration (NASA) and the National Geospatial-Intelligence Agency (NGA)
participated in the international project to acquire radar data through the
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Shuttle Radar Topography Mission (SRTM) which was flown aboard the space
shuttle Endeavour February 11–22, 2000. Its land surface coverage extent range
between 60° N and 56° S which cover about 80% of the Earth’s surface.

• CartoDEMwith 30m resolution: Indian National DEM generated by the Indian
Space Research Organization (ISRO) on May 5, 2005. Cartosat-1 or IRS-P5 is a
stereoscopic Earth observation satellite in a sun-synchronous orbit satellite glob-
ally capture along-track stereo images (Forward + 26o, Aft -5o) with 2.5 m
spatial resolution (ground sampling distance) with 27 km swath and the base-
height ratio of 0.63 using two panchromatic charge-coupled device sensors. These
stereo images (2.5 m resolution) were used for DEM generation using augmented
stereo strip triangulation (ASST) with 10 m posting for Indian landmass. Freely
Available CartoDEMV3.1 (30m resolution) covering a geographical area of India
for public use can be downloaded from the BHUVAN portal (https://bhuvan.nrsc.
gov.in) of ISRO.

• ALOS (AW3D30) DEM with 30 m resolution: AW3D30 is a global digital
surface model (DSM) development started with lunch of the Advanced Land
Observing Satellite (ALOS) by the Japan Aerospace Exploration Agency (JAXA)
on Jan 24, 2006 with a spatial resolution of approx. 30 m (1 arc-second).
The AW3D30 dataset covering the global land surfaces was produced using 3
million scene archives acquired by the PRISM panchromatic optical sensor on
the Advanced Land Observing Satellite “DAICHI” (ALOS) operated from 2006
to 2011. TheAW3D30 is a resampling of the 2.5-mmesh version of the “World 3D
Topographic Data”. This DSMglobal dataset wasmade freely available for public
use inMay 2016. Presently, the AW3D30 version 3.1/3.2 can be downloaded from
the JAXA website.

• ALOS PALSAR- RTC Dem with 12.5 m resolution: The Alaska Satellite
Facility Distributed Active Archive Data Center (ASF DAAC) released geomet-
rically and radiometrically terrain corrected data products derived from ALOS
PALSAR, processed using the Gamma Remote Sensing software package in
October 2014. ALOS PALSAR-RTC RT1 product with 12.5 m spatial resolu-
tion is produced using 1/3 arc-second National Elevation (NED) Dataset for the
USA and 1 arc-second SRTM GL1 datasets for the rest of the globe excluding
Antarctica, Greenland, Iceland and northern Eurasia. The dataset is available in
the GeoTIFF format.

The detailed information about the data sources used in the present study is shown
in Table 1.

3.2 Methodology

To achieve the basic objective of the study to assess the DEMs based on the drainage
morphometric properties of the Tawi river basin, several morphometric parameters
(linear, areal and relief aspects) need to be calculated and interpreted. Standard

https://bhuvan.nrsc.gov.in
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procedure was followed to extract the stream network, slope, drainage density and
basin from all five DEMs datasets in the GIS environment (Arc GIS 10.8). These
extracted features are projected to the regional projection using UTM projection and
WGS 84 datum (WGS_1984_UTM_Zone_43_N).

The extracted stream networks and basins from all fiveDEMs are used to calculate
various drainage morphometric parameters (linear, areal and relief aspects) through
a combination of geoprocessing tools available in Arc GIS and SAGA software. The
calculated drainage morphometric parameters for each DEM are then compared with
those of other data sources to assess the best-suited DEM. The details of the morpho-
metric parameters compared and the methodologies adopted for the computation of
these morphometric parameters are given in Table 2.

The drainage morphometric parameters as shown in Table 2 were derived from
all selected DEMs and then compared with each other to find out the DEM datasets
providing better results.

4 Results and Discussions

4.1 Comparison of the Stream Network and Sub-Watersheds

The stream drainage pattern in any watershed is a representation of spatial structure
and attributes of geography and hydrology of that particular basin. In a hydrological
environment, drainage pattern mainly depends on composite factors such as spatial
pattern and hydrological features formulated by the surface runoff phenomenon
occurring in that particular watershed. Therefore, the representation of the stream
network is an important aspect of any hydrological modelling study. In the present
study, the drainage networks extracted from all these DEMs have also been compared
with drainage networks on the Land Use Land Cover maps by SoI (Scale: 1:50k)
and on google earth map and shown in Fig. 2. Based on the visual interpretation of
the results shown in Fig. 2, it can be seen that almost every stream network extracted
from each DEM dataset follows an identical drainage pattern particularly upstream
of the Jammu. As it can be noted that the elevation of the Tawi river basin upstream
of the Sidhra gauging station at Jammu is ranging between approximately 294 to
4331 m. However, the stream network pattern extracted by using different DEM
datasets downstream of the Jammu gauging site is significantly different. Among the
five stream networks extracted from the selected different DEMs, the stream network
extracted from the AW3D30 DSM is closely matched with those by the SoI LULC
mapandgoogle earth topographicmapused as a standard. Further, the streamnetwork
extracted from Carto DEM was very close to those by AW3D30 DEM. However,
ASTER, SRTM andALOS PALSAR-RTCDEMswere failed to represent the stream
network in the Tawi river basin downstream of the Jammu gauging site.

As mentioned earlier there are major nine tributaries (nallahs) namely Balini,
Chirwa, Duddar, Gambir, Jhajjar, Ramnagar, Sardhan, Balole and Sohagni that joins
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Table 2 Details of the drainage morphometric parameters and methodology adopted for their
computations

Morphometric
aspects

Parameters Formulae References

Linear aspect Stream order (u) Hierarchical rank Strahler [8]

Stream numbers
(Nu)

Nu = N1 + N2 + N3 + … Nn Strahler [7]

Bifurcation ratio
(Rb)

Rb = Nu/Nu + 1 Schumm [32]

Weighted Mean
bifurcation ratio
(WMRb)

WMRb =∑
(Rbu/(Rbu + 1)) × (Nu+(Nu+1))∑

N

Strahler [7]

Stream length
(Lu)

Lu = L1 + L2 + … Ln Horton [6]

Mean stream
length (Lum)

Lum = Lu/Nu Horton [6]

Stream length
ratio (Rl)

Rl = Lu/Lu − 1 Horton [6]

Areal aspect Basin area (A) GIS software analysis Schumm [32]

Basin Length (L) GIS software analysis Schumm [32]

Form factor (Ff) Ff = A/L2 Horton [16]

Drainage basin
perimeter (P)

GIS software analysis Schumm [32]

Circulatory ratio
(Rc)

Rc = 4πA/P2 Miller [33]

Elongation ratio
(Re)

Re = 2
√
A/π/L Schumm [32]

Drainage density
(Dd)

Dd = L/A Horton [6]

Constant of
channel
maintenance
(CCM)

CCM = 1/Dd Schumm [32]

Stream frequency
(Fs) Fs =

u∑

i=1
Nu/A

Horton [6]

Drainage Texture
(Rt)

Rt = Nu/P Horton [6]

Relief aspect Maximum
elevation (Hmax)

GIS software analysis using DEM

Minimum
elevation (Hmin)

GIS software analysis using DEM

Highest relief (R) GIS software analysis using DEM

Lowest relief (r) GIS software analysis using DEM

(continued)
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Table 2 (continued)

Morphometric
aspects

Parameters Formulae References

Relative relief
(Rr)

Rr = R − r Schumm [32]

Relief ratio (Rf) Rf = (Rr/L)/100 Schumm [32]

Dissection index
(Di)

Di = Rr/R Schumm [32]

Ruggedness index
(Ri)

Ri = Dd * Rr/1000 Schumm [32]

Hypsometric
Integral (HI)

HI = (Elevmean −
Elevmin)/(Elevmax − Elevmin)

Strahler [7]

Fig. 2 Drainage networks extracted from all five DEMs and overlaid on the LULC map by SoI

the main Tawi stream to form the drainage network of the river Tawi. Out of these
nine tributaries, seven tributaries except Balole and Sohagni are drains into the main
Tawi river located in the upstream catchment area from Sidhra gauging station at
Jammu.Based on the discussion in the previous section, geomorphological properties
of the Tawi river basin were analyzed separately for sub-watershed upstream and
downstream of the Sidhra gauging site at Jammu and hence the complete Tawi river
basin is subdivided into 14 sub-watersheds. The extracted drainage networks, sub-
watershed extracted from all the five DEM datasets along with elevation overlaid on
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the google earth map are shown in Fig. 3. The comparison of the sub-watersheds
areas derived from different DEMs is shown in Fig. 4.

From the sub-watershed areas shown in Fig. 4, it can be inferred that the sub-
watershed area extracted from selected five DEMs upstream of the Sidhra gauging
site at Jammu are nearly the same. However, as there is a very large difference in
the sub-watersheds area below the Sidhara gauging site. This conclusion can also be
verified from the results shown in Fig. 3. Further, from the results shown in Fig. 3,
it can be seen that the Sohagni sub-watershed is extracted from AW3D30, Carto
and ASTER DEMs. SRTM and ALSO PALSAR-RTC DEMs do not able to extract

AW3D30 DEM

ASTER DEM

Carto DEM

SRTM DEM

ALOS-RTC DEM

Fig. 3 Drainage networks and sub-watersheds extracted from all the five DEM datasets along with
elevation overlaid on the google earth map
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Fig. 4 Comparison of sub-watershed areas computed by different DEMs

the Sohagni sub-watershed as these DEMs failed to represent the Tawi river stream
accurately in the downstream reach.

4.2 Comparison of the Drainage Morphometric Properties

Several morphometric parameters (linear, areal and relief aspects) from all five
selected DEM datasets were calculated in order to facilitate inter-comparison to
choose the best DEM dataset. Linear aspect parameters computed were stream order,
stream numbers, bifurcation ratio, weighted mean bifurcation ratio, stream length,
mean stream length and stream length ratio. The areal aspect parameters computed
were basin area, basin length, form factor, drainage basin perimeter, circularity
ratio, elongation ratio, drainage density, constant of channel maintenance, stream
frequency and texture ratio. The relief aspect parameters computed were maximum
elevation, minimum elevation, highest relief, lowest relief, relative relief, relief ratio,
dissection index and ruggedness index. These different morphometric properties
of the Tawi river basin derived from selected five DEMs are shown in Table 3.
Referring to Table 3, it can be seen that all the DEMs with a spatial resolution
of the 30 m (AW3D30, SRTM, ASTER and CartoDEM) gave 6th as higher-order
stream except ALOS PALSAR-RTC DEM which gave 7th as a higher-order stream.
It is very interesting to see that the stream numbers and stream lengths derived
from AW3D30, CartoDEM and ASTER DEMs were approximately the same as the
watershed delineated with these DEMs were also approximately similar. Although,
the stream numbers and stream lengths derived from SRTMwere lower as compared
to the former three DEMs as the SRTM DEM failed to accurately delineate the
Tawi river watershed in the lower reaches. The highest stream numbers and stream
lengths were derived from ALOS PALSAR-RTC DEM which means that the finer
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Table 3 Drainage Morphometric properties of the Tawi river basin derived from selected five
DEMs

Morphometric
parameters

ALOS
PALSAR-RTC
DEM

ASTER DEM AW3D30
DEM

CARTO DEM SRTM DEM

Linear aspect

Stream order
(u)

7 6 6 6 6

Stream
numbers (Nu)

7997 1861 1929 1861 1596

Bifurcation
ratio (Rb)

0.24 0.26 0.17 0.41 0.09

Weighted
Mean
bifurcation
ratio (WMRb)

3.09 3.57 4.13 2.64 6.88

Stream length
(Lu)

4291.79 2580.66 2705.01 2636.41 2173.44

Mean stream
length (Lum)

0.56 1.39 1.44 1.64 1.64

Stream length
ratio (Rl)

0.73 0.98 0.80 0.85 0.87

Areal aspect

Basin area (A) 2471.62 2870.21 2964.08 2919.02 2482.54

Basin length
(L)

115.75 109.54 113.17 115.10 116.21

Form Factor
(Ff)

0.184 0.239 0.231 0.220 0.183

Drainage basin
perimeter (P)

489.7 468.72 465.4 481.01 487.08

Circulatory
ratio (Rc)

0.129 0.164 0.172 0.1586 0.131

Elongation
ratio (Re)

1.35 1.36 1.30 1.32 1.33

Drainage
density (Dd)

1.736 0.899 0.912 0.903 0.875

Constant of
channel
maintenance
(CCM)

0.576 1.112 1.096 1.107 1.142

Stream
frequency (Fs)

3.23 0.648 0.650 0.637 0.642

Drainage
texture (Rt)

5.608 0.582 0.593 0.575 0.562

(continued)
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Table 3 (continued)

Morphometric
parameters

ALOS
PALSAR-RTC
DEM

ASTER DEM AW3D30
DEM

CARTO DEM SRTM DEM

Relief aspect

Maximum
elevation
(Hmax)

4292 4327 4331 4293 4329

Minimum
elevation
(Hmin)

192 231 239 155 235

Highest relief
(R)

978 826.38 1000.33 761.46 1017.56

Lowest relief
(r)

2.052 4.283 1.918 0.700 3.115

Relative relief
(Rr)

975.9 822.1 998.4 760.7 1014.4

Relief ratio
(Rf)

0.0084 0.0075 0.0088 0.0066 0.0087

Dissection
index (Di)

0.998 0.994 0.998 0.999 0.999

Ruggedness
index (Ri)

1.695 0.739 0.911 0.688 0.888

the resolution, the more stream counts will be derived from DEM. The bifurcation
ratio for the highest order stream as well as the weighted mean bifurcation ratio for
all the DEMs was significantly different. It can be noted that the bifurcation ratio
is considered an important morphometric parameter as it denotes the water carrying
capacity and related flood potentiality of any basin. Further, the mean stream length
and stream length ratio derived from the AW3D30, SRTM, CartoDEM and ASTER
DEMs were nearly close to each other. However, these values derived from ALOS
PALSAR DEM are significantly lower.

The areal aspects seen from Table 3 reveals that the basin area derived from
AW3D30 and CartoDEM were nearly the same which shows the highest basin area
estimates. Although, the basin area derived from SRTM and ALSO PALSAR-RTC
DEMs was approximately the same but significantly lower than those from the other
three DEMs due to inaccurate delineation of the watershed area by these DEMs
(see Fig. 3). Further, the basin length in kilometres derived from all five DEMs
was approximately the same. The form factor values derived from all the DEMs
are ranging between 0.183 to 0.239 with ASTER and AW3D30 DEMs shows higher
values. These value of form factors suggest that the Tawi river catchment is elongated.
Although the values of the other areal aspect parameters derived from AW3D30,
CartoDEM, ASTER and SRTM are approximately very close to each other, the
values derived from ASTER and CartoDEM are more close to AW3D30 DEM. The
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drainage density, stream frequency and drainage texture parameters derived from the
ALOS PALSAR-RTC DEM are significantly higher than those from the other four
DEMs.

Referring to Table 3, the AW3D30 DEM shows higher values maximum as well
as minimum elevation followed by SRTM, ASTER, ALOS PALSAR and CARTO
DEMs, respectively. Interestingly the elevationvalues givenby theAW3D30,ASTER
and SRTMDEM are very close. The values of the highest relief, relative relief, relief
ratio, dissection index and ruggedness index derived fromAw3d30 and SRTMDEMs
are very close as compared to other DEMs. These results show that the DEM quality
play important role in the extraction of the morphometric parameters.

4.3 Comparison Based on the Hypsometric Analysis

Topographical characteristics have a high influence on the hydrologic response of
the drainage basin. The hypsometric tool developed by Strahler [7] is popularly
used in the field of hydrology. The hypsometric curve and Hypsometric Integral
(HI) values which are considered important indicators of the watershed conditions
are commonly employed to analyze the topography of the basin [34]. Technically,
hypsometry is related to themeasurement of the heights. Hypsometric analysis (area-
altitude analysis) provides an understanding of the stage of the development of the
watershed. The hypsometric curve, which is essentially a graphical representation of
the watershed area and elevation, is essentially a normalized cumulative frequency
distribution of the elevation [7]. The hypsometric analysis is commonly used to
understand the erosion status as well as the runoff potential of the watershed. The
shape of the hypsometric curve is an important indicator in the determination of
the role of topography in streamflow generation. According to Niyazi et al. [21],
the hypsometric curve shape is the best parameter to select the suitable DEM for
studying the hydrologic behaviour of the river basin.

The hypsometric integral is the area beneath the curve that relates the percentage
of the total relief to the cumulative percentage area. The HI index can be estimated
using the elevation-relief ratio method (see Table 2) proposed by Pike and Wilson
[35]. Theoretically HI values range between 0 and 1. The HI index is important in
identifying either tectonic or erosive forces which are predominant in the determi-
nation of the drainage basin shape [36, 37]. Further, due to its dimensionless nature,
it is more effective in comparing the catchments and thus accuracy of the DEMs
irrespective of their scale.

Figure 5a, b shows the results of the hypsometric curves of the Tawi river basin
up to its confluence with Chenab river and up to Sidhra gauging site, Jammu, respec-
tively. FromFig. 5a, it can be seen that the hypsometric curves derived fromAW3D30,
ASTER and CartoDEMwere significantly different from those by SRTM and ALOS
PALSAR-RTC DEMs. However, interestingly, there is no much noticeable differ-
ence between the hypsometric curves derived from all the five DEMs (Fig. 5b) of
the Tawi river basin upstream of the Sidhra gauging site. It can be observed from the
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Fig. 5 Hypsometric curves derived from five selected DEMs of the Tawi river basin, a up to its
confluence with Chenab river and b up to Sidhra gauging site, Jammu

shape of these hypsometric curves that the drainage system of the Tawi river basin
is in the younger stage of geomorphometric development.

Figure 6 shows the hypsometric integral values of the 14 sub-watersheds of the
Tawi river basin derived from the selected five DEM datasets. From Fig. 6, it can be
seen that the HI values derived from the SRTM and ALOS PALSAR-RTC DEMs of
the whole Tawi basin were slightly higher as compared to those from other DEMs.
However, the HI values of the Tawi basin up to the Sidhra gauging site were approx-
imately the same. These results are confirming the results of hypsometric curves
shown in Fig. 5. In the case of the lower Tawi sub-watershed, the HI values derived
from AW3D30 DEM are significantly higher as compared to those given by the
other DEMs. These results for the lower Tawi sub-watershed are important because
in these lower reaches of the Tawi river only AW3D30 DEM following the stream as
on the google earth map and is considered to be accurate. Particularly, the HI values
derived from four DEMs except for ALOS PALSAR-RTC of the sub-watersheds

Fig. 6 Hypsometric integral (HI) values of all the14 sub-watersheds derived from five selected
DEMs of the Tawi river basin up to its confluence with Chenab river
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laying upstream of the Sidhara gauging site were very close to each other. From
these hypsometric integral (HI) analyses, it can be seen that Ramnagar, Sardhan,
Upper Tawi, Balini and lower Tawi sub-watersheds are in the late mature stage of
erosion (0 < HI < 0.4). The remaining sub-watersheds are in the old stage of erosion
(0 < HI < 0.3), representing a more incisive fluvial process.

5 Conclusions

The hydrologic, hydraulic, geomorphologic and ecohydrological modelling studies
are necessary to analyze the impact of climate change on water resources as well
as the integrated management of the water resources. However, the accuracy of the
digital elevation model (DEM) datasets plays a prominent role in these modelling
studies. Now-a-days, open-access global digital elevation datasets are extensively
used due to their cost-effectiveness and sparse coverage of sources at relatively high
resolution. As these DEM datasets are created using the data captured by various
types of onboard sensors at different time periods and are processed using different
algorithms, thus, the accuracy of eachDEMdataset differs fromothers. Therefore, the
researcher always faces the problem of using appropriate DEM datasets in modelling
studies. Therefore, this study deals with the assessment of the accuracies of the
available different types of DEMs (ASTER 30 m, SRTM 30 m, ALOS (AW3D30)
30 m, CartoDEM 30 m and ALOS PALSAR-RTC 12.5 m) with different resolutions
based on drainage morphometric analysis for the Tawi river basin. This evaluation
of the different DEMs derived from various sources provides insight into terrain
and morphological characteristics analysis which are useful for hydro-ecological
modelling studies.

In this study, the comparison of the stream network and sub-watersheds derived
from these selected different DEMs has been carried. It was found that the ALOS
World 3D-30 m (AW3D30) DEM is the best DEM for the hydrological and geomor-
phological study of the Tawi river basin as the stream network extracted from this
DEM dataset matching well with those with google earth map and LULC map of
the study basin. Results also show that AW3D30DEM data possess high accuracy
in the delineation of the river basin followed by the CartoDEM, particularly in the
low-lying area. However, the performance of ALOS-RTC DEM is the worst among
all the studied DEMs. However, in the mountainous area upstream of the Sidhra
gauging sites, the stream network and sub-watershed were derived using ASTER
30 m, SRTM 30 m, ALOS (AW3D30) 30 m, CartoDEM 30 m are approximately the
same. The comparison of the drainage morphometric parameters derived from the
selected five DEMs is suggesting that the AW3D30 DEM performed very well as
compared to other DEM datasets.

Further, the comparison based on the hypsometric analysis has been carried out to
assess the accuracies of the selected DEM datasets. The hypsometric curves derived
from AW3D30, ASTER and CartoDEM of the whole Tawi basin up to its conflu-
ence with Chenab river were significantly different from those by SRTM and ALOS
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PALSAR-RTC DEMs. However, there is no much noticeable difference between the
hypsometric curves derived from all the five DEMs of the Tawi river basin upstream
of the Sidhra gauging site. The shape of these hypsometric curves suggests that
the drainage system of the Tawi river basin is in the younger stage of geomor-
phometric development. Further, the hypsometric integral values computed for 14
sub-watersheds of the Tawi river basin using the selected five DEM datasets are
suggesting that the HI values derived from the SRTM and ALOS PALSAR-RTC
DEMs of the whole Tawi basin were slightly higher as compared to those from other
DEMs. However, the HI values of the Tawi basin up to the Sidhra gauging site were
approximately the same. From the computed HI values, it can be concluded that the
Ramnagar, Sardhan, Upper Tawi, Balini and Lower Tawi sub-watersheds are in the
late mature stage of erosion (0 < HI < 0.4). The remaining sub-watersheds are in
the old stage of erosion (0 < HI < 0.3), representing a more incisive fluvial process.
The sub-watersheds at the old stage are in equilibrium and thus less prone to further
erosion.
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Comparison of HEC-HMS and SWAT
Hydrological Models in Simulating
Runoff at Machhu River Catchment,
Gujarat, India

Kishanlal Darji, Dhruvesh Patel, and Indra Prakash

Abstract It is important in the hydrological study to correctly predict runoff in
the river catchment for designing the civil engineering structures for irrigation,
hydropower, flood control and erosion control. In this regard, several models have
been developed by different researchers based on the precipitation and characteristics
of the catchment for the estimation of runoff. However, selection of an appropriate
model is essential considering its robustness and wide applicability in different topo-
graphical, geological, geo-environment and climate conditions. With this objective,
we have applied two hydrological models namely Hydrologic Modelling System
(HEC-HMS) and Soil and Water Assessment Tool (SWAT) at the Machhu River
Catchment, Gujarat, India to estimate accurate runoff. In this study, hydrological data
of 37 years period (1982–2017) was used for the simulation of models. Validation of
the models was done using observed runoff data of Macchu dam-I. Regression anal-
ysis R2 (R-squared) of the observed and estimated runoff data was done to compare
and evaluate the performance of the models. Results showed that R2 value for the
HEC-HMSmodelwas 0.89, whereas of the SWATmodel 0.62 thus, the runoff predic-
tion performance of the HEC-HMSmodel is better than the SWATmodel. Therefore,
HEC-HMSmodel can be used for the accurate estimation of runoff considering local
geo-environmental andmeteorological conditions in other catchments also for proper
planning and management of the watershed.
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1 Introduction

Estimation of runoff of a river catchment plays a principal task in watershed manage-
ment such as flood prediction, water quality management, hydropower production,
land use planning and industrial development [1, 2]. Nowadays, rapid industrial-
ization and population growth especially in developing countries like India require
accurate estimation of runoff of river basins for optimum utilization of surface water
resources in conjunction with ground water for the development of a region [3, 4].

With the advancement of technology, computer models that simulate hydro-
logic runoff processes are important tools to understand overall hydrologic cycle
[5, 6]. Many hydrological and hydrodynamical models have been developed by
researchers to simulate watershed and river hydrologic behaviour for better water-
shed management [7, 8]. These hydrological models include Agricultural Non-Point
Source (AGNPS), Hydrological Engineering Centre—The Hydrologic Modelling
System (HEC-HMS), Hydrological Simulation Program-Fortran (HSPF), System
Hydrology European (MIKE SHE) and Soil and Water Assessment Tool (SWAT)
[7]. These models help in water management, soil erosion, water quality assessment,
land use land cover changes, flood inundation studies and many other forecasting
applications. The success of current model development and subsequent hydrologic
prediction lies in the proper selection of model input parameters [9]. The effects of
spatial variability in precipitation, vegetation, topography, land use pattern and soils
are to be considered in the models [10].

Main aim of the paper is to evaluate the performance of HEC-HMS and SWAT
models in simulating runoff of Machhu River catchment (Gujarat, India) for the
selection of the best suitable model for hydrological modelling of a river basin.

2 Study Area

MachhuRiver starts fromChotila hills of Surendranagar region, Gujarat at an altitude
of 220 m (m.s.l). The Machhu basin is located between 22°10′ to 23°10′ North
latitude and 70°40′ to 71°15′ East longitude. It flows in north westerly direction and
debouches nearMalia in the little Rann ofKachchh. This riverwith its tributaries flow
52% in the hilly area and 48% in plain region. Machhu drains an area of 2515 km2.
Total span of Machhu river from its starting point to its outlet is 141.75 km [11].
In the Machhu River basin, three irrigation dams namely Machhu I, II and III are
located across Main River (Fig. 1).

Climate of the area is semi-arid type. The monsoon season is from mid-June to
early October. Average rainfall in the Machhu River catchment area is 533.5 mm,
Average Maximum temperature is 41 °C and Average Minimum Temperature is 14
°C (http://cwc.gov.in). Land use patterns in the area include agriculture, built-up,
forest, grass land, waste land and water bodies (Fig. 3). Geologically the area is
occupied mainly by Deccan basalt rocks except in the lower reaches of the river

http://cwc.gov.in
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Fig. 1 Study area map of machhu river basin

where Dhrangadhra Sandstone is exposed and alluvium along the river valleys. Soil
exposed in the catchment area belongs to Hydrological Soil group (HSG) C (clayey,
clayey skeletal and fine loamy) and B (loamy and loamy skeletal) (Fig. 2).
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3 Data Collection and Analysis

Meteorological data of the Machhu river basin was obtained from the State (SWDC)
[11] and central (IMD) (http://www.imd.gov.in/) agencies. Thematic maps (topog-
raphy, land cover, geology and soil) were prepared from the published literature [12,
13] in conjunctionwith the interpretation of the Landsat images, Google earth images
and Aster DEM using remote sensing and GIS technology. Analysis of the data was
done using HEC-HMS and SWAT models (Figs. 2, 3, 4 and 5).

Fig. 2 Soil map of Machhu Basin

http://www.imd.gov.in/
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Fig. 3 Landuse map of Machhu Basin
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Fig. 4 Topography map of Machhu Basin
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Fig. 5 Slope map of Machhu Basin
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4 Methodology

Runoff of Machhu dam was estimated using HEC-HMS and SWAT models.
Methodology adopted in this study is summarized below (Fig. 6).

Following is a summary of the main steps of HEC-HMS methodology adopted in
the present study:

• Created river basin model from DEM, Loss method (Initial and constant) using
HEC-geoHMS tool in Arc GIS.

Fig. 6 HEC-HMS methodology flow diagram

Fig. 7 SWAT model methodology flow diagram
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• Created Metrological Model from precipitation data of rain gauges situated in the
basin using HEC-geoHMS. Integrated basin and metrological models prepared
above in HEC-HMS.

• Inputted time-series rainfall data (Precipitation) in HEC-HMS model.
• Created Control Model to provide simulation data.
• Created Simulation Runoff model by integrating basin, metrological and control

models.
• Running of simulation Model.
• Analysis of Result Using HEC-DSS (Data Storage System) Application to obtain

Runoff.

The HEC-DSS method was applied to analyze model results for obtaining runoff
of the catchment.

Steps for Running SWAT Model

• Created new project and input DEM tiff file
• Basin and sub-basins were delineated using Automatic Watershed Delineation

tool of the SWAT
• Created hydrological response unit of Soil map
• Applied different thematic maps (Land cover, Slope and Soil) of Catchment in

the models for the analysis
• Inputted weather data (Rainfall data) and Rain gauge Locations
• Created table for input parameters
• Running of the SWAT model to apply simulation Start and End date and Identify

Result: Estimated Runoff value.

Validation of the models was done using observed runoff data of Macchu dam-
I using statistical measures and performance of the models was evaluated by
Regression analysis R2 (R-squared) of the observed and estimated runoff (Fig. 7).

5 Model Results

Average rainfall and estimated runoff of the Machhu River catchment was estimated
using HEC-HMS and SWAT models.

5.1 Average Rainfall

Average rainfall is the quantity of precipitation received per annum. This is a means
of rainfall noted in an area during several years. Annual rainfall or precipitation is
the sum of daily rainfall in a year. Average rainfall was estimated for Machhu basin
using HEC-HMS and SWAT by inputting 12 rain gauges daily Rainfall Data from



150 K. Darji et al.

1982 to 2017 into the model process. Annual average Rainfall of Machhu basin
was calculated by sum of daily rainfall in the particular year as shown in Figs. 8
9 and 10. Analysis of meteorological data of the Machhu River catchment for the
period 1982–2017 indicated that the average annual rainfall differs during this period
annually between 47 mm in year 1987 and 1058 mm in year 2017 as per HEC-HMS
Model and 51 mm in year 1987 and 1137 mm in year 2017 as per SWAT Model.

Fig. 8 Average rainfall as per HEC-HMS model

Fig. 9 Average rainfall as per SWAT model
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Fig. 10 Comparison of result of average rainfall calculated by SWAT and HEC-HMS models

5.2 Estimation of Runoff

Estimation of Runoff was done using HEC-HMS and SWAT Model and correlated
with the rainfall data. Analysis of the runoff data indicates that that annual runoff
during this period varies from 1 mm in year 1987 to 578 mm in year 1988 as per
HEC-HMSmodel and 1mm in year 1987–758mm in year 1988 as per SWATmodel.
Rainfall and Runoff pattern is wavy indicating an increase and decrease of runoff
depending on the rainfall. However, during the period 1985–1987, negligible to very
less runoff has been observed corresponding to the rainfall. It is due to the fact that
rainfall during this period was very less, hence most of the initial precipitation was
absorbed in the ground before starting runoff. This corroborates the study of the other
workers [14] (Figs. 11, 12 and 13).

Fig. 11 Comparison of rainfall with estimated runoff obtained from HEC-HMS model
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Fig. 12 Comparison of rainfall with estimated runoff obtained from SWAT model

Fig. 13 Comparison of estimated runoff obtained from HEC-HMS and SWAT models

5.3 Evaluation of Rainfall-Runoff Relation

The relation between precipitation and surface runoff is complicated as it depends on
many factors linking to the watershed and meteorology. Evaluation of the rainfall-
runoff was done by the regression analysis. Following equation was obtained by
regression analysis for the estimation of runoff (Y) of the Macchu catchment for
given precipitation (X) (Figs. 14 and 15):

Y (mm) = 0.5396 ∗ X(mm) − 95.808As perHECHMSmodel

Y (mm) = 0.7218 ∗ X(mm) − 129.47As per SWATmodel
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Fig. 14 Rainfall-runoff correlation using HEC-HMS results of regression analysis: R2

Fig. 15 Rainfall-runoff correlation using SWAT results of regression analysis: R2

In this study, R2 = 0.85 as per HEC-HMS Model and R2 = 0.97 as per SWAT
Model. These values mean that 85 and 97% of the total variation in the estimated
runoff data can be correlated with the observed rainfall data, thus it can be considered
a good correlation.

5.4 Evaluation of Performance of Models

Performance of the models was assessed by the regression study of the observed and
simulated data of the runoff at Machhu Dam 1. The coefficient of determination is
a degree of how well the regression curve /line expresses the data. Results of the
regression analysis gave the coefficient of determination (R2) values equal to 0.89
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Fig. 16 Performance evaluation of the HEC-HMS model using regression method

Fig. 17 Performance evaluation of the SWAT model using regression method

and 0.62 for HEC-HMS and SWAT Model, respectively which is a good prediction
value (0 < R2 < 1). It signifies the percent of the information which is the closest to
the line of greatest match (Figs. 16 and 17).

That is R2: 0.89 and 0.62 means that 89 and 62% of the total variation in simulated
data can be correlated with the observed data.

6 Concluding Remarks

The principal aim of the analysis was to evaluate performance of two well-known
hydrological models namely HEC-HMS and SWAT for the selection of one of the
best simple models for accurate prediction of runoff. Machhu River catchment in
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Gujarat was selected for the model study. Estimated runoff values were compared
with observed values at Machhu dam-I. Regression analysis of rainfall-runoff data of
the model’s results indicated that both the model performed well but the prediction
capability of the HEC-HMS model (R2 = 0.89) is the best in comparison to SWAT
model (R2 = 0.62).

Therefore, HEC-HMS model can be used for the estimation of accurate runoff
requiring relatively less input data, thus it is also suitable for data scared regions.
Results of this analysis showed that the proposed model performance is good even
for large size watershed (>250 km2). Limitation of the study is that climate change
effect has not been considered in the models study.
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Flood Hazard Assessment of Baitarani
River Basin Using One-Dimensional
Hydrodynamic Model

Aman Kumar and K. C. Patra

Abstract The research work concentrates over the use of imagery and topography,
based on remote sensing in a GIS plat form for Baitarani River’s integrated flood
analysis, which is one of the most flood-prone zones in India. For flood data from
2001 to 2018, flood frequency analysis is performed. The work has been carried
out using the maximum flood for the year 2015 with value of 7688 m3/s discharge.
The current work uses a methodology that combines the HEC-RAS and Arc-GIS
application tools for better vision of flood monitoring analysis, which is a non-
structural measure of flood management system. The work is sorted in three phases;
in the first preparation phase, TIN generation has been done from theDEMwith other
initial modifications; while in the second execution phase, pre-processing on HEC-
GeoRAS Tool is carried out, and data is exported to the HEC-RAS for computing
the water surface profiles for the unsteady flow. In the third phase, flood depth and its
extent for the flood hazard analysis are done. The recommendations from this study
are; either to increase height of banks or construct a retaining wall at certain sections
in the downstream part of Jajpur town in Odisha state.

Keywords HEC-RAS · HEC-GeoRAS · Arc-GIS · Flood hazard analysis

1 Introduction

Natural disasters, as we know are the outcomes of events caused by natural hazards
that exceed the capability of local intervention and adversely affect a Nation’s socio-
economic development. The most recurrent, widespread, calamitous and common
natural hazards in the world are probably the floods affecting people at large. There
have been 17 floods, 5 severe cyclones and 11 droughts in the last 24 years in Odisha
state. On an average, Odisha suffers Rs. 3000 crores of financial loss in each year
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due to natural calamities, which is not only massive, but also severely stresses the
state’s economy. The average State rainfall is 1451.2 mm. Approximately 75–80%
per cent of the rainfall is received in the months of June to September, which causes
remarkable damage to both crops and lives. Baitarani River floodwaters submerge
over 40 villages in Jajpur Blocks of Jajpur district affecting some 22,000 residents.
The water level in the Baitarani rises to 5.5 m as against the danger mark of 5.4 m at
Akhuapada gauging station, very frequently.

After reviewing these flood effects, two types of flood management measures
are proposed by the river authorities, i.e. structural and non-structural methods. The
structural method, construction of embankments, levees, spurs and others have not
proved to be completely successful in the long runs. In the non-structural approach,
flood risk maps are prepared using a hydrological-hydraulic method, where in the
flood depth, flood duration and flood area are computed with peak discharge of
a specific return period. Various numerical models have been developed for flood
plain delineation, flood inundation and simulation that could be used as a means to
delineate flood plain zones adjacent to rivers and quantify the associated danger by
taking into account the potential floods of different return periods.

In the past, the hydrodynamic modelling approach was adopted by various
researchers to simulate flood inundation in the flood plain zones. Different arith-
metical models have been proposed for floodplain delineation/flood inundation and
flow modelling that can be instrumental to delineate floodplain areas adjoining the
rivers and to quantify the associated risk or possibility, by taking into account the
simulated floods with different periods of return.

Flood analysis helps in administering the prevention and prediction of flood occur-
rences. Modelling performed through computer techniques has supported the engi-
neers and researchers with regulating more accurately by precisely defining the loca-
tion and time of the flooding. Computer models for the assessment of impact of
floods use the following four steps:

1. Hydrological modelling in which, from the past flow records, determination of
the rainfall-run off relationship is developed.

2. Hydraulic modelling, which assist the runoff propagation through river/channel
and generation of water surface profiles in a tabular and graphical form at a
particular location across the cross section.

3. Floodplain mapping and monitoring devices.
4. Extraction of geospatial data.

Many of the techniques in hydraulicmodelling use one-dimension tools of steady-
state flow measured at a particular time. Since flows in streambeds are naturally
random and unsteady, steady-state methods do not often show water surface profiles
precisely [10].

Agrawal [2] had successfully studied steady and unsteady flow for Dudhuna river
and prepared a 3D view of perceptive plot for single discharges for the given study
area. The performance of calibrated model has been verified from the observed
discharges from dam.
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Patel et al. [9] developed a model that can be used to predict water levels along the
river reach from Ichhapur toDhamdachha village for differentwater flows conditions.
Flood inundation area for the years 1984, 1994 and 2004 has been assessed and
investigated that dykes breaching was the major causes of the flood events. Hence,
it was recommended to improve the carrying capacity of Ambica River which could
help to minimize the flood in surrounding of Navsari city.

HEC-RAS is a tool used by hydraulic engineers which are used to analyse water
flow through channel and river and floodplain control [12]. HEC-RAS is a one-
dimensional steady flow hydraulic modelling approach that is used by many govern-
ment agencies. With the help of HEC-RAS, simulating water surface profile for
steady flow is simple that quantify the effect of any obstructions such as over bank
region, weir, bridges and culverts. HEC-RAS is used to predict the flood inundation
maps for a given flood [8]. A combination of Arc-GIS and HEC-RAS tools is used to
create flood plain maps using river geometry, historical flood records, river discharge
records and channel roughness.

Theobjective of the study is to implement a one-dimensional hydrodynamicmodel
for the Baitarani river basin between Anandpur Barrage to Jajpur using HEC-RAS
(5.0.5) modelling software for the flood hazard analysis.

2 Study Area and Data Collection

2.1 Study Area

Baitarani River basin has a total catchment area of 14,218 km2 spreading over the
two states of Odisha and Jharkhand in India. A major portion of the river basin with
13,482 km2 of catchment lies in the state of Odisha while Jharkhand have the rest
of 736 sq. km. The rive originates at the Gonasika/Guptaganga hills at 21° 32′20′′
N-85°30′48′′ E, and it begins to flow over a stone which looks like the nostril of the
cow. The river at its origin has the elevation of 900 m (3000 ft) above sea level. The
river traverses a total length of 360 km from its sources at Gonasika until it flows
into the Bay of Bengal at the mouth of Dhamra near Chandabali after joining the
Brahmani River. This river has a total of 65 tributaries, some of which are the major
tributaries of the Baitarani River, Deo, Kanjhari, Kusei and Salandi [6].

The stretch of Baitarani River, considered in the study, is from Anandapur
barrage (21°13′35′′ N-86°07′00′′ E) to the Jajpur (2°51′19′′ N-86°25′13′′ E) which is
witnessing frequent floods over the years. Its total length is 64.3 km fromAnandapur
barrage to Jajpur and is considered for 1D hydraulic modelling and mapping for
flood inundation. Nearly 90% of the basin receives average annual rainfall between
1400 and 1600 mm. The analysis of rainfall indicates that the average annual rainfall
in the basin is 1442.53 mm [7].

The basin is also rich in forest which constitutes around 34.36% of the total area.
The forest class includes evergreen, deciduous and scrub forest. The Odisha State
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Fig. 1 Location map of the study area

Government designates forests based on density requirements. About 538160 km2

of land is categorized as quite dense forest with a canopy density of more than 70%,
27,656 km2 of forests are categorized as relatively dense cover with a canopy density
of 40–70%and 20,180 km2 are identified as open forest with a canopy density of 10 to
40%. Major cropping pattern found in the region is Kharif [paddy (77%), vegetables
(9%), oil seeds (5%), pulses (6%), fibres (2%) and species (1%)], while the Rabi
crops include pulses (44), oil seeds (19%), vegetables (23%), spices (5%), sugarcane
(1%) and paddy (8%). The current research location map is shown in Fig. 1.

2.2 Flood Frequency of Study Area in Baitarani River

Rainfall data used for this research work has been collected from the office of
Central Water Commission (CWC), Bhubaneshwar, Odisha. From the last 18 years
of records, it is noted that severe flood events have occurred in 2009, 2012 and
2015, leading to immense damage to property and lives in the catchment. Year-
wise maximum discharge in the study area is shown in Fig. 2. On 5 August 2015,
the Baitarani river basin had very heavy rainfall in its catchment with 7688.5 m3/s
discharge which is maximum among all the discharges from the year 2001–2018.
Figure 3 depicts the inflow hydrograph used in the hydrodynamic model as an
upstream boundary condition.
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Fig. 2 Year-wise maximum discharge in Baitarani River at Anandpur barrage (upstream)

Fig. 3 Inflow hydrograph used as an upstream boundary condition in hydrodynamic model

2.3 Data Collection

• DEM is downloaded from the Bhuvan- Indian Geo Platform of ISRO from the
satellite under the sub-category of Cartosat-1 with all its version of CartoDEM.
After collecting the DEM tiles, data is modified in Arc-GIS for further use in
HEC-GeoRAS and HEC-RAS. Different operations such as mosaic, shape-file
and watershed delineation have been carried out.
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• The research would use rainfall data from two meteorological stations and
stream flow data from two gauging stations. The Central Water Commission,
Bubaneshwar, collected discharges at two gauging stations from 2001 to 2018
and daily rainfall data from two rainfall gauging stations for the same period [3].
These are the HEC-RAS model input data that provides inundation areas.

2.3.1 Arc-GIS Application

Arc-GIS is a geographic information system (GIS) for map and geographic infor-
mation operations. It is used to build and map; compile geographical data; analyse
mapped information; exchange and discover geographical information; use the maps
and geographical information in a variety of applications; and manage geographical
information in a database [4].

2.3.2 HEC-GeoRAS

HEC-GeoRAS is an extension of Arc View-GIS primarily developed for the use
of geospatial data processes along with HEC-RAS. This HEC-GeoRAS extension
creates a geometric attribute file which is an import file for further work in HEC-RAS
[1].

2.3.3 HEC-RAS

HEC-RAS is an advanced software framework designed to be used interactively
in a multi-task, multi-user network environment. A graphical user interface (GUI),
different modules for hydraulic analysis, data storage and control features, displays
andmonitoring facilities compose the device (Brunner 2016).HEC-RAScan perform
four 1D river analysis computations which are (1) steady flow water surface profile
computations, (2) unsteadyflowcomputations, (3)movable boundary sediment trans-
port computations and (4) water quality analysis [12]. This user interface prepares
information for operating the steady and unsteady model which further results in
numerical computations.

One-Dimensional Unsteady Flow Calculations (HEC-RAS)
The flows are defined by the user in steady-state modelling, and the process measures
water levels at specific cross sections. Two variables are determined in unstable
modelling (stage and flow); therefore, two equations are required. The continuity and
the momentum equations as partial differential equations are used in the simulations
given in Eqs. 1 and 2.

∂AT

∂x
+ ∂Q

∂x
− q1 = 0 (1)
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where q1 represents the lateral inflow per unit length and the distance x is measured
along the river. Q(x.t) and A represent the flow and total flow area, respectively.

∂Q

∂t
+ ∂QV

∂x
+ gA

(
∂z

∂x
+ Sf

)
= 0 (2)

where Sf indicates the friction slope in Eq. 2. Flow and stage must be identified with
the friction slope.

3 Methodology

The methodology consists of the following steps a. Pre-processing of Data (Arc-
GIS and HEC-GeoRAS), b. Model Execution (HEC-RAS) and c. Post-processing in
HEC-GeoRAS. The conceptual diagram of 1D hydrodynamic flood methodology is
shown in Fig. 4.

3.1 Pre-processing Application

RAS Geometry is an informative file setup in the HEC-GeoRAS condition, which is
used to develop geometric information and extract the waterway catchment from the
floodplain. This pre-processing option is provided for preparing required input for the
HEC-RAS. The geometrical information mainly main channel banks, stream centre-
line, flow path along with its centreline and cross-section cut lines are constructed in
HEC-GeoRAS.

Main Channel Bank is used to distinguish the main stream from the left bank or
the right bank of the floodplain. The main channel bank is created by discretising it
from the google maps.

Stream Centreline Centreline of the stream is created from the stream centreline
option.

Flow Path Along with Its Centreline Paths of the flows have been created from
upside to the downside of the stream along with its centreline.

Cross Section Cutline The cross-cut lines are drawn perpendicular to the direction
of the flow. While creating cross-section cut lines, the average distance between two
cross section was at 1500 m interval, and average width of cross section was given
width of 2000 m.

Figure 5 represents the processes done in HEC-GeoRAS which is an extension
of Arc-GIS.
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Fig. 4 Outline frame of
methodology work

3.2 Model Execution in HEC-RAS

Model execution is the foremost operation in the work. The file made in HEC-
GeoRAS is imported in HEC-RAS under the geometric data window. The section
elevation data provided by HEC-RAS requires some modification in bank stations
and editing in the geometry. As by adding geometry data, it gives only the section
elevation data, and additional Manning’s value is assigned which is taken from the
table of Chow’s roughness coefficients based on its land use and surfacematerial. The
values considered are: for the left bank as 0.035, right bank as 0.035 andmain channel
as 0.030 as per observation. Figure 6 representing the elevation and horizontal cross-
sectional data at river station (RS) 68,703.07 and 228.07 along with the manning’s
n value.

Boundary condition is given in unsteady flow data window. Flow hydrograph
is selected for the upstream boundary condition at river station 68,703.07. Normal
depth= 0.00042 derived from themanning’s equation is selected for the downstream
boundary condition at river station 228.07.
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(a)   (b) 

 (c)   (d) 

Fig. 5 Processes a main channel bank, b stream centre line, c flow path and its centre line and
d cross-section cut lines, respectively, in Pre-GeoRAS application performed in the Arc-GIS

Fig. 6 Elevation and horizontal cross section at different river stations entered in cross-section
data. a RS 68,703.07, b RS 228.07
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After running the unsteady flow analysis, water surface profiles are calculated.
Once the simulation is finished, export file from HEC-RAS to HEC-GeoRAS is
prepared for the post-processing.

3.3 Post-processing in HEC-GeoRAS

After exporting results from HEC-RAS, a GIS import file is developed and post-
processing steps start [5]. The steps involved in the post-processing are:

• Generation of stream network, cross-cut lines and the bounding polygon: After
finishing the theme setup and convert it into an appropriate extension, it will
read RAS GIS export file and create primary data files. Automatically, the steam
network, cross-cut lines, bank station points and the bounding polygon themes
are generated.

• Water surface TIN generation: For every water surface profile, water surface TIN
is created which depends on the water surface elevations of these cross-section
cut lines and the created theme of bounding polygons,

• Delineation of the floodplains: The next step is delineation of the floodplain after
generating the water surface TIN. The delineation of the floodplain forms a poly-
line theme which identifies the floodplain and a grid of depth. After deducting the
water surface TIN raster values from the Terrain TIN values, a water depth grid
is produced.

3.4 Flood Hazard Analysis

Flood hazard is classified according to the degree of everyday life challenges and/or
property loss. Flood hazard evaluation is the estimation of in general unfavourable
impacts of flooding. It relies upon numerous parameters, for example, depth of
flooding, flooding duration, flood wave velocities and rising rate of water level.
At least one parameter can be considered in the hazard evaluation. In the current
investigation, flooding depth is taken as chief factor for the hazard assessment evalu-
ation. The intensity of flood risk is constantly given by a relative scale, which speaks
to the level of danger and is known as a hazard rank. A littler hazard rank was given
for a lower depth or low risk, while bigger danger rank was utilized to show a higher
risk (Table 1).

The areas bounded by the flood polygons were calculated to make an assessment
of the flood hazard level for the peak discharge having 10-year return period.
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Table 1 Hazard rank
provided for depth of flooding

Flooding depth (m) Hazard category Rank

Hazard free No hazard 0

0 < D ≤ 1 Low 1

1 < D ≤ 3 Medium 2

3 < D High 3

4 Results Outcomes and Discussion

4.1 Results of Unsteady Flow Analysis

After importing the files from pre-process in HEC-GeoRAS to HEC-RAS with all
the modifications in the river geometry, the water surface profiles in the graphical
plan have been interpreted as the results of the computations of the model. Results
from HEC-RAS give a 3D perspective view of the stretch of the river taken as the
study area which is shown in Figs. 7 and 8 for the river discharge 7688.5 m3/s and
523.1 m3/s, respectively. According to the data of the Central Water Commission,
at the high flows of the river, many of the cross sections are at risk especially the
downstream cross-section no. 13, 16, 20, 25–33 as water coming out from its banks.
These cross sections are safe at low or normal flows which is 25–40 m3/s.

The water surface profiles in Fig. 9 representing the flooding in the right and left
banks at cross section 7 and 27.

After the execution phase in HEC-RAS model, the results are used for the further
processing through HEC-GeoRAS for post-processing. Delineation of the floodplain

Fig. 7 X-Y-Z perspective plot for the maximum river discharge 7688.5 m3/s
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Fig. 8. 3D perspective view of river at peak discharge −7688.565 m3/s

Fig. 9 Water surface profile at cross section 7 and 27 at 7688.565 m3/s peak discharge

Table 2 Classifications of cross sections which are experiencing flooding during high discharge

Less affected during high
discharge

Moderate affected during high
discharge

High affected during high
discharge

CS-1,2,3,4,5, CS-7,
CS-11, CS-18

CS-6,8,9,10, CS-12, CS-14, 15,
CS-17, CS-19, CS-21,22,23,24

CS-13, CS-16, CS-20,
CS-25,26,27,28,29,30,31,32,33

in the GIS platform results the mean water depth as 7.45 m for the flood hazard
analysis.

4.2 Results of the Flood Hazard Analysis

Hazard aspect of the flood events is associated to the hydrological and hydraulic units
of the study area. The flood depth area classification indicates that 77 % of the total



Flood Hazard Assessment of Baitarani River Basin … 169

Table 3 Flood depth area
classification

Water depth (m) Total inundated area

10-year return period flood

Area Area

<1 15.65 6.168

1–1.5 9.70 3.634

1.5–2 7.75 3.315

2–2.5 6.72 2.814

2.5–3 17.34 6.353

>3 192.23 77.716

Total 249.23 100

flooded areas have water depths of more than 3m. A very small area is flooded below
the depth of 1–1.5 m. Results of flood hazard analysis are summarized in Table 3
and Fig. 11.

From the graph of Fig. 10 of depth-flooded area relationship, it can be seen that
with the rise in flood intensity, the flooded area increased significantly under the
water level more than 3 m. For 10-year flooding, the flooded area which is 192, 17,
6, 7, 9, 15 ha corresponding to the water depth >3, 2.5–3, 2–2.5, 1.5–2, 1–1.5, <1 m,
respectively, indicate that with the increase in flooding intensity, the water depth
exceeds beyond 3 m. Figure 11 shows the flood hazard map pf the study area.

Fig. 10 Depth-flooded area relationship
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Fig. 11 Flood hazard map of 10-year flood

5 Conclusions

The study aims to look at how useful the combination of software Arc-GIS and
HEC-RAS for the estimation of flooding at various cross sections which are likely
to be submerged. A special flood study of the August 2015 flood has been done
to the assessment of flood hazard of the area downstream of the Jajpur with the
help of the one-dimensional hydrodynamic model HEC-RAS. It has been observed
from the results of the post-processing part of HEC-GeoRAS that at high flows,
most of the cross sections at downstream of the river are at high risk and need to
implement river training and riverbank protection works at Jajpur, as it is affected
more at high flood discharge. The research also analysed flood hazards with respect
to flood return periods and their water depth. The correlation between the flood area
and the discharge shows that the floodwater intensity rises at a medium rate, meaning
that most of the areas under flood have a water depth greater than 3.0 m.

Scope of Work
Flood vulnerability and flood risk maps of the study area can be planned with popu-
lation and building material census data on the Arc-GIS network. With the help of
vulnerability analysis and hazard analysis, risk analysis can be carried out. A topo-
graphic survey can be carried out for themeasurements of the cross section in a better
practical way.
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River Geometry Extraction
from Cartosat-1 DEM for 1D
Hydrodynamic Flood Modeling Using
HEC-RAS—A Case of Navsari City,
Gujarat, India

Azazkhan Ibrahimkhan Pathan, Prasit Girish Agnihotri,
and Dhruvesh Patel

Abstract Flooding is a worldwide phenomenon that occurs in casualties, property
destruction, and it is possibly themost destructive, severe, and recurrent natural catas-
trophe. The main input parameter for any hydrodynamic modeling is river geometry.
A discussion of a method to create river geometry by using the Cartosat-1 Digital
ElevationModel (DEM)has been carried out.Manydifficulties in distinguishing arise
in hydraulic features, which requires pre-processing of the datasets before using it
in the HEC-RAS model. The extracted geometry has been utilized in the Hydro-
logical engineering Center-River Analysis System (HEC-RAS) mapper/GeoRAS to
perform a 1D hydrodynamic flood modeling approach on the river Purna, Navsari,
India. Earlier the river geometry was extracted with the HEC-GeoRAS extension
tools available in ARC-GIS. The new HEC-RAS version 5 has been utilized in this
study. The geometry of the river includes river centerline, bank lines, flow path
lines, and cross-section cut lines which have been digitized in HEC-RAS mapper
tool without ARC-GIS being used in the current study. The R2 value of the Cartosat-
1 DEM was 0.7166 which showed the best match with the observed values. The
model output was promising and demonstrated the strong potential to extract the river
geometry using Cartosat-1 DEM especially in the data scarce regions.
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1 Introduction

Flooding is undoubtedly regarded as the world’s most destructive cause of natural
catastrophes. During rainy seasons (June–September), the Himalayan Rivers cause
flooding in 80%of the total flood-affected region in India. Inmany states of India such
as Gujarat, Maharashtra, Andhra Pradesh, West Bengal, and Orissa extreme flooding
is witnessed mostly annually during the monsoon season, affecting a tremendous
loss in properties and lives. The primary causes of flooding in India are inadequate
water systems particularly in the low land depositional area of the basins, inade-
quate river carrying capacity due to sedimentation, and inadequate flood manage-
ment techniques. To minimize flood losses, appropriate flood management practices
are needed, which in turn requires space-time flux flow variation in 1-D as well as
2-D. Few researchers have conducted studies on the hydrodynamic flood modeling
with the integration of GIS of the Indian basin river floods [1–3].

An effective model of the river flood includes a proper river bed representa-
tion and the floodplains geometry, with a precise explanation of the model input
parameters, for forecasting the magnitude of flow and the flood water level along
the river path preciously [4]. At present, software techniques have been created and
are now being modified to extract river geometry features, which are effective for
hydrodynamic modeling based on the GIS database [5, 6]. Several studies have
been conducted which attempt to address bathymetric data shortages in river flood
modeling which highly depend on Digital Elevation Model (DEM) GIS integration
obtained from remote sensing satellites or other data sets available globally [7–9].
Also, data assimilation techniques are used to recognize synthetic cross-sections
similar to river geometry [10].

With the advent of the latest computers, 1D hydrodynamic flood inundation
modeling has become simpler. Numerous studies have been performed in the past
20 years on different aspects of river hydraulics. The theory of hydraulic river flow
routing was added to numerous river basins across the globe [11, 12]. The integrated
approach of the hydraulic model such as Water RIDE, Mike 11, and HEC-RAS with
Geographic Information Systems (GIS) are the latest advancement in floodmodeling
[7, 13, 14]. The Digital Elevation Model (DEM) is used for the HEC-RAS model
extension with a GIS database to extract the river geometry for flood modeling [15].
Pathan and Agnihotri [16] have extracted the river cross-section by using the latest
HEC-RAS mapper tools for 1D hydrodynamic modeling.

In the present study, the 1D hydrodynamic approach has been carried out using
the latest HEC-RAS version 5. Cartosat-1 DEM is downloaded free of cost from the
ISRO BHUVAN web portal. RAS mapper tool available in HEC-RAS was utilized
to extract the river geometry such as center line of the river, bank lines, flow path
lines, and cross-section lines. This research demonstrates the utility of DEM in flood
modeling with the integration of GIS. This approach is the advancement of the 1D
hydrodynamic flood modeling in the data-scarce region.
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Fig. 1 Study area map

2 Study Area and Data

2.1 Study Area

Navsari city is situated on the coastal part of Gujarat near the Arabian Sea. The city
is at 20° 32′ and 21° 05′ north latitude and 72° 42′ and 73° 30′ east longitude. The
topographical area of the city is about 2210.97 km2. The study area map is illustrated
in Fig. 1. Due to heavy precipitation, the water level may rise in the study area and
the surrounding area gets inundated annually in monsoon. There is no setup provided
by the government in this region to reduce the impact of the floods.

2.2 Data

The river flow data of the last 2 decades were obtained from the Navsari irrigation
department. The two major flooding events which took place in the city of Navsari
for the years 1968 and 2004. Cartosat-1 DEM was utilized for the extraction of river
geometry which is freely available (www.bhuvan.nrsc.gov.in). The spatial projection
needs to be set in Arc-GIS for coordinate systems used in HEC-RAS [17]. The
2004 year flood data is required for validating the model.

http://www.bhuvan.nrsc.gov.in
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3 Methodology

RASMapper is a GIS function capable of collecting GIS datasets such as the center-
line of the river, bank lines, flow direction lines, and cross-section lines by river
digitalization. The following are presented input parameters for 1D hydrodynamic
flood modeling in the HEC-RAS mapper. The flow chart of the region of study is
illustrated in Fig. 2.

3.1 Extracting River Geometry

To build the river alignment within the river reach, a light blue marked line which
shows the river center line is shown in Fig. 3, which flows from upstream to down-
stream. To separate the primary river from the left and right banks of the floodplain,
the red marked lines shows the river bank lines. To regulate the flow of the river,
flow path lines were digitized presented by the red marked shown in Fig. 3. The
Green marked line shows the elevation data which was extracted from DEM, which
is perpendicular to river flow.

Fig. 2 Flowchart of methodology
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Fig. 3 Extraction of River geometry

3.2 Hydrodynamic Flood Modeling Using HEC-RAS
(Hydrological Engineering Center-River Analysis
System)

HEC-RAS is a software that describes water hydraulics flowing through common
rivers and other channels. It is a computer-basedmodeling program for water moving
through open channel systems and calculating profiles of water surfaces. HEC-RAS
identifies specific applications viable in floodplain mitigation measures [18, 19].
Saint Venant’s equation is utilized in HEC-RAS to solve the energy equation for
one-dimensional hydrodynamic flood modeling [20] expressed as,

Z2 + Y2 + 2V 2
2

2g
= Z1 + Y1 + 1V 2

1

2g
+ he (1)

where, Y 1, Y 2 indicates the water depth at cross-sections, Z1, Z2 expressed as the
elevation of the main river channel, α1, α2 demonstrates the velocity weighting
coefficients, V 1, V 2 shows the average velocities, g indicates the acceleration due to
gravity, and he expresses it as energy head loss.
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3.3 Model Execution in HEC-RAS

Cartosat-1 Demwas downloaded from the ISROBHUVANportal for the digitization
of river geometry such as river centerline, river bank lines, flow path lines, and
cross-section lines with the arrangement of the spatial coordinate system in HEC-
RAS through the RAS mapper window along with Google map as shown in Fig. 4.
The extraction of the cross-sections presents the station-elevation data through a
geometric data window as illustrated in Figs. 5 and 6 represents river geometry in
HEC-RAS.Rivermaximumdischarge of the 2004 year floodwas used as an upstream
condition and the normal depth of the Purna river was utilized as a downstream
condition in HEC-RAS, the rugosity coefficient is taken as per [21], and steady flow
analysis was carried out for flood modeling.

Fig. 4 Extraction of River geometry in RAS mapper with google base map

Fig. 5 Extracted river
geometry in HEC-RAS
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(a)   (b)

Fig. 6 a Water level at CS-1; b water level at CS-2

4 Results

This study is being performed in the lower part of the city. Discharge data for the
2004 year flood events has been used to simulate steady flow analysis. Due to data
scarcity in the study area and only one gauging site is available, it is mandatory
to simulate only 2004 year flood events to verify mode accuracy. Cross-sections
were extracted from DEM provides good results in the data deficient region. Flood
modeling approach in such regionwould be effective during peak flood events [6, 17].
The results from the model for the present study indicate the depth of water at each
cross-section. The discharge was measured from the gauge station near Kurel village
about 1.5 km away from the downstream side. The depth of water was measured
corresponding to the discharge of 8836 m3/s for 1D hydrodynamic flood modeling.
Results obtained from the simulation indicated that the cross-section number 1 and
2 were quite affected during peak discharge, and cross-sections 19 and 20 close to
Navsari city were more affected by the flood event. The results which were simulated
show that the water lever at cross-section one and cross-section twenty (Fig. 6). The
water level at the downstream part of the study area demonstrates that the people
surrounding cross-section number twenty were suffered more during peak discharge
and there were lots of property and lives casulities during the 2004 year flood events.
Figure 7 indicates simulated the one-dimensional flood depth map for the 2004 year
flood event. 1D hydrodynamic flood modeling would be advantageous for the region
where the flash flood is frequently occurring phenomenon annually (Fig. 8) [9].



180 A. I. Pathan et al.

Fig. 7 Simulated flood depth for the 2004 years flood event

Fig. 8 Regression analysis
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4.1 Error Analysis of Cartosat-1 DEM

The error analysis of Cartosat-1 DEM was determined by the comparative analysis
of GPS elevation and DEMs grid height at 6 locations of the study area. The scatter
plot of GPS elevation and DEM grid elevation is shown in Fig. 9. The linear regres-
sion analysis indicates a clear significant correlation between the elevation given by
Cartosat-1 DEM and the GPS measured elevation at six locations. Additionally, the
R2 value of the Cartosat-1 was 0.7166, which illustrates the accurate correlation.
The gradient value of the regression line shown in Fig. 9 indicates that the value is
near 1. The error was evaluated by the difference of the elevation grid of DEM and
the GPS elevation of the six locations in the study area. The propagation of error
corresponding to the elevation of the Cartosat-1 is shown in Fig. 10. It is noted that
the negative errors were observed at two locations, which indicates that the eleva-
tion of the Cartosat-1 DEM is higher than the elevation of GPS points. Figure 11
shows the profile comparison between the GPS elevation and Cartosat-1 elevation. It
is observed that the major elevation difference was found at GPS locations number
two, five, and six. The selection of DEM will have been a great influence on flood
modeling. From the output of the model, it is noted that the river geometry extraction
from the Cartosat-1 DEM was promising and effective because the availability of
DEM data is open source. Further research would be on 2D modeling with the use
of different DEMs and comparative analysis would be required for the accuracy of
the model.

Fig. 9 Scatter plot of Cartosat-1 DEM elevation versus GPS elevation
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Fig. 10 Error propogation in Cartosat-1 DEM

Fig. 11 Profile comparison between GPS elevation and Cartosat-1 Elevation

5 Discussion

The main objective of the study was to show the applicability of Cartosat-1 DEM to
extract the river geometry and perform1Dhydrodynamicmodeling usingHEC-RAS.
Newly released HEC-RAS version 5 can extract the GIS data from the DEM, which
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indicates the advancement of the approach we have performed in the present study
[22]. 30 m resolution DEM was used for 1D hydrodynamic modeling in the study.
The 2004 year flood event is simulated and steady flow analysis was performed in
the present study. Error analysis of the Cartosat-1 DEM demonstrated the scientific
approach to the study. The present study showed the comparative analysis of the
observed and simulated water depth. Improvement of the existing cross-section with
the modification of error could be the research gap of the study [23, 24]. It is assumed
that the precipitation, infiltration process were assumed to be neglected in the HEC-
RAS.Due to the scarcity of data in the study region, less observeddatawere identified.
The study would be more accurate if more data can be collected in the future. 2D
model should be well recognized the flood extent, which was a limitation of the
present study. The flooded cross-sections work were located in the HEC-RASmodel
was based on the base map as a google earth image. However, GPS surveys could be
required to find the actual position of cross-sections.

6 Validation

The limitation of data in the study region was a major concern. The river geometry
approach presented in the study is the advancement of geospatial techniques in flood
modeling. Moreover, Only one gauging site is available near Kurel village, Navsari
for validation of simulated results for the 2004 year flood event. Table 1 depicts the
comparison between observed and simulated water depth at the gauging site, which
indicates valued and efficient results as far as accuracy is concerned. The regression
analysis of observed and simulated datasets at the gauging sites is shown in Fig. 8.

Table 1 Differences between observed and simulated water depth at Gauge station

Satellite Years Observed depth of water (m) Simulated depth of water (m) Difference (m)

Cartosat-1 2001 10.9 11.3 0.01

2002 10.23 12 0.27

2003 10.32 9.92 −0.22

2004 11.64 13.1 1.6

2005 13.3 12.32 0.92

2006 10.5 9.5 0.37

2007 10.96 11.69 −1.1

2008 9.75 7.89 0.02

2009 5.61 6.3 0.13

2010 10.9 11.3 −0.06

2011 10.23 12 0.02

2012 13.8 13.79 0.01
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7 Summary and Conclusions

The present study shows the applicability of the HEC-RAS for river geometry extrac-
tion with the application of geospatial techniques (HEC-RAS mapper tool). A 1D
hydrodynamic floodmodeling approach was presented using Cartosat-1 DEM on the
Purna river, Navsari, Gujarat, India. The new version of HEC-RAS version 5 was
utilized in the present study for GIS applications in flood modeling. River geometry
includes: river centerline, bank lines, flow path lines, cross-section cut lines were
digitized in RAS mapper tools without ARC-GIS being used in the present study.
The error analysis of Cartosat-1 DEM was performed, in which vertical differences
were evaluated between GPS elevation and Cartosat-1 elevation. The R2 value of
the Cartosat-1 was found to be 0.7166, which indicates good results. The Validation
of the model is being carried out by comparing the observed water depth with the
simulated water depth at the location of the gauging site. The output of themodel was
promising and demonstrates strong potential in the area of data scarcity for using the
suggested method. The applicability of open-source datasets would be an effective
worldwide approach in flood modeling.
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Impact Assessment of Environmental
Flows Using CORDEX Regional Climate
Models: Case Study of Nagarjuna Sagar
Dam, Krishna River, India

Rajesh Maddu, Krishna Mohan Ganta, Rehana Shaik, and C. T. Dhanya

Abstract The quantity and quality of water flow in a river may significantly change
from its normal condition between a reservoir and downstream, thus paving the way
for drastic changes in the riverine ecosystem. Any disruption in the river’s natural
flow regime can alter the entire river ecosystem and socio-economic activities. Envi-
ronmental flows are mainly defined based on hydrologic, hydraulic, and ecolog-
ical conditions of a river system. Given the changes in precipitation and temper-
ature patterns under climate change, the river flows are expected to alter, thereby
impacting the hydrological and environmental flow conditions. The present study
will articulate various hydrological methods currently available in the state-of-the-
art, to determine the environmental flows. The study demonstrates how the clima-
tological driven changes in river flows alter the hydrological, environmental flows,
using the dynamically downscaled Coordinated Regional Downscaling Experiment
(CORDEX)model outputs. A data-driven hydrological model has been used to study
the river flow alterations for the projected precipitation patterns. The projected river
flows have been used to study the changes in hydrological, environmental flows for
future scenarios. The study has considered the Krishna river, emphasizing the Nagar-
juna Sagar reservoir, and assessing downstream hydrological, environmental flows
with the changes of precipitation under climate change. The decrease of rainfall over
the reservoir’s catchment has led to a significant decrease in reservoir inflows for the
period of 1980 to 2011 and a consequent decrease of environmental flows in terms
of 75, 80, 85, 90, 95% exceedance flows for Nagarjuna Sagar dam. The increasing
projections of rainfall over the reservoir’s catchment based on CORDEX outputs
have resulted in lower magnitudes of decrease in low flow quantities.
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1 Introduction

River ecosystems play a significant role in cleansing, water-storing, landscape, trans-
port, maintaining biodiversity, and offering aquatic faunas environments [1]. The
river flows have been progressively being changed through anthropogenic alterations
such as dams and weirs, and other hydraulic structures for flood control, withdrawals
for cultivation, and industrial effluents [2]. Such interventions reduce the flow and
cause alterations in the flow seasonality and flood frequency of rivers, impacting the
environmental effects. Therefore, a balance between the river flow modifications for
human and ecological needs is necessary [3]. The water that is allocated for such
maintenance of ecological needs, such as maintaining aquatic habitats, is referred to
as “Environmental flow (E.F.)” also called “Environmental flow requirement (EFR)”
[3–5].

India is a tropical country where the rainfall is very seasonal, where the seasonal
spread is different from tropical monsoons followed by summer (dry spell). But due
to urbanization, industrialization, and the use of pesticides in agriculture, rivers are
observed to receive a large number of effluents that are untreated or partially treated
[6]. In India, the environmental flow releases are relatively low (often minimal) to
store maximum volume upstream. Due to this, the downstream is remained to be
almost dry, which allows them to be more polluted except for the monsoon season,
where there will be a substantial flow. Rivers in India are considered religious, and
they provide livelihoods and essential services. Still, there has been little or no appre-
ciation of the nature of rivers. Along with several other factors, India is still behind
many countries like Australia and the USA in the Environmental Flow Assessment
[6].

In the past few decades, variousmethodswere identified and developed to evaluate
environmental flows, which is also called Environmental Flow Assessment (EFA).
More than 200 approaches were developed for the environmental flow assessment to
suggest minimum environmental flow requirements of a river in over 44 countries,
and many countries preferred these assessments in water resources management.
Overall, several approaches were used to estimate river ecosystems’ environmental
flows, considering hydrology, hydraulic, and water quality criteria, as discussed in
the following sections. The environmental flow allocation methodologies can be
classified as hydrological, hydraulic, habitat, and holistic [4, 7, 8].
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1.1 Hydrological Methods

Hydrologicalmethods arewidely used in environmental flow calculations due to their
ease of use and are even considered the most straightforward approach. About 30%
of all the techniques used are hydrological methods [7]. Hydrological methods, while
developed, are given importance for full-scale planning and hence are recommended
for the pre-assessment of E.F.’s in water management planning. For the assessment,
hydrological methods use daily or monthly streamflow data with a priority to the
daily data due to the ease in determining flow characteristics with the daily records
[2]. Among all the methods that existed, the Tennant method is considered the best.
The Tennant method identifies the minimum flow levels based on specified mean
flow proportions [9]. Later, the Tennant method was modified in several other ways.
In one such, each month’s minimum flows were specified as a percentage of mean
monthly flow to incorporate seasonal variations [10]. Tennant divided a hydrological
year into two periods: October to March and April to September. But Tessman [11]
considered 12 monthly periods for a year and classified them into three categories
based on the Mean Monthly Flow (MMF) and Mean Annual Flow (MAF).

Few hydrological methods, such as the flow duration curve method and the
Tennant method, discussed only the flows with little or no discussion on Temporal
Variability. Hence Indicators of Hydrologic Alteration (IHA)method has been devel-
oped by Ritcher et al. [12] Based on a few parameters. A total of 32 hydrological
Parameters with ecological considerations were considered the annual flow regime
and were divided into groups such as magnitude, frequency, timing, duration, and
rate of change. This method is widely used to compare the hydrological attributes
of two situations or events like before and after the impacts or level of influence of
two sites, etc. [12]. Apart from these hydrological methods, there are many other
methodologies and methods developed by specific countries, such as the Alberta
Desktop Method, Percentage of Flow method, and the BC-Instream Flow Threshold
approved by British Columbia to meet their local demands.

1.2 Hydraulic Rating Methods

Hydrological methods widely discuss the flows and habitats with little or no consid-
eration of the stream’s hydraulic properties. They assume a relationship between
discharge and a few hydraulic properties [7, 13]. Hydraulic methods, for the EFA,
work with the qualitative and quantitative relationships between the flows and the
habitats of fish species. Typically, any parameter can be used in these methods in the
available large number of them, but widely involved parameters are wetted perimeter
and maximum depth [14].

The wetted perimeter method is often the widely used hydraulic method for the
EFA [15]. It considers fixed flow and wetted perimeter and their relationship with
each other and is a fixed flow method. The minimum flow requirement considered
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is the point of inflection, i.e., the point where the wetted perimeter becomes small
[16]. But the method was in jeopardy at selecting critical breakpoints on the curve
since there is no methodology available for it [14]. Another method called Toe-
width Method was developed in Washington state in 1976, which is very similar to
wetted perimeter considering water depth and velocity as hydraulic parameters but
was not widely applied outside the Washington state [17]. Apart from the above-
used methods, which widely considered wetted perimeter and depth as the hydraulic
properties, there were few other methods with the other parameters such as, “adapted
ecological hydraulic radius approach” [16], which was developed by considering the
hydraulic radius as the hydraulic parameter and flow event method considering the
flow recommendations.

1.3 Habitat Simulation Methods

Habitat simulation methods, as the name says, consider the conditions and aspects of
the habitat requirements for the environmental flow assessment [18]. Physical habitat
is directly or indirectly linked with the streams’ hydraulic conditions; hence, there
is a need to consider these aspects too, which will make them an extension of the
hydraulic methods with a consideration of the habitats [13]. Hence, there is a need to
establish a relationship between the hydraulic and habitat properties, which habitat
simulationmethods dowith a variety ofmodels alongwith considering environmental
aspects such as water quality [19–21].

Habitat simulation methods are developed to meet more demands than the hydro-
logical and hydraulic methods but are not widely used due to their necessity in a
comprehensive database,whichmay take a fewyears to collect. They give resultswith
accuracy than others, but due to their time and high requirementmoney consumption,
they are widely used for only high-risk projects. Instream flow Incremental method-
ology is the most widely adopted method in habitat simulation methods. To use the
relationship between the flow and habitat, a set of computer models called the “Phys-
ical HABitat SIMulation Model” has been incorporated as the major component of
IFIM [22]. Many such models were developed later to meet their specific require-
ments like habitat requirements, microhabitats, microhabitats, flow requirements,
etc. such as MesoHABSIM [15]. IFIM works in stages, with each stage designated
to a principle. The five stages of IFIM are as follows: problem identification, planning
of the study, implementation, study of the alternatives, and resolving the problem
[16].

1.4 Holistic Methodologies

In holistic methodologies, the term “holistic” refers to the whole system, which
means these methods represent the entire riverine system by considering various
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aspects of the river ecosystem like flow, living and non-living components for the
environmental flow assessment [23]. Holisticmethodologies are observed to be better
than the other hydrological, hydraulic, and habitat methods due to their consideration
of the complete river ecosystem, wetlands, and groundwater [24]. Building block
methodology, Top-down process, and bottom-up process are the most recognized
and widely accepted holistic methods.

Holistic methodologies have been described as two approaches, bottom-up and
top-down methods. The bottom-up approach is designed to construct a flow regime
from scratch by adding flow components to a baseline of zero flows. In contrast,
the top-down approach works on the maximum acceptable degree of change in the
riverine system before it starts degrading or noticeably changed. Building block
methodology and Benchmarking methodology are examples of bottom-up and top-
down approaches simultaneously [8]. Building Block Methodology was developed
as an alternative for the IFIM method [25]. The river flow regime is divided into
several components, called building blocks, where each block performs some func-
tion (ecological or geomorphological). BBM is an extensive and rigorous method
that involves several documentations, rigorousfield study, stakeholders inworkshops,
and intensive resources [8].

Recent studies stressed holistic approaches, including hydrology andwater quality
criterion to estimate environmental flows (e.g., [26]). Choudhary et al. [27] estimated
water quality based minimum environmental flow under hypothetical scenarios of
pollution by varying Biochemical Oxygen Demand (BOD) by using QUAL2K for
the Tungabhadra river, India. Such studies emphasized the environmental flows are
accounting for the fluctuations of water quality under climate change [28]. Few
studies used General Circulation Model (GCM) outputs along with statistical down-
scaling models to study the impacts of climate change on river water quality [29,
30].However, assessment of hydrological, environmental flows under climate change
are limited in the literature. The advantages of climate change projections at more
satisfactory resolution have been progressed in terms of regional circulation model
climate projections [31]. Combining such climate change projections in the estima-
tion of environmental flows can be valuable to make the decision policies to maintain
the ecological stability of river flows under climate signals [28].

The objectives of the present study are defined as to (1) study the various hydrolog-
ical methods currently available to determine the environmental flows, (2) study the
river flow alterations for the projected precipitation patterns by using the data-driven
hydrological models, (3) assessing downstream hydrological, environmental flows
(wide range of low flows Q75, Q80, Q85, Q90, and Q95 values) using CORDEX
projections with the changes of precipitation under climate change by considering
the Krishna river, emphasizing the Nagarjuna Sagar reservoir, India.
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Fig. 1 Map of Nagarjuna Sagar Watershed

2 Study Area

Nagarjuna Sagar is one of India’s largest multipurpose projects, with a 215,000 sq.
km catchment area. It is one of the major reservoirs on river Krishna along the
border of Telangana and Andhra Pradesh and is located at a latitude of 16°34′33.6′′
N and a longitude of 79°18′44.64′′ E (Fig. 1). This project provides irrigationwater to
around nine districts in Andhra Pradesh and Telangana andHydroelectric generation.
It contains two canals (right canal and left canal), which irrigate up to 8500 km2 in
both states. Nearly 99% of the basin’s annual rainfall occurs during the south-west
monsoon (June to October). In summer, i.e., during March, April, and May, high
temperatures will be experienced, ranging from 34 to 41 °C.

3 Methodology and Data

Climate change will Influence the intensity, type, duration, and variability of rainfall,
which will affect the inflow to the reservoir and consequent releases [29]. The down-
stream reservoir releases are prominent in studying the environmental flows, which
again depends on the reservoir inflows/water availability. The inflow of the reservoir
depends on the amount of rainfall over the catchment of the reservoir. The following



Impact Assessment of Environmental Flows Using CORDEX Regional … 193

methodology has been formulated to study the impact of precipitation changes on
the environmental flows:

1. Developing a model to predict the reservoir inflows using the precipitation over
the reservoir’s upstream catchment area.

2. Developing a model to predict the downstream reservoir releases (outflows)
with the predicted inflows from step 1.

3. Study the environmental flow analysis using the outflows modeled from step 2.
4. Implementing the trained and tested models from steps 1 and 2 with CORDEX

climate projections of precipitation over the catchment area to study the
environmental flows under climate signals.

The present study used multiple linear regression models to relate the
precipitation-inflows and inflows-outflows, as explained in the following section.

3.1 Multiple Linear Regression

Multiple linear regression (MLR) is a statistical technique that uses several explana-
tory variables to predict a response variable’s outcome. A multiple linear regression
model describes the dependence and variation of the predictand variable (Y ) with two
or more predictor variables (X) with the coefficient of predictors as β’s as follows:

Y = β0X0 + β1X1 + β2X2 (1)

The overview of the modeling framework has been shown in Fig. 2. A catchment-
scale rainfall-inflow model was developed to study the climate change impact on
reservoir inflows.

Multiple linear regression model was developed with input as rainfall at various
time steps (i.e., Rt , Rt−1) and outflow of the previous period (I t−1) with an output of
the model as the inflow at the time step t, I t .

It = f {Rt , Rt−1, It−1} (2)

I t is the inflow at time t; Rt is the rainfall at time t; Rt−1 rainfall at time t −
1; I t−1 Inflow at time t − 1; t − 1 is the one-step time lag of rainfall and inflow.
Another linear regression model was developed to relate inflow and outflow/release
of a reservoir to study the climate change impact on outflows. The reservoir outflow
modeled from Eq. 1 will form the basis for the inflow-outflow model. The monthly
reservoir inflow at the time t, (I t) as input and the reservoir discharge at the time t,
Ot , as the output variable as follows:

Ot = f {I t} (3)

where I t is the monthly inflow at the time, t; Ot is the monthly outflow at the time, t.
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Fig. 2 Overview of the
modeling approach to
estimate environmental flows
under climate change of a
reservoir system

3.2 Estimation of Environmental Flows Using Flow
Duration Curve Method

The flow duration curve is another widely used method for analyzing the low flows
of a river stream. A flow duration curve (FDC) represents the percent of the flow
time exceeding a specified flow of interest. It uses daily, weekly, or monthly records
of discharge for the E.F. calculations. FDC has been widely applied in recent years
in environmental applications in controlling and maintaining healthy aquatic ecosys-
tems. Several studies used various approaches to estimate the environmental flows as
low flows estimated by FDC [30]. A range of 70–99% of the FDC generally specifies
the lof flow range also stated as Q70 to Q99, low flow indices [28].
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Table 1 Available
precipitation, reservoir
Inflow, and Outflow data
periods and sources

Data Data obtained Data used

Rainfall (IMD GRIDDED) 1901–2015 1980–2011

Rainfall (CORDEX) 1950–2060 2012–2050

Inflow 1967–2012 1980–2011

Outflow 1967–2012 1980–2011

3.3 Data

The current study considered precipitation, reservoir inflow, and reservoir outflow
data from 1980 to 2011 (Table 1). Historical gridded monthly precipitation data at
0.25° × 0.25° resolution from the Indian Meteorological Department. The gridded
monthly precipitation data for the study period was then converted into single time-
series data by taking the gridded data’s arithmetic mean. The monthly inflow and
outflow data were obtained from the Central Water Commission from 1967 to
2012. The projected monthly precipitation data were obtained from the Coordinated
Regional Downscaling Experiment (CORDEX) available from 1950 to 2060. From
the available 14 domains of CORDEX datasets, we incorporated the South-Asian
domain of the CORDEX project. To demonstrate the use of CORDEX projections in
the estimation of environmental flows, the present study used the daily precipitation
data simulated by RCM, CORDEX (www.cordex.org). The CORDEX experiment
applied is: 1) RegCM4(LMDZ), Regional ClimaticModel version 4 (RegCM4), with
deriving GCM as IPSL LMDZ4, fromCentre for Climate Change Research (CCCR),
Indian Institute of Tropical Meteorology (IITM), India.

4 Results and Discussion

The present study adopted a quantile-based mapping method of bias correction with
a comparison of cumulative distribution functions. Figures 3 and 4 show the compar-
ison of the monthly gridded rainfall data obtained from the Indian Meteorological
Department (IMD) as observed data and RegCM4 for the study period of 1980–2011
after bias correction an R2 value of 0.34. From Fig. 4, which shows the distribution of
observed rainfall and the RegCM4 data, we can infer that though the lower quartile
(first 25% data points) is the same for both the data sets, the Interquartile (middle
50% data points) ranges from 0 to 100 mm and 0 mm to 150 mm respectively, while
the upper quartile (last 25% data points) range from 100 to 220 mm and 150 mm to
300 mm respectively for observed and the RegCM4 data. The median lies around
20 mm for observed data, while it lies about 10 mm for the RegCM4 data for the
historic period.

The annual inflow to the Nagarjuna Sagar varies over a wide range of values
ranging from a maximum inflow of about 1683 Thousand Million Cubic (TMC)

http://www.cordex.org
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Fig. 3 Comparison of the observed and RegCM4 model rainfall data for the period 1980–2011

Fig. 4 Box plot of the observed and RegCM4 model rainfall data for the period 1980–2011

feet during the year 1998–99 and a minimum of about 149 TMC in the year 2003–
04. A maximum monthly inflow of 769 TMC was received in October 1998. Peak
inflows were observed from July to October every year. The annual outflow from the
Nagarjuna Sagar varies over a wide range of values ranging from amaximumoutflow
of about 1750 TMC during 1981–82 and a minimum of about 158 TMC in the year
2003–04. A maximum monthly outflow of 770 TMC was received in October 1998.
The average annual outflows from Nagarjunasagar Reservoir are around 600 TMC.

The climatic variables considered for the statistical models were the rainfall at
the current and previous interval inflow to the reservoir while modeling the reservoir
inflows. Similarly, for the Inflow—outflow model, input variables are the inflow to
the reservoir at the current interval. The models used in the current study are the
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multiple linear regression model and linear regression model, respectively, to project
the inflow and outflow of the reservoir. The study used the IMD gridded monthly
rainfall data and monthly reservoir inflow data to train and test the multiple linear
regression model. Similarly, the study used the monthly inflow and outflow data of
the reservoir to train the model, and the results were tested. The model’s validity
and efficiency can be seen when the training dataset fits on the trained model and
high accuracy in terms of high values of R2. Based on the statistical results, both
the rainfall-inflow model and inflow-outflow model produced the R2 values of 0.79,
0.89 for the training period, and 0.48, 0.73 for the testing period. Figures 5, 6, 7,
and 8 show the comparison between the observed and the predicted inflow to the
reservoir for both training and testing periods. Figures 9 and 11 shows the observed

Fig. 5 Comparison graph of the observed and predicted inflow during training period

Fig. 6 Box plot of the observed and predicted inflow during training period
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Fig. 7 Comparison graph of the observed and predicted inflow during the testing period

Fig. 8 Box plot of the observed and predicted inflow during the testing period

and predicted outflow for the training and testing period, respectively. Figures 10 and
12 show the distribution of the outflow of both the observed and the predicted data for
the training and testing period, respectively. It can be inferred that the interquartile
range between 0 to 50 TMC for both the observed and the predicted data.

A significant decrease in the inflow to the reservoir was observed for the period
of 1980 to 2011. Furthermore, a considerable reduction in the outflow from the
reservoir during 1996–2000 is due to the water and land conservation projects and
major drought years during 2000–2004 [32]. The irrigated regions through rainfed
and groundwater lower Krishna basin has been noted as increased by 44% over the
last 50 years, which resulted in 58% of total water depletion during 1996–2000 and
consequent decrease of inflow to the reservoir (IWMI).
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Fig. 9 Comparison graph of the observed and predicted outflows during training period

Fig. 10 Box plot of the observed and predicted outflows during training period

The trained and tested rainfall-inflow and inflow-outflow models were used with
CORDEXmodel projections to study the catchment-scale rainfall, inflows, outflows
for the projected scenarios. Various low flow quantiles estimated from FDCs have
been chosen to analyze the trends of the environmental flows for Nagarjuna Sagar
dam. In the current study, the flow duration curve was plotted for the available
32 years of outflow data from the 1980–2011on Y-axis and percentage exceedance
on the X-axis, as shown in Fig. 13. The outflow values for the corresponding 75,
80, 85, 90, 95% exceedances were taken as Q75, Q80, Q85, Q90, Q95 values from
the plotted curve. Table 2 shows the flow values of the respective thresholds for the
historic period.
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Fig. 11 Comparison graph of the observed and predicted outflows during the testing period

Fig. 12 Box plot of the observed and predicted outflows during the testing period

The outflows from 1980 to 2050 were obtained to determine environmental flows.
The historical low flow values for various thresholds were given in Table 2—the low
flow duration indices Q75, Q80, Q85. Q90 and Q95 for every decade starting from
1980 to 2050, as shown in Table 3. It has been observed that there is a considerable
increase in the environmental flow values higher thresholds like Q75 and Q80 from
1980–89 decade to the 1990–99 decade while with a fall in the flow values of the
lower thresholds due to the decrease in the inflow to the reservoir during 1996–2000
due to the water and land conservation projects.

The Q75 (16.54 TMC) and Q80 (13.24) flows from 1980 to 1989 were increased
to 22.39 TMC and 16.46 TMC respectively from 1990 to 1999. The Q85, Q95, and
Q95 flows have been noted to decrease from 1980–1989 to 1990–1999. Furthermore,
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Fig. 13 Flow duration curve

Table 2 The low flow values
of the basin for the period
1980–2011

Threshold Low flow values (TMC)

Q75 13.60

Q80 11.48

Q85 8.51

Q90 5.93

Q95 2.54

a substantial decrease in environmental flows in the range of Q75 to Q95 (Table 3) in
recent years for the Nagarjuna Sagar dam. However, the low flows estimated based
on CORDEX model projections of rainfall have decreased with lower magnitudes.
The low flow projections for the future are observed to range from 11 to 14,
with a median of 11.89. Such results are evident in the context of the increase of
rainfall projections over the catchment area. Also, it can be noted that as the rainfall
was the primary contributing variable in the modeling framework of the rainfall-
inflow-outflow model as demonstrated in the present study, increasing projections
of rainfall have increased low flow quantiles. An environmental flow assessment
model should consider various factors such as evapotranspiration, land-use changes,
and soil properties of the catchment. Such detailed factors through a hydrological
model canmake better predictions over the catchment rainfall variability, resulting in
inflows and consequent downstream releases from the dam. Furthermore, the study
used one CORDEXmodel output to assess environmental flows, which can vary with
other regional climate model outputs. Therefore, the study can be implemented for
various CORDEX model projections of rainfall and temperatures, wind speed, and
other climate variables.
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The low flow values of the Nagarjuna Sagar basin for various decades

Year Q75 Q80 Q85 Q90 Q95

1980–89 16.54 13.24 11.94 11.50 8.71

1990–99 22.39 16.46 10.14 7.69 6.66

2000–11 7.572 5.55 3.43 2.13 1.37

2012–19 12.24 11.94 11.67 11.57 11.40

2020–29 11.93 11.82 11.61 11.49 11.29

2030–39 12.18 11.96 11.81 11.59 11.28

2040–50 11.71 14.07 11.44 12.90 12.28

5 Conclusions

A modeling framework has been demonstrated to estimate the environmental flows
under climate change using regional circulation model outputs. The flow duration
curve estimated lowflowquantiles in the 75–95% thresholdwere considered environ-
mental flows.A catchment-scale rainfall-inflow-outflowmodeling approach has been
developed to assess the impacts of the environmental flows under climate signals. The
present study has demonstrated amodeling approach to synthesize the regional circu-
lation model outputs to estimate the downstream releases regarding environmental
flow criteria in terms of low flows estimated using flow duration curves. Regres-
sion models were developed to protect the reservoir’s inflow and outflow from the
projected rainfall obtained from the regional circulation model outputs data. The
observed and projected outflows were used to estimate the low flow values for 75-,
80-, 85-, 90-, 95-percent exceedances for the Nagarjuna Sagar dam. The models for
projecting the inflow and outflow were developed using regression techniques, and
the model performances were assessed using R2 estimates. An R2 value of 0.79 and
0.89 for the training period and 0.48 and 0.73 for the testing period were observed
for the rainfall-inflow and inflow-outflow models. The Environmental flows of the
basin were estimated for the historical and projected period. A substantial decrease
in environmental flows in the range of Q75 to Q95 was observed in recent years for
the Nagarjuna Sagar dam.

Furthermore, the low flows estimated based on regional circulation model projec-
tions of rainfall have decreased environmental flows with lower magnitudes. Such
results are evident in the context of the increase of rainfall projections over the
Nagarjuna Sagar reservoir catchment. Future directions towards estimation of envi-
ronmental flows under climate change can implement adopting a holistic approach
that can relate rainfall, temperature, and other climatic variables over the catchment
along with catchment characteristics of soil, land use, and other water abstractions
in the modeling of reservoir inflows. There should be a unique approach to convert
the inflows to the reservoir releases or outflows with consideration of the reservoir’s
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storage. Further, the demonstrated approach can be integrated with various general
circulation model outputs to study the uncertainty range in the environmental flows
resulting from each climate model.
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Trend Analysis of Annual, Seasonal,
and Monthly Streamflow in Naula
Watershed, Uttarakhand (India)

Anurag Malik and Anil Kumar

Abstract For optimal development and management of water resources, a study on
trend analysis is crucial. The present study employed the Theil–Sen’s slope (TSS),
simple linear regression (SLR), Kendall rank correlation (KRC), Mann–Kendall
(MK), and modified MK (MMK) methods to investigate the magnitude (size of
trend) and trend in annual, seasonal, and monthly streamflow of Naula and Kedar
hydrological stations. Both stations are placed in the upper catchment of Ramganga
River basin (RRB), state of Uttarakhand, India. The outcomes of KRC, MK, and
MMK demonstrate the significant negative and positive trends in annual, seasonal,
and monthly streamflow at 5%, 10%, and 1% levels of significance (LOS) for both
stations. While the magnitude (ha-m/scale) was found falling at both stations for all
timescales, except October month had rising magnitude at Kedar station. These find-
ings would help in the efficient utilization of existing water resources under climate
change in the study basin.

Keywords Streamflow · Trend analysis · Uttarakhand

1 Introduction

Recently, climate change and human activities have a considerable impact on hydro-
meteorological variables, and streamflow is one of them and a vital component of
the hydrologic cycle [6, 23, 25]. Devi et al. [4] reported that climate change becomes
an international matter, challenging humanity by increasing extra pressure on the
earth’s atmosphere which has consequences in heatwaves, floods, droughts, and
forest fires and also leads to water shortages and agricultural and socio-economic
failures [22]. Therefore, understanding the trends or sudden jumps in hydro-climatic
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variables is very important for the sustainable management of water systems [5]. A
variety of methods such as Theil–Sen’s slope (TSS), simple linear regression (SLR),
Spearman’s rho (SR), Kendall rank correlation (KRC), Mann–Kendall (MK), inno-
vative trend analysis (ITA), and modified MK (MMK) are available for trend iden-
tification which has extensive application in numerous fields of water engineering
[2, 3, 12, 13, 16–18, 20].

To related context,Diop et al. [7] exploitedPettitt, TSS,MK, andMMKtechniques
for detecting the change point, magnitude, and trend in three different time series of
streamflow (i.e. seasonal, annual, and monthly) at Bafing Makana station situated in
upper Senegal River basin (SRB), West Africa. The outcomes of applied methods
were verified at 5% LOS. They observed a significant decreasing trend in annual and
seasonal series and a non-significant decreasing trend in monthly series, except the
Junemonth. The change points were noted in 1976 and 1993with varyingmagnitude.

Kale and Kumar [9] investigated trend and magnitude at five streamflow gauging
stations located in the Tapi River basin, India, by applying the MK, MK with block
bootstrapping, innovative trend (IT), and TSS methods. They found that the seasonal
streamflow (i.e. winter, pre-monsoon, monsoon, and post-monsoon) had a significant
negative trend at all study stations. Li et al. [15] deliberated how human interventions
and climate change affect the run-off of the Mun River, Thailand, by applying MK,
Morlet wavelet transforms, and double cumulative curvemethods. They found abrupt
variation (1999/2000) in the annual run-off with an increasing trend due to a decrease
in the forest range, a small reduction in evaporation and farmland extent, and a
dramatic increase in the garden area during 1999.

To this end, the present study was conducted to inspect the temporal trend and
magnitude in long-term series of annual, seasonal, and monthly streamflow by
employing the Kendall rank correlation (KRC), Mann–Kendall (MK), modified MK
(MMK), Theil–Sen’s slope (TSS), and simple linear regression (SLR) methods at
Naula and Kedar sites on 10, 5, and 1% levels of significance (LOS). The results of
this research may help to formulate a reliable decision support system for sustainable
water resources management in the study region. As authors noticed, no such study
has been conducted in the study basin.

2 Materials and Methods

2.1 Study Site and Data Acquisition

The monthly streamflow data of 33-years (1975–2007) of two hydrological stations
(i.e. Naula and Kedar) were gained from Forest and Soil Conservation Department
(FSCD), Ranikhet (Uttarakhand). The annual series is comprising of the sum of
January to December months, whereas the seasonal series include (1) December
to February (winter), (2) March to May (pre-monsoon), (3) June to September
(monsoon), and (4) October to November (post-monsoon). Figure 1 shows the
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Fig. 1 Map of study basin

geographical coordinates of both stations with changing elevation from 724 m
(Naula) to 929 m (Kedar) above the mean sea level. The area of the Naula watershed
is 1071.26 km2 with hilly terrain.

2.2 Mann–Kendall (MK) Method

For assessment of monotonic trend in climatic parameters, the MK method is
extensively utilized and described as follows [10, 15]:

ZMK =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

S − 1√
Var(S)

; if S > 0

0; if S = 0

S + 1√
Var(S)

; if S < 0

(1)

S =
n−1∑

i=1

n∑

j=i+1

sgn(Q j − Qi ) (2)

sgn
(
Q j − Qi

) =

⎧
⎪⎨

⎪⎩

1; if
(
Q j − Qi

)
> 0

0; if
(
Q j − Qi

) = 0

−1; if
(
Q j − Qi

)
< 0

(3)

Var (S) = n(n − 1)(2n + 5) − ∑P
i=1 ti (ti − 1)(2ti+5)

18
(4)
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in which Qi and Q j are the rank of ith (i = 1, 2, …, n − 1) and jth (j = i + 1, 2,
…, n) observations, Var (S) indicates the variance, P is the number of tied groups,
ti shows tied cluster in data, and n specifies the streamflow (Q) data points.

After that, two hypotheses are proposed, i.e. H0 (null hypothesis) = no trend in
streamflow data and H1 (alternative hypothesis) = trend in streamflow data. The H0,

andH1 are tested at 1% (Z = ± 2.33), 5% (Z = ±1.96), and 10% (Z =± 1.645) levels
of significance (LOS). H0 is discarded, and H1 is accepted when ±ZMK > ±Zα/2.
A decreasing and increasing trend in streamflow is nominated with negative and
positive values of ZMK, ZMMK, and ZKRC.

2.3 Modified Mann–Kendall (MMK) Method

TheMMKmethod is the extended form ofMK, appliedwhere lag-1 serial correlation
is significant [8], and computed by using Eqs. (5–9)

ZMMK =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

S − 1
√
Var(s)∗

; if S > 0

0; if S = 0

S + 1
√
Var(s)∗

; if S = 0

(5)

where Var(S)∗ is the modified variance and computed using Eq. (6)

Var(S)∗ = Var(S)
n

ns
(6)

in which n
ns
is a correction factor and determined using Eq. (7) given by Lettenmaier

[14]

n

ns
= 1 + 2

n(n − 1)(n − 2)

n−1∑

k=1

(n − k)(n − k − 1)(n − k − 2)rk (7)

where rk = significant serial correlation at lag-k and calculated using Eq. (8):

rk =
1

(n−k)

∑
xi xi+k − 1

(n−k)2
∑

xi xi+k

{
1

(n−k)

∑
x2i − 1

(n−k)2
(∑

xi
)2

}1/2{
1

(n−k)

∑
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(n−k)2
(∑

xi+k
)2

}1/2 (8)

The significance of rk value is tested using Eq. (9) given by [1, 20]
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(rk)upper/lower =
[ −1

(n − k)

]

± Z1−α/2

[√
n − k − 1

(n − k)

]

(9)

When (rk)upper < rk < (rk)lower, then Ho of no significant serial correlation is
rejected, and H1 of a significant serial correlation is accepted at 90%, 95%, and 99%
confidence limits (CL).

2.4 Kendall Rank Correlation (KRC) Method

Kendall [11] invented the concept of the KRC method, also known as Kendall’s tau
(τ) coefficient method. The KRC is employed for computing the rank correlation of
data using Eqs. (10–12)

ZKRC = τ√
var(τ)

(10)

τ =
[{

4P

n(n − 1)

}

− 1

]

(11)

Var(τ)

[
2(2n + 5)

9n(n − 1)

]

(12)

where P is the numbers of times x j > xi in all pairs of data points.

2.5 Theil–Sen’s Slope (TSS) Method

The TSS computes the magnitude of the trend of all pair-wise slopes among each
pair of points in the time series data [21, 24]. The TSS with negative/positive value
designates a falling/rising magnitude, while TSS with zero displays no trend. The
TSS for N (odd and even) time series data is computed by Eqs. (13–14)

TSSi j = median

(
Q j − Qi

j − i

)

i < j (13)

in which Q j and Qi represents the pair data values on j > i, respectively, for i = 1,
2, 3, …, N. The median TSS is computed as follows:

TSSmedian =
⎧
⎨

⎩

TSS( N+1
2 ) if N is odd

1

2

[
TSS( N

2 )
+ TSS( N+2

2 )

]
if N is even

(14)
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2.6 Simple Linear Regression (SLR) Method

TheSLR is a parametricmodel, which examines the trend in data series usingEq. (15)

y = c + mx (15)

where c = intercept, x = independent parameter, m = slope of regression line, and
y = dependent parameter.

3 Results and Discussion

3.1 Trend Investigation at Naula and Kedar Stations

The results of parametric (i.e. SLR) and nonparametric (i.e. TSS, KRC, MK, and
MMK) methods to inspect the trend in annual, seasonal, and monthly streamflow
at Naula station during 1975–2007 are recorded in Table 1. The Z-statistics of MK,
MMK, and KRC methods were verified at 10, 5, and 1% LOS. As can be seen from

Table 1 Trend and magnitude pattern at Naula site

Timescale ZMK ZMMK ZKRC TSS (ha-m) SLR (ha-m)

January −2.557*** −2.047** −2.572*** −40.196 −34.484

February −1.565 −1.580 −24.342 −22.255

March −1.720* −1.735* −27.209 −49.467

April −2.371*** −2.386*** −32.847 −35.836

May −2.185** −2.200** −32.575 −24.513

June −1.534 −1.235 −1.549 −32.135 −51.460

July −2.464*** −1.986** −2.479*** −279.019 −304.820

August −4.571*** −3.528*** −4.586*** −739.898 −768.510

September −2.309** −2.324** −288.601 −294.150

October −2.464*** −2.479*** −94.971 −123.760

November −3.083*** −2.406*** −3.099*** −53.525 −60.489

December −2.789*** −2.218** −2.807*** −43.098 −60.215

Winter −3.052*** −2.402*** −3.068*** −126.997 −116.950

Pre-monsoon −2.464*** −2.479*** −104.459 −109.820

Monsoon −3.300*** −2.515*** −3.316*** −1348.234 −1418.900

Post-monsoon −2.835*** −2.851*** −152.121 −184.240

Annual −3.734*** −2.769*** −3.750*** −1675.932 −1830.000

Note *, **, *** statistically significant at 10, 5 and 1% LOS
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Table 1, there was a significant negative trend in annual (−3.734), seasonal (winter
to post-monsoon), and monthly (January, April, July, August, October to December)
at 1% LOS, for May (-2.185) and September (−2.309) at 5% LOS and for March
(−1.720) at 10% LOS by MK method. The MMK technique was implemented to
those series of streamflowwhere serial correlation with lag-1 was found significant at
90%, 95%, and 99% confidence limits (CL). The serial correlation was found signif-
icant at 1% CL (annual and monsoon), 5% CL (August, November, December, and
winter), and 10%CL (January, June, and July) on the study site. The projected values
of ZMMK are given in Table 1 which displays a significant negative trend in annual
(−2.769), seasonal (winter and monsoon), and monthly (August and November) at
1% LOS, for January (−2.047), July (−1.986), and December (−2.218) at 5% LOS.
Table 1 recaps the calculated value of ZKRC (KRC-statistic), which exposed a similar
pattern of the trend as detected by the MK test at the Naula site.

Similarly, magnitude (or size of trend) on three different scales of streamflow
from 1975–2007was investigated by employing the TSS and SLRmethods, and their
grades are enlisted in Table 1. It was clearly seen fromTable 1 that themagnitude was
found to be falling in annual, seasonal, and monthly timescales by both methods on
the study station. Also, the obtained results of the SLR method for annual, seasonal,
and monthly streamflow series are demonstrated graphically in Figs. 2a–e and 3a–l,
respectively.

Likewise, Table 2 summarizes the computed value of ZMK, ZMMK, and ZKRC at
Kedar station for annual, seasonal, and monthly streamflow over 33 years (1975–
2007). The significant negative trend was investigated in annual, winter, January,
February, April at 10% LOS, for March, and monsoon at 5% LOS, for May, August,
and pre-monsoon at 1% LOS by MK and KRC tests. The application procedure of
the MMK test is the same as stated earlier (for Naula station). The results of the
MMK test (Table 2) disclose that May (−2.196) and pre-monsoon (−2.070) had a
significant positive pattern at 5% LOS.

For Kedar station, the magnitude of streamflow on three different scales was
examined with TSS and SLR methods, and their results are outlined in Table 2,
which exposed the magnitude of the trend was falling on all timescales by both
methods, except the October month had a positive magnitude of streamflow by TSS.
Figures 4a–e and 5a–l show the variation of annual, seasonal, andmonthly streamflow
through the SLR method at Kedar station, respectively.

4 Conclusion

In the current study, the trend and magnitude in three different scales of streamflow
were investigated on two hydrological stations (i.e. Naula and Kedar) by employing
parametric (i.e. SLR) and nonparametric (i.e.MK,MMK,KRC, and TSS)methods at
three levels significance (1, 5, and 10%). The results of the investigation demonstrate
that annual, seasonal, and monthly streamflow had a significant negative trend with
falling magnitude (slope) at both stations, except the October month displays the
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Fig. 2 a–e Seasonal and annual streamflow trend by SLR method on Naula site

rising magnitude at Kedar station by TSS method. Also, it was noted that both KRC
and MK methods have identical patterns of trends in all streamflow scales for study
stations. The water managers and hydrologists will get benefits from the outcomes
of this research to tackle natural hazards like droughts and floods in the study basin.
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Fig. 3 a–l Monthly streamflow trend by SLR method on Naula site
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Table 2 Trend and magnitude pattern at Kedar site

Time scale ZMK ZMMK ZKRC TSS (ha-m) SLR (ha-m)

January −1.782* −1.797* −8.059 −8.560

February −1.720* −1.735* −8.401 −7.726

March −2.015** −2.036** −10.310 −10.686

April −1.798* −1.818* −7.452 −10.097

May −3.083*** −2.196** −3.099*** −12.687 −16.820

June −0.294 −0.228 −0.310 −1.906 −4.391

July −0.821 −0.837 −22.994 −5.873

August −2.928*** −2.944*** −93.247 −102.240

September −0.170 −0.186 −3.805 −27.734

October 0.077 0.093 1.791 −2.823

November −0.651 −0.669 −3.220 −1.407

December −0.496 −0.515 −2.061 −0.470

Winter −1.875* −1.890* −17.827 −16.756

Pre-monsoon −2.650*** −2.070** −2.665*** −36.220 −37.603

Monsoon −2.030** −2.045** −141.812 −140.240

Post-monsoon −0.201 −0.217 −2.775 −4.229

Annual −1.937* −1.952* −217.806 −198.830

Note *, **, *** statistically significant at 10, 5 and 1% LOS
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Fig. 4 a–e Seasonal and annual streamflow trend by SLR method on Kedar site
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Fig. 5 a–l Monthly streamflow trend by SLR method on Kedar site
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Hydrologic Response Estimation Using
Different Descriptors for Upper
Baitarani River Basin

Avijit Bardhan and Chintalacheruvu Madhusudana Rao

Abstract This study demonstrates the hydrological response estimation of a river
basin using two different descriptors, (1) landscape descriptors, and (2) climate
descriptors. The landscape descriptors such as land use/land cover (LU/LC), geomor-
phologic, soil property and geology, and the climate descriptor of the river basin are
estimated forUpperBaitarani river basin in India to identify the characteristic features
of this basin. The required data is extracted from land use/land cover, soil, elevation
profiles, and climatic conditions of the river basin. The Potential Dryness Index (PDI)
and Actual Dryness Index (ADI) values are estimated to indicate soil moisture deficit
in the study area. In order to assess the hydrological response of the river basin, the
empirical relation between landscape descriptors and the climate descriptor is devel-
oped. The results obtained in this study have satisfactorily explained the hydrologic
response of the river basin, and the developed descriptors are very much useful for
future predictions of the hydrologic responses in the river basin.

Keywords Hydrologic response · Descriptors · Dryness index · Flow duration
indices · Upper Baitarani

1 Introduction

Hydrological response study in river basin is a blend of many natural phenomena that
occurs in it. The natural phenomenon includes the hydro-meteorological, geomor-
phologic, and changes in climate, land use land practice, droughts, etc., within the
river basin. The natural phenomena of river basin can be described through many
factors called descriptors. These descriptors, namely (1) landscape descriptors (land
use/land cover (LU/LC), geomorphologic, soil property and geologic) and (2) climate
descriptors.

A. Bardhan · C. M. Rao (B)
Department of Civil Engineering, National Institute of Technology Jamshedpur, Jamshedpur
831014, India
e-mail: cmrao.civil@nitjsr.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
C. M. Rao et al. (eds.), Advanced Modelling and Innovations in Water Resources
Engineering, Lecture Notes in Civil Engineering 176,
https://doi.org/10.1007/978-981-16-4629-4_16

219

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4629-4_16&domain=pdf
mailto:cmrao.civil@nitjsr.ac.in
https://doi.org/10.1007/978-981-16-4629-4_16


220 A. Bardhan and C. M. Rao

In the past, many statistical and empirical equations have been developed for
hydrological response studies on river basins (e.g., rational method equation as
proposed by Kuichling [1], Inglis and DeSouza equation 1930 [2–4]). The rational
method equation is widely used for runoff estimation in river basin [1]. One of the
most used other empirical equation is soil conservation service method [5] equation,
which in turn is represented as curve number (CN) method. This CN method is also
in use as a module for runoff estimation in the widely used SWAT model [6].

In the past hydrological methods, the statistical equations and empirical equations
are being developed using limited number of physical parameters of the river basin
(e.g., rational method equation, etc.) pertaining to the estimation of runoff of river
basin, whereas in recent research descriptors are developed based on use of more
number of physical parameters of the river basin (e.g., landscape and climate char-
acteristics etc.) to describe the natural phenomena of river basin accurately through
many factors.

Earlier, many researchers have developed descriptors for assessment of hydrolog-
ical response of river basins (e.g., [7–10]). Some other researchers (e.g., Berger, and
Entekhabi [11], Laaha and Blöschl [12], Zacharias and Brutsaert [13], Mohamoud
[14]) have developed the relationship between the descriptors and natural phenomena
of river basin, i.e., hydrologic response of the river basin.

The relationship between the hydrologic responses of the river basin with either
single or multiple descriptors has already been developed. For example, base flow
recession curve characteristics [13], mean annual flow (MAF) [15], base flow index
(BFI) [16, 17], runoff ratio [11], and Q95[12] studies can be identified as single
descriptor relationship with hydrological response of the river basin.

However, the work presented by Mohamoud [14] is an example case of multiple
descriptor relationship with hydrological response of the river basin. He represented
the flow duration indices (FDIs) as hydrologic response with multiple descriptors
which contain the descriptors from different sources. Initially, Mohamoud [14]
has developed linear relationship with FDIs, and at later stage, he modified it as
a nonlinear relationship [18].

However, development of relationship between descriptors and natural
phenomena occurs in river basin usually a complex approach [14, 19, 20]. Even
though considerable studies were available in literature, none of these earlier studies
have attempted to relate the landscape and climate descriptors directly to get runoff
or flow duration indices though it is very important for assessment of hydrological
response studies at ungauged river basins. In order to fill this gap of research, in
the present study, an attempt is made to develop a relation between the landscape
and climate descriptors for assessment of hydrologic response of Upper Baitarni
river basin in India as this basin requires assessment of water resources potential for
better management of water resources for drinking, agriculture, and other needs in
the basin.
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2 Study Area

Upper Baitarani river basin with Champua gauging station is located between the
21° to 22.5°N latitude and 85° to 86°E longitude in Odisha state of Eastern India
(Fig. 1a). It consists of an area of 1812.83 km2 with an elevation varying from 375
to 1116 m above MSL (Fig. 1b) showing high topographical variation in the study
region.

Fig. 1 Upper Baitarani river basin details. a Location and basin map with gauging station, b DEM
c LULC and d soil map
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According to the India-WRIS report (2016), the Upper Baitarani river basin
receives an average rainfall of 1534 mm in a year. The maximum and minimum
monthly temperatures in the area vary from 35 °C observed in the month of May to
10 °C observed in the month of January, respectively.

The land use class map of the Upper Baitarani is given in Fig. 1c. There are seven
major land use classes, namely Indian grass, forest land, barren land, low density
urban area, low to medium density urban area, medium density urban area, and
agriculture land available in the river basin. Among the seven land use classes, three
land use classes such as agriculture land, forest land, and barren land covering the
total area of about 71.48%, 8.38%, and 7.30%, respectively.

The other four land use classes covering a total of 12.84% of the area. The present
study uses the global soil data (Harmonized World Soil Data viewer—HWSD,
version 1.2) from FAO [21] soil database. Figure 1d shows the soil class of the
Upper Baitarani river basin. There are two major kinds of loamy soils such as I-Ne-
3729 and Nd50-2b-3819 contributing to 49.24% and 50.76%, respectively, of the
study area.

3 Methodology

3.1 SWAT Model Setup

The present study uses the soil and water assessment tool (SWAT) for hydrological
model simulation. SWAT is a semi-distributed physically based model [6] which
works on continuous time step. SWAT simulates the hydrological cycle based on the
water balance equation (Eq. 1). The Upper Baitarani river basin was divided into
27 sub-basins which are further sub-divided into 178 Hydrological Response Unit
(HRU).

The SWAT component methods such as soil conservation service (SCS) curve
number method [5] for estimating surface runoff, Hargreaves method [22] for evap-
otranspiration, Muskingum-Cunge method [23] for flow routing, and SUFI-2 algo-
rithm for sensitivity, and uncertainty analysis linked to SWAT-CUP [24] were used
for calibrating the model.

SWt = SW0 +
t∑

i=1

(Rday − Qsurf − Ea − Wseep − Qgw) (1)

where SWt is the final soil water content (mm), SW0 is the initial soil water content
on day i (mm), t is the time (days), Rday is the amount of precipitation on day i
(mm), Qsurf is the amount of surface runoff on day i (mm), Ea is the amount of
evapotranspiration on day i (mm), W seep is the amount of water entering the vadose
zone from the soil profile on day i (mm), andQgw is the amount of return flow on day
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i (mm). SWAT model is simulated for 23 years (1989–2011). First 2 years (1989–
1990) used as warm-up period. Next 16 years (1991–2006) selected as calibration
period and the remaining 5 years (2007–2011) considered as validation period. The
model performance is assessed using the statistical performance indices such as
coefficient of determination (R2), Nash–Sutcliffe Efficiency (NSE), and percentage
bias (PBIAS).

3.2 FDC and FDIs

The hydrologic response of river basins can easily be known from the flow duration
curve (FDC) of the basin. The FDC synthesizes the long-term records of streamflow
data of the river basin in the form of graphical display to relate the flow magnitudes
and the frequency associatedwith eachmagnitude. The normalized FDC is developed
according to usual procedure and statement of [25], whichmeans the FDC, developed
with frequency and magnitude of the streamflow.

But, the flow duration indices (FDI) designate a particular flow value related to
corresponding frequency carried out to indicate high, median, and low streamflows.
In the present study, thirteen FDIs were calculated such as, Q0.5, Q1, Q5, Q10, Q20,
Q30, Q40, Q50, Q70, Q75, Q90, Q95, and Q99. Each of these FDIs represent different
segment of flowduration represent descriptors of FDIs. All these FDIs indicate linked
descriptors which explain the characteristics of the streamflow indices in the river
basin.

3.3 Landscape and Climate Descriptors

For flow indices calculation, this study uses the percentage cover of deciduous forest
(FRSD) as one of the land use and land cover descriptors and three geomorphologic
descriptors such as relief ratio (Rrat), hypsometric curve elevation corresponding to
10% of area (HPC10), and median watershed slope (MDSL). Relief ratio defined as
the ratio between basin relief and longest reach length. Here the longest reach length
considered through river reach.

The hypsometric curve is a plot between normalized area and normalized elevation
of a watershed [26, 27]. Hypsometric curve explains about the coverage area corre-
sponding to a particular elevation. Present study uses HPC10 as one of the geomor-
phologic descriptors, wherein HPC10 is defined as the corresponding normalized
elevation of the hypsometric curve related to 10% normalized area.

The developed hypsometric curve of Upper Baitarani river basin is given in Fig. 2.
Hypsometric curve is commonly used in geomorphological analysis. A total of six
soil descriptors, namely SOLD, AWC2, CLAY2, SILT2, KSAT1, and KSAT2 were
used in the present study. The detailed descriptions of these descriptors were given



224 A. Bardhan and C. M. Rao

Fig. 2 Hypsometric curve of
Upper Baitarani river basin
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in Table 1. Further, the base flow index (BFI) is used as geologic descriptor in many
studies [18, 28, 29].

The base flow index was estimated by hydrograph separation of daily stream-
flow. The relationship between base flow index and landscape descriptors can also
be examined for development of a set of qualitative geology-vegetation parameters
and dimensionless topographic and climatic indices. The mean annual dryness index
(actual) is defined as the ratio of actual evapotranspiration (AET) and precipitation

Table 1 List of different descriptors used in the present study

Descriptors Variable description Units

Landscape

Land use and land cover

FRSD Deciduous forest %

Geomorphologic

Rrat Relief ratio m/km

HPC10 Hypsometric curve elevation corresponding to 10% of area %

MDSL Median watershed slope m/m

Soil (top two layers)

SOLD Top two layers soil depth mm

AWC2 Available moisture content at 2nd layer of the soil mm

CLAY2 Clay content at 2nd layer of the soil %

SILT2 Silt content at 2nd layer of the soil %

KSAT1 Saturated hydraulic conductivity at 1st layer of the soil mm/h

KSAT2 Saturated hydraulic conductivity at 2nd layer of the soil mm/h

Geology

BFI Base flow index –

Climate

AET/PREC Mean annual dryness index (actual) mm/mm
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(PREC) which is also used as potential climate descriptor [14]. The step-wise regres-
sion method is being used to identify the influencing descriptors for different flow
indices.

A linear relationship between the descriptors and flow duration indices were
developed. Here, the relationship equation is expressed as:

Qn = C1 ± C2(x) ± C3(y) (2)

where Qn is percentile flow means flow duration indices, x and y are landscape and
climate descriptor. C1, C2, and C3 are coefficients related to the descriptors. These
coefficients vary to relate with flow percentile.

3.4 Water Balance Component and Dryness Index

A conceptual water balance equation is used to quantify the monthly water balance
components in the river basin. The monthly streamflows are quantified based on
monthly quantities of precipitation, actual evapotranspiration, and change in soil
moisture storage. The equation is express as:

R = P − AET − �S (3)

where

R streamflow (controlled by Geomorphologic, soil, land use and land cover,
geology and climate components)

P precipitation (climate descriptor)
AET actual evapotranspiration (controlled by climate and soil)
�S change in soil moisture storage (controlled by geology, soil, climate, etc.).

Further, in order to examine the soil moisture condition, two different dryness
indices are considered, namely potential dryness index (PDI) and actual dryness
index (ADI). Potential dryness index is calculated as the ratio of potential evapo-
transpiration and average daily precipitation. And, the mean actual dryness index is
expressed as the ratio between subtracted average daily discharge from average daily
precipitation and average daily precipitation. Change in storage also calculated to
check out the variation in moisture storage. The equations of those are mentioned
below:

PET/PREC = Potential Dryness Index (4)

1 − Q

PREC
= MeanActual Dryness Index (5)
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PREC − PET − Q = Change in storage (6)

The terms from Eqs. (4)–(6) are PET represents the potential evapotranspiration,
PREC represents the precipitation, PREC is the annual average precipitation, and Q
is annual average streamflow.

4 Results and Discussion

4.1 SWAT Model Performance

The performance of SWAT hydrological model in calibration and validation were
acceptable,when the performance statistics reach desired limits between the observed
and the final simulated data [30]. The performance statistics such asR2 (coefficient of
determination), NSE (Nash-Sutcliff efficiency), and PBIAS (percentage bias correc-
tion) are estimated for calibration and validation periods and compared them with
the widely used performance ratings as suggested by Moriasi et al. [31] to know the
model performance levels in calibration and validation periods. The performance
statistics (R2, NSE, and PBIAS) of hydrological model simulations for streamflow
estimation in Upper Baitarani river basin are given in Table 2. Results show that the
model performance is very good in both calibration and validation periods.

4.2 Descriptor Identification and Relation

Flow duration curve plots are to represent the relationship between magnitude and
frequency of the streamflow. Its components like percentile flow points that are
called flow duration indices are symbolized with landscape – climate descriptors in
the present study for Upper Baitarani river basin. To symbolize those flow duration
indices with landscape – climate descriptors, first one must identify and analyze the
sensitivity of those descriptors to the particular flowduration indices. The relationship
equations are mentioned below:

Q0.5 = 286.096 + 0.095(CLAY2) − 2.04(AET/PREC) − 1.04(BFI) (7)

Q1 = 202.755 − 0.15(AET/PREC) − 0.25(BFI) + 0.095(CLAY2) (8)

Q5 = 143.53 − 5.82(AET/PREC) − 0.02(Rrat) − 1.389(BFI) − 1.976(AWC2)
(9)
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Table 2 Performance statistics of hydrological model simulations for streamflow estimation in
Upper Baitarani river basin

Performance indices Calibration period
(1991–2006)

Validation period
(2007–2011)

Performance rating
(according to Moriasi
et al. [31])

R2 0.88 0.94 0.75 < R2 ≤ 1.00 (Very
good)
0.65 < R2 ≤ 0.75 (good)
0.50 < R2 ≤ 0.65
(satisfactory)
R2 ≤ 0.50
(unsatisfactory)

NSE 0.87 0.93 0.75 < NSE ≤ 1.00
(Very good)
0.65 < NSE ≤ 0.75
(good)
0.50 < NSE ≤ 0.65
(satisfactory)
NSE ≤ 0.50
(unsatisfactory)

PBIAS 0.60 −9.80 PBIAS < ±10 (Very
good)
±10 < PBIAS < ±15
(good)
±15 < PBIAS < ±25
(satisfactory)
PBIAS > ±25
(unsatisfactory)

Q10 = 92.775 − 0.63(AET/PREC) − 1.05(Rrat) − 0.019(SILT2) − 0.087(KSAT1)
(10)

Q20 = 68.179 − 1.67(AET/PREC) − 0.09(CLAY2) − 0.011(SOLD) − 0.185(FRSD)

(11)

Q30 = 37.229 − 0.44(AET/PREC) − 0.09(CLAY2) − 0.273(FRSD) + 8.16(MDSL)

(12)

Q40 = 16.15 − 1.02(AET/PREC) + 0.851(BFI) + 0.09(CLAY2) − 3.99(FRSD)

(13)

Q50 = 2.138 − 0.36(AET/PREC) + 15.87(BFI) − 0.4(FRSD) − 0.077(CLAY2)
(14)

Q70 = 0.5 − 4.92(AET/PREC) + 0.22(BFI) − 3.98(HPC10) + 0.01(SOLD)

(15)

Q75 = 0.134 + 9.82(BFI) − 0.007(CLAY2) − 0.105(AWC2) (16)
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Q90 = −0.109 + 7.49(BFI) − 0.005(CLAY2) − 0.01(Rrat) (17)

Q95 = −0.159 + 6.22(BFI) − 0.004(CLAY2) − 0.202(AWC2) (18)

Q99 = −0.209 + 4.65(BFI) − 0.002(CLAY2) − 0.003(KSAT1) (19)

The above Eqs. from (7) to (19) are developed based on the natural processes that
occur in the river basin. This natural process is very much complex phenomena that
include sensitive factors or descriptors like landuse land cover, soil, geomorphologic,
and climatic changes in the river basin. The sensitive descriptors are given the present
study. The normalized flow duration curve and flow duration indices are shown in
Fig. 3. The step-wise regression analysis provides excellent predictions. Q0.5, Q1,
Q5, and Q10 are high flow indices (Fig. 3), where Q0.5 and Q1 indices stand for very
high flow, which are mainly caused by sudden heavy storm. The Q0.5 and Q1 highly
influenced by dryness index and base flow index with negative correlation (Eqs. 7
and 8). Both indices influenced by percentage of clay content in the 2nd soil layer
with positive correlation.Q5 andQ10 are influenced by relief ratio (Rrat), whereas the
correlation of relief ratio is negative for Q5 and positive for Q10. The dryness index
influences both Q5 and Q10 and is more influences for Q5. Further, Q5 also strongly
correlated geologic descriptor, base flow index, and soil descriptor availablemoisture
content in the 2nd layer of the soil (Eq. 9). Q10 is influenced by two soil descriptors,
namely percentage of silt content in the 2nd layer of the soil and saturated hydraulic
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Fig. 3 Normalized flow duration curve and flow duration indices
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conductivity at 1st layer of the soil (Eq. 10). Q20 and Q30 used to signify the high to
medium flow magnitude.

Q20 is more negatively correlated with dryness index than Q30. Both indices are
positively correlated with same coefficient with percentage of clay content in the 2nd
soil layer. As the deciduous forest coverage used to control the normalized flow [14],
this study used the percentage cover of deciduous forest as land use and land cover
descriptor to symbolize both the indices (Eqs. 11 and 12). Q20 also influenced by
a soil descriptor top two layers soil depth (Eq. 11). Q30 is strongly correlated with
geomorphologic descriptor median watershed slope (Eq. 12).

TheQ40 andQ50 indices stand for low end of the medium flow condition and high
end of the low flow condition, respectively. Percentage of clay content in the 2nd
soil layer has same influence on Q40 as Q20 and Q30. Similar to Q20 and Q30, the Q40

have negative correlation with deciduous forest cover but more effective (Eq. 13).
As the Q40 indices cover 40% of the time, it comes under low end of the medium
flow condition.

Q50 covers 50% time of flow duration. It comes under high end of the low flow
condition. Dryness index has negative correlation with it similar to Q40. Among all
indices, Q50 is one which is more effectively influenced by any descriptor. In this
study,Q50 ismore effectively influenced by the geological descriptor base flow index.

Percentage of deciduous forest cover and percentage of clay content in the 2nd soil
layer has negative correlation with Q50 flow indices. Q70 comes under medium low
flow condition and is the last indices to be effected by climate descriptor. It is most
negatively correlated with the climate descriptor dryness index (Eq. 15). The Q70 is
positively influenced by base flow index and top two layers soil depth (Eq. 15). It is
negatively correlatedwith themost effective geomorphologic descriptor hypsometric
curve elevation corresponding to 10% of area (HPC10), as the geomorphology has
control over the end portion of the recession limb.

Further, theQ75 is negatively influenced by availablemoisture content at 2nd layer
of the soil, whereas Q90 is negatively correlated with relief ratio. Q75, Q90, Q95, and
Q99 indices morally stands for low flow, and they represents the environmental flows
in river basins. Climate descriptor influences very high to low medium flow and has
negligible impact on low flow indices. The base flow index effectively influences the
Q90 indices (Eq. 17).

The percentage of clay content in the 2nd soil layer and relief ratio has negative
impact on Q90. The Q95 and Q99 come under environmental flow condition, which
indicates the required flow to maintain the ecosystem. Both indices strongly influ-
enced by base flow index (Eqs. 18 and 19) and both are negatively correlated with
percentage of clay content in 2nd soil layer. Available moisture content at 2nd layer
of the soil negatively correlates Q95 indices (Eq. 18) as the moisture transfer to 2nd
layer which reduces the environmental flow. The Q99 indices indicate the minimum
flow condition in the channel. Along with the percentage of clay content in 2nd soil
layer, theQ99 also effected by saturated hydraulic conductivity at 1st layer of the soil
(Eq. 19).
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Fig. 4 Monthly water balance components PET and PREC of Upper Baitarani river basin

4.3 Water Balance Application

The conceptual approach of water balance is applied to the present study [32]. This
study applies different approaches of water balance analysis to indicate the stream-
flow magnitude. In one of its approaches, if precipitation (PREC) is greater than
the potential evapotranspiration (PET), the streamflow is said to be categorized as
high flow in the river basin. In contrast, if PET > PREC, the streamflow is said to be
categorized as low flow in the river basin. This observation is demonstrated in Fig. 4
developed for Upper Baitarani river basin. Low flow situation is seen from January
to May and October to December periods, and high flow situation is seen from June
to September period in the Upper Baitarani river basin.

Further, the potential dryness index (PDI) and the actual dryness index (ADI) are
calculated as indicators to soil moisture deficit in the present study. The dryness index
is one of the most effective climate descriptor. It is very effectively correlated with
extreme flow to low medium flows. The dryness index and runoff index combine to
unity.

In this study, the annual average runoff index shows 0.33 and mean actual dryness
index shows 0.67. The potential dryness index is calculated according to Eq. 4.
Higher precipitation and lower evapotranspiration will results a lower dryness index.
To demonstrate this in the present study, comparisons ofwater balance components of
Upper Baitarani river basin over a selected time period from November 2009 to May
2010 are considered. Figure 5 demonstrates the comparison of water balance compo-
nents for a selected time period from November 2009 to May 2010 to demonstrate
the lower dryness index in the Upper Baitarani river basin. The potential dryness
index varies based on proportionality to temperature.

It is clear from Fig. 5 that if temperature decreases from November to February,
the PDI also decreases, whereas it increases with the increase in temperature, i.e.,
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Fig. 5 Comparison of water balance components of Upper Baitarani river basin over a selected
time period from November 2009 to May 2010 for lower dryness index

from March to May months. The change in soil moisture is also presented in Fig. 5
according to Eq. 6. The mean actual dryness index calculated according to Eq. 5
assumes the net soil moisture storage as zero.

The soil moisture deficit occurs when the potential dryness index is greater than
mean actual dryness index and surplus soil moisture exist when the Mean ADI >
PDI (Fig. 5).

5 Conclusion

In this study, the FDCs and its duration indices are represented in terms different
descriptors, namely geomorphologic, geologic, soil, climate, and land cover and
land use descriptors instead of representing them in widely practiced conventional
way of representation such as relationship between frequency and magnitude of
streamflow. This way of novel representation of FDCs in the form of descriptors
enables to correctly asses the hydrologic response of river basins in many ways. The
hydrological response ofUpperBaitarani river basinwas satisfactorily assessed using
two approaches (1) empirical flow duration curve approach and (2) water balance
approach. Though the relationship between the descriptors was done here in the
present work, and the identification of sensitive descriptors is beyond the scope of
the work. The developed descriptors are very much useful for future predictions of
the hydrologic responses in the river basin.
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Abstract In northern Mexico, especially in the states of Chihuahua, Coahuila,
Sonora, and Durango, pecan production is one of the main agricultural activities.
Temperature and precipitation affect the development of crops since they influence
their metabolic processes. In this work, we examine seasonal changes in maximum
and minimum temperature, precipitation, and growing degree days with the Rossby
Center Regional Atmospheric ClimateModel (RCA4), for the Coordinated Regional
Climate Downscaling Experiment (CORDEX) Central America domain, driven with
different General Circulation Models (GCM) and for two Representative Concentra-
tionPathway (RCP) scenarios.Weconsider two30-year periods: “current conditions”
(1981–2010) and “future scenario” (2070–2099). The results suggest an increase in
both: maximum and minimum temperatures for the four seasons of the year by the
end of the present century. This might have repercussions on an extension of the
budbreak period, dehiscence of the pecan flowers and fruits, nut filling, and vivipary,
which will affect the yield and quality of pecan orchards. Drier winters, springs, and
summers will increase water stress on pecan trees; with wetter autumns over pecan
producing regions are to be expected, which will lead to a reduction in quality due
to vivipary. Under this evidence, the pecan industry may be affected since yield and
quality may decrease, especially in areas where pecan already suffers from stress due
to water scarcity, extreme temperatures, low chilling hour accumulation, and rainfall
during nut maturity.
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Keywords Pecan · Nut · Degree Days · RCA4 · RCP

Abbreviations

Tmax Maximum temperature
Tmin Minimum temperature
Prec Precipitation
GDD Growing degree days
M0 RCA4 forced by the ERA-Interim reanalysis
M1 RCA4 forced by the MOHC-HadGEM2-ES model
M2 RCA4 forced by the M-MPI-ESM-LR model
M3 RCA4 forced by the MIROC-MIROC5 model
M4 RCA4 forced by the ICHEC-EC-EARTH model
Eref The ensemble for the reference period
Ercp26 The ensemble for the future period under the RCP 2.6 scenario
Ercp85 The ensemble for the future period under the RCP 8.5 scenario
DJF Winter
MAM Spring
JJA Summer
SON Autumn

1 Introduction

The pecan (Carya illinoinensis) belongs to the Juglandaceae family, which comprises
arboreal plants that produce a drupe. During the ripening season, the pericarp and
mesocarp dry out, and the endocarp (shell) and seed (almond) are considered nut
[30]. Mexico has positioned itself as one of the main exporters of pecan nuts in the
international market, generating in 2015 a national trade surplus of more than 330
million dollars (SIAP2016). In northernMexico, primarily in the states ofChihuahua,
Coahuila, Sonora, and Durango, pecan production is one of the leading agricultural
activities. The climate in this region is arid to semi-arid, making water the main
agricultural management factor that allows reaching a higher output. Pecan’s water
requirement is high compared to other crops, so introducing the degree-day concept
in irrigation scheduling might lead to better control of the water’s efficient use [2,
11, 36], compared to traditional irrigation scheduling.

Temperature and precipitation affect the development of pecan since they influ-
ence metabolic processes. The warming of the global climate system is unequivocal:
air temperature near the terrestrial surface has increased an average of 0.85 °C during
the period from 1880 to 2012; furthermore, continued greenhouse gas emissions
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could cause even greater warming (up to 4.8 °C by the end of the century). Long-
lasting changes in all climate system components increase the likelihood of severe,
widespread, and irreversible impacts on people, agriculture, and ecosystems [16].

Previous works based on General Circulation Models (GCMs) have suggested a
general increase in temperature (~4 °C) and reduction (increase) in summer (autumn)
precipitation in the northwest of Mexico for the late twenty-first century [3, 4, 40].
Several works have shown that these changes in climate will produce significant
impacts on the crops’ performance. In this regard, Ruiz-Alvarez et al. (2011), based
on observations over Mexico, showed that under a drought scenario, the irriga-
tion requirements increase significantly with respect to a typical year due to the
decrease in effective precipitation. Similarly Kang [18] and Mimi and Jamous [26]
showed that under drought conditions irrigation requirements to optimize produc-
tion increase, however, water productivity decreases. On the other hand, in northwest
South America, Zhang and Cai [45] found significant increases in irrigation require-
ments in the last 30 years of the twenty-first century. For this reason, it is expected
that projected changes inMexico’s climate will affect pecan crops in producing areas
of northern Mexico.

Regional climate simulation can generally be improved by using a Regional
Climate Model (RCM) nested within a coarser-resolution GCM [13]. Given the
economic importance of the pecan producing region for the country, in this research
we use the Rossby Centre Regional Atmospheric ClimateModel (RCA4), for the so-
called Central America domain of the Coordinated Regional Climate Downscaling
Experiment (CORDEX) (Fig. 1) driven by several GCMs for different Representa-
tive Concentration Pathways (RCP), to analyze possible future changes in maximum
and minimum temperature, precipitation, and degree days.

Fig. 1 Model domain, topography (m), and study region in thick black contours
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Table 1 Mean annual temperature, annual total precipitation, and the pecan production in 2016
for the states of Chihuahua, Coahuila, Sonora, and Durango

State Mean annual
temperature

Annual total
precipitation

Area (ha) Production Yield

(°C) (mm) Sown Harvested (t) (t/ha)

Chihuahua 8–26 200–1200 70,587.5 49,903.7 91,987.7 1.8

Coahuila 8–22 200–500 12,214.3 8897.5 18,326.1 2.1

Sonora 8–28 100–1000 17,653.5 13,017.6 14,500 1.1

Durango 8–26 300–1500 6562.7 5413.7 8921.3 1.7

2 Materials and Methods

2.1 Study Region

The main pecan producing regions are found in the northern Mexican states of
Chihuahua, Coahuila, Sonora, and Durango (Fig. 1), represent 12.62, 7.73, 9.15,
and 6.29% of Mexico’s territory, respectively (INEGI 2020). As an example, the
mean annual temperature, annual total precipitation, and the pecan production in
2016 of these states are shown in Table 1 [15, 29].

2.2 Observations

We use daily fields of maximum temperature (Tmax), minimum temperature (Tmin),
and precipitation (Prec) from the Livneh observational data-set gridded to a 1/16°
(~6 km) resolution covering Mexico, the United States of America, and southern
Canada, for the period 1950–2013 [21].

2.3 Model

The RCA4model is semi-lagrangian, semi-implicit with horizontal diffusion of sixth
order applied to the prognostic variables, and executed for the initial CORDEX
domain [8, 9, 34].
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2.4 Regional Climate Simulations

We defined the 1981–2010 period as the reference for “current condition,” similarly,
the 2070–2099 period as representative of a “future scenario.” As an evaluation of
the model, we analyzed a simulation (M0) forced by the ERA-Interim reanalysis
[6] of the European Center for Medium-Range Weather Forecast (ECMWF) for the
reference period. We also analyzed four simulations driven by four GCMs from the
Coupled Model Intercomparison Project 5 (CMIP5) [39]:

1. Met Office Hadley Centre MOHC-HadGEM2-ES (M1),
2. Max Planck Institute for Meteorology (MPI-M) M-MPI-ESM-LR (M2),
3. Model for Interdisciplinary Research On Climate MIROC-MIROC5 (M3),
4. European EC-Earth consortium ICHEC-EC-EARTH (M4).

Simulations M1, M2, M3, and M4 were performed for reference, and future
periods for the lowest forcing level scenario, RCP2.6 [27, 43, 44] and the high-end
scenario, RCP8.5 [27, 31, 43]. Simulations M1 to M4 were analyzed by Corrales-
Suastegui [5] for southern Mexico and Central America for several RCPs, yielding
acceptable results.

2.5 Growing Degree days

We use the canonical form for calculating the Growing degree days (GDD) [25]:

GDD = (Tmax + Tmin)/2−Tb (1)

where Tmax and Tmin are the daily maximum and minimum temperatures, respec-
tively, T b = 4.4 °C is the base temperature.

2.6 Ensembles

We defined ensembles of Tmax, Tmin, Prec, and GDD for the reference (Eref) and
future (Ercp26 and Ercp85) periods by averaging the corresponding daily field from
simulations M1 to M4. From the ensembles, we calculate the annual cycle over the
study region, seasonal mean for winter (December-February, DJF), spring (March-
May, MAM), summer (June–August, JJA), and autumn (September–November,
SON), see Corrales-Suastegui [5] for details.
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3 Results and Discussion

3.1 Reference period

We assessed the model performance by comparing M0 with the Livneh dataset.
We found that the model reproduces spatial and temporal patterns similar to this
observational data-set.

3.1.1 Annual Cycle

In Fig. 2, we show the annual cycle from several datasets for Tmax (Fig. 2a, b), Tmin

(Fig. 2c, d), Prec (Fig. 2e, f), and GDD (Fig. 2g, h).

Maximum Temperature
Simulations M0, M1 to M4, and Eref reproduced the annual cycle comparable to
observations (Fig. 2a). Simulations M0 to M4, and Eref have a cold bias (Fig. 2b).

Minimum Temperature
Simulations M0, M1 to M4, and the ensemble (Eref) reproduced the annual cycle
very close to observations (Fig. 2c). M0, M1 to M4, and Eref have a warm bias
(Fig. 2d).

Fig. 2 Annual cycle for reference period from observations and different simulations. The annual
cycle was computed doing the spatial average of the monthly Tmax (a), Tmin (c), Prec (e), and GDD
(g) over the pecan producing region. The dotted lines are the bias (model minus Livneh) in the Tmax
(b), Tmin (d), Prec (f), and GDD (h) annual cycle
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Precipitation
The observed annual cycle of precipitation is well reproduced byM0,M1 toM4, and
Eref, as well as the months of maximum precipitation (July, August, and September)
(Fig. 2e).All simulations and the ensemble showa slightwet bias (~1mm/d) (Fig. 2f).

Growing Degree Days
Simulations M0, M1 to M4, and Eref reproduced the annual cycle close to observa-
tions (Fig. 2g). M0 shows a positive bias while M1 to M4 and Eref show a negative
bias (Fig. 2h).

3.1.2 Seasonal Mean

Maximum Temperature
Figure 3 shows the seasonal average of Tmax for DJF,MAM, JJA, and SONduring the
reference period. In observations (Livneh, Fig. 3a–d), the maximum Tmax (~24 °C)
in winter (DJF, Fig. 3a) are mainly found over Sonora. For spring (MAM, Fig. 3b),
the maximum Tmax (~32 °C) was observed in Sonora and Coahuila. During summer
(JJA, Fig. 3c), the maximum Tmax was found in Sonora (> 34 °C), Coahuila (>32 °C),
and northern Chihuahua (>32 °C). In autumn (SON, Fig. 3d), Tmax reaches values of
~34 °C over Sonora. For the model evaluation (M0, Fig. 3e-h), the maximum values
of Tmax (~22 °C) during winter (DJF, Fig. 3e) are mainly over Sonora. For spring
(MAM, Fig. 3f), Tmax’s maximum value over Sonora and Coahuila is ~30 °C. In
summer (JJA, Fig. 3g), the maximum Tmax was found in Sonora (>34 °C), Coahuila
(>30 °C), and northern Chihuahua (>30 °C). During autumn (SON, Fig. 3h), Tmax’s
maximum value over the region was located in Sonora (~32 °C). For simulations

Fig. 3 Average maximum temperature (°C) during 1981–2010 for a DJF, b MAM, c JJA, d SON
for Livneh, e–h similar to a–d but for M0, i–l similar to e–h but for M1,m–p similar to i–l but for
M2, q–t similar tom–p but for M3, u–x similar to q–t but for M4, and y–zb similar to u–x but for
Eref
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M1 to M4 and Eref (Fig. 3i–zb), Tmax’s maximum value during DJF (Fig. 3i, m, q,
u, y) is ~22 °C over Sonora. For MAM (Fig. 3j, n, r, v, z), the maximum value of
Tmax (~28 °C) was found over Sonora and Coahuila’s states. During JJA (Fig. 3k,
o, s, w, za), the maximum Tmax was found in Sonora (>34 °C), Coahuila (>28 °C),
and northern Chihuahua (>28 °C). For autumn (SON, Fig. 3l, p, t, x, zb), Tmax’s
maximum value over the study area was located in Sonora (~32 °C).

Minimum Temperature
Figure 4 shows the average Tmin for DJF, MAM, JJA, and SON during the reference
period. Observations (Livneh, Fig. 4a-d) show that the lowest value of Tmin (<0 °C)
during DJF (Fig. 3a) is found mainly in Chihuahua and high areas of Durango. For
MAM (Fig. 4b), low Tmin values (<2 °C) were observed in mountainous areas of
Chihuahua and Durango. During JJA (Fig. 4c) the maxima of Tmin (>22 °C) were
found in Sonora and northeast of Coahuila. In autumn (SON, Fig. 4d), Tmin < 4 °C
was located over Durango and Chihuahua. The M0 simulation (Fig. 4e-h) reveals
that low values of Tmin (<2 °C) during DJF (Fig. 4e) are located mainly over high
areas of Chihuahua and Durango. For MAM (Fig. 4f), the maximum value of Tmin

over Sonora and Coahuila is ~30 °C. In JJA (Fig. 4g) the highest values of Tmin were
found in Sonora (>24 °C), Coahuila (>20 °C), and northern Chihuahua (>30 °C).
During SON (Fig. 4h), the maximum value of Tmin over the region was located in
Sonora (~22 °C). The simulations M1 to M4 and Eref (Fig. 4i–zb) show that the
lowest value of Tmin during DJF (Fig. 4i, m, q, u, y) is <~2 °C over Chihuahua and
mountainous areas of Durango. In spring (MAM) (Fig. 4j, n, r, v, z), the minimum
value of Tmin (<4 °C) was found in high areas of Chihuahua and Durango. During
JJA (Fig. 4k, o, s, w, za) the maximum of Tmin (>22 °C) was found in Sonora and
northeast of Coahuila. For SON (Fig. 4l, p, t, x, zb), the maximum value of Tmin over
the study area was located in Sonora (~22 °C).

Fig. 4 Similar to Fig. 3 but for minimum temperature (°C)
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Precipitation
A climatological feature of this region (from 22° to 36° N and from 113° to 104°
W) is the so-called North American Monsoon (NAM), with its onset in summer and
its end in autumn [4, 40]. The NAM region covers three (Sonora, Chihuahua, and
Durango) of the four states in the pecan producing region.

The seasonal Prec (DJF, MAM, JJA, and SON) during the reference period is
shown in Fig. 5. In the Livneh observational data-set (Fig. 5a–d), the Prec for DJF
(Fig. 4a) and MAM (Fig. 5b) is in the range of ~0.5 to ~1 mm/d over the NAM
region. During JJA (Fig. 5c), the maximum Prec value (~2 to ~4 mm/d) is observed
in the NAM region. For autumn (SON, Fig. 5d), Prec was observed in the range of
~1 to ~2 mm/d over the entire study area. M0 (Fig. 5e–h), during DJF (Fig. 5e) and
MAM (Fig. 5f), shows the highest Prec values in the range of ~0.5 mm/d to ~1 mm/d
in Sonora, Chihuahua, and Durango. For JJA (Fig. 5g), M0 generally overestimates
Prec, mainly in mountainous regions of Durango; however, the maximum was also
found over the NAM region. During SON (Fig. 5h), M0 showed the Prec in the range
of ~1 to ~2 mm/d over the entire study area. M1 to M4, and Eref (Fig. 5i–zb), during
DJF (Fig. 5i, m, q, u, y) and MAM (Fig. 5j, n, r, v, z), show the Prec in the range of
~0.5 to ~1 mm/d in Sonora, Chihuahua, and Durango, however, they overestimate in
northernCoahuila. For JJA (Fig. 5k, o, s,w, za), similar toM0 (Fig. 5g), they generally
overestimate Prec, mainly in high areas of Durango, although the maximumwas also
found over the NAM region. During SON (Fig. 5l, p, t, x, zb), simulations (M1–M4),
and the reference ensemble (Eref) showed the Prec in the range of ~1 to ~2 mm/d
over the whole study region.

Growing Degree Days
Figure 6 shows the seasonal mean of Growing degree days for DJF, MAM, JJA,
and SON during 1981–2010. In Livneh (Fig. 6a–d), the maximum GDD ranging
from 1000 to 1200°D in DJF (Fig. 6a) was found in Sonora. For MAM (Fig. 6b),
the maximum GDD (1400–1800 °D) was observed in Sonora and Coahuila. During

Fig. 5 Similar to Fig. 4 but for precipitation (mm/d)
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Fig. 6 Similar to Fig. 5 but for GDD (°D)

JJA (Fig. 6c), the maximum GDD (>1800 °D) was found in Sonora, Coahuila, and
northernChihuahua. In SON (Fig. 6d),GDDreaches values of ~1600 °Dover Sonora.
M0 (Fig. 6e–h) shows the maximum value of GDD between 1000 to 1200°D over
Sonora during DJF (Fig. 6e). For MAM (Fig. 6f), GDD’s maximum value (1400 <
GDD < 1800 °D) was over Sonora, and Coahuila. In JJA (Fig. 6g), the maximum
GDDwas over Sonora, Coahuila, and northern Chihuahua (> 1800°D). During SON
(Fig. 6h), GDD’s maximum value (~1600°D) was in Sonora. For simulations M1 to
M4 and Eref (Fig. 6i–zb), GDD’s maximum value during DJF (Fig. 6i, m, q, u, y) is
from 1000 to 1200°D over Sonora. For MAM (Fig. 6j, n, r, v, z), the maximum value
of GDD (1200 < GDD < 1600 °D) was found over Sonora and Coahuila’s states.
In JJA (Fig. 6k, o, s, w, za), the maximum GDD (>1800 °D) was found in Sonora,
Coahuila, and northern Chihuahua. For autumn (SON, Fig. 6l, p, t, x, zb), GDD’s
maximum value over the study area was in Sonora (~1400°D).

3.2 Future Period

In this section, we present the results for the 2070–2099 period under the low-
emission and “business as usual” scenarios.

3.2.1 Annual Cycle

We calculated the annual cycle for all simulations and the difference between the
reference and the future scenario (Figs. 7 and 8).
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Fig. 7 Annual cycle for future period. Black solid lines are the ensembles for Eref and Ercp26.
Dashed lines indicate the change in the annual cycle of Tmax (a, b), Tmin (c, d), Prec (e, f), and
GDD (g, h)

Fig. 8 Annual cycle for the future period. Black solid lines are the ensembles for Eref and Ercp85.
Dashed lines indicate the change in the annual cycle of Tmax (a, b), Tmin (c, d), Prec (e, f), and
GDD (g, h)

RCP2.6

Maximum Temperature
We found an increase in Tmax (Fig. 7a) for all months, especially in April and August
(Fig. 7b). Tmax increase from April to August will reduce net pecan photosynthesis
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even if water is sufficiently supplied. This increase of Tmax is likely to cause problems
in pecan pollination which occurs in April [10]. Then June drop will increase that
will reduce nut set. On the other hand, the increase of Tmax on August may reduce
floral induction.

Minimum Temperature
Similarly, we found an increase in Tmin (Fig. 7b) through the year but more remark-
ably from December to May (Fig. 7c). Pecans from Sonora drop their leaves until
December or January, after the first frost. An increase on Tmin in these months means
that leaves that are partially active will not allow the three enter into dormancy.
Chilling hours may decrease as a consequence of the increase of Tmin. Then pecan
trees will have a delayed and not uniform budbreak as mentioned by Sparks (1983).
The increase of Tmin may not have the same effects in the other pecan areas since
they accumulate much more chilling hours.

Precipitation
We found an increased drying from July to August but a wetter June, and September
(Fig. 7e, f). Higher precipitation in September will increase vivipary pecan problems
in Sonora. Gibberellic acid seems to be related to nut vivipary but high humidity was
the most important factor that promoted nut germination [23, 24].

Growing Degree Days
Wealso found a general increase inGDD (Fig. 7g) for allmonths, butmore noticeable
inMay andAugust (Fig. 7h).GDDdetermines duration of each stage of development.
In addition, faster development leads to lower fruit size. Then it is likely that pecan
quality will decrease because of reduction in size.

RCP8.5

Maximum Temperature
We found an increase in Tmax (Fig. 8a) for all months, especially in April and August
up to ~5 °C (Fig. 8b).

Minimum Temperature
Similarly, we found an increase in Tmin (Fig. 8b) through the year but more
remarkably from September to November up to ~4 °C (Fig. 8c).

Precipitation
We found an increased drying from July to August, but a wetter October (Fig. 8e).
This delayed end of the rainy season (Fig. 8f) has been previously reported in studies
based on GCMs from CMIP3 and CMIP5 [4].

Growing Degree Days
We also found a general increase in GDD (Fig. 8g) for all months, ranging from
100 °D (December to February) to 150 °D (April to August) (Fig. 8h).
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Fig. 9 Change in seasonal Tmax (°C) during 2070–2099 for Ercp26 for a DJF, b MAM, c JJA,
d SON, e–h similar to a–d but for Tmin (°C), i–l similar to e–h but for Prec (mm/d), m–p similar
to i–l but for GDD (°D)

Fig. 10 Change in seasonal Tmax (°C) during 2070–2099 for Ercp85 for a DJF, b MAM, c JJA,
d SON, e–h similar to a–d but for Tmin (°C), i–l similar to e–h but for Prec (mm/d), m–p similar
to i–l but for GDD (°D)
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3.2.2 Seasonal Mean

Figures 9 and 10 show the change in Tmax (�Tmax = Tmaxfuture − Tmaxreference ), Tmin

(�Tmin = Tminfuture − Tminreference ), Prec (�Prec = Precfuture − Precreference ), and GDD
(�GDD = GDDfuture − GDDreference ) under the low-level and “business as usual”
scenario.

RCP2.6

Maximum Temperature
In Fig. 9a–d, the Ercp26 reveals that the pecan region shows the highest values of
�Tmax in MAM (Fig. 9b) and JJA (Fig. 9c).

Minimum Temperature
In Fig. 9e–h, the Ercp26 reveals that the highest values of �Tmin will be in DJF
(Fig. 9e) and MAM (Fig. 9f).

An increase in both, Tmin (see Fig. 9e-h) and Tmax (see Fig. 9a–d) could induce
premature germination. This disorder is associated with delayed shuck opening
and high temperature during nut ripening. High temperatures, besides promoting
germination, retard shuck opening [38].

Precipitation
From the ensemble of the future simulations, we found the change in precipitation
(Fig. 9i–l) that in summer�Prec will be negative over the region (Fig. 9k). In autumn
positive values of �Prec could be over the whole region (Fig. 9 l).

Growing Degree days
In Fig. 9m-p, the Ercp26 reveals that the pecan region shows the highest values of
�GDD in MAM (Fig. 9n) and JJA (Fig. 9o).

RCP 8.5

Maximum Temperature
Ercp85 reveals that over the study region the change in Tmax for DJF (Fig. 10a) could
be between 3 and 4.5 °C. DuringMAM (Fig. 10b), Durango and Chihuahua show the
highest values (>5 °C) of �Tmax, followed by Sonora and Coahuila (4 °C < �Tmax

< 5 °C). During the summer (JJA, Fig. 10c), the change in Tmax could be between
4 and 4.5 °C on the coast of Sonora, in the rest of the region between 4.5 and 5 °C.
During SON (Fig. 10d) the highest values of �Tmax (between 4 and 4.5 °C) are
shown in Sonora. These results are consistent with that reported in Colorado-Ruiz
[4] for mean temperature using CGMs.
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Minimum Temperature
Similar to Tmax, the future ensemble shows, in general, an increase in Tmin over
the entire region. For DJF (Fig. 10e), Ercp shows that �Tmin will be in the range
of 2.5–4 °C. During MAM (Fig. 10f), �Tmin could be between 3 and 4.5 °C. The
change in Tmin during JJA (Fig. 10g) will be between 3.5 and 5 °C. During SON
(Fig. 10h), Ercp85 shows the highest values in Sonora (�Tmin > 5 °C), followed by
Chihuahua, Durango and Coahuila (4 °C < �Tmin < 5 °C). The increase expected
in Tmin is consistent with that reported in Colorado-Ruiz [4] for mean temperature
based on CGMs.

Precipitation
In general, Ercp85 shows a reduction in Prec in high areas of Durango of up to
~2mm/d duringDJF (Fig. 10i) and ~1mm/d forMAM (Fig. 10j). During the summer
(JJA, Fig. 10k), the lowest values (between−0.5 and−2 mm/d) of �Prec are shown
in Sonora, Durango, and Chihuahua, which are within the NAM region. During
SON (Fig. 10l), Ercp shows an increase in Prec (0.5 < �Prec < 2 mm/d) in Durango,
and in Sonora, Chihuahua, and Coahuila between 0.5 and 1 mm/d. The increase
in precipitation during SON is consistent with results based on GCMs reported in
Torres-Alavez [40]. The dryness expected by the end of the century over the region
during DJF, MAM, and JJA is consistent with those results reported in Cavazos and
Arriaga-Ramírez [3] and Torres-Alavez [40].

Growing Degree Days
We found that over the study region the change in GDD for DJF (Fig. 10m) could
be between 300 and 350 degree days (DD). During MAM (Fig. 10n), Durango,
Coahuila, and Chihuahua show the highest values of �GDD (> 450°D). During the
summer (JJA, Fig. 10o), the change in GDD could be between 350 and 400°D on
the coast of Sonora, in the rest of the region between 400 and 450 DD. During SON
(Fig. 10p) the highest values of �GDD (between 400 and 450 DD) are shown in
Sonora.

3.3 Possible Causes of Changes on Temperature
and Precipitation

Simulations suggest that temperature increases in both: low and high emissions. This
means that perhaps, even adopting laws and policies for reducing greenhouse gasses
emissions, the climatic system of pecan producing areas inMexico will tend to warm
up. One possible reason for which the temperature of these areas will continue to
increase irrespective of the scenario is the intensification of human activities during
2000–2070, and therefore the policies to reduce emissions will not yield the expected
results, and we will continue emitting greenhouse gasses. For example, the high
demand for essential products obligates industries to operate intensively (EPA 2020).
High population projected for the XXI century will force the habilitation of extensive
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agricultural surface for food production; this change in land use might promote
the warming of the terrestrial surface due to the greater radiation absorption [42].
Modifications on the atmosphere chemistry by natural and anthropogenic causes
could be responsible for the nightly clouds promotion, which impedes that the air
close to the soil loses heat, increasing nocturnal/minimum temperature [17].

By the end of the century, both ensembles (Ercp26 and Ercp85) suggest warming
in the entire region. The warming could be partially due to increments in warm
extremes and feedbacks from the projected drying from winter to summer [4, 19].

It was observed a difference in the precipitation pattern for each scenario. Under
the scenario with policies for constraint emissions, in the whole study area, precip-
itation decreases in summer and increases in autumn, while for winter and spring,
some regions present increases and decreases. In the scenario without emissions poli-
cies, precipitation increases in September, October, and November; and decreases
through December to August. Emission of anthropogenic aerosol and particles to the
atmosphere can continue even under the low-emissions scenario. These particles can
contribute to the precipitation decrease during 2070–2099. Aerosols promote water
vapor condensation in small drops and given their weight instead of precipitating re-
evaporate [12]. This phenomenon has been documented as a critical cause of precip-
itation decrease in several regions of the world. Nut-producing areas are immersed
within the most important Mexican deserts. It has been reported that desert dust is
also responsible for precipitation decrease [32], this condition is significant enhanced
by an increase in wind speed caused by land-use changes, mainly when forests are
removed. On the other hand, precipitation increases at the end of the century could
be promoted by the same warming of the atmosphere that was found in this research.
It is proven that a warmer atmosphere has a greater capacity for absorbing water
vapor, which is explained by the Clausius-Clapeyron relationship [41].

In a more regional context according to Torres-Alavez [40] during winter, under
theRCP85 scenario, an intensification and eastward expansion of the jet streamby the
end of the century results in stronger subsidence and reduced precipitation over north-
western Mexico. During summer regional changes in precipitation could be linked
to a decrease in the mid-tropospheric Land-Sea Thermal Contrast (LSTC), enhanced
atmospheric stability, and a southward displacement of the Inter-Tropical Conver-
gence Zone. At the end of the twenty-first century, the surface LSTC is projected
to increase during the NAM season, with an earlier onset of continental warming
in MAM. On the other hand, autumn might result in more precipitation in the late
twenty-first century under both scenarios, suggesting a delay of the end of the rainy
season in agreement with previous works based on GCMs from CMIP5 (e.g., [4, 20,
22, 40], among others).
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3.4 Potential Implications of Temperature and Precipitation
Changes

The temperature increase and the precipitation decrease/increase at the end of the
twenty-first century may bring a series of implications in pecan crops in northern
Mexico. The temperature increase brings with it a greater evaporative capacity of the
atmosphere. Under conditions of temperature increase, under both scenarios, more
water consumption is expected by the pecan crop; this is due to the influence of
maximum temperature on reference evapotranspiration (ET0), and in turn, on actual
crop evapotranspiration (ETC) [1]. Under conditions of greater crop water demands,
an increase in groundwater extractions is expected. This case would be critical since
groundwater aquifers of northern Mexico are already overexploited. It is expected
that at the end of the century pecan production will add up to the increase in pressure
on water resources. This condition is especially crucial in “La Costa de Hermosillo”,
where wells experience the saline intrusion phenomenon. Under the two scenarios,
the temperature increase could trigger important changes around the pecan agronomy.
The temperature increase is responsible for increasing the GDD [28]. Under both
scenarios, a GDD increase in the whole area cropped with pecan is expected. As
temperatures increase in winter (autumn) late (early), trees’ active period could be
extended. That is to say, they could take more time to start the dormancy period,
and the dormancy period could be broken earlier. While the active period of trees
increases, needs and maintaining costs increase also, that is to say, greater use of
fertilizers, herbicides, pesticides, irrigation, etcetera is required. During the growing
cycle, it could increase the periods with better conditions for the proliferation of
weeds, plagues, and diseases [46], significantly increasing the cost to farmers.

In the case of the low-emissions scenario, the precipitation decrease in summer
could significantly enhance the water requirements increase (which originally had
already been affected by the temperature increase); this would coincide with the
higher water consumption season of the crop. The precipitation decrease would
promote a decline of the effective precipitation, which is a significant parameter
in irrigation management so that irrigation requirements would increase and the
problem of agricultural water management could get even more critical. Under the
low-emissions scenario, the increase of fall-precipitation at the moment of harvest
could bring high moisture content on the nut. For this same scenario, precipi-
tation increases in June and September could decrease irrigation requirements;
however, they could promote the presence of weeds and obligate the farmer to invest
more resources for controlling them. Under the scenario “business as usual”, from
December to August, the precipitation decrease most likely would be compensated
by increased irrigation.
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4 Conclusions

The RCA4 model reproduced the spatial patterns of the variables analyzed and their
main values realistically. This study shows that towards the end of the century, an
increase in maximum and minimum temperatures under both the low-emission and
the “business as usual” scenarios are expected in all seasons. The latter will have
repercussions on an extension of the budding period, dehiscence of the pecan flowers
and fruits, nut filling, and vivipary, which will affect the yield and quality of pecan
orchards. Also, the expected increase in temperature for the late twenty-first century
will enhance premature germination disorder. The temperature increase is respon-
sible for increasing theGrowing degree days in thewhole area croppedwith pecan.As
the Growing degree days increase in winter (autumn) late (early), trees’ active period
could be extended taking more time to start the dormancy period. Over the pecan
producing region, summers will be drier, a decrease in precipitation could increase
the irrigation requirements, and autumns will be wetter, promoting weeds appari-
tion obligating the farmer to take actions for controlling them. Under this evidence,
the pecan industry may be affected since yield and quality may decrease, espe-
cially in areas where pecan already suffers from stress due to water scarcity, extreme
temperatures, low chilling hour accumulation, and rainfall during nut maturity.
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Effect of Water Distribution Network
Pipes Size on Flow Rate of a House
Connection and Its Hydraulic Analysis

C. R. Suribabu and P. Sivakumar

Abstract Supply ofwater from the distribution pipeline to the house service connec-
tion varies street to street due to variation of water pressure. It is commonly noticed
that houses located near to the service tank or pumping station get more supply than
the houses located far away from the source or at dead-end users despite the house
service connection pipe diameter is being the same. Supply at the outlet point of
house connection directly depends on the pressure available at that point. In general
water distribution analysis, the demand in the particular street will be divided into two
quantities after clubbing the demand estimated in the street and assigned as a nodal
demand. So, the demand is fixed and for which analysis will be carried out using
hydraulic simulation. But, actual supply to the house is difficult to ascertain in this
method. In the present study, how to determine the actual supply to the house service
connection point through a hydraulic simulation is illustrated using a sample network.
The study illustrates how simulation can be done without fixing nodal demand in the
hydraulic simulation engine for house service connection having intermittent water
by treating it as open orifice and water is being collected directly in the sump. The
result of the study depicts that the diameter of water distribution lines and loss of
pressure head poses unequal distribution of water to the consumer. Further, the study
reveals that equity of supply can be ensured unless the flow at the house service level
is controlled.
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1 Introduction

Intermittent water supply systems are very common mode of providing water supply
to the public in most developing countries. Supply will be generally done 2–3 h per
day in the morning time and in some places, water will be supplied for a few hours
during the evening time. It is a general tendency of public to store as much water
available at their service point. This has let an uneven distribution of water supply
among the public. Most of the intermittent water supply systems are designed for
low source head (varies from 8 to 15 m). Due to low source heads, the availability
of residual pressure head often falls below 3 m in case of 8 m source head and 6 m
for 15 m source head. Large variation of residual pressure head will be noticed for
the system having huge coverage area. Under such a circumstance, more flow goes
to high pressure zone and a meager water supply happens at low pressure zone and
sometimes low pressure zone does not get adequate supply [1, 5]. Though this aspect
is well known to the design, municipal, and operational engineers, there is no good
mechanism to control the flow at house service level. Equal distribution of water to
the consumer is found to be a challenging task among municipal authorities through
pipeline designed for estimated nodal demand with proper future projection. Non-
uniform availability of pressure possesses a major concern during operation of water
distribution network. Though water metering is one of the effective mechanisms to
control the usage ofwater and reduce thewastage ofwater, effectiveness of the system
depends on its reliability of functioning. Collectingmeter readings for payment based
on consumption requires additional manpower. It is important to design a network
which delivers only specified quantity per day with high reliability. Such a design
cannot be obtained directly from hydraulic analysis alone as maintaining constant
pressure certainly requires an additional valve operation to control the flow remotely.

Hence, automatic control device at the house connection point is essential to
maintain the equal supply to all the house service connections. In the present scenario
of the intermittent supply, while supplying water at few hours, more water will be
delivered to the houses located at high pressure zones. While designing network,
the pipe diameter is obtained by considering demand occurs at nodal point instead
along the pipeline. Due to summing up of demand occurring along the pipe to the
node, hydraulic analysis provides the pressure at nodal points and flow rate through
a pipeline. No details will be available on what could be the actual supply of water
at the house service connection. In the intermittent water supply system, most of the
consumer collects the water in the underground sump constructed in their premises.
Later, water will be pumped to over tank available on the terrace of the building for
internal supply by gravity. The house service connection pipeline at the outlet point to
the sump behaves as an orifice opening. For highly intermittent water supply systems,
the outflows at the demand nodes behave as uncontrolled orifice-based demands [5].
It is a general tendency for the customers to draw themaximumavailablewater during
intermittent water supply periods and water will be stored in the underground storage
system more than required for the consumers expecting that there will not be supply
in coming days [3, 6]. The actual outflows at each nodal point during the supply hour
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in case of intermittent water distribution network (WDN) are the useful indicator
to assess the performance of highly intermittent WDNs [5]. Due to non-availability
of adequate water for supply, intermittent or discontinuous water distribution, and
rationing the available water is widely adopted not only in developing countries
and also in developed countries [1]. Assessment of house service supply is very
important to understand the actual supply of water. This can be assessed by creating
a node to each house connection point and connecting a sump (reservoir) to that
node. This method requires large creation of nodal points and also reservoir needs
to be connected to each house service node. This actually increases the complexity
to the hydraulic analysis. However, for small networks, it is possible to create such a
detailed network and can be analyzed using hydraulic simulation software. Paez et al.
[2] has shown that a network with large number of nodes connected with reservoirs
can easily be analyzed using any software. In the present work, a network with house
service connected with a reservoir is analyzed to assess the supply to each house. The
influence of main and distribution pipes on water supply to the house connections is
observed from the hydraulic analysis of the network.

2 Methodology

Fontanazza, et al. [1] introduces an index to evaluate the equity in the distribution
during intermittent operational conditions. The equity index (EQ) defined as the ratio
between volume of water actually supplied to the users in a service cycle and the user
demand. Its value represents the ability of supplying water against user demand and
helps to identify the advantaged and dis advanced users in the system. This equity
index is used to assess how equity of supply is getting affected when intermittent
supply system is adopted.

Equity Index = Volume ofwater supply

User demand volume
(1)

Delivery or withdrawal of water from the house connection may not happen as
per design quantity. Particularly, if the water is being collected in the sump, the pipe
outlet behaves as uncontrolled orifice and entire quantity will be supplied quickly
than design duration of supply.

The ratio of duration of supply of actual quantity and designed supply duration
can be defined as Supply duration index.

Supply duration index = Duration of supply

Designed duration
(2)

The following steps need to be followed to carry out the hydraulic analysis of the
network with HSC.
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1. Draw the network layout and create nodal point for each house service
connection. For connection to opposite houses, same node can be utilized.

2. Connect a sump (reservoir) to all the house service nodal point by 2.5 m length
12mmdiameter pipe (if 12mmservice connection is adopted in the system)with
necessary roughness coefficient. The exact length of house service connection
can be used if data is available. Otherwise, it is taken as half the width of the
road plus 1 m inside from house compound boundary.

3. Assign sump elevation as that of the nodal elevation.
4. By performing an extended period simulation for supply duration, the flow to

the house connection and change in water level at the source and also emptying
time of the source can be calculated through the simulation.

5. By changing the main pipe diameter, the flow at each house service can be
studied. This will show how the diameter affects the flow rate to the house
service level.

6. Calculate equity index and supply duration index for all the nodes to assess the
degree of equity for the system.

2.1 Example Network

A small rural water supply network is used for illustration of proposed approach to
study the equity in water distribution and effects of pipe size on supplying capability.
An overhead tank (OHT) shall supply water intermittently to 100 houses of a well-
planned small hamlet (Fig. 1). The bottom level of OHT is eight meter above the
ground level and it can store water to a maximum depth of 3 m. The inner diameter
of OHT is 3.66 m. The supply will be made for 1 h with a design supply rate of 5
L per minutes (LPM). The per capita consumption for small hamlet is considered as
60 L and with 5 people per house. The quantity of water to be supplied to each house
is 300 L. The house service connections (HSCs) are made with 12 mm diameter
pipe and connected directly to underground sump to collect water. The length of the
distribution pipe between HSCs is taken as 12m by considering each plot width 12m
(40 ft). The main pipe connecting tank and node is taken 100 m and the remaining
length of the pipe between nodes is considered 50 m. Controlled flow is possible if
the water tap is set in such a way that consumers draw water at the rate of 5 LPM.
Since the supply is intermittent, the general practice adopted in a country like India is
to store the water in the sump and pump the water to house OHT. Under this kind of
practice, the customer keeps the tap fully open to collect water in the storage system.

Figure 1 shows the rural water supply network with house service connections.
Each house connection node connects with a reservoir having elevation same as that
of distribution line. The length of house connection pipeline is taken as 2.5 m. The
hydraulic simulation of the network is performed using EPANET 2 [3] by changing
the main and distribution pipe size to examine the effect of pipe size on supply. Table
1 gives the details of pipe sizes for main and distribution pipes. Extended period
simulation is carried out until water in the tank gets empty. Single filling of water in
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Over Head Tank

Main pipeline House service connection line

Distribution pipeline

Underground sump

Nearest house service to the tank

Remotely located HSC to the tank

Fig. 1 Layout of a rural water distribution network

the tank can satisfy the demand of 60 L per capita. Double time filling will be able
to satisfy with 120 L per capita demand. It can be seen from the Table 1 that HSCs
located near to the tank and remotest point to the tank has distinct value when the
simulation is performedwithout restriction to the supply (uncontrolledflow).Another
important observation is that when the size of the pipe for main and distribution lines
is higher, more quantity of water gets delivered for all the connections. The time to
delivery increases when the pipe sizes selected for both main and distribution are
small. It is clear that more delivery of water takes place while pressure loss in the
main and distribution pipes is less. In all the eight options (Table 1), no option is able
to supply equal quantity of water to the consumers.
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Table 1 Initial flow rate at the house service connection and duration of supply

Sl. No. Main pipe
diameter in mm

Distribution
pipe diameter
in mm

Initial flow at
HSC located
near source
(LPM)

Initial Flow at
HSC located far
away (LPM)

Duration of
supply to meet
out demand
(min)

1 150 100 54.24 27.13 8

2 100 100 26.57 9.12 23

3 100 75 26.93 9.20 23

4 150 75 38.35 25.33 12

5 150 50 38.08 13.16 17

6 100 50 28.84 7.06 27

7 75 50 22.00 2.78 48

8 75 75 19.94 2.54 44

Controlled withdrawal of water can alone maintain the equity of the supply. There
are large variations of flow between HSC located near the tank and far away from
the tank. It can be seen from the Table 2 that equity of the supply with respect
to 300 L per connection is unachievable under uncontrolled flow. From Table 2,
it can be observed that the interval between maximum and minimum equity index
values increases when the network pipe sizes decrease. Smaller pipe sizes offer more
resistance to flow and supply more water at nearest nodes to the tank than that of
with higher pipe sizes. Time taken to empty the tank is more if the network with
smaller sizes. This aspect highlights the importance of the selection of appropriate
pipe sizes for both main and distribution pipes. For small size networks, the best
combination pipe sizes can arrive through a permutation and combination. But, for
larger size networks, the optimization model provides a better solution. If the same
network is simulated by setting nodal demand as 5 LPM, then, demand for all nodes
will be satisfied as per hydraulic simulation and equity of one will be achieved.
But, in reality, this won’t happen at all HSCs unless consumers draw water 5 LPM

Table 2 Equity and supply duration indices for different pipe configured network

Sl. No. Main pipe
diameter in mm

Distribution pipe
diameter in mm

Equity index Supply duration
indexMaximum Minimum

1 150 100 1.46 0.73 0.13

2 100 100 1.92 0.66 0.38

3 100 75 1.95 0.67 0.38

4 150 75 1.45 0.95 0.20

5 150 50 2.04 0.70 0.28

6 100 50 2.44 0.60 0.45

7 75 50 3.32 0.42 0.80

8 75 75 2.76 0.35 0.73
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only. Supplying equal amount of water among all the consumers is not possible
hydraulically without any control device. A control device should be developed in
such a way that whatsoever change in pressure, the device should be able to control
the pressure automatically and maintain constant pressure in order to ensure constant
supply to all the consumers of the system.

3 Conclusion

The study reveals that equity of supply is hardly possible without any control device
at house service connection level particularly intermittent water supply or consumer
themselves should draw the water as per designed demand. The degree of supply to
the consumer depends on the main and distribution pipe sizes. The study illustrates
how main pipe sizes influence the rate of flow at house service connection. The
network composed with smaller pipe sizes could take longer the supply duration to
meet out the volumetric demand than the same network composed of higher diameter.
If the supply is administrated as uncontrolled flow, then large deviation in the supply
between the HSC located near to OHT and far away from the OHT is observed.
Water supply to all populace is possible effectively once a control device is provided
at HSC point.
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Leakage Optimization of Water
Distribution Network Using Artificial
Intelligence

Sejal Desai and Gargi Rajapara

Abstract In water distribution system, maintaining adequate pressure and uninter-
rupted water supply for an efficient distribution to the consumers is very important.
Main objective of the recent study was to analyze water distribution system by simu-
lating flow in the network using hydraulic model and optimization tools in form of
genetic algorithm (GA) using MATLAB for minimizing leakage. Novel tools and
strategies were used in the form of advanced hydraulic simulation models and its
optimization for precise prediction of the behavior of flow in the system. Hydraulic
model developed in EPANET 2.0 was used to simulate the pressure and discharge
at various nodes known as junction and links of pipes which gave the hypothesis
that the leakage in the system has been encountered. Genetic algorithm (GA) is a
part of artificial intelligence (AI) which is a fast and precise method for single or
multiple targets of optimization. The leakage model was formulated and coded in
genetic algorithm and optimized. Genetic algorithm is the optimization technique in
MATLABadopted tominimize the leakages at the critical nodes. The results obtained
by genetic algorithm reduce the amount of the leakages to an optimum value. The
amount of leakages obtained by genetic algorithm in the network is reduced to 73%
from the actual leakage calculations. The proposed novel methodology was very
effective in optimizing the leakage scenario, thereby minimizing the leakage and
wastage of water, thus resulting into augmented storage of the water.
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1 Introduction

Water is next to air which is the most essential commodity for all the living being
to sustain and maintain their life [1]. As per recent survey, around 2.2 billion people
around theworld lacks safelymanaged drinkingwater, 3 billion population lack basic
hand washing facilities [2]. Ever increasing population demand for water increment,
industrialization, and irrigation requirements leads to over exploitation of this trea-
sure, leading to scarcity. Water Distribution System (WDS) network receives treated
water, and then it is supplied to the consumers. Hence, in any efficient Water Distri-
bution Network (WDN), it is very essential that water reaches the end point with
sufficient pressure, flow, and potable water standards as per CPHEEO standards [3].
Distribution network consists of network of various diameters of pipes, overhead
tanks, pumps, control valves, disinfectant dosing stations, etc. The majority of the
WDS elements are either hidden beneath the ground or unnoticeably placed [4].

Models of the water distribution network have been widely accepted like a tool
for simulation of hydraulic as well as water quality scenarios in the network [5].
According to WHO/UNICEF, water supplied in pipe was considered as an improvi-
sation in living standards when drinking water was supplied to the various buildings,
plots areas, etc. [6, 7]. It was predicted that 50% of piped water supply in the Asian
countries were having intermittent water supply [6, 8]. However, pilot projects were
gradually rising in few of the cities in India [9].

An efficient and sustainable water distribution system relies on the service given
by the supplier and the generation of income from the consumers [10]. Continuous
water supply reduced the queuing of the people at public taps [11].

2 Case Study

According to the research of American Water Works Association (AWWA), leakage
discovering agency in the year 1996 recommended 10% as a benchmark for unac-
counted for water (UFW) of the losses incurred during the supply in the water distri-
bution network [12, 13]. This was one of the major losses of precious treated potable
water in piped network [3].

2.1 Study Location

Research for study area located in Ahmedabad city was conducted. Objective of
selecting present case study is to analyze and optimize leak in the continuous distri-
bution network. Ahmedabad is one of the largest city in Gujarat state with semi-arid
climate, located at 23°2′1′′ N and 72°35′6′′ E Gujarat, in western India on the banks
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Fig. 1 Site location of the area under study

of Sabarmati river having average annual rainfall of 450–800 mm during monsoon.
The city has an area of 466.00 sq km consisting of approximate 56 lakh residents.

Reduced level of Ahmedabad was found to be 52.500 m. City had been divided
in to various six zones like North, East, Central, South, West, and New West zones.
Jodhpur, having ward number 25, was identified with the circle, which was as shown
in Fig. 1. Study area was further divided into district metering area having an area
of 181.44 ha.

2.2 Study Area Data Collected

Thedata availablewere of the test results conducted during the implementation period
of the distribution system. Still complete execution of the continuous network was
under operation. The Jodhpur comes under New West zone, and it was developed
in year 2007. Hence, the population as per the census survey for year 2011 has
been considered as 95,444. The population prediction of this research area has been
calculated using various numerical methods as suggested in CPHEEO manual [14].
Maximum population is obtained by incremental increase method in the year 2041
which was taken for the further calculations.

Water was supplied to Ahmedabad city through various water sources and then
treated at fourwater treatment plants. Treatedwater from thesewater treatment plants
was supplied to six zones ofAhmedabad. JaspurWTPgetswater fromDholka branch
canal from Narmada River. Jaspur supply water to NewWest Zone which is divided
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into two zones North West zone and South west zone. Since Jodhpur lies under New
West Zone, it received water from Jaspur water treatment plant. Per capita water
supply was approximately 140–160 lpcd. The water quality was checked and it meet
the standard, set by World Health Organization WHO. There was intermittent water
supply in most of the city. Looking to the experience of 24 × 7 water supplies in
other cities of India, Ahmedabad Municipal Corporation has taken initiative toward
converting intermediate water supply to continuous supply.

3 Methodology

Nowadays, with the inventions in the software technology utility of models is more
convenient and powerful for water distribution network. Hence, the results obtained
through computer simulations are more acceptable. Model results can be compared
to the field operations, and the distribution network operator can identify the various
causes of the problems in the system and get the solutions in the first attempt itself,
instead of making changes in the real distribution system through trial and error. The
ability to explore all the possible alternatives for a wide range of options results in
an economic and robust designs of models in a speedy and easy way [3, 15]. The
modeling has a vital function for the progress and application of water quality and
hydraulic modeling in the whole world [16]. These models were highly improved
in 1990 with the preface of EPANET model [17–19] and many other commercially
available water distribution model [5]. Studying various problems is caused by the
water distribution systemdesign; itwas very difficult and expensive for the large-scale
working system. Hence, pilot project was taken under the study. Firstly, identification
of the problem for given study area, collection of the data was done. Then hydraulic
model was generated for the study area using EPANET. Secondly, in order to solve
the problem of leakages, critical nodes were identified in the network. Thirdly, an
appropriate solution for the minimization and optimization of leakages was carried
out utilizing genetic algorithm.

Methodology adopted in this study is represented in detail in the flowchart as
shown in Fig. 2.Area under study received treated potablewater fromwater treatment
plant. Thiswaterwas distributed in the pipe network having varied pipe diameters and
different pipe lengths. Study area was distributed into five small district measuring
areas (DMA). But the data for critical nodes at DMA 2, 3, 4, 5 were only available.
Hence, only four critical points were taken in the study. For hydraulic simulation in
EPANET model, various input parameters were set, and pressure was obtained as
output. Actual pressure was measured on field at various critical nodes in this DMA
and was compared to the simulated results obtained from EPANET. The difference
in the actual and simulated results detected leakages in the network. Hence, to mini-
mize the predicted leakages, optimization of the leakages was carried out using
genetic algorithm. For leak optimization, mathematical model was generated giving
the parameters and constraints to themodel. Then usingMATLAB, genetic algorithm
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WATER DISTRIBUTION NETWORK

DEMAND NODES AND PIPES

WATER DISTRIBUTION MODEL SIMULATION IN 
EPANET

DISTRICT METER AREA (DMA) – DMA 1, DMA 2, 
DMA 3, DMA 4, DMA 5

PRESSURE 
SIMULATED 

PRESSURE MEASURED AT 
CRITICAL POINT 

MODEL SIMULATION FOR LEAKAGE

DETECTION AND LEAKAGE 
MINIMIZATION

GENETIC ALGORITHM

END

WATER SOURCE 

YES

NO

Fig. 2 Flowchart for optimizing water distribution system

code was developed giving various input parameters, and ultimately, the leakages
were minimized which is discussed further in detail in this research.

3.1 Hydraulic Model Parameters

Considering all the input data like length of pipe, pipe roughness, elevation, and
demand of water in the area, the results of output obtained in form of velocity,
pressure, and discharge of water at different pipe links and junctions were received.
Computational outcome of hydraulic parameters acquired, by means of EPANET,
preciselymatchedwith the outcome received by the computationmadewith EXCEL.
It was inferred from this outcome that EPANET can be compared and validated with
any other water distribution system [20, 21]. Pressure dependent demands (PDD),
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which incorporate nodal demand to the pressure function, was derived by Walski
[22]. To analyze distribution network using EPANET, following input data were
required.

3.1.1 Junction Input Parameters

In the distribution system, the points where links join collectively were junctions.
At this point, water leaves or enters the system. At all the junctions, input data had
required elevation higher than any reference viz. water demand and mean sea level
(MSL).

3.1.2 Output Result of Junction

It computes hydraulic head, pressure in the water distribution network.

3.1.3 Pipes Input Parameters

Pipes are also called as links which transmits water from one point to another point
in a network. In EPANET, it was assumed that all the pipes were under pressure
and full at all times. At the same time, flow direction of water was from elevated
hydraulic head to the lesser hydraulic head. The essential hydraulic parameters for
the pipes input were starting nodes and ending nodes, pipe roughness coefficient,
length of the pipe, and diameter of the pipe.

3.1.4 Output Result of Pipes

The computed output given by EPANET was flow rate, velocity, and headloss.

3.2 Hydraulic Model Simulation by EPANET

Following steps were carried out in EPANET for hydraulic model simulation:

1. Water distribution network was drawn in the software or imported from
AutoCAD or basic explanation of network in text file. Appropriate scale for
the network drawing was taken.

2. Properties of the objects that made up the systemwere edited. Various properties
and required data entry in various objects like junction, reservoirs, and pipes
were made.

3. Description of the operation of the system.
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4. Set options selected for the analysis.
5. Hydraulic analysis is obtained by the ‘RUN’ option.
6. View option shows the outcome of the hydraulic analysis in forms of various

tables and graphs.
7. Same steps can be repeated for the other water distribution networks.

Three equations commonly used for pipe friction head loss wereManning’s equa-
tion, Hazen-Williams, and Darcy-Weisbach. All these equations relate friction loss
or head in the pipes to the length of pipe, velocity of the pipe, roughness of the pipe,
and diameter of the pipe.

3.3 Hydraulic Model Performance for the Study Area

The hydraulic performance of the study network can be enhanced using EPANET.
As depicted in Fig. 3, tank was the inlet to the distribution network taken under
study. Various input data like diameter of the pipe, ground elevation, and maximum
and minimum water level were feed in the EPANET model. The input data of water
demand and reduced level for each junction or node at which water enters or leaves
were inserted. Input information for the pipe diameter and roughness factor was
entered at each of the links. The model calculates the output pressure at all the
nodes. Also, simulation results obtained at each link were velocity, unit head loss,
and flow rate as shown in Fig. 3. Thewater flowdirectionwas from elevated hydraulic
head to the lower hydraulic head. In this research, EPANET pipe network consists
of total 118 numbers of links and 88 numbers of nodes. A control valve is provided
at the starting of the water distribution system.

Fig. 3 Successful run of hydraulic model in EPANET
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Once all the input parameters are entered in the model to check the validity and
correctness of the model, ‘RUN’ command is given to the model [20, 21]. If the
generated model is proper considering all the input parameters, it would give the
confirmed output result as ‘Run Successful’ as shown in Fig. 3. Also, nodes and link
tables are generated after the successful run of the model which is inserted as shown
in Fig. 3. This gives the verification of the simulated hydraulic model.

3.4 Comparative Study of Hydraulic Models by EPANET
and WaterGEMS

EPANET and WaterGEMS are the two softwares that are extensively used for
designing and analysis in water industry. A comparative study was conducted to
check the variations in different parameters of EPANET and WaterGEMS.

3.4.1 EPANET

It is a computer program which performs extended period simulation of hydraulic
and water quality behavior within pressurized pipe networks. A distribution network
consists of pipes, nodes (pipe junctions), pumps, valves, and storage tanks or
reservoirs.

3.4.2 WaterGEMS

It uses results of hydraulic model to help and optimize the design of complex water
distribution systems and utilize built in scenario and management features to keep
track of design alternatives. WaterGEMS can also optimize the design using the
inbuilt Darwin Designer network optimization tool. Input data of nodes, pipes for
the study network are entered, and the simulated results obtained after running the
EPANET software are shown in sample Table 1 for 94 nodes in the network.

The pressure results obtained from the ‘Successful Run’ of the EPANET and
WaterGEMS software are summarized in Table 1. Figure 4 represents pressure read-
ings obtained from EPANET andWaterGEMS software which are variating between
0.01m and 0.21 m.

3.5 Mathematical Model for Optimization

Main objective was to obtain set of pipe network and/or outflow parameters such
that the difference between the observed and computed variable such as nodal head,
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Table 1 Comparison of pressure in EPANET and WaterGEMS

Nodes Pressure obtained in
EPANET (m)

Pressure obtained in
WaterGEMS (m)

Difference of pressure in %

3 19.51 19.5 0.05

4 18.5 18.4 0.54

5 5.12 5.1 0.39

6 17.48 17.4 0.46

8 23.81 24 0.79

9 16.78 16.8 0.12

10 21.51 21.4 0.51

11 17.65 17.5 0.86

12 16.51 16.5 0.06

13 17.66 17.7 0.23

14 20.71 20.6 0.53

15 20.7 20.8 0.48

16 22.66 22.7 0.18

17 21.67 21.7 0.14

18 19.68 19.8 0.61

19 20.58 20.7 0.58

20 20.59 20.7 0.53

22 18.52 18.6 0.43

23 18.64 18.7 0.32

24 18.28 18.3 0.11

25 16.28 16.4 0.73

26 16.32 16.4 0.49

27 19.36 19.5 0.72

28 16.28 16.4 0.73

30 19.6 19.5 0.51

31 21.65 21.6 0.23

32 20.74 20.7 0.19

33 20.73 20.6 0.63

34 21.49 21.5 0.05

35 23.58 23.5 0.34

36 22.59 22.6 0.04

89 20.33 20.4 0.34

90 21.35 21.3 0.23

91 22.52 22.5 0.09

92 24.51 24.3 0.80

94 25.39 25.2 0.75
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Fig. 4 Pressure variations in EPANET and WaterGEMS

pipe discharge were minimum. Although alternate formulations were possible, the
sum of weighted squared error was used in the present analysis. If the variations
between the simulated and actual discharge reduces, it was assumed that the leakage
will be minimum in the network. Hence, the leakage would be calculated based on
the difference between variation of actual and simulated values of pressure, and head
was taken as the hypothesis for the study area as it was the test run done in WDS.
Lesser the difference minimum would be the leakage.

3.5.1 Objective Function

The objective function to be minimized was written as shown in Eq. 1.

Min
n∑

t=1

(X) (1)

Minimizing leakage amount was in m3/h, m3/day, m3/s, l/s, l/h.
Leakage factor is represented by the parameter vector X and is determined by

minimizing the objective function F(X):

F(X) =
n∑

t=1

[WH

∑

i

(Hi (t; x) − Hi (t))
2 + WQ

∑

i

(
Q j (t; x) − Q j (t)

)2] (2)
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where t, i, and j denote the time, index of a junction with a pressure sensor, and index
of a conduit with a flow meter, respectively. The measured head that is the sum of
pressure head and elevation is shown by Hi(t), and flow rate is denoted by Qj(t).
Their corresponding model forecasted was shown with the parameter vector X as
Hi (t; x) and Q j (t; x). The characterWH andWQ denoted the weights for flow rate
and pressure head, respectively. The choice of weight was an important consideration
in objective function specially where two measurements had different physical unit
and had large variation in their magnitude. The ordinary least square method was
based on the use ofWH orWQ = 1 [23]. Equation 2 represented the variation between
the readings measured on field by the sensors and the results obtained from hydraulic
simulation model.

3.5.2 Constraints of Leakage

In this research, leakage (Li ) is less than 3 l/s approximated, and hypothesis was
made for the model formation as a constraint as shown in Eq. 3. This constraint of
leakage value was considered after referring to various researches [24].

n∑

t=1

Li ≤ 3 (3)

Pipe length, diameter, roughness, discharge, and velocity were taken as the major
parameters which directly affected the leakages, flow, and pressure in the water
distribution system. These parameters were taken into considerations in coding of
genetic algorithm for optimization of leakages.

3.5.3 Total Demand Parameters

The demand qi (t) of i junction of the simulated model consists of authorized demand
di (t) and leakage as Xaki (pi (t))∝ pressure reliant demand observed in Eq. 4 and
referring to research of Adachi [25] and Maskit [26].

qi (t) = di (t) + Xaki (pi (t))
∝ (4)

where the symbol denotes pi(t) the pressure junction ‘I,’ at time ‘t.’ The symbolXa, ki,
and α represents the scale factor parameter for the area ‘a,’ spatial factor of junction
‘i,’ and the emitter exponent ‘α,’ where α value was 0.5 for the cast iron pipe or
ductile iron pipe [24]. The authorized demand di(t) represented the authorized water
consumption, which was assigned based on the flow rate measurement and meter
reading. Leakage was modeled as an emitter type pressure reliant demand. Leak
emitter coefficient was the product of area scale factor Xa and junction spatial factor
ki. Area spatial factors were the elements of the vector parameter X. Spatial factor
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was given by ki = ∑
β. Here β was a risk component that depends on distribution

pipes and service connection.

3.5.4 Leakage Discharge

Leakage was calculated with the given Eq. 5.

Leakage discharge = Xaki (pi (t))
∝ (5)

Taking Xa ki = emitter coefficient = 0.92 and α = 0.5 [25, 26] from orifice meter
formula calculated and generalized for different pipe material. Pressure simulated
hydraulically and actual pressure leakage discharge was found by [Xaki (psim(t))α

− Xaki (pact(t))α], where psim and pact were the pressure simulated by the hydraulic
model and pressure actual measured in the study area. Leakage discharge presumed
by the leakage formula is between 0.80 and 0.85 l/s. Using leakage optimization
model Eq. 2, the objective function of leakage minimization was obtained as 0.32 l/s.

3.6 Optimization Using Genetic Algorithm (GA)

Genetic algorithm provided a solution space compassing of high proportion of good
solution. The GA involved three steps that were selection, crossover, and mutation
which created new generation from initial population [27]. The process started by
consideration of the current population as an initial population up to the termination
criteria. GA had an ability to solve multi-model function, multi objectives nonlinear
discreet, and continuous functional problems [28]. The individual bits were consid-
ered as genes. The mutation and crossover rates were adapted to the generation’s
fitness statistics for each generation [29].

Objective of pressure monitoring in the network was to find out the relation
between pressure changes and leakage rate. It was done to optimize the accuracy
and complexity of the network [30]. Optimizing energy consumption costs and envi-
ronmental emissions by dynamically arranging pumping cycles was a nonlinear and
multi-objective problem with significant constraints. For solving this kind of prob-
lems, genetic algorithmwas suitable [31]. Recently artificial intelligence-based tech-
niques like genetic algorithms have received increased attention worldwide [32]. The
genetic algorithm was utilized to find out operating water levels for reservoirs, diam-
eters of new and duplicate pipes, and status of valve control. As a result, the estimated
expansion costs of the system were minimized [33].

Research was carried out to find the most appropriate optimization method for the
water distribution network. Various optimization techniques like genetic algorithm,
differential evolution, particle swarm optimization, and ant colony optimizationwere
compared, and among them, most appropriate system for leakage optimization can
be ascertained. The study concluded that genetic algorithm was the most appropriate
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method for leakage optimization for the district measuring area (DMA) taken under
study [34]. Main purpose of this research was to find out the most suitable method
of optimizing and thereby minimizing leakages in the water distribution system. By
appropriate selection of an optimization method with hydraulic simulated model, it
would result in maintaining of adequate pressure and assuring the proper flow in the
network and reduction of leakages and losses of water. A set of solutions presented
by chromosomes were named as population. These set of solutions were utilized
to form a new better population as offspring. Further selection and reproduction of
offspring were based on the fitness. This procedure was repeated till some condition
was satisfied. Vital steps of genetic algorithm were as follows:

1. (START) For the proper any problem to obtain solution, first create a random
population of ‘n’ number of chromosomes.

2. (Fitness) For each ‘X’ chromosome estimate the fitness function f (X). It was
also called as an objective function.

3. (New population) Novel population was generated by replicating procedure till
new required population was obtained.

i. (Selection) Two parent chromosomes were chosen from the population as
per their robustness.

ii. (Crossover) Parents were crossed over to obtain offspring.
iii. (Mutation) Each locus point in chromosome new offspring was mutated.
iv. (Accepting) In new population, new offspring was placed.

4. (Replace) Now new produced population was used for advanced run of the
algorithm.

5. (Test) STOP if end situation was obtained.
6. (Loop) Go to step 2 if end results were not obtained.

During crossover and mutation, there were chances that paramount chromosome
might be vanished which are of good quality. So, Elitism was utilized in which best
chromosome was first copied to a new population, and thus, it prevents losing of best
found output solution at the end.

3.7 Genetic Algorithm (GA) Flow Chart in MATLAB
for Optimization

Flowchart of genetic algorithm was prepared as shown in Fig. 5 to make the
systematic analysis using GA.

Genetic algorithm in MATLAB was set as follows:

1. The node discharge was converted into binary numbers using eleven digits to
store discharges from 0.000 l/s (binary: 00000000000) to 2.047 l/s (binary:
11111111111).

2. The initial population was generated arbitrarily.
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Fig. 5 Flowchart for optimization by genetic algorithm

3. Evaluation of the objective function was done for each and every individual of
the population.

4. Crossover was utilized for 20 numbers of generations to create the next popu-
lation, with a number of the paramount individuals being kept without altering
(elitism).

5. Points 3 and 4 were repeated until required number of iteration was arrived.
6. The basic parameters of genetic algorithm are shown in Table 2.

3.7.1 Population

It was observed that very large population size does not improved functioning of
the genetic algorithm in the terms of pace of finding the result. Population size was
generally kept fixed. Population size about 20–30 was good. In general, GA uses the
population size of 30–200 was the best [35]. Hence in this study, population size of
40 chromosomes was taken for the analysis.
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Table 2 Basic parameters of
genetic algorithm

GA parameter Description

Population size 40

Chromosome length 11

Probability of crossover 0.5

Probability of mutation 0.5

Iterations 2000

Selection method Roulette

Crossover 1point

3.7.2 Mutation Probability

Mutation rate was taken as very low. Excellent results were obtained if the mutation
values were around 0.5–1% [35]. Hence, the mutation probability rate was taken as
0.5 for this study as shown in Table 2.

3.7.3 Selection Method

From existing population, best chromosomes were selected and placed in thematting
pool in the probabilistic manner. There were various methods to select the chromo-
somes for parents for the crossover. One of the methods which were best suited for
the study area was Roulette-wheel for rank selection.

3.7.4 Crossover Probability

In GA, crossover was found out by the ratio of number of pairs of chromosomes to
be crossed over to some fixed population. Its probability ranges from 0 to 1. As per
the study, it was found that for the population of size 30–200, crossover probability
lies in 0.5–1 range. Hence, the researcher had taken crossover probability as 0.5.

3.7.5 Crossover Point

It was a single point selected on two parent chromosomes which was picked up
randomly and named as ‘crossover point.’ The bits to right hand side of that point
were swappedbetweenparents to give twooffspring consistingof genetic information
over it and were better that their parents. As per the study for the population of size
30–200 [35], researcher had taken crossover point taken as 1.
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3.7.6 Chromosome Length

Chromosome characterized as binary string of 0 and 1. Hence, the length of the
chromosome in the coding of the program in this research was taken as 11.

3.7.7 Iterations

This repetitive computation was done to get the best solution in GA. The number of
iterations conducted for this research of leakage optimization was taken as 2000.

The input values for optimization of the leakages were written in the code of
MATLAB which was given as in Table 2, and also, the constraint of leakage for less
than or equal to 3 l/s was considered in code. The pipe material used was ductile iron
or cast iron pipe for which the pipe resistance was taken in the calculations. Length
of the pipe, elevation of the pipe laid, diameter of the pipe, and water demand of the
particular area all these parameters were considered for the calculations in EPANET,
and these simulated values of pressure and discharge or flow were taken in the calcu-
lation of optimization problem, and hence, these parameters were incorporated and
inbuilt in the optimization calculations. Main parameters taken for the genetic algo-
rithm were pressure and flow, hydraulically simulated and actual measured during
test run. These hydraulically simulated results were indirectly correlated to param-
eters like reduced level, water demand at nodes, pipe diameter, pipe length, and
roughness factor taken within the maximum and minimum ranges and were coded
to get perfect optimization results for the study area.

3.8 Genetic Algorithm Code in MATLAB

For the optimization of leakage, actual code was written in genetic algorithm in
MATLAB. The code was ‘Successfully Run.’ Genetic algorithm code after its
successful runwas programmed to generate graph automatically. In Fig. 6, successful
run of code with minimum leak value is depicted. As depicted in Fig. 7, successful
run of GA code with fitness graph is shown.

3.9 Parameters for Genetic Algorithm

Parameters such as pipe resistance, pipe impedance, pipe decay, pipe leakage and
length of the pipe, diameter of the pipe, pipe material, and gradient of the pipe are the
various parameters which could be taken into the considerations while considering
the optimization. The pipe material used was ductile iron pipe for which the pipe
resistance was taken in the calculations. Length of the pipe, elevation of the pipe laid,
diameter of the pipe, and water demand of the particular area all these parameters
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were considered for the calculations in EPANET, and those simulated values of pres-
sure and discharge or flow were taken in the calculation of optimization problem,
and hence, those parameters were incorporated and inbuilt in the optimization calcu-
lations. Main parameters taken for the genetic algorithm were pressure and flow,
hydraulically simulated and actual measured during test run. These hydraulically
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simulated results were indirectly correlated to parameters like reduced level, water
demand at nodes, pipe diameter, pipe length, and roughness factor taken within the
maximum and minimum ranges.

Figure 6 shows the number of iteration up to 2000 numbers on x axis and optimized
model leakage values on y axis. The graph depicts that with least number of iterations
of 1223, theminimum leakage that is optimized leakage valuewas 0.3144 l/s. Figure 7
shows the generations on x axis and optimized fitness function values on y axis.
The graph depicts that at the 50th generation, fitness stabilizes between 0.318 and
0.3182 l/s.

4 Results and Interpretations

Firstly, results obtained from hydraulic simulation of model in EPANET after
enteringvarious input data gavepressure head at various nodes in the network after the
successful run, while at links output data like velocity, discharge, etc., were obtained
which is tabulated in this study. The model also showed the direction of flow in the
distribution network. Secondly, in this research, pressure results of EPANET and
WaterGEMS are compared. It was observed from the graph that pressure readings
obtained from EPANET and WaterGEMS are variating between 0.01 and 0.21 m.
Also, the pressure results showed average 0.37% of variation between two softwares.
From the acquired results, it was interpreted that both the softwares are competent
for the hydraulic simulation of model. Hence, EPANET software is selected for the
hydraulic model simulation as it is available as ‘open source.’

Thirdly, mathematical model generated was found to be competent enough to
serve the objective of optimization. Fourthly, the coding of genetic algorithm was
done in MATLAB, and then, the code was run successfully giving the output results
in the graph pattern. The results showed that the graph depicted theminimum leakage
of 0.3144 l/s in the least number of iterations of 1223, while the actual leakage value
calculated was 0.85 l/s. This satisfied the constraint of leakage which was taken as,
less than or equal 3 l/s. So, it was interpreted from the results that the objective
function F(X) to minimize the leakage in the water distribution system was obtained.
Thus, optimization of the leakage parameter was achieved, and the aim of the study
project was completed. Hence, a novel concept of leakage optimization using coding
program by genetic algorithm in MATLAB computer programming language was
adopted.

5 Conclusions

Research showed that pressure obtained in the network at various junctions was
adequate in almost 94% of the pipes than the minimum pressure requirement as
suggested by Central Public Health and Environmental Engineering Organization
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(CPHEEO) manual. EPANET 2.0 consumed a smaller amount of time and obtained
more precise results. It could be utilized in various complicated distribution networks.
This hydraulic simulation runs successfully, which showed that the system was
competent with the continuous water distribution system maintaining pressure and
flow in the network.

The amount of leakage to be minimized had been estimated by optimization
model. Genetic algorithm was the optimization technique in MATLAB adopted to
minimize the leakages at the critical nodes. The amount of leakages obtained by
genetic algorithm in the network was reduced to 73% from the actual leakage calcu-
lations. Thus, the leakages were minimized to the optimum value. Thus, prior study
of any water distribution network will help the authorities that can supply an efficient
water distribution systemwithminimumwater losses and required pressure and flow.
In absence of SCADA system and precise leakage measurement instruments, data
acquisition had a limitation. Laboratory model of the network could be framed, and
experimental setup can be studied as future scope.
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The Effect of Pipe Age and Piping
Materials on Chlorine Decay in a Pilot
Loop Water Distribution Network

C. Ramprasad and C. R. Suribabu

Abstract Chlorination is one of the most widely used methods of disinfectant in
many developing countries water distribution network due to its inexpensive, highly
effective, and stable nature. In the transmission and distribution network, the water
quality can deteriorate with age due to various factors like pipe wall materials,
biomass growth, and reaction with ammonia, iron, and organic compounds. In the
present study, the impact of service age of the pipe and the pipe materials on the
chlorine decay in a pilot loop water distribution network was performed. The two
distinct zones in South India with a partial water distribution network with dissimilar
water source and piping material were selected for the study. The network 1 has 35
piping with 24 junction was constructed with galvanized steel material with a Hazen
Williams roughness coefficient as 120. In network 2, therewere 60 piping systemwith
33 junctions and were constructed with cast iron material having Hazen Williams
roughness coefficient as 100. The results show that the chlorine first order wall decay
is highly governed by the pipe service age and the piping material. The results indi-
cate that quality of the residual chlorine above the standard value of 0.2 mg/L was
maintained at a constant rate immediately after the flow in the galvanized steel pipe.
However, in the cast iron piping due to the roughness and aging factor, it takes more
time to achieve the desired concentration of above 0.2 mg/L. Additionally, in the cast
iron pipe, the quality is changing periodically. Therefore, the study concludes that
chlorine decay is not affected in the galvanized steel pipe and recommended for the
pipe networks in South India.
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1 Introduction

The drinking water obtained from the surface water sources has to be treated in the
treatment plant with an addition of disinfectant before the distribution. The most
common and quite extensively used disinfectant is chlorine due to its cost effective-
ness and stable nature. Chlorine iswidely used for treating the drinkingwater because
it prevents the re-growth of bacterial contamination like E. Coli [1]. Consequently,
the chlorine concentration needs to be maintained with a minimum level of above
0.2 mg/L in the entire water distribution network. Mohapatra et al. [2] throughout the
water network is a significant aspect of water quality management. Nonetheless, the
residual chlorine concentration in a water transmission system varies with various
physical properties [2]. In the water distribution network, the free chlorine concen-
tration can be obsessive in the wall properties, bulk liquid phase, or reaction with
organic biofilm or bio-materials formed with ammonia and iron deposits. Addition-
ally, the free chlorine evaporates as it interacts with the deposits or scale formed, and
it reacts with the corrosive layers and developed organic biomass on the inner pipe
walls, roughness of the piping materials, and with the piping age [3–7]. Zhang [6]
illustrated that it is difficult to estimate the chlorine decay in real-time water distribu-
tion systems, especially if they work under deprived hydraulic conditions (like aged
pipes, small velocities, looping nodes, etc.). As a result, the evaluation of chlorine
decay in the simulated water distribution system seems to be easier, if the bulk liquid
reactions can be separated from the pipe wall and its materials associated reactions.

It is a necessity that maintaining the water quality in the distribution system espe-
cially the chlorine disinfection levels at constant minimum dosage of 0.2 mg/L in
the entire distribution system to avoid the growth of bacterial contamination. If the
quality is not maintained, then there are chances of humans get infected with water
borne diseases. The factors that affect the chlorine decay in the distribution network
need to be identified, and modeling the residual chlorine levels and its decay rate in
treated and distributed water should be developed. The recent studies on the chlorine
decay and its by-products’ formation in the water distribution system are meagre
concerned to piping age [8, 9] flow velocity [10, 11] and pipe materials [4, 5, 6, 12]
for the simulated water networks. Kim et al. [13] demarcated a strong relationship
between the decay coefficient and the Reynolds number (Re) for a generalized chlo-
rine prediction model. A balance between a chlorine disinfectant dosage remaining
after certain time (say 60 h or 80 h after pumping) and decay of pathogens numbers
in the drinking water is essential, and hence, it is essential to identify with the mech-
anism as well as the factors governing the chlorine decay in distribution networks
[14].

In the real-time water distribution network, the chlorine decay predominantly
governed by the reaction kinetics that happens between the bulk water and biofilm
attached and grown at the sides of the pipelines. In the water distribution network,
the initial chlorine concentrations from the source of water (like rivers, lakes or reser-
voirs) are the vital one that determines the chlorine bulk decay rate, whereas chlorine
wall decay rate depends on the pipe age, organic biofilm thickness, inorganic scale
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formed, and pipe material. The following Eq. 1 represents the overall chlorine dissi-
pation within the distribution network. The overall decay rate constant is equivalent
to the summation of bulk and wall decay rate, as shown in the equation below.

dc

dt
= −KtotalC = −(Kbulk + Kwall)C (1)

The rate of wall reaction (Kwall) is governed by the wall rate constant, the water
flow velocity through the pipes, and surface–volume geometry of pipe or the pipe
diameter [11]. Therefore, overall wall decay constant could be expressed as follows,

Kwall = 4(kf ∗ kw)

D(kf + kw)
(2)

where

D is the diameter of the pipe measured in meter
kw is the wall constant and measured in meter per day
kf is the mass transfer rate constant and measured in meter per day.

The chlorine decay follows the first order rate reaction kinetics, where the rate
constant Ktotal plays a vital role. The chlorine residual concentrations at any junction
or node in the water distribution system were determined by EPANET [15] soft-
ware model. The EPANET program was employed by many researchers to estimate
the chlorine reaction for simulated and real-time water networks [4, 5, 6, 11]. The
reactions of chlorine in any water distribution network are affected by three vital
parameters, and the reaction models are programmed into EPANET 2.0 software.
Initially, the quality of chlorine in the reservoir has to be fed into the software, and
the bulk decay rate has to be provided next and finally the decay rate limited to wall
properties. The bulk decay rate allows modeling using first and second order rates
or even for concentration limited rates [11]. The wall decay rate can be modeled by
taking into account the disinfectant like chlorines molecular mass transfer rate, the
concentration of chlorine available in the bulk solution, the rate of wall decay, and
the hydraulic radius of the pipe. Therefore, the study was conducted for a real-time
water distribution network in South India to study the influence of piping material
and its age. The objective of the present study was to first to examine the effect of
piping materials (galvanized steel and cast iron) on the chlorine decay and secondly
to investigate the effect of piping age on the chlorine decay.



288 C. Ramprasad and C. R. Suribabu

Fig. 1 Water distribution network layout

2 Materials and Methods

2.1 EPANET Model and Water Distribution Network

The real-time water distribution network of Ambur municipality in South India was
selected and supported by the EPANET 2.0 version to illustrate and simulate the
process of calibrating using the water quality model. The EPANET 2.0 software
program was developed by the US environmental protection agency (USEPA) using
a C language and made it freely available for wide use as well as it is found to be a
highly reliable for water distribution simulation. The EPANET program employs a
gradient method tomodel the residual chlorine decay by combining themass balance
and advective transport mechanism at junctions as well as in the storage tanks.

The water distribution networks of two distinct places were selected and were
imported to EPANET 2.0 (Fig. 1). The loop network 1 has a reservoir at an elevation
of 36.4 m above the ground level supplying water through 35 pipes with 24 junctions
to a particular zone, and other junction points have an elevation varies from 6 to
13.9 m. The piping were made with galvanized steel material covering an areal
extends of 0.84 sq. km. The initial quality of chlorine in the reservoir was maintained
at 0.5 mg/L. The loop network 2 has a reservoir at 85 m elevated from the ground
surface, and the system is 10 year old one and has 60 pipes and 33 junctions. The
type of pipe materials is cast iron.

2.2 Water Quality Modeling

The chlorine water quality modeling is developed from the general mass balance
principle at any selected point/node (i) in the network as explained by the following
Eq. 3. The bulk decay coefficient in both the network was taken equal to -0.018 per
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hour which has the highest regression coefficient (R2 = 0.974) and corresponds to −
0.45 per day, and the wall decay was −0.20 per day [16]. The negative sign refers to
reduction of chlorine residuals with time. The first order rate reaction was considered
for the chlorine decay, and an initial concentration of 0.5 mg/L was maintained in
the reservoirs.

∂C

∂t
= ∇ Ji + ri (3)

where

C represents the mass of free residual chlorine at any selected point
∇ represents the gradient operator
ri represents the rate of total decay of chlorine (including the bulk and

wall decay)
Ji represents the mass flux of the chlorine decay and
Ji = C * vi where vi stands for flow of velocity in meter per second.

2.3 Water Distribution Network Operation

The EPANET software has the following demand-driven assumption that is,

1. The nodal demands are already calculated/fixed values and
2. The quandary is to find pipe flows and nodal pressures that are hydraulically

consistent with the nodal demands [2].

hL = 4.727C−1.852d−4.871q1.852L (4)

where

hL is the head loss within the pipe and measured in m
C is the roughness coefficient
d is the pipe diameter and measured in m
q is the flow rate is measured in liters per second (LPS)
L is the pipe length measured in m

The Monte Carlo Simulation (MCS) technique was used to estimate the diurnal
water demand and was incorporated into the EPANET software under the pattern tab.
The water demand for a city in India is generated based on socio-economic status of
the people living in the region, and time-series distribution graph was plotted [17].
Thequantity ofwater consumed for day-to-day activities viz. drinking, clothwashing,
gardening, cooking, housecleaning, bathing, toilet flushing, utensils washing, and
sanitation and hygiene, in different time series 1, 2, 3, etc., to 24 h were obtained
and plotted as the time-series distribution graph. Table 1 shows the elevation, base
demand, and pressure for different nodes and the reservoir of the network 1 and 2.
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Table 1 Water distribution pipe network nodal demand

Network 1—Nodes at start (0:00 h) Network 2—Nodes at start (0:00 h)

Elevation Base
Demand

Pressure Elevation Base
Demand

Pressure

Node ID m LPS m Node ID m LPS M

J1 6.4 15 11.97 J2 25.5 9.24 43.09

J2 7 15 10.7 J3 25.5 9.24 23.99

J3 6 15 10.41 J4 25.5 8.82 17.94

J4 8.4 11 7.83 J5 25.5 8.82 12.07

J5 7.4 18 10.15 J6 25 8.82 8.97

J6 9 15 8.12 J7 25 8.82 2.63

J7 9.1 5 7.51 J8 25 8.82 −1.36

J8 9.5 5 6.85 J9 22 17 0.81

J9 8.4 15 7.25 J10 22 10 0.58

J11 10.5 5 4.66 J11 22 17 1.27

J12 9.6 5 6 J12 22 11.7 4.58

J13 11.7 15 2.68 J13 25 11.7 7.94

J14 12.3 7 2.67 J14 25.5 9.24 22.92

J15 10.6 7 5.49 J15 25.5 9.24 38.67

J16 10.1 7 5.67 J16 22 17 −0.3

J17 9.5 5 6.42 J17 22 5.75 0.35

J19 10.2 7 6.43 J18 22 11.7 0.88

J20 9.6 7 7.52 J19 22 11.7 0.05

J21 9.1 7 8.36 J20 22 17 −0.14

J22 13.9 15 1.43 J21 25 11.7 28.36

J23 11.1 5 4.93 J22 22 11.7 30.07

J24 11.7 8 4.15 J23 22 11.7 30.14

J25 10 5 5.75 J24 25 5.2 −0.48

RH1 36.4 #N/A 0 J25 25 5.2 6.56

J26 25 5.2 −4.62

J27 22 5.5 −79.56

J28 22 5.5 −78.95

J29 22 5 −65.22

J30 22 5.5 −75.16

J31 22 5.5 −63.36

J32 25.5 8.82 20.28

J33 25.5 8.82 15.2

RH1 85 #N/A 0
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3 Results and Discussion

3.1 Effect of Pipe Age

The important parameter that contributes to the decay in the chlorine concentrations
is the pipe age. As the age of pipes increases, the friction factor as well as the pipe
flow resistance increases. In the present study, the roughness coefficient only of the
network 1 was increased from 120 to 130 and found that chlorine concentrations
tend to decrease. The results are in concurrence with [16, 18, 19, 20]. In the network
1, node 22 was selected to express the effect of piping age, because the node is
at the dead end of the network with higher point of elevation than the other nodes
and found to be highly susceptible due to aging. The above scenario was evident
from the previous research that the end nodes are vulnerable due to age [21]. It
was observed that at one of the end node 22, with the roughness value of 120, the
chlorine concentration after 120 h was 0.46 mg/L; whereas with a roughness of 130,
the chlorine concentration in the same node was found to be 0.23 mg/L. There is a
reduction in the concentrations and found to follow the WHO prescribed standard of
0.2 mg/L. It is to be noted that aging of pipe increases the roughness increases, and
corresponding Hazen William roughness factor will be less than initial value. The
resistant to flow owing the aging brings down the velocity of flow in the pipeline.
The slow movement of water in the system due to less pressure makes opportunity
water to react with pipe wall.

3.2 Effect of Piping Material

In the network 1 and 2, with the continuous supply of water, the residual chlorine
concentrations in the nodes (node 14 for network 1 and node 17 for network 2) of
both the network remain above the recommended standard value of 0.2 mg/L. The
concentration of chlorine reached the WHO recommended value of 0.2 mg/L faster
than the stipulated time in the network 1 compared to network 2 as shown in the
frequency plot created for the node after the 120 h of flow (Fig. 2). For example in
network 1, less than 50% of the nodes have achieved the residual concentration of
0.47 mg/L; whereas in network 2 for the same 0.47 mg/L of residual concentration in
the nodes, only less than 20%have achieved.As the other parameters for the networks
remaining the same, piping material plays a vital role. Hence, the study concludes
that cast iron piping material shows some resistance to chlorine concentration, and
hence, the decay is more. The obtained results were in good agreement with [12, 16,
21]. Therefore, the usage of galvanized steel pipe in the water distribution network
is more advisable. It was also observed from Table 1 that in the network 1, there
were no negative pressures attained in any of the junctions; whereas in the network
2, there were several loops having negative pressure (like J26 to J31). Hence, it
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Fig. 2 Frequency plot showing the distribution of chlorine after 120 h in the nodes

is recommended to have an over hand tank with a pump to eliminate the negative
pressure and allow the water to flow to the dead ends.

It was also seen in Table 2 that the velocities in the pipes for the network 1 were
predominantly more than 0.2 m/sec. It was also seen that a sudden decrease in the
velocity as water travels from pipe 2 to pipe 3 (0.94–0.38 m/s), and it could be
due to sudden contraction in diameter of pipe from 290 to 100 mm. Similar trend
in the velocity were seen with respect to the pipe diameters in both the networks.
The minimum velocity of 0.09 m/s was observed in Pipe 37 of network 2, and it
is mainly due to the length of the pipe, and the selected diameter corresponding to
the elevation is not appropriate. Hence, the recommendation of changing the pipe
diameter or providing a small booster pump should be provided to boost pressure.
Figure 3 shows the chlorine concentration at one of the dead end one, in network
1, the node 14 is selected; whereas for the network 2, the node 17 was selected.
The above nodes from each of the networks were found to be one of the end nodes,
and the water to the node arrives from many interconnected pipe networks as see in
Fig. 1. These nodes were the one present at the dead end and pumped water from
the reservoir reaches these nodal points with time delay. As researchers show that
water taking a longer path in a network showed a significant changes in the pollutants
concentrations [22], it was clearly visible that node 14 gets to the desirable chlorine
concentration with 2 h of flow, while the node 17 takes more than 10 h to reach
the desirable concentration (0.12 mg/L). Figure 3 shows clearly that chlorine decay
is more in the cast iron pipe than galvanized steel pipe, and hence, the required
concentration of 0.2 mg/L of chlorine has not reached the end nodes. Therefore, a
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Fig. 3 Time-series plot showing the distribution of chlorine in the node for network 1 and 2

chlorine injection is required to chlorinate the water at those nodes as well as the
pipe where the concentrations have reduced down to 0.2 mg/L.

In the realistic circumstances, the pipelines are laid and dwell in position for
longer time (more than 15–20 years), as the year progresses the piping network gets
adversely affected due to the formation of scale deposits and corrosion, resulting in
dropped flow velocity, quality decline, and head losses. The pipe roughness drops
significantly resulting in reduced quality of water at the end nodes, in-order to main-
tain a desired quality the initial quality of water is increased to an elevated concen-
tration (more than 5.0 mg/L). Hence, the nodes closer to the source will have higher
concentrations, leading to many health effects. Therefore, to overcome the issues
providing a booster pump at the desired locations are advisable.

4 Conclusion

In this study, twodistinctwater distribution networks in the South Indiawere selected,
and the effect of piping material and pipe age on chlorine decay was examined. The
network 1 was constructed using a galvanized steel pipe with a roughness of 120,
while the 2nd network was made of cast iron with a roughness of 100. The bulk wall
decay coefficient and bulk liquid decay coefficient are taken as−0.2 and −0.045 per
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day, respectively, negative sign denotes the reduction in chlorine valueswith time. It is
attributed from the present study that the residual chlorine quality of above 0.2 mg/L
as per WHO recommendations can be maintained in the networks configured with
galvanized steel piping material, while it have not reached the desired concentrations
in few nodes of cast iron pipes. Subsequently, as the piping age increases, the friction
factor also increased leading to a slight decrease in the chlorine concentration. This
study concludes that the end nodes in the networks (node 22 of network 1) have
showed a significant change in chlorine concentration from 0.46 mg/L to 0.23 mg/L
as the roughness increased from 120 to 130, respectively. In addition, the effect
of piping material showed a variation in the residual chlorine concentration in the
end nodes 14 (network 1) and 17 (network 2). A constant residual concentration
of 0.4 mg/L was maintained in network 1, whereas the network 2 saw a very less
residual concentration (0.2 mg/L). Hence, the study concludes that use of galvanized
steel pipe is more suitable than cast iron pipe to maintain the minimal chlorine levels
in the nodes. Additionally, providing booster pump at the negative pressure regions
with a chlorine addition will eliminate the decay of chlorine.
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Hydraulic Analysis of Drinking Water
Distribution Network Using WaterCAD
Simulation: Case of Purba Medinipur
in West Bengal

Koushik Debnath, Subhasish Das, and Biprodip Mukherjee

Abstract Water distribution network design is going through many developments.
Today, simulation software programs are essentially being used to design the whole
network of water distribution systems to reduce the overall cost while meeting the
water demand at adequate terminal pressure and maintaining CPHEEO standard
water quality. In this study,wehave usedWaterCADsoftware to design and to analyze
the proposed water distribution network of Bhogpur gram panchayat of Panskura 2
block of Purba Medinipur District in West Bengal. The analytic study is based on a
surface water-based pipeline water delivery scheme, executed by the Public Health
Engineering Department, Government of West Bengal at Purba Medinipur district
of West Bengal. The outputs of the above-noted study are also verified theoretically.
It was computed and ensured that the minimum pressure head available in the water
distribution network is 8.82 m and the maximum flow velocity of 0.9 m/s. The study
exercised in this paper is enthralled to support both academicians with industry-
versed hydraulics engineer.

Keywords Water supply · Pipe network · WaterCAD · Hydraulic simulation ·
Headloss

1 Introduction

One of the most important issues in modern times has been the provision of quality
water and value. A reliable source of water for drinking and agriculture is given
to the inhabitants by a river as the groundwater table is running out day by day.
New advanced systems for surface water treatment and distribution are emerging as
water is a vital part of the socioeconomic development of a nation. And for a nation
like India where about 70% of people breaths in rural areas, efficient, and sufficient
water supply in those areas is very much exigent along with urban water supply.
West Bengal, one of the states of India, has an area of 8,875,200 hectares including
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8,362,643 hectares rural and 5,12,557 hectare urban areas.A large population of these
rural areas is mostly dependent on the groundwater source or untreated surface water
for drinking. These unhygienic practices had increased incidents of the epidemic
which has been reported various times in newspapers and different studies.

The government is endeavoring in implementing different schemes to provide
the rural areas potable piped water supply for sustainable development. There are
two types of structures in West Bengal by which water supply systems are being
delivered. The straightforward structure is one of two structures, with PHED staff at
various levels of management. Another horizontal framework is consisting of Gram
Panchayats (GP), Panchayat Samiti (PS), and Zilla Panchayats (ZP). Our study is
based on a surface water-based pipeline water supply system (PWSS), operated by
the Public Health Engineering Department, West Bengal Government at Bhogpur
gram panchayat in Purba Medinipur District. Some of the works previously done on
pipe network analysis and design using various software programs are discussed in
connection with the present study for better understanding.

A studyhadbeen carried out formeasuring time-varyingdecayof chlorine concen-
tration for a PWSS at Dakshin Raipur, West Bengal [1, 2]. Where it is aimed to
simulate the present condition through a computer model which would act as a base
for any modifications in the network if required and then modifications are suggested
to achieve the flow in such a way that all the overhead reservoirs and ground-level
reservoirs fill up almost simultaneously. After hydraulic simulation and analysis,
it is found that the different overhead reservoirs are taking distinct time to engulf
fully. Research has been done on a pipeline networking design and analysis forDhapa
PWSSbyEPANETandwaterhammer analyzing software programs [3]. Comparative
research on the actual operation was also conducted on the emergence of hydraulic
analysis in the pipeline networking between EPANET and waterhammer analyzing
software programs [4]. The output of the study is that in both the software programs
the flow output remains more or less the same.

A study conducted at the El-Nozha water delivery network at the Alexan-
dria Governorate in Egypt revealed that through improved software programs like
WaterCAD, it is likely tomaintain a percentage of residual chlorine concentrations in
various areas without relying on chlorine plant supplementation for water treatment
only [5]. A study was carried on the real-life operation of Garfa Boosting Station,
Kolkata, under Borough 12 of Kolkata Municipal Corporation (KMC) by hammer
and WaterGEMS software programs [6]. The study of comparison between LOOP
and EPANET software programs is using a gravitational transmission network in the
Panskura block of Purba Medinipur District showed the results were similar up to
96% [7]. A study was performed to analyze the drinking water supply network of the
Panskura 2 zone 1 boosting station usingWaterGEMS software and by observing the
pressures at endpoints and hydraulic grade markings of the complete system along
with only some undulations of geography air valves were suggested at different
nodes of the pipe network. Stresses in pipeline systems are caused due to transient as
a result of global loss of frictional force as is accessed by many hydraulic simulation
software programs such as waterhammer and EPANET programs [8–10]. In almost
every study, it is accessed that higher than sixty percent of head losses occur in valves
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with appurtenances and pipes which plays an important role in hydraulic engineering
[11, 12].

The aim of the implementation of the drinking water supply is to improve supply
for rural people and services of sanitation by advancing decentralization, public
participation, improved accountability, and policy. The PHED, WB in Panskura 2
block also enhances the actual capacity of Panskura 2 PWSS with the objective
to close the present difference between actual demand and actual supply then to
satisfactorily meet the perceived local require to be covered by 2043 through PWSS.
The proposed PWSS will have proviso for a few street hydrants besides a supply of
water through house connection for benefiting the housing for low-income groups.
Most importantly in a future perspective, the leakage study and also pump selection
study can be done like one of the previous research studies [13].

The purpose of this study is to perform the hydraulic analysis of Panskura 2,
Bhogpur gram panchayat (Zone-III) of Purba Medinipur District water distribution
network using WaterCAD simulation software. The following points are part of the
research (a) to establish a network model of pipe based on simulating software and
(b) to suggest some measures if the present network does not fulfill the present and
future demand and to analyze the existing water distribution system using simulating
software. In Fig. 1, the total pipe network from the elevated storage reservoir (ESR)
(T-1) to the consumer’s end of Bhogpur GP (Zone-III) is shown.

Fig. 1 WaterCAD software interface
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2 Study Area

The country India now has 29 states and eight Union Territories, and West Bengal
is a state in eastern India. There are 23 districts in West Bengal, and the location
of our study is in Purba Medinipur District. The district is further divided into 25
community development (CD) blocks. The surface water-basedwater supply scheme
has been implemented at Panskura 2 block of PurbaMedinipur. The Panskura 2 block
consists of 13 number of gram panchayats, viz. Amalhanda, Bhogpur, Baisnabchak,
Brindabanchak,GopalNagar,Deriachak,Khanyadihi, Kola 1,Kola 2, Pulsita, Siddha
1, Siddha 2, and Sagarbarh. Figure 2 completely shows the study area.

Fig. 2 Location map of West Bengal in India; Purba Medinipur District in West Bengal; Panskura
2 block in Purba Medinipur District; Bhogpur gram panchayat in Panskura 2 block (clockwise from
the top left corner)
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Fig. 3 Command area details of surfacewater-based PWSS for Panskura 2 block. SourceWBPHED
Purba Medinipur

The command area of the proposed water supply scheme stretches from Panskura
1 in the southwest, along the western bank of river Rupnarayan toward north–south,
block Daspur 2 in the north, and block Sahid Matangini in the south (Fig. 3). The
entire command area of the scheme stretches up to 14,343.27 hectares. The ESR and
the pipe network drawn and analyzed using WaterCAD simulating software in the
study serve the area of Bhogpur GP (Zone-III). The Bhogpur GP is surrounded by
Siddha 1 and Siddha 2 GP in the north, Deriachak GP at the southwest, Sagarbarh GP
at the northwest, and Pratappur 1 and Raghunathbari GP at the east and southeast.
Total seven Mouzas of Bhogpur GP that is Narayanpakuria, Namalbarh, Kishor
Chak, Benia, Kodalia, Bhogpur, and Nandai Gajan get the treated water from Zone-
III boosting station. The area of Bhogpur GP is 193.74 hectares with a population of
7,559 people (as per the 2011 census) residing in 1582 households.

The upper phase of the Rupnarayan River is known as Dhaleswari (Dhalk-
isor), and it begins from plateau Chhota Nagpur on riverbank foothills northeast of
townPurulia. Thenwith the nameDwarakeswarRiver, it follows ameandering south-
easterly course through Bankura town. Near Ghatal town, it is joined by the Shilabati
River, from which it derives the name Rupnarayan. Eventually, the river joins the
Hoogli River and reaches the Bay of Bengal. To draw raw water from the river
Rupnarayan which is a perennial source flowing adjacent to the area, Chhatinda
mouza jurisdiction list number 285 is selected as the location for the construction
of intake arrangement. The coordinates of the intake site are N 22˚27’48.66′′, E
87˚52’45.64′′.
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3 Overview of Simulation Software

WaterCAD from Bentley Systems is a well-designed program that assists engineers
with planning, designing, and analyzing complex pressurized piping systems. A
powerful and user-friendly graphical interface (equally in AutoCAD and stand-alone
mode) builds it simple to quickly set up complex networking of tanks, pumps, pipes,
valves, and more. Some of the hydraulic model capabilities of the software are
mentioned herein.

The simulating software is able to redact steady-state piping analysis of PWSS
with pumps, reservoirs, tanks, junctions, and several controlling valves. Software is
able to execute extended time period simulations for examining the piping system
response to different supply and node demand schedules. Software is able to execute
water quality simulative modeling to work out a water resource and age or tracking
the expansion or degradation of chemical constituents for the entire PWSS network.
Software is able to execute fire flow analytics with the network system for deter-
mining how the system will work under critical conditions. The software is capable
of configuring umpteen groups of physical and hydraulic properties, operational
and start-up settings, fire flow, costing, and water quality choices. Software’s flex-
ible scenario management feature gives easy access to create and use any numeral of
situations by integrating and properlymatching substitutes, then outlook and evaluate
outcomes swiftly and effortlessly. It is able to connect to GIS data using shapefiles
and connections of the database.

4 Methodology

The steps involved in drawing, designing, and analyzing the water distribution
network using simulating software WaterCAD is shown in Fig. 4.

Few assumptions were made for running the software analysis, viz. the fluid is
homogeneous and incompressible. The elasticity of pipe material and fluid ensures
a linear outline. The flow-through piping units is one-dimensional. This software
exercises mean velocity. The points considered for network design are addressed
herein. The Class 3 uPVC pipelines and ductile iron class K7 pipelines are used
depending on the analysis of the soil type, topography accessibility, etc. Hazen–
Williams constant (C) for Class 3 uPVC pipelines is taken 145, and class K7 ductile
iron pipelines is taken 140. The losses due to bends and specials are taken amaximum
of 2.0 m. Elevation differences are duly considered in the design.
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Results of Pipes and Junctions are 
within CPHEEO design constraints 

Network is accepted and may be optimized further 

Pipe Table - Flow (L/s), Velocity (m/s), Headloss 
Gradient (m), Hydraulic Grade (start) (m) and 

Hydraulic Grade (stop) (m)

Junction Table - Hydraulic 
Grade (m), Pressure (kPa) 

and Pressure Head (m)

Results of Pipes and Junctions are 
not within CPHEEO design 

No problems were found Problems were found during Validation

Analysis and Compute User Notification shows the problem in 
message which have to fix 

Pipes - Length (m), 
Diameter (mm),  

Material,  
Hazen- Williams C

Tank - Base elevation (m), 
Minimum elevation (m), 

Initial elevation (m), 
Maximum elevation (m)

Junctions- 
Elevation (m),  

Demand collection (L/s) 

Analysis and Validate with Inputs

View Flex Tables to see output results 

Open Simulating Software  

Import the Layout Map [AutoCAD (.dxf file)]

Draw the whole Pipe Network which comprise whole serve area 

Navigate the Background Layers 

Create a New Layout 

Encode Input Data

Encode the Layout Name  

Fig. 4 Flowchart of drawing, designing, and analyzing in simulating software

5 Results and Discussion

As per Indian standards CPHEEO manual of 1999, the two main design constraints
for piped water supply that have to be maintained by designers are minimum
residual pressure at ferrule or consumer endpoints and minimum velocity at end-
user points. According to this manual, a minimum residual pressure of 7 m and a
minimum velocity of 0.6 m/s have to be maintained. However, where inevitable due
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to minimum pipe diameter criteria or other hydraulic constraints—lower velocities
may be adopted with adequate provision of scouring. Selection of a proper diameter
of a pipe is the main criteria to maintain a minimum system pressure of 7 m. The
whole pipe network has a length of 51.092 km consisting of 334 numbers pipes of
various diameters and 310 number junctions or nodes. It is to be noted that the pipes
are denoted with an ID P-1, 2, 3…334, junctions are denoted by J-1, 2, 3…310, and
the ESR is denoted by T-1.

From the analysis in simulating software, it reflects that the lowest hydraulic
pressure in the network is 8.82 m at junction ID J-168 as shown in Fig. 4. The
shortest path between tank (T-1) and the junction J-168 is 6.448 km as shown in
Fig. 5. The maximum velocity in the network is found out to be 0.9 m/s at pipe
ID P-92 and minimum velocity of 0.0042 m/s at pipe ID P-41, P-47, and P-272
as shown in Fig. 6. The result from the simulating software and also from Fig. 7
mentioned in the study depicts that the maximum and minimum head losses are
2.36 m and 0.00 m at pipe ID P-93, and P-179, respectively. The pressure head is a
maximum of 18.47 m at J-1 and a minimum of 8.82 m at J-168. The critical variation
of concerned parameters such as fluctuating pressure head, velocity deviation, and
headloss inconsistency is shown in the profile plots Figs. 8, 9, and 10.Keeping in view
the overall survey drawing of the pipeline network, the reservoir balancing head of
23.003 m holds great to undertake water losses contained by 15%. The noted staging
height given for pressurizing reservoir is supposed to manage up the overall major
and minor losses in the form of frictional losses plus fittings losses correspondingly
in the concerned pipeline network. In addition to the above information here, it can
be said that around 2 m total losses are nearly 10% losses with regard to the reservoir
staging height of 20 m above ground level as eventually considered to construct the
master reservoir.

The initial survey of the command area suggests that there is an uneven landscape
in the PWSSnetwork of 51.092 km.With the aid of Fig. 11, four air valves positioning

Fig. 5 Illustration showing Junction-168 and the shortest path between T-1 and J-168
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Fig. 6 Illustration showing the pipes having maximum and minimum velocities

Fig. 7 Illustration showing pipes having maximum and minimum headloss

is suggested to exhaust the entrapped air blocking pipe cross sections in the pipes due
to terrain undulations. If air valves are not given in such locations, then the headloss
gradient increases in the continuous flow of water through the network. This in turn
causes leakages in joints. From Table 1, the locations of the air valves can be judged
out and those nodes are addressed in Fig. 11. While suggesting the locations for the
considered network minimum elevation fluctuations was about 0.5 m between pipes
and the air valve to be positioned in the highest elevation junction of the pipes.

Double acting or single orifice valves and triple acting, or double orifice valves are
the most commonly used air valves as per IS and BS codes are been manufactured in
order to aid support to the pipe network. Triple acting kinetic air valves are generally
used at high points, long horizontal pipelines (spacing of 400–750 m), long descents
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Fig. 8 Variation of pressure heads at different junctions

Fig. 9 Variation of velocity in pipes

(spacing of 400–750 m) in a pipeline. Double-acting kinetic air valves are generally
used in long ascents (spacing of 400–750 m).

In a PWSS network scour valves are technically used to eject sediments found
accumulated in the PWSS pipes of lower elevation and low flow and for draining off
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Fig. 10 Variation of head loss in pipes

Fig. 11 Position of air valves highlighted in red square bullets

Table 1 Air valve locations S. no Air valve position respecting node number

1 J-53

2 J-73

3 J-146

4 J-215
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Table 2 Scour valve locations

S. no. Scour valve locations with respect to Node ID Node elevation (m)

1 J-99 2.290

2 J-154 2.301

Fig. 12 Position of scour valves highlighted in red square bullets

pressurized water when pipelines get contaminated. Keeping these facts into consid-
eration two numbers of scouring valves is suggested at two nodes of the network
mentioned in Table 2 and in Fig. 12. The time to empty water from connected all
PWSS pipes as speedily as feasible is the key governing aspect linked with designing
a scouring valve in any large PWSS. It is customary to locate the scouring valves
at the lowest elevated nodes of the PWSS network and near a water body or barren
land where the water can easily be disposed of. From our initial survey, a water body
was found near end node J-154 only. And for node J-99, it is proposed that proper
arrangements have to bemade to carry drainedwater to a distant water body or barren
land.

6 Conclusions

The present study deals with a hydraulic analysis of a PWSS drinking water zone for
Bhogpur GP of Panskura 2 block in PurbaMedinipur. A total area of 193.74 hectares
will be benefited after installing this 51.092 km of network pipelines that interact
with 310 junctions in terms of hydraulic design module. Hydraulic simulations were
performed to assess the flow as per water demand and CPHEEO standard pressure
in the nodes. Therefore, the analysis satisfies the above condition. In the hydraulic



Hydraulic Analysis of Drinking Water Distribution Network … 313

analysis of the study, theminimumfindings of 8.82mpressure indicate that the system
is above the normal CPHEEO pressure standard of 7 m. This buffer of pressure in
the system will allow flexibility to install more required appurtenances like sluice
and control valves. Since the ground undulation is a feature of air entrapment in the
pipes, four optimized air valves are placed throughout the network that will be able
to capture the entrapped air exhaustion. Scour valve plays a major role in PWSS
distribution networks for draining out at the time of maintenance. Similarly, draining
of water and repairing of broken elements like pipes, valves, and other appurtenances
or to perform repair work for customary maintenance are often required, and two
scour valves are suggested in the PWSS pipe network. The study would have been
more effective if the design data could be compared with the actual data. From an
overall perspective, this study is a good academic practice of juggling hydraulic
parameters at the design phase, before the start of the operation phase, and the
maintenance of the entire piped water network.
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Comparison Model Study Using
WaterGEMS and EPANET Software
Programs for Clearwater Rising Main
at Bhangar in West Bengal

Biprodip Mukherjee, Prasun Das, and Subhasish Das

Abstract To handover, a glass of pure drinking water to the general population a
huge water infrastructure is required for all water supply projects. In the general
concept for a surface-based water supply project, the raw untreated water is been
conveyed from a surface water source like a river, lake, reservoirs, or pond to a water
treatment plant. Thereafter portable treated water is been conveyed to the overhead
reservoir through clearwater rising main pipes. Most importantly no tapings from the
clearwater pipes are exercised to maintain target flow and pressure. The study here
is envisaged for the pipeline balancing network of proposed rising main alignment
of the ground-level reservoir (GLR) II to overhead reservoirs for surface water-
based water supply scheme at Bhangar 2 block in South 24 Parganas under West
Bengal. Presently, the work is being monitored by West Bengal PHED. To carry
out this study, a line network diagram has been drawn with necessary input such
as elevation of nodes, details of pumps, pipes line diameter, length, and elevated
storage reservoir details to operate the system and obtain outputs like pressure head,
flow, velocity, hydraulic grade, and losses. Today many water simulation software
programs are available to perform a hydraulic flow study. For this purpose, EPANET
and WaterGEMS software programs have been used to get the desired output with
simulation. After getting the output, both the software results have been compared
with various parameters to show the merits and limitations of both the systems and
to understand how the system can be optimized economically. The percentage of
head loss for the clearwater network was computed 0.18398 and 0.18394 using
EPANET andWaterGEMS, respectively. The variation is negligible. In the matter of
user friendly, the WaterGEMS software prevails over EPANET software since in the
former software accurate length can be fed in which designing of small, short piece
pipes also which are joining valves and pumps.

Keywords Optimization · Hydraulic grade · Pump selection · Valve adjustment ·
Pipe diameter selection
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1 Introduction

The state of West Bengal is one of the most populous states in India with 1029
people per km2 [1]. Its average urban size is very high at about 7500 people per
km2. West Bengal (WB) has free access to water as a natural resource that supports
large-scale rain-fed agriculture. However, the pressure on urban water resources has
been growing for some years due to population growth, low investment in supply
output, and the declining status of existing systems. An overall loss of frictional
force that immediately causes transients in pressure and produces stress in the piping
system is all judged by applying a variety of hydraulically simulating software such
as waterhammer and EPANET programs [2–4]. Analysis of pipeline age is one of
the most intriguing facts and was well discussed in a previous study [5].

The state WB includes three distinctive regions concerning water resources—
Eastern Bhagirathi, Western Rarh, and North Bengal. The basins in northern Bengal
contain 63%of the state’swater resourceswhileRarh and the eastern plains carry 22%
and 15%, respectively. Depending on urban water supply, WB has been segregated
into two distinct regions—the Metropolitan Area of Kolkata (KMA) and the non-
metropolitan area (non-KMA). This KMA area has 41 urban entities (three numbers
of municipal corporations counting Kolkata Municipal Corporation along with 38
other municipalities) among 127 in the WB, the remaining municipalities being
under non-KMA area. Necessary supply of water in urban municipalities like KMA
area is accounted for by Kolkata Metropolitan Development Authority, whereas the
department of public health engineering (PHED) takes care of water supply in non-
KMA area until shortly before the decentralization of power to the area. After the
amendment of the 74th constitution in 1992 and financial programs like Jawaharlal
Nehru National Urban Renewal Mission (JNNURM) from the central government,
the gradual adoption has taken place in local government. According to JNNURM’s
report from WB, the burden of operating and repairing water and sanitation needs
has been transferred to 88 of the 127 urban local entities (ULE). And other ULEs
such as the Nabadiganta Industrial Township Authority withmainly industrial buyers
and retailers in the IT industry have entered into programs with independent players
to stop and maintain water and sanitation. The KMA covers 185 km2 areas with a
population density of 24,306 persons per km2 as per the 2011 Census [6]. It turned
out that higher than 60% of the losses occurred in the pipes and valves network.
Therefore, understanding the fundamentals of hydraulic engineering is important [7,
8]. Water in the KMA area is derived from two sources—the Hooghly River, the only
source of surface water, and the rest is found in groundwater. The portable water from
the river is supplied by pipelines to the KMA boundary area, many areas depending
on the source water from the deep tube springs connected to the network of ponds
and pipelines as addressed in the development plan for Kolkata City. If measurement
approaches are thoroughly taken up in water supply systems, then the mobility found
in most openings will be significantly high. Previously conducted several transient
analyses address transient behavior of the concerned raw water pipelines involved
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in water supply [9, 10]. The discussion has been made about the control of open and
closed-loop pressure to reduce pipe leaks [11, 12].

An appendix to the state of water supply in the province is presented in Table 1.
Water demand was analyzed of PublicWater Supply inMunicipalities using pipeline
modeling for providing effective scheduling, expansion, andprocess ofwater delivery
and distribution networking is one of the priorities of urban infrastructure [13]. The
reliability and adaptability of various pipeline modeling have also been tested [14].
There is a growing shortage of water demand in the WB state. So, it is meaningful
for examining the long-term efficiencies of involved water supply systems in the
WB state. Another appealing point to note is that only 56% of the population is
provided with surface water, the rest relying on fast-flowing groundwater resources.
And, according to access, only 53% of people have access to water inside their
buildings. Therefore, depending on the necessity of groundwater resources there is
an additional impact on issues of health in WB state. Details of the need for water
and service delivery inWB are shown for 2000, 2011, and 2025 in Table 1. It reflects
that the water service deficit will be 11% more from 2011 to 2025. In line with the
objectives set out under “VISION 2020,” PHED aims to meet the requirements of
“VISION 2020,” a piped-supplied water supply system, which provides adequate
and sufficient drinking water in blocks affected by arsenic contamination of great
importance. The current paid project looks at end-to-end family metering solutions
regularly for each home in rural areas, with access to bulk water at national levels
limited to urban renewal facilities.

The distribution systems were designed according to the district metering area
(DMA), reached a high level of housing including community and government
institutions (Anganwadis, schools, etc.) are filled with district metering devices
and domestic metering devices, and subsequently integrated by supervisory control
arrangement along with data acquisition technique named SCADA. The mass water
supply networks are linked to a grid-type supply system where possible.

To carry out this study, a line network diagram has been drawn with the necessary
input to operate the system and obtain outputs like pressure head, flow, velocity,
hydraulic grade, and losses. Today many water simulation software programs are
available to carry out the hydraulic flow study. For this purpose, EPANET and
WaterGEMS software programs have been used to get the desired outputwith simula-
tion. After getting output, both the software results have been compared with various
parameters to show the merits and limitations of both the systems and to understand
how the system can be optimized economically.

Table 1 Need for water and
service delivery in West
Bengal

Year Water requirement (hectare meter × 106) Deficit (in %)

2000 10.85 38

2011 13.02 48

2025 16.60 59
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The objectives of the study are to analyze the network of secondary rising mains
of Bhangar 2 block under PHED of West Bengal. This study was carried out in the
following parts:

i. To draw a network in EPANET and WaterGEMS softwares as per collected
data from PHED.

ii. To carry a simulation to optimize the system.
iii. To determine the desired flow, velocity, head losses, and requirement of valves

in an optimized way.
iv. To compare the hydraulic outcomes obtained through EPANET and

WaterGEMS software simulations and validate the obtained outcomes with
field data, if available plus to the outcomes whether these are following
CPHEEO manual guidelines.

2 Study Area

2.1 Piped Water Supply Scheme Detail

The proposed surface-based pipedwater supply scheme (PWSS) for theHaroa blocks
and Rajarhat blocks of North 24-Parganas and Bhangar 2 of South 24-Parganas was
thought-about to mitigate the arsenic-related health issues. The PWSS was consid-
ered with Hooghly River as the source, with a total ultimate design capacity of 66
MLD, to serve the three blocks.

Treated water is proposed to be pumped to block-level ground-level storage reser-
voirs, fromwhere the treatedwater through rising pipes is pumped for respective over-
head storage tanks, for further distribution. A plan showing the proposed command
area of the three blocks (of Haroa, Rajarhat, and Bhangar 2) is shown in Fig. 1.

The total area covered under the PWSS is nearly 347.70 sq. km, covering 728
habitations (and a population of 525,644, as per Census 2011) in 170 villages. The
total ultimate design population was calculated at 806,588 for the year 2046. The
estimated cost of the PWSS for the Haroa, Rajarhat, and Bhangar 2 blocks was Rs.
686.93 crores.

The name of the piped water supply scheme is integrated surface-based PWSS for
arsenic affected areas ofHaroa,Rajarhat,Barasat 2 inNorth 24-Parganas andBhangar
2, 1 block in South 24-Parganas West Bengal. It covers Haroa, Rajarhat, Barasat 2 of
North 24-Parganas, and Bhangar 1, Bhangar 2 blocks of South 24-Parganas district.
Details of this scheme have been given in Table 2. The base year for this design
was 2016, and the intermediate design year of the design was considered 2031. The
ultimate design year was taken in 2046. With 70 lpcd water demand, the plant gross
water demands for the years 2016, 2031, and 2046were considered 99.4MLD, 120.7
MLD, and 145.0 MLD, respectively. The availability of three-phase electricity for
24 h (substation proposed at the water treatment plant (WTP) and all the ground-level
reservoir (GLR) cum booster pumping station (PS) was confirmed.
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Fig. 1 Proposed PWSS for Haroa, Rajarhat, and Bhangar 2 blocks

Table 2 Blockwise detail of villages, habitations, and population under the concerned PWSS

Description Details

block Village Habitation Population

Population of villages/habitations
(covered under PWSS)
(Village list is as per district Census
handbook)

Haroa 8 110 214,401

Rajarhat 6 43 189,893

Bhangar 2 10 60 246,708

Barasat 2 6 69 171,250

Bhangar 1 5 47 142,568

Total 35 329 964,820

Groundwater contaminant Arsenic

Groundwater affected by arsenic in
village/habitation/population

Block name Village Habitation Population

Haroa 110 112 96,485

Rajarhat 43 99 95,488

Bhangar 2 60 104 92,146

Barasat 2 69 78 76,673

Bhangar 1 47 33 35,361

Total 329 426 396,153

The proposed source of raw water is River Hooghly near Debednrabala Ghat.
Three numbers (twoworking and one standby) of intake rawwater pumps are already
installed to serve the purpose. The raw water pumping main was proposed to design
with spirally welded mild steel pipe conforming to IS 3589: 2000 with 10,500 m
length of pipe; 1829 mm pipe outer diameter and 10 mm thickness. The proposed
capacity of the WTP is 100 MLD. Materials for primary transmission mains from
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WTP to PS and primary transmission mains; from boosting PS to block-level GLR
cum PS were DI (ductile iron) pipe confirming to IS:8329:2000 for pipe diameters
1000 mm and below with length of pipe 65 km and 600 mm to 1000 mm diameter,
respectively.

Total five numbers of GLRs taking one in each block were considered. The capac-
ities of such reservoirs are 3200 m3 for Haroa, 1000 m3 for Rajarhat; 4100 m3 for
Bhangar 2, 2400 m3 for Barasat 2; and 3200 m3 for Bhangar 1. Total 80 numbers of
overhead storage reservoirs have been employedwith staging height—20m, capacity
varying from 250 100 kl to 1000 kl. Thematerial for secondary transmissionmains—
from block-level GLR via PS to overhead storage reservoirs are DI pipe confirming
to IS 8329: 2000 with a length of pipe 199 km and diameter 150–700 mm.

The water supply distribution network is consisted of DI pipe material having
diameter of 250mm and above, high-density polyethylene (HDPE) pipes of diameter
200 mm and below with a total length of 1767.99 km. Rs 3510 for HH (household)
service connection (15mm)was set to charge for consumer water per family whereas
Rs 4200was set for commercial connection (20mm) as connection line cost per entity
also explained in Table 2.

2.2 Location of the Study Area

Consolidated CD block of Bhangar 1 is attached to the CD block of Bhangar 2 in
the northern side, Minakhan block under North 24-Parganas in the eastern region,
block Canning 2 in the southern side, and the block Sonarpur in the western side.
A schematic diagram showing the water distribution for the scheme location of the
Bhangar 2 block is shown in Fig. 2.

The analysis shown in this paper ismainly focusedon the highlighted redportion in
Fig. 2, i.e., conveyance ofwater fromBhangar 2GLR to 18 elevated storage reservoirs
(ESRs). In this study, the pipe length is considered based on ESR locations. The ESR
locations were fixed concerning land availability. A total pipe length of 178 km has
been considered in the hydraulic design analysis of clear water rising main from
Bhangar 2 GLR to 18 ESRs.

The River Hooghly, which is a perennial river, is the source of raw water. The
intake is also constructed nearDebendrabalaGhat (Fig. 3), for supplying 500MLD to
the WTP complex, owned by WB Housing Infrastructure Development Corporation
(WBHIDCO), jointly maintained by State Government and PHED.

3 Methodology

Throughout the whole layout—hydraulic modeling is done by the following process.
First, the reservoir location was fixed and drawn then associated pumps were drawn.
The intermediate connecting links such as main pipes, branch pipes, and valves were
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drawn to connect the pumps to the reservoir using the toolbar next to the software
drawing window. Then the tanks (headworks or elevated storage reservoirs in real)
were drawn, and connecting pipes and valveswere connected alongwith intermediate
junctions to the pumps. By selecting the reservoirs, values of elevation were entered.
Same input has been given to the intermediate nodes. By selecting the pumps, the
values of flow rate, power were entered. By selecting all the main pipes and branch
pipes, the values of pipe lengths, diameters, and roughness coefficients have been
included. By selecting the required valves, the critical parameters of the valves like
their diameter, type, and settings were included and adjusted.

By selecting the tanks, the values of elevation, minimum elevation, initial eleva-
tion, maximum elevation, tank volume, and tank diameter were included. After the
entire network model was completed, the operation of the network was performed
with results like pressure, the hydraulic grade lines in concerned junctions and unit
headloss, inflow velocity, flow discharge in the pipes were inspected and saved.

By analyzing, a few software considerations weremade. The liquid under concern
is said to be homogeneous. The elasticity property of the concerned liquid and mate-
rial of pipelines is assumed to follow a linear model. Here the concerned flow is
set one-dimensional, and moving fluid is incompressible. The software by default
uses mean velocity. Due to the rareness of data for valves like their setting-related
parameters at the distributing end—the system is modeled devoid of valves. The pipe
elevations in many areas were unknown so these were interpolated.

With the exception, a few more details have been taken under consideration. All
the pipes were taken as new pipes having the same roughness coefficient as 140
and a maximum amount of pipe material as DI. The average temperature of internal
liquid was assumed to be 20 °C. The pump data for giving input are being rated
data devoid of having important pump curves. Water quality parameters simulation
for these networks using both EPANET and WaterGEMS software programs was
outside the scope of the current study.

4 Result and Discussions

Both EPANET andWaterGEMS software are used for pipe network analysis. In both
the system, three hours simulation has been done to ensure the filling of all the water
tanks. Here a rising main network of Bhangar 2 boosting station has been analyzed to
compare the results of the software also. During the present study, various data were
assumed as per normal design aspects and desired output in view of the demand.
Some valves had to be provided to analyze the network with the desired output
which was not provided in our collected data. Figures 4 and 5 reveal the variation
of hydraulic head and pressure head with time for both EPANET and WaterGEMS
software programs, respectively.

For a clearer view, Node 10 (nearest node to delivery pumps near GLRBhangar 2)
and Node 60 (farthest node from delivery pumps near 18 ESRs) had been considered
for analysis. This selection had been considered purposely so that the total pipeline
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Fig. 4 Time variation of hydraulic parameters in EPANET for node 10 and 60 a Hydraulic grade;
b Pressure head

hydraulics can be considered by the way. Hydraulic grade and pressures are the
important criteria to decide about the conveyance of waters from the pumping station
to the ESRs. Henceforth the comparative study of softwares on the said parameters
would be an important call for the designer or management about which software to
choose.

Both EPANET and WaterGEMS software programs are used for pipe network
analysis. In both the system, three hours simulation has been done to ensure the
filling of all the water tanks since the main motto of the secondary main is to convey
the water from GLR Bhangar to 18 ESRs to be filled up. The analysis can be only
hoped to be completed when the tanks are filled which also serves as a justification of
the duration of the analysis. Here a risingmain network of Bhangar 2 boosting station
has been analyzed to compare the results of both the software also. During the present
study, various data were assumed as per normal design aspects and desired output
in view of the demand. Some valves had to be provided after properly designed to
analyze the network with the desired output which was not provided in the collected
data.
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Fig. 5 Variation of hydraulic parameters in WaterGEMS with time for node 10 and 60 a Hydraulic
grade; b Pressure head

A separate hydraulic analysis simulation for three hours duration was done, and
hydraulic parameters such as pressure and unit headloss gradient are viewed. From
Fig. 6, it can be observed that roughly pressure higher than 40 m is within 20% time
and below 40 m in the 80% time in the network. The pressure 25 m–40 m is obtained
10 to 80% time, whereas pressure more than 10 m was observed 98.5% time.
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Fig. 6 Distribution of pressure at 3:00 h

After three hours of simulation from the subsequent observations on headloss
following Fig. 7, it can be easily configured that chances of more than 3 m/km unit
headloss are only 10%. Themaximum observed headloss is 16.6m/km. The headloss
below 2 m/km and 1 m/km was found in 63% and 20% pipelines, respectively.

Henceforth when the headloss gradient is under normal range for the PWSS
water network considered hereafter for such network, whichever software is used—
the accuracy and similarity of results are high. To justify the above losses in the
pipeline, simulation results were compared in both EPANET and WaterGEMS soft-
ware programs. For a detailed understanding of the above analysis in the network, the
selected nodes, i.e., starting from Bhangar GLR to 18 ESRs, are shown in Fig. 8. In
the figure, it is clearly shown that the drinking water is routed from Bhangar 2 GLR
through a combination of three pumps to 18 ESR located at various water command
areas.

Fig. 7 Distribution of unit headloss at 3:00 h
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Fig. 8 Pipe network for the clearwater rising mains from Bhangar 2 GLR to 18 ESRs

5 Comparison of Losses

The hydraulic analysis was carried out on two softwares EPANET andWaterGEMS.
The percentages of losses were compared for analysis in both above-mentioned
softwares. The percentage of losses was computed from the hydraulic results as per
Eq. (1)

Percentage of losses =

∑
(Unit headloss× length of the pipe)

∑
length of the pipe

× 100 (1)

Percentage of losses in EPANET system = 112.729 (m)

61270(m)
× 100 = 0.18398%

Percentage of losses in WaterGEMS system = 112.811(m)

61330 (m)
× 100 = 0.18394%

From the computed percentage of losses for both softwares, it is observed that
the variation is negligible. In the matter of user-friendly, the WaterGEMS software
prevails over EPANET software since in the former software accurate length can be
fed in which designing of small, short piece pipes also which are joining valves and
pumps.

6 Conclusions

A comparative study revealed that both softwares can be parallelly used in the simu-
lation of a water supply network system. Various extra features like annotation,
prototypes, navigator, and active topology are available in WaterGEMS. Both the
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softwares are user-friendly but EPANET has the lesser layout tools and options
than WaterGEMS. The WaterGEMS occupies more space in the central processing
unit (CPU) but EPANET needs less space in the CPU to analyze a network. The
WaterGEMS can consider the value of the length of the pipe of the valve and pump
onboth sides. So, it can provide amore accurate output of a pipeline network,whereas
in the EPANET platform, there is no provision to provide the length of pipe of the
pump on both sides.

For the clearwater network, the difference between the calculated percentage of
head losses using EPANET and WaterGEMS has been found to only 0.021% which
is nearly negligible. In WaterGEMS, the differences between hydraulic grade line
and pressure line are not the elevation of the point because it calculates some losses
also in the pipe but in EPANET, the elevation of a junction is the difference between
hydraulic grade line and pressure line. Although having such differences in both
the system, after analyzing the losses it can easily justify that there is less variation
in both the software. WaterGEMS can give more detailed results than EPANET.
Moreover, in WaterGEMS there are options for selecting the water temperature,
detailed material characteristics that directly affect the results, and the percentage
of headloss between WaterGEMS and other software like EPANET. As because of
having marginally better accuracy in WaterGEMS, nowadays it has become more
popular software in water supply network analysis in every stage of academics and
industry.
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A Conceptual Approach toward Water
Management with Aquaponics

Sana Kaja, Rajasekar Veeramani, and Mohammad Tanveer

Abstract Increasing population and urban areas expedite the depletion of water
resources at an unsustainable rate and the urban regions are demanding more
resources. The realization of imminent water crisis with the exploitation of resources
has paved way for the consent of community toward environmentally sustainable
techniques in urban water management. Water, being a critically inevitable resource
for agriculture, needs to be managed effectively. Globally, aquaculture is recognized
as an essential source for proteinaceous food production in animal food production
sector to meet the food demand. However, nutrient pollution caused by aquacultural
effluent let into rivers lead to amplified growth of certain phytoplankton as a conse-
quence declines the water quality. As freshwater availability is limited, complete
utilization of water, i.e., doingmore with less, is necessary to ensure resources for the
future. To resolve this, ‘Aquaponics’ an efficient technique that ensures a maximum
reuse of water. Aquaponics integrates ecological cycles by combining fish culture
with plant culture and proves to be advantageous inwater scarce areas. The essence of
aquaponics is recirculating water, which can be exercised for urban strategies. In this
paper, media-based aquaponics system is designed due to its availability of signifi-
cant surface area for microbial activity than floating raft and nutrient film technique.
This paper manifests the likelihood of water management buttoned by aquaponics in
food production. The conclusions are applicable, sustainable and significantly water
saving.
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1 Introduction

The concept of sustainable cities has prime objective of driving cities greener and
healthier for humans with sustainability engaging economic viability, social solidity
and wise use of natural assets [10]. Vlachos and Braga [23] insisted that cities of both
developing and developed countries need urgent decisions concerning the methods
in urban water management. S. Postel [15] pondered that in industrial countries, with
adequate living standards renewable supply of water must be at least 2000 m3 per
year. In acquiring the maximum water management, different facets of the urban
water system should be considered in orienting urban toward sustainability. Retreat-
ment and reuse from the agricultural and industrial effluent are the best solution to
conserve water. Water management in agriculture and aquaculture should be coordi-
nated aswater is a critically inevitable resource for both [13].Growing population and
food demand necessitate the understanding of crop water management in irrigation.
Water sustainability in agriculture can be achieved only through appropriate manage-
ment practices [16]. There is a rise in the consumption of fish and meat, increasing
the benefits of income for industrial livestock production. However, it creates more
pressure on water [13]. Planned reuse of water and resource recovery is the befitting
course of action to administer the necessities of this age. Currently, water resource
management is undergoing participatory and combined managemental approach.
Effluent from both agriculture and aquaculture are generated in larger amount and
the treatment of it costs high hence to resolve this aquaponics is the best strategy
to retreat and reuse the effluent. Aquaponics is a vivacious relationship between the
fishes, the plants and the bacteria with its aquatic environment [8].

It is the symbiotic cultivation of fishes and plants in a recirculating water system.
Plant bed media acts as biofilter which is a means of filtration, facilitated by nitrogen
cycle. Aquaponics averts the outflow of aquacultural effluent [22]. Visions for
building-based food production in urban areas of temperate regions are emerging
[2]. Utilization of terrace area provides space for farming activities in urban regions
with limited space. This eco-friendly technique can be adopted in the urban areas
withminimal water requirement and at the same time it generates considerable profit.
In this research aquaponics system is designed in a small scale which can be operated
in the urban terrace for the efficient management of water in urban areas. Among the
different types of aquaponics systems, media-based aquaponics system was selected
based on its flexibility and sustainability. The developed design was applicable for a
MIG (Middle Income Group) and HIG (High Income Group) category folks.

2 Condition of Urban Waters and Water Reuse Potency

Unpredictable climate change threatens water security and food security [5]. Disrup-
tions in availability and timing of water flow in inland capture fisheries due to climate
change, directly or indirectly affect fisheries productivity and transitional shift of
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domestic stakeholders from capture fisheries to culture fisheries can be seen [21].
The demand for culture fisheries exist in society with concern for marine pollu-
tion. In most cases, the effluent water is not treated properly and when it is let into
water bodies they affect the good quality water by nutrient pollution. Secondly, the
non-point sources of pollution such as pesticide runoff from agriculture affect water
bodies including groundwater. These effluents need intense water treatments which
are expensive and complex [1]. Due to this high expense only few farmers treat the
water before discharging into the water bodies. Larsen and Gujer [9] insisted that
utilization of resources in an efficient manner would create a minimal increase of
entropy which leads to an active approach instead of reactive treatment. To counter
these issues aquaponics technique can be adopted, which is the combination of plants
and fish culture. Here the effluent from fish culture serves as a nutrient source for
plant growth where the plant roots acts as a filter in absorbing the feed and fish waste,
hence the water is well treated and reused. In this technique pesticides are not used
as it affects the fish growth and it also eliminates the agriculture runoff.

3 Aquaponics System

The combination of aquaculture and hydroponics is known as aquaponics, in which
both the plant and fish species can be cultured at the same time [24]. It is a soilless
agriculture system. Nutrients required for plant growth was provided by fish feed
and its waste [14]. In the aquaponics system water, energy and fish feed are the three
main physical inputs in any type of production system of different sized animals [11].
According to FAO [6], among the three general types of aquaponics systems (media
filled bed system, floating raft and nutrient film technique) media filled bed system
is majorly successful in growing plants, like tomato, chili, ladies finger, beans, etc.
as the plant growing media is fixed and bear the weight of these plants on it. There is
no requirement of a separate biofiltration system in this technique. Hence, the cost
of operation can also be minimized.

Water quality parameters are essential for fish growth and survival. The change
in water quality parameters affects the plant and fish growth, feed efficiency, leading
to pathological changes and even mortality under extreme conditions. Water quality
monitoring is substantially less for an aquaponics system than a hydroponic or recir-
culating aquaculture system [18]. Fish reared in aquaponic systems require good
quality water in terms of dissolved oxygen, temperature, ammonia, nitrate, nitrite,
alkalinity and pHwithin permissible species-specific limits. Indeed, tilapia became a
versatile species for aquaponics systems, which is now practiced in most developed
countries worldwide [17].
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4 Proposed Methodology

The proposed model was designed to address the MIG (Middle Income Group) and
HIG (High IncomeGroup) category allotted space by theTamilNaduHousingBoard,
which is an individual house of 1250 ft2 area. Tamil NaduHousingBoard is one of the
most prominent institutions in India catering to the shelter needs of various income
groups of the society. To effectively utilize the area, plant bed (25 m2) was mounted
on the terrace and the fish culture tank (9.6 m3) at the backyard. The ratio of fish
culture unit to plant culture unit was taken as 1:2 [19]. The following components
are needed for the construction of an aquaponics system in an individual house of
50 feet × 25 feet area (Table 1, Figs. 1 and 2).

The brick masonry fish culture tank of dimension 5 m × 1.7 m × 2.25 m was
chosen. The inner thickness of fish culture tank was kept as 0.25 m. The effective
volume of the tank was 9.6 m3 excluding freeboard. Bird fencing can be provided
at the top of any issue encountered by birds. The provision of steps outside the fish
culture tank at the height of 1.2 m facilitates harvest. To tackle uncertain weather
conditions, a setup of Polyurethane Sandwich PUF Panel of dimension 5 m× 1.7 m
should be arranged separately. The slope of 1:100 was provided at the bottom of the
tank. Two rectangular FRP tanks were mounted at an area of 25 m2 in the terrace,
each of dimensions 5 × 2 × 0.8 m3, thickness of 0.05 m and had a surface area of
10 m2. The spacing of 0.7 m was provided between the plant beds, which helps to
operate freely and maintain the system effectively. The FRP plant culture bed has
greater impact resistance and elasticity with adequate thermal insulation. The outlet
of the plant bed should be organized according to the slope of the terrace so that
gravitational flow of the treated return water is possible. Media provides support
and surface area for plant growth, promotes bacterial growth for nitrification, aerates
the roots by voids and purifies the effluent water. The selection of media was based
on the diameter, specific surface area, cost, availability and weight per unit volume.
Commonly available, any small media like river sand, crushed stones, granite grit and
fine gravels can be used as a media for plant growth, recommending particle sizing

Table 1 Components of an
integrated aquaponics system

Items Description

Rectangular Fiber Reinforced
Plastic tank - Plant culture

5 m × 1.7 m × 112.25 m

Rectangular brick cement tank-
Fish culture

5 m × 4 m × 10.8 m

Submersible pump 15–20 m head

Pipelines–0.75” 30 m

Elbow 90°–0.75” 13 Nos

Elbow 45°–0.75” 1 No

Tee joint–0.75” 8 Nos

Control valve–0.75” 3 Nos



A Conceptual Approach toward Water Management with Aquaponics 333

Fig. 1 Three-dimensional view of the aquaponics integrated individual house of MIG and HIG
category

Fig. 2 Proposed dimensions of fish culture tank for MIG and HIG category
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Fig. 3 Proposed dimensions of terrace plant culture area for MIG and HIG category

ranging from2 to 4mmwas highly preferable. Large sizedmedia providesmore voids
space comparatively which do not retain the water for longer periods. Before using
the media, it must be well washed and rinsed to remove unnecessary contaminants
into the closed-loop system. Ridges and furrows are critical consideration in plant
bed, and generally, it is based on the plant species. Here is an assumption made that
for lightweight plants, the roots are too small; hence the dimensions of ridges (10
no’s for 2 m) be 0.05 m height, 0.05 m crest. For medium weight plants, the roots are
a little deeper and hence the dimensions of ridges (6 nos for 2 m) be 0.1 m height,
0.05 m crest (Fig. 3).

The submersible pump is suitable for pumping effluent and the main advantage
of this type of pump is that it prevents pump cavitation. V Guard 0.5 HP, Open well
Submersible Pump, was chosen for this design based onmarket availability. The head
requirement is 15m and discharge 85–150 lpm and economically best. The inlet and
outlet pipelines are fitted with control valves of their respective size to control the
recirculating flow rate and retention period respectively. For the design, 13 number
of Elbow 90° and One Elbow 45° is assumed. Elbow at 45° is considered for the
particular purpose that it makes the water delivers in a fall manner to the plant bed
hence even distribution of water is achieved. A 1m length pipe delivered it (4 no’s)
whichwas holedwith the spacing of 0.1m (9 holes) at 0.015m diameter. Fishes can be
chosen based on consumer preference. The tolerance capacity and stocking density
suggesting hardy fishes like Carps, Tilapia and Catfish should be analyzed. Fishes
like seabass, common carp, silver perch, trout, cod and other ornamental fishes can
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also be cultured. The concentration of dissolved oxygen less than 2 mg/L retard the
growth of nitrifying bacteria and thereby decreases the nitrification rate in nitrifying
filters [12]. The optimum range of pH for nitrification can generally between 7.0 and
9.0 [3, 7]. For hardy fishes, the optimum preferred temperature range is 27–30 °C and
the preferred feeding rate is 2% of their body weight. The optimum stocking density
ranges from 0.5 to 1.0 fish/ft2 (“Tank Culture of Tilapia”) [20]. Seasonal plants can
be chosen based on the need, demand and the available nutrient concentration of
cultured water [4]. Most types of veggies, greens, herbs, fruits and flowers can be
cultured under the recommended conditions of the specified species. In terms of the
floriculture, ratio of fish culture unit to plant culture unit can be increased to 1:3
and 1:4 because floriculture requires only less amount of nutrients since there is no
fruiting. Spinach-Fast-growing within 30–35 days. Vegetables like cucumber, snake
guards are fast growers, i.e., In a 5 m × 2 m area over the ten ridges, 65 plants can
be cultured in a single plant bed. The spacing for each plant can be provided at 0.6m
(based on the plant it varies) which makes seven plants in one ridge and six plants
in another ridge in an alternate manner, provided over the ridges throughout the area
promotes proper growth. For vines trained on a trellis, plant spacing will be reduced
to 0.3m so that more plants can be cultured.

5 Discussion

With the advent of globalization, the world is becoming urbanized and there is no
room for agriculture and aquaculture with space and resources being limited. This
emphasizes the need for accretion of agricultural facet into urban water manage-
ment. Aquaponics is generally carried out in both large and small scales. Large-scale
aquaponics demands many other factors like land, water source, and high capital
investment but the production will be high. In terms of small-scale aquaponics
system, it requires less land, investment and water source and the production is
also less. Whereas, in the proposed model, the system is designed on medium scale
which yields acceptable profit through vegetation and fishes. Since this model is
designed for the home terrace, the land requirement is completely minimized. In
urban areas, the economic standards of the community are divided into three, viz.
LIG (Low IncomeGroup),MIG (Middle IncomeGroup), HIG (High IncomeGroup).
It is been found that this type of aquaponics system is not affordable for LIG (Low
Income Group). This design is found to be fruitful and ease of operation for both
HIG & MIG category of community compared to the other. Also aquaponics is a
sustainable technique to be operated in the urban areas with minimal water require-
ment. Initiatives with this kind of home terrace aquaponics with polyhouse structure
would provide ease of management during the imminent climate change crisis. The
participation of the public in this kind of water management enables them to learn
the significant aspects of this approach. Collection of data would facilitate planning
and monitoring of the system digitally for further advancement.
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6 Summary

Urban policymakers and the government should recognize the reality that aquaponics
helps to achieve the urban water management which makes the cities healthier and
promote mixed land use. Agricultural subsidies for infrastructure establishment can
be applied judiciously as a means to promote this technique in water management
in public and aquaculture industries. Even though this activity is not on a global
scale, the local activities aggregates for global sustainability. It is evident from this
pandemic situation that apartments with rooftop gardening were able to withstand on
self for a certain extend when transportation was closed and every commodities were
limited. Therefore, there is an ineluctable predestine for the upcoming generation to
reflect and train on water management strategies.
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Water Distribution Network Analysis
Using EPANET: A Case Study of Surat
City

Nitin Singh Kachhawa and Surendra Borana

Abstract The rapid growth of population increases the demand of water supply
for domestic, irrigation and industrial purposes. Therefore, optimal utilization and
conservation of water are of utmost importance. The supply of water to an increasing
population with limited water resources is becoming challenging year by year. To
solve this problem, design of new or updating existing water distribution network
(WDN) is needed. Thus, such types of problems can be resolved using STANET,
LOOP 4.0, EPANET 2.0 and WATERGEMS software. Combined WDN of elevated
storage reservoir (ESR)-21 belonging to water distribution system (WDS)-7 is
consisting of a newly laid and proposed pipe network situated in west and south-
west zone of the Surat City. This combined network is designed corresponding to
the population of the year 2044. Analysis of WDN of ESR-21 situated in west and
southwest zone of the Surat Municipal Corporation (SMC) is carried out to ascertain
that water in sufficient quantity and pressure is delivered to the different consumers
in the year 2044, and analysis of this combinedWDN is performed for the population
of the year 2044 by using EPANET software. Results of EPANET reveal that the
pressures, flows and velocities at all pipes are adequate to supply water in complete
WDN. The results of this study will be helpful for hydraulic engineers to analyse
WDN in a fast manner and will also serve as a decision support tool.

Keywords EPANET · Elevated storage reservoir ·Water distribution network

1 Introduction

For the socio-economic development of a country, water is a key element. For
domestic as well as industrial uses, essential infrastructure like water distribution
network (WDN) is required. Water distribution system establishes a connection
between the consumers and the source of water using the hydraulic components
such as valves, tanks, pumps and pipes.
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Water distribution system can be divided into two parts, i.e. intermittent system
and continuous system. In the intermittent system, the water may be supplied for few
hours or at regular intervals throughout the day, which results in the development
of negative pressure and may result in the deterioration of water quality because
of polluted groundwater ingress as compared to the continuous water distribution
system. In a continuous system, the system is pressurized continuously and does
not allow contaminated water to enter in the water pipelines in the event of small
leakages.

WDNs are designed to distribute water from a source in sufficient quantity and at
required pressure to the different customers. To resolve any problem, design of new
or updating existing WDN is required. Thus, such type of problems can be solved
using LOOP 4.0, STANET, EPANET 2.0 and WATERGEMS software.

The program EPANET is developed for the Windows platform and is public
domain software. Extended period simulation of the water quality and hydraulic
behaviour within pressurized pipe networks can be performed using EPANET.

Combined WDN of ESR-21 belonging to water distribution system (WDS)-7 is
consisting of a newly laid and proposed pipe network serving west and southwest
zone of the Surat City. This combined network is designed for the population of
the year 2044. None of the earlier studies reviewed have performed the analysis
of WDN of ESR-21 situated in west and southwest zone of the Surat Municipal
Corporation (SMC). So, to ascertain that water in sufficient quantity and pressure
is delivered to the different customers in the year 2044, analysis of this combined
WDN is performed for the population of the year 2044 by using EPANET software.

The objective of this study is to perform the analysis of combinedWDNconsisting
of a newly laid and proposed pipe network of ESR-21 (WDS-7) for the year 2044
by using EPANET software and to indorse some measures if the present WDN does
not fulfil the future demand.

2 Study Area

Surat City is located in the state of Gujarat in the western part of India. It is one
amongst the most vibrant cities of India with one amongst the fastest growth rate
because ofmigration fromdifferent parts of theGujarat and other states of India. Surat
is one amongst the cleanest cities of India and is also known by various other names
like “The DIAMOND CITY”, “THE SILK CITY”, and “THE GREEN CITY”. It
has the most dynamic present and similarly varied past heritage. The area of the
Surat City is 326,515 sq. km. The population of the Surat City in the year 2011 was
4,466,826. Surat City has eight zones. Figure 1 shows the southwest zone of Surat
City.

WDN of ESR-21 (WDS-7) is located in west and southwest area of the Surat. The
area of WDN of ESR-21 (WDS-7) is 137.87 ha. The population of the area served
by WDN of ESR-21 for the years 2014 and 2021 is 15,167 and 24,128, respectively.
Demand for WDN of ESR-21 for the years 2014 and 2021 is 2.73 MLD and 4.85
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Fig. 1 Southwest zone of Surat City

MLD, respectively, and this demand will be raised to 11.17 MLD in the year 2044
(Hydraulics Department, SMC, Surat).

3 Overview of EPANET Software

US Environmental Protection Agency had developed an application to model water
distribution systems named EPANET. The developed application can be used to
design size and optimize new water infrastructure, optimize tanks and pump opera-
tion, prepare for emergencies, retrofit existing ageing infrastructure, investigate prob-
lems of water quality and reducing energy usage. EPANETmay also be used to eval-
uate resilience to natural disasters or security threats and modelling contamination
threats.

The program EPANET is developed for windows platform and is public domain
software. Extended period simulation of the water quality and hydraulic behaviour
within the pressurized pipe networks can be performed using EPANET. The pres-
surized pipe network comprises reservoirs, storage tanks, nodes, pumps, valves and
pipes. The model can track the pressure at each node, a chemical concentration, flow
of water in each pipe, the age of the water, source tracing and height of water in
each tank throughout the entire network during a simulation period. The graphical
user interface of EPANET consists of a visual network editor, which simplifies the
process of editing and building a pipe network model, its properties and associated
data. Data reporting and visualization tools are provided to assist in interpreting the
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Fig. 2 Layout of water distribution network drawn

results obtained from network analysis. The data reporting and visualization tools
include energy usage, data tables, colour-coded network maps, calibration, reaction,
profile, contour plots and time series graphs. Figure 2 shows the layout of water
distribution network drawn in EPANET.

3.1 Modelling Capabilities of EPANET

The hydraulic analysis engine of the EPANET contains state-of-the-art modelling
capabilities which include the following System operation based on complex rule-
based controls, timer controls or simple tank level. The modelling capabilities of
EPANET are limitless network size can be analysed, compute friction head loss
using Chezy–Manning, Darcy–Weisbach or Hazen–Williams, and include minor
head losses for fittings, bends, etc., models variable speed or constant speed pumps,
computes cost and pumping energy, models various types of valves, including check,
flow control, pressure regulating and shutoff, permits storage tanks to be of any shape,
considers multiple categories of demand at nodes, each having its time variation
pattern, models flow from emitters, which are pressure-dependent.

3.2 Applications of EPANET

EPANET has its utilities in maintaining and improving the quality of water delivered
to the consumers. It finds its application in the following areas. The applications
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of EPANET are vulnerability studies, minimization of energy, analysis of fire flow,
assist with pump, pipe and valve placement and sizing, planning and improving the
hydraulic efficiency of a system, design of sampling programs, carry out consumer
exposure assessments, studydisinfectant loss andby-product formations, assess alter-
nate strategies for improving the quality of water, application of booster disinfection
stations at key positions to maintain residual targets, alter tank filling/emptying and
pumping schedules to decrease water age.

4 Methodology

This includes the data required for the simulation of WDN in EPANET, and data
collected from SMC department which includes the pipe report, junction report and
ESR report.

4.1 Data Required

The following data is required for analysis of WDN, which include junction report
data, pipe report data and ESR report data.

(a) Junction report

Junctions are the points in theWDNwhere twoormore than two links join together
and where water either enters or leaves the WDN. The input parameters required for
the junctions are elevation above some reference (usually mean sea level), water
demand (withdrawal rate from the network).

(b) Pipe report

Pipes are the links that convey water from one node to the other node in theWDN.
The input parameters related to pipes needed in the analysis are start node and end
nodes, diameter of pipe, length of pipe and roughness coefficient.

(c) ESR report

The input parameters of ESR required in the analysis by using EPANET software
are elevation above some reference (usually mean sea level), initial water level,
maximum water level, minimum water level, diameter of tank.

4.2 Data Collected

The following data is collected from SMC, Hydraulics Department which includes
the junction report, pipe report and ESR report.
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(a) Junction report

The junction report of WDN is obtained from SMC, Hydraulics Department. The
elevation data is provided by SMC, Hydraulics Department. The distribution system
of ESR-21 contains 28 junctions. The allocation of demand at each node plays a
crucial rule in the design of WDN. In the present study, demand at each node was
calculated by distributing the total demand evenly throughout the length of the pipe.

Total demand of area = 11.17 MLD = 129.28LPS.

Total length of distribution network = 10,648 m.

Demand per unit length of pipe = 0.0121 lps/m.
Pipe demand is calculated by multiplying the demand per unit length of the pipe

to the length of the pipe. Pipe demand represents the demand which is associated
with a pipe, which will transfer to the consumers through distribution pipes, which
are laid parallel to the main pipes. Table 1 shows the length and demand for each
pipe of the WDN of ESR-21.

Now, this pipe demand is converted into node demand by summing the pipe
demand, when water flows towards the junction. The elevation and demand data at
each node of the WDN of ESR-21 (WDS-7) are tabulated below in Table 2. The
water demand in the WDN is varied throughout the day, to account for this variation
in the design peak factor is considered. The peak factor is the ratio of the maximum
flow during some specified time to the average flow. The peak factor depends on
various parameters like the number of users, the service areas, and the duration of
the peak flow of a WDN. In the current study, a peak factor equal to 3 is considered
to calculate the peak demands.

(b) Pipe report

Pipe report ofWDN is obtained from SMC, hydraulics department which consists
of the length, diameter and roughness coefficient of all the pipes. The distribution
system of ESR-21 consists of 31 pipes, made up of ductile iron (DI pipe). Pipe report
data is shown in Table 3.

(c) ESR report

The detailed project report (DPR) of ESR-21 (WDS-7) was obtained from the
hydraulics department of SMC, which includes maximum water level, minimum
water level, staging height and volume of the tank. These details are given in Table
4.

The water distribution network of ESR-21 is shown in Fig. 3 which consists of
28 junctions and 37 pipes and 1 ESR.
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Table 1 Length and demand
for each pipe of the WDN of
ESR-21

Sr. No Pipe number Length (m) Pipe demand (LPS)

1 P-1 329 3.99

2 P-2 249 3.02

3 P-3 731 8.88

4 P-4 410 4.98

5 P-5 44 0.53

6 P-6 502 6.10

7 P-7 286 3.47

8 P-8 755 9.17

9 P-9 283 3.44

10 P-10 216 2.62

11 P-11 93 1.13

12 P-12 427 5.18

13 P-13 117 1.42

14 P-14 28 0.34

15 P-15 353 4.29

16 P-16 34 0.41

17 P-17 246 2.99

18 P-18 150 1.82

19 P-19 70 0.85

20 P-20 181 2.20

21 P-21 150 1.82

22 P-22 445 5.40

23 P-23 110 1.34

24 P-24 255 3.10

25 P-25 131 1.59

26 P-26 90 1.09

27 P-27 114 1.38

28 P-28 518 6.29

29 P-29 988 12.00

30 P-30 223 2.71

31 P-31 152 1.85

32 P-32 235 2.85

33 P-33 199 2.42

34 P-34 341 4.14

35 P-35 500 6.07

36 P-36 108 1.31

37 P-37 585 7.10
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Table 2 Elevation and demand data at each node of the WDN of ESR-21

Junction Node elevation (m) Demand (lps) Peak Demand (lps) (considering peak factor = 3)

J1 8 4.52 13.55

J2 8 0.34 1.02

J3 8 4.29 12.86

J4 8 0.41 1.24

J5 8 0.53 1.6

J6 8 8.88 26.63

J7 8 1.82 5.46

J8 8 7.95 23.86

J9 8 1.59 4.77

J10 8 1.09 3.28

J11 8 1.13 3.39

J12 8 5.18 15.55

J13 8 1.34 4.01

J14 8 1.31 3.93

J15 8 1.38 4.15

J16 8 3.02 9.07

J17 8 3.99 11.98

J18 8 4.02 12.06

J19 8 5.4 16.21

J20 8 4.55 13.66

J21 8 5.27 15.81

J22 8 6.06 18.18

J23 8 2.99 8.96

J24 8 10.24 30.71

J25 8 12.64 37.92

J26 8 6.07 18.21

J27 8 4.98 14.93

J28 8 18.29 54.86

5 Results and Discussion

After collecting data of the water distribution network of ESR-21 of west and south-
west zone which includes pipe report and junction report pressure at each junction,
velocity and flow in each pipe are computed using EPANET. Frictional head loss in
the pipe is calculated using the Hazen–Williams formula. Table 5 shows the simu-
lated head and pressure at each node in the distribution system, and Table 6 shows
the simulated flow, velocity, unit head loss, and friction factor for each pipe in the
distribution network.
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Table 3 Pipe report data

Label Scaled length (m) Start node Stop node Diameter (mm) Hazen–Williams C

P-1 329 T-1 J-17 600 140

P-2 249 J-17 J-16 350 140

P-3 731 J-16 J-6 350 140

P-4 410 J-5 J-27 150 140

P-5 44 J-6 J-5 200 140

P-6 502 J-8 J-24 150 140

P-7 286 J-24 J-25 150 140

P-8 755 J-22 J-25 250 140

P-9 283 J-19 J-22 150 140

P-10 216 J-11 J-22 250 140

P-11 93 J-12 J-11 250 140

P-12 427 J-13 J-12 350 140

P-13 117 J-16 J-1 150 140

P-14 28 J-1 J-2 500 140

P-15 353 J-2 J-3 250 140

P-16 34 J-3 J-4 200 140

P-17 246 J-4 J-23 150 140

P-18 150 J-4 J-7 200 140

P-19 70 J-7 J-8 200 140

P-20 181 J-3 J-18 150 140

P-21 150 J-19 J-18 250 140

P-22 445 J-13 J-19 350 140

P-23 110 J-2 J-13 450 140

P-24 255 J-9 J-1 500 140

P-25 131 J-17 J-9 500 140

P-26 90 J-9 J-10 150 140

P-27 114 J-10 J-15 150 140

P-28 518 J-12 J-28 250 140

P-29 988 J-11 J-28 200 140

P-30 223 J-19 J-20 250 140

P-31 152 J-21 J-20 250 140

P-32 235 J-7 J-21 150 140

P-33 199 J-18 J-21 200 140

P-34 341 J-20 J-24 250 140

P-35 500 J-5 J-26 200 140

P-36 108 J-10 J-14 150 140

P-37 585 J-6 J-8 200 140
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Table 4 Elevated storage
reservoir data

S.N Parameters Value

1 Maximum water level 31.9 m

2 Minimum water level 27 m

3 Volume of tank 1,500,000 L

4 Diameter of tank 19.74 m

Fig. 3 water distribution network of ESR-21

The pressure profile of the distribution network is shown in Fig. 4, which repre-
sents the pressure variation at each junction in the distribution system. At the farthest
point junction J25, the pressure head available is 26.69 m, which shows the avail-
ability of sufficient pressure at the farthest point of the WDN. Velocity in pipe P6,
P19, P20, P27, P29, P31, P32, and P36 is less than 0.5m/sec. as the water distribution
network is designed as a continuous system, even low velocity will not distort water
quality. The head loss for pipe P4 is found to be quite high as compared to other
pipes, result in significant head loss.

6 Conclusions

In this study, EPANET software is used to analyse the newly laid and proposed water
distribution network of ESR-21 located in west and southwest zone of SMC. Results
of EPANET software disclose that the newly laid and proposed water distribution
network performs well, and pressure at all junctions is above the minimum residual
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Table 5 Simulated head and
pressure at nodes in EPANET

Node ID Head (m) Pressure (m)

Junc J1 38.04 30.04

Junc J2 37.97 29.97

Junc J3 36.61 28.61

Junc J4 36.46 28.46

Junc J5 36.90 28.90

Junc J6 37.15 29.15

Junc J7 36.12 28.12

Junc J8 36.06 28.06

Junc J9 38.73 30.73

Junc J10 38.47 30.47

Junc J11 36.01 28.01

Junc J12 36.36 28.36

Junc J13 37.65 29.65

Junc J14 38.42 30.42

Junc J15 38.42 30.42

Junc J16 38.44 30.44

Junc J17 39.12 31.12

Junc J18 36.43 28.43

Junc J19 36.59 28.59

Junc J20 36.03 28.03

Junc J21 36.04 28.04

Junc J22 35.63 27.63

Junc J23 35.99 27.99

Junc J24 35.40 27.40

Junc J25 34.69 26.69

Junc J26 36.04 28.04

Junc J27 34.92 26.92

Junc J28 35.00 27.00

pressure requirement of 7 m (for single-storied building) and 17 m (for three-storied
building) as suggested by CPHEEO manual. This study will be helpful to the water
supply engineers for analysis of the distribution network, as this process is fast and
less tedious. This study will serve as a decision support tool, for the upgradation of
the present distribution network. A scenario of leakage/losses in the WDN and its
impact would help to analyse the robustness of the design.
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Table 6 Simulated flow, velocity, unit head loss and friction factor in pipes in EPANET

Link ID Flow (LPS) Velocity (m/s) Head loss Gradient (m/km) Friction Factor

Pipe P1 387.86 1.37 2.36 0.015

Pipe P2 101.83 1.06 2.73 0.017

Pipe P3 80.40 0.84 1.77 0.017

Pipe P4 14.93 0.84 4.84 0.020

Pipe P5 34.74 1.11 5.70 0.018

Pipe P6 7.36 0.42 1.31 0.022

Pipe P7 10.46 0.59 2.51 0.021

Pipe P8 27.46 0.56 1.24 0.019

Pipe P9 12.37 0.70 3.42 0.021

Pipe P10 33.27 0.68 1.77 0.019

Pipe P11 50.37 1.03 3.82 0.018

Pipe P12 107.07 1.11 3.00 0.017

Pipe P13 12.36 0.70 3.41 0.021

Pipe P14 256.73 1.31 2.67 0.015

Pipe P15 50.48 1.03 3.84 0.018

Pipe P16 31.25 0.99 4.68 0.019

Pipe P17 8.96 0.51 1.88 0.022

Pipe P18 21.05 0.67 2.25 0.020

Pipe P19 12.19 0.39 0.82 0.021

Pipe P20 6.36 0.36 1.00 0.023

Pipe P21 25.23 0.51 1.06 0.020

Pipe P22 94.16 0.98 2.36 0.017

Pipe P23 205.23 1.29 2.94 0.016

Pipe P24 257.92 1.31 2.69 0.015

Pipe P25 274.05 1.40 3.01 0.015

Pipe P26 11.36 0.64 2.92 0.021

Pipe P27 4.15 0.23 0.45 0.024

Pipe P28 41.15 0.84 2.63 0.018

Pipe P29 13.71 0.44 1.02 0.021

Pipe P30 40.35 0.82 2.54 0.018

Pipe P31 7.13 0.15 0.10 0.024

Pipe P32 3.41 0.19 0.31 0.025

Pipe P33 19.53 0.62 1.96 0.020

Pipe P34 33.82 0.69 1.83 0.019

Pipe P35 18.21 0.58 1.72 0.020

Pipe P36 3.93 0.22 0.41 0.024

Pipe P37 19.03 0.61 1.87 0.020
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Fig. 4 Pressure profile of WDN – ESR-21 in EPANET
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Impact of Different Parameters
in the Development of Operating Policies
of a Reservoir Using Stochastic Dynamic
Modelling Technique

Ashrumochan Mohanty, Satish Chandra Bhuyan, and Sangeeta Kumari

Abstract Stochastic dynamicprogramming (SDP)has beenused for several decades
to develop the operating policies for the reservoir. But there is a need to study in depth
about how the SDP-derived operating policies perform with respect to different
parameters. In this study, we have used a real-world problem to study the effect.
There are different aspects in SDP model which influences the development of the
decision policies. The study majorly focuses on four different areas, i.e. (a) influence
of the inflow transition probability matrix (ITPM) on the outcome of SDP model,
(b) influence of different assumption taken in development of ITPM, (c) influence of
serial correlation in the performance of a reservoir operated using SDP-derived oper-
ating policies and (d) applying SDP modelling technique to a real-world problem
and comparing its performance with conventional operating rules used by the reser-
voir. The dependency of the convergence criteria was analysed on the basis of the
inflow transition probabilitymatrix. Influence of the inflow assumption in SDPmodel
has been studied thoroughly. After conducting different sensitivity analysis, it was
concluded that the SDP model is insensitive towards ITPM. Results produced by
Markov I and independent assumption performed better than deterministic assump-
tion which was used to develop ITPM. When comparisons are made in-between
Markov I and independent assumption, it was found that Markov I performs better
when the serial correlations are high and independent assumptions perform better
when serial correlations are low. A reservoir when operated with SDP policies gives
14% more hydropower energy than the conventional rule curve method.
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1 Introduction

Reservoir is an expensive structure that is built to store water. It helps to solve
a single or multiple purposes in both dry and wet seasons. Nowadays, the effec-
tive use of the reservoir system has become very important. It has been found that
reservoir contributes 12–16% of the total food production worldwide by helping in
irrigation [1]. Hydropower is the main source of clean energy. World’s 19% of the
energy produced is clean energy or renewable energy. Nearly 97% of clean energy is
produced from water stored in the reservoirs [1, 2]. It has been predicted that world’s
population will reach 9 billion at the end of 2050, and the food production needs to
be increased by 70% [3]. For proper function of a reservoir or we can say that to get
the maximum output, reservoir operation rules are important. Many reservoirs use
rule curve for the operation of reservoir, which is generally static in nature. It does
not account for the probabilistic nature of the inflow. So, there is a need to develop
operating rules that could incorporate the inflow variation. For many years, the reser-
voir operation was done on the basis of the rule curve. The rule curve shows the level
of the reservoir to be maintained at each month to satisfy different purposes of the
dam. If the water level in the reservoir was above the level of the rule curve, then the
releases from the reservoir shall be increased and vice versa. To reduce the ineffi-
ciency of the rule curve, many additional policies have been developed. These rules
have been incorporated in the dam to increase the efficiency of the reservoir. These
operation policies are used when the condition is ideal. But when the conditions are
not ideal (when it becomes difficult to maintain the storage level), then the decision
to be made for various combinations of hydrological and the reservoir storage condi-
tion can easily be managed by the operating rules. Nowadays, the operating rules
have already been overtaken by the rule curve, and it is acting as the main principal
rule for the operation of the reservoir.

The two optimization techniques have been widely used by the researcher, i.e.
linear programming and dynamic programming techniques. Other methods have also
been used by the researchers such as soft computing techniques. These all techniques
have been used to derive the operating policies. Linear programming (LP): As the
name of the technique explains itself, the technique uses a linear relationship between
the reservoir variable and the reservoir constraints to derive the optimal policies. But
in the real life, the variables used in the reservoir operation are not linear in nature.
This has been a major obstacle in the success of this technique. Although LP can be
employed in the development of the operation policies, the degree of approximation in
LP could seriously affect the outcome.Dynamic programming (DP): In this method,
amulti-decision is divided into sequence of smallmulti-decision. It is highly effective
in solving the time-related decision-making. So, this technique comes in very handy
in deriving the reservoir operation policies. Hall and Dracup (1970) said that there
is a substantial advantage of solving a system with DP technique. It can treat a non-
convex, nonlinear discrete variable and can take stochastic inputs [4]. Generally,
there are three stochastic models that can take the serial correlations assumption into
consideration. The models are policy iteration, stochastic LP (SLP) and stochastic
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DP (SDP).Many studies have been done comparing the result of the explicitmethods.
All the studies said that SDP model has an advantage over other models. Although
the optimal policies that have been derived have nearly same policy, the efficiencies
calculated are different. Apart from that, computational time for SDP is very less as
compared to the other models. From an analysis, it was seen that the time taken by
the SDP model is 1/12 of the time taken by SLP [5]. But at the end, the accuracy of
the model matters the most than the solving time. While solving a group of linear
equation, the computer rounds off different values which may result in the truncation
error. This may end up making a feasible solution to an infeasible solution. This
becomes a constraint which leads to the limiting on the size of the problem which
uses the SLP and policy iteration methods.

There are many mathematical models on the reservoir operation modelling.
Goulter and Tai (1985) gave a detailed and thorough procedure for the optimization
using DP to various water system problems. Reznicek and Cheng (1991) worked
on the incorporation of the uncertainties in the reservoir modelling [6]. The earliest
study on the stochastic reservoir optimization study was published in 1955 by Little
who used a simplified reservoir system for the analysis purpose. Little (1955) went
for the deterministic reservoir operation. In his analysis, he assumed that the inflow
follows a stochastic sequence. Then the simulation was carried out by a recursive
equation, and the inflow transition probability matrix was formed on the base of
the 39 years of the historical data. After simulation, his model gave an operational
policy, and the operational policy was based on the storage decision variable. Later
the operational policywas comparedwith the rule curve of the reservoir, and a relative
development was achieved on the operational policy [7]. Schweig and Cole (1968)
took forward the model proposed by Little (1995) and applied it to a multi-reservoir
problem, which was in fact a two-reservoir system problem. Then they applied the
SDP and realized that there are several computational difficulties associated with
the technique [8]. Loucks et al. (1970) studied three types of the stochastic reser-
voir operation. Models were based on the serially correlated Markov inflow: linear,
dynamic and policy iteration. All models lead to the generation of same optimal
policy, but the time for the simulation was different. SDP model approach was the
fastest among all [9]. Arun Kumar and Yeh (1973) used the SDP modelling tech-
nique to maximize the hydropower output by introducing a penalty function for not
meeting the specified firm power level. They proposed a heuristic decomposition
approach for a multi-reservoir system and further used decomposition algorithm for
two parallel reservoirs which were in the California Centre valley, USA [10]. Klemes
(1977) focused on to study the effect of the discretization of the storage on stochastic
model development. He stated that the number of storage discretization is subjected
to some constraints. He suggested the storage discretization should increase linearly
as the reservoir capacity increases to incorporate the result which is assured. He also
theoretically and mathematically proved that too many storage discretization can
seriously affect the accuracy and can disturb the real-time operation of the reservoir
[11]. Turgeon (1980) stated two methods to overcome the difficulty of dimension-
ality. The two methods were named as “one at a time”, and the other was named
as “decomposition method”. In one at a time, the method consists of dividing the



356 A. Mohanty et al.

problem into one state variable with sub-problem, and then it is solved by DP. Then
in second method known as decomposition in which the original n state variable
DP problem is divided into N stochastic optimization sub-problem with two state
variable and then it is solved with DP [12].

Loucks (1981) developed an SDPmodel which was completely different that was
developed in the 1971 by Butcher. In Loucks model, the policy that was developed
at the simulation end was the final storage volume which was the function of the
known initial storage and the inflow which is unknown till the end of the period.
The policy needed to be formulated in such a way that it does not depend upon
the future inflow. Then the problem can be solved in two ways such that it can
be applied in the real-world reservoir operation. In the first way, the final storage
should be known subjected to the limitation to the release or in the other way by
knowing the release target and subjected to limitation in the final storage in each
time period. In the second process, the method can be implemented if the inflow can
be obtained by using any inflow for casting problem. There may be error involved in
the forecasting, but this opens a way for the application of the SDP model in the real
world [13]. Stedinger (1984) prepared a SDP model which was inspired by Loucks
(1981) model. He used the best forecast of the current period for the development
of SDP model. The use of the historical data as the inflow state variable improved
the model performance instead of forecasted data [14]. Bogardi (1988) applied the
SDP model on single and multiple reservoirs. Mainly, the study was on impact of
the storage and inflow discretization on the performance. The study found that as the
number of class intervals is increased after a certain limit, the performance of the
system will not improve dramatically. Emphasis was given on proper combination
of storage and inflow class interval [15]. Kelman (1990) develop a model known as
sampling stochastic dynamic programming (SSDP). Itwasmodification over theSDP
model. This captures the temporal and the spatial streamflow by using the simplex
streamflow sequence. Then the best hydrological state variable was included in the
model, which lead to the development of the SDP policies [14].

After studding lot of development in the recent past, it has been observed that
the stochastic dynamic programming (SDP) modelling is gaining popularity among
the researchers as it can incorporate the stochastic nature and the inflow, different
inflow assumption and inflow serial correlation. A lot of studies have been done on
operation modelling using SDPmodelling technique. But very less studies have been
done how the parameters influence the outcome of the SDP model. In our study, we
will majorly focus on three-parameter inflow transition probability matrix (ITPM),
inflow assumption while developing the ITPM and serial correlation.
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2 Methodology and Development of Model

Stochastic dynamic programming (SDP) is a development over conventional
dynamic programming (DP). It incorporates the stochastic nature of the parame-
ters. SDP model is defined by its stages, state, decision variable, the objective func-
tion (the purpose that to be optimized), constraints and a recursive function which
is used to develop the optimal policy. The probability of the inflow is calculated
by observing the historical data. Then an objective function is defined keeping the
purpose of the dam in view. Thereafter, an optimal policy is derived by iterating the
recursive equation on each stage. An optimal policy is reachedwhen the performance
index becomes stable or converse. The below section will explain how the model is
developed in detailed and stepwise manner.

2.1 Stage

During the model formulation using SDP for reservoir operation problem, stage
is one of the important parameters. Stage is generally taken as week or month or
combination of some continuous series of week or month. The total stages in one
year are called the cycle period. One is “n” and “T”. n is absolute index which counts
the period or stage that has been passed backword, and T takes care of the stages
passed within the cycle.

2.2 Discretization of Inflow and Storage

Discretization of the inflow is done by observing the maximum and minimum inflow
in the past (historical data). Generally, two types of the discretisation schemes are
followed. First one is the scheme inwhich the inflow is divided into several zones such
that the number of inflows falling in each interval becomes the same. In the second
scheme, the inflow is divided into equal intervals. The former is of non-uniform
interval, but the latter is of uniform interval. The characteristic value is defined as
the average of the boundary value.

Discretization of storage means to divide the total storage volume in to discrete
number of zones. Here in reservoir modelling, the storage volume is the difference
between the maximum storage volume and the minimum storage volume. Generally,
equally spaced discretization is preferred. After discretization, each zone is repre-
sented by a value known as the characteristic value or representative value. Each
characteristic value is the halfway between the upper and the lower boundaries.
Generally, discretization is done for the live storage of the reservoir.
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2.3 Different Inflow Serial Correlation Assumptions

Markov process is mostly used to assume inflow serial correlation while doing a
SDP model. It is one of the key aspects to understand the inflow serial correla-
tion assumption. Markov chain is the process of discretized process of representing
Markov process. Generally, when a Markov process is described by a single step
dependence, then it is called a first-orderMarkov process. Thismeans that the present
inflow depends on one past value. Similarly, if the present inflow has a dependency
of two past values, then it is known as the second-order Markov chain process.

2.4 The Markov I Inflow Process Assumption

The above relation represents a first-order Markov chain process. In a Markov chain,
the movement from a state (time period) to another state is known as transition.
Assume that in an inflow (Q) process, the inflow can assume any inflow value q (q
= q1, q2, q3…). Pij is a conditional inflow transition probability which shows the
transition of the inflow from state t to t+ 1. Mathematically, we can write it as shown
in Eq. (1).

Pt+1(Qt+1|Qt , Qt−1, Qt−2, . . .) = Pt (Qt |Qt−1) (1)

Mathematically, the value of Pij can be calculated by Eq. (2)

Pt
(
Qt = q j |Qt−1 = qi

) = N
(
Qt = q j |Qt−1 = qi

)

N (Qt−1 = qi )
(2)

The inflow transition satisfies the rules of the probability, i.e. 0 ≤ Pijt ≤ 1 for all
feasible i, j and

∑
Pijt = 1 for all I, where qi is the inflow in the state t and qj is the

inflow in the state t + 1.

2.4.1 Independent Assumption

The process in which the existing process is not correlated with the previous time
period is known as independent process. It can be represented as

Pt+1(Qt+1|Qt , Qt−1, Qt−2, . . .) = Pt (Qt ) (3)

The number of elements in the matrix is equal to the inflow class discretization. It
will form a one-dimensional matrix. We can say that it is a row matrix. It can be
mathematically calculated by Eq. (4)
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Pt
(
Qt = q j

) = N
(
Qt = q j

)

N (Qt )
(4)

2.4.2 Deterministic Assumption

The deterministic assumption means that it is assumed that the inflow of that time
period is known at that time. That means the probability of occurrence of that flow
is 100%. Generally, the flow is taken as the average of that period. Mathematically,
it can be written as

Pt+1(Qt+1|Qt , Qt−1, Qt−2, . . .) = Pt (Qt ) (5)

2.4.3 Inflow Serial Correlation

It is quite a common thing that a process at a time period is related to another time
period of the process. The relation between the processes at different lag is known as
the serial correlation or autocorrelation. Here in our study, we have taken the inflow
as our process. Serial correlation can exist between different time observations (k =
1,2,3). It is also known as population correlation which is denoted by ρ(k), where k
represents the time lag. It can be calculated by Eq. (6).

ρ(k) =

n−k∑

i=1
Qi ∗ Qi+k −

n−k∑

i=1
Qi ∗

n−k∑

i=1
Qi+k

n−k

⎡

⎢
⎣

n−k∑

i=1
Q2

i −
(
n−k∑

i=1
Qi

)2

n−k

⎤

⎥
⎦

1/2

∗
⎡

⎢
⎣

n−k∑

i=1
Q2

i+k −
(
n−k∑

i=1
Qi+k

)2

n−k

⎤

⎥
⎦

1/2 (6)

2.5 State Transformation Equation

State continuity equation of a reservoir follows conservation ofmass. State continuity
equation of SDP can be written as follows:

St+1 = St + Qt − Rt − Spillt − Et for all t (7)

where t represents the stages in a cycle, St+1 is the storage of the reservoir at the
time t + 1, St represents the storage of the reservoir at time t,Qt represents the inflow
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to the reservoir in the period t, Rt represents the release from the reservoir in the period
t,Spillt represents the spill from the reservoir, and Et represents the evaporation loss
from the reservoir catchment in the time period t. The relation between the variables
is clearly shown in Eq. 7.

2.6 Physical Constraints

For storage in the reservoir, the storage at any time period must lie

S t,min ≤ S t ≤ S t,max for all t (8)

where St,min is the minimum live storage at any time t, St,max is the maximum live
storage at time t, and St is the live storage at any time t.

Reservoir release constraints are as follows:

R t,min � R t � R t,max for all t (9)

where Rt is the release at any time period t and Rt,min and Rt,max represent the
minimum and the maximum water that can be released. The minimum and the
maximum release depends upon many factors such as the purpose of the dam, down-
stream condition and the spillway capacity. Different constrains have been used in
the experiment like maximum and minimum head to the turbine, maximum and
minimum firm energy, etc.

2.7 Objective Function

A reservoir is designed keepingmany things in vision. The reservoir may be designed
for single purpose or multi-purpose. The purpose of the reservoir can be supplying
drinking water and domestic water, supplying water for irrigation, reducing the flood
peak, keeping the minimum depth of water for navigation purpose, providing energy,
etc. A properly formulated objective function will show the purpose of the reservoir.
Reservoir has been designed to solve the purpose of hydropower generation and to
supply irrigation water. The objective function can be formulated to minimize the
energy deficit or to maximize energy generation for a year, and for the irrigation
water supply, the objective function can be defined to deviate minimum from the
target.

Max
N∑

t=1

Energy (10)
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The above equation is represented to maximize the energy generation in a year.
N is the number of periods in a year.

2.8 Recursive Equation

There are different ways to write the recursive equation depending upon the factors
that influence the recursive equation. Different factors that influence the recursive
equation are as follows:

• Correlation characteristics (time dependent or time independent)
• Decision variable (storage or release)
• Inflow state variable dependency (previous inflow or present inflow)
• Objective pattern (maximization or minimization)

f tn (st , Qt ) = Opt(min,max)

[
n=t∑

n=1

Pi j B( St , Qt ) + f t+1
n−1(St+1, Qt+1)

]

(11)

∀ St , Qt , Dt feasible

subjected to reservoir continuity equation, i.e.

Rt = St + Qt − St+1 − SPt − Et (12)

f T1 (St , Qt ) = Opt(min,max)
[
f t−T
n=1 (St+1, Qt+1)

]
(13)

the notation used in Eqs. (11), (12) and (13) has been explained in Sect. 2.5. The
notation n represents the time period that have passed (n = 1,2, 3…). Dt represents
the decision variable which can be storage at time period t or the inflow at the time
period t or t-1 (St , Qt or Qt−1), Pij is a conditional inflow transition probability
which shows the transition of the inflow from state t to t + 1,B( St , Qt ) is the
increment over the objective function starting from the time period t to the end of the
time period t, and f t+1

n−1(St+1, Qt+1) is the sub-optimal value of the recursive function
at the stage n. For solving the recursive Eq. (11), a backward dynamic programming
(DP) algorithm is taken into account. The computer solves the equation backward till
the recursive equation produces a stable policy, and the performance value becomes
constant. In other words, the convergence criteria need to be satisfied (Sect. 2.9). The
SDP model is always solved in the backward direction because solving in forward
has no sense because the expectation over the future state has to be considered.
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2.9 The Convergence Conditions

There are two conditions when we can say that the policy has been converged or we
can say that the policy has reached “steady state”.

• The first condition emphasizes the stabilization of the policy. After each stage of
the computation of the algorithm, we could generate the operating policies. After
continuing the computation in the backward direction every time, we will get
operating policies, but after computation operating policies for certain years, the
policies will become constant. The policies will not change over period. Here we
can say that we have reached a steady-state policy or the policies have conversed.

• The second condition for the convergence or to reach at the steady state is to have
a constant performance value. After the computation of the SDP algorithm at each
stage, the algorithm returns a performance value or expects annual performance
value. After computation for several years, the expected value becomes constant,
i.e.

f T+n
t (St , SQt ) − f nt (St , SQt ) = Const (14)

The condition inwhich above equation becomes constant is known as steady state.
The phenomenon is called stabilization of objective function value.

3 Case Study

Rengali Reservoir, a multi-purpose reservoir, was selected for conducting the exper-
iments. It is built on Brahmani River. The main aim of the Rengali Reservoir is
to store water for the purpose of the irrigation and hydropower generation. It also
helps to reduce the severity of the flood by reducing the mood peak. As it serves
multiple reasons, it is called as multi-purpose reservoir. On 29 km of the down-
stream side of the Rengali Reservoir, Samal Barrage is located from which different
canals are connectedwhich solves the purpose of the irrigation.Different hydropower
mechanism is present at the Rengali Reservoir to generate energy.

3.1 Reservoir Characteristics

• Maximum water level (MWL): 125.40 m (Elevation)
• Full reservoir level (FRL): 123.50 m (Elevation)
• Dead storage level (DSL):109.72 m (Elevation)
• Storage capacity at MWL: 5,150 Mm3

• Storage capacity at FRL: 4,400 Mm3

• Storage capacity at DSL: 986.29 Mm3
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Fig. 1 Brahmani River Basin with different land cover

• Live storage capacity of reservoir: 3413.71 Mm3

• Water spread area at MWL: 414 Mm2

• Water spread area at FRL: 378.40 Mm2

• Water spread area at DSL: 143.0861 Mm2 (Fig. 1).

It has maximum rainfall (annual) of 2850 mm, minimum rainfall (annual) of
890 mm and mean rainfall (annual) 1870 mm. It has maximum run-off (annually) of
36,500,000 Mm3, minimum run-off (annually) of 5,670 Mm3, mean annual run-off
(Annually) of 14,900 Mm3,1000-year return period flood of 27,800 m3/s, probable
maximum flood (PMF): 55,540 m3/s 75% dependability (run-off): 9150 Mm3 and
90% dependability (run-off): 7430 Mm3.

4 Experiment Result and Discussion

Whileworking on the SDPmodel, different assumptions are taken into consideration.
First assumption is that stochastic process is a stationary process. Hence, the inflow
transition probability matrix does not change over time. Secondly, the design param-
eters are constant which means parameters like dead storage, live storage, target
release to be met, etc., remain unchanged during entire study. Third assumptions are
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that the model follows a continuous discretizationmethod. Hence, time, capacity and
inflow are approximated by discrete units. In upcoming sections, different experi-
ments have been conducted to know the effect of different parameters on the outcome
of the SDP model.

4.1 Experiment 1

The multi-purpose reservoir was selected for the study of the effect of the inflow
transition probability matrix (ITPM). But for comparing the effect of ITPM, only
single objective was used, i.e. to maximize the hydropower generation. This was
assumed to reduce the effect of different objective of the reservoir on modelling. In
this study, first three transition probabilitymatrices were constructed. The first matrix
(ORIGINAL) was formulated using the historical data of 30 years, and then other
two hypothetical matrices were formulated using different flow regimes. Second
matrix (EQLELT) was constructed in such a way that the elements in the inflow
transition probability matrix were equal. Then a third matrix (HIGH DEVIATION)
was constructed taking large variation in the historical inflow data, but it was made
sure that the mean variation of the original flow pattern of the hypothetical inflow
pattern does not vary more than 5%. This will help us to know the effect of the ITPM
on the SDPmodel if a reservoir is operated with large deviation in the inflow or there
is error in collection in inflow data (Fig. 2).

Result Analysis: From the result, we can see that there is a limited impact of
the ITPM on the SDP model as the objective is concerned. We could conclude
that inherent inaccuracy in the development of the ITPM does not have considerable
impact on the SDPmodel performance. The cumulative difference between the three-
model hydropower energy output is less than 5%. This shows that ITPM is insensitive
towards SDP-derived policies. From the above experiment, we could conclude few
points.
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Fig. 2 Simulated result of average monthly reservoir storage using three different ITPM (X-axis
is representing months starting from January to December with time step of one month)
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• ITPM with large variation may result in the same operating policies. There may
be little variation in the operating policies, but the hydropower generated remains
nearly the same.

• The main reason behind the derivation of the nearly the same operating policies
is due to iteration of the SDP model.

• The derived policy may result in the little different operating policies but could
solve similar objective almost to the same extent.

4.2 Experiment 2

The purpose of the study is to know the influence of the inflow assumptions on the
SDP model. As discussed, inflow assumptions play an important role on the model
development as it influences the ITPM. The experiment is conducted to know the
best inflow assumption that suites the SDP model. For this, we will conduct exper-
iments taking three assumptions, i.e. Markov I, independent and the deterministic
assumption.

Markov chain II assumption has been ignored because of the following reasons:

• When the ITPM was constructed assuming Markov II process, the matrix gener-
ated was a three-dimensional matrix. If we will construct a matrix 4 × 4 × 4
(say), then the matrix contains 64 elements. But we have taken historical inflow
data of 30 years. This implies that ½ of the elements in the matrix is zero, which
will not satisfy the convergence criteria. It becomes a difficult task to construct
ITPM with Markov II assumption of size more than 3 × 3 × 3.

• Markov II assumption leads to the development of a three-dimensional matrix
which will increase the complexity of the model. If we have n × n × n matrix,
then we have to solve n2 equations at a state to achieve the optimal policy.

Result analysis: The simulated performance of the hydropower generation is
shown in Fig. 3.We can clearly see that theMarkov I and the independent SDPmodel
assumption have completely outperformed the deterministic model. The Markov
model and the independent models have produced 13–14%more hydropower energy
(annual average). But it is difficult to know which is better between the Markov I
model and the independentmodel as the difference between these two averages yearly
hydropower generation is less than 2%. Further another experiment 3 is conducted to
know which is better among them by taking different inflow assumption in a single
SDP model set-up.

4.3 Experiment 3

An attempt has been made to find the best among the two assumptions: Markov I and
independent models. This experiment was conducted taking the serial correlation
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Fig. 3 Simulated result of average monthly power generation using three assumptions, i.e. Markov
I, independent and deterministic. (X-axis is representing months starting from January to December
with time step of one month)

into consideration. For this experiment, four points were selected, i.e. 0, 0.3, 0.6 and
1. For instance, a point 0.3 is selected, and the experiment will be performed taking
Markov chain I assumption, wherein the serial correlation is greater than 0.3 and all
the serial correlation less than or equal to 0.3 will take an assumption of independent
relation and same in the case of 0.6. Now coming to serial correlation point 1, serial
correlation cannot be greater than one, so in all the steps independent assumption
is taken. In our study, no month has serial correlation less than zero. So, in case of
serial correlation point 0, the model will completely operate onMarkov I assumption
(Fig. 4).
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Fig. 5 Hydropower generated using rule curve andSDPmodel (X-axis representingmonths starting
from January to December with time step of one month)

Result Analysis: We can see that the difference between the performances of the
four models is minimal. A gradual improvement in the performance is observed as
we go from lower point to higher serial correlation point. There is little jump in the
model frompoint 0.6 to 1.We can conclude that themodel performs betterwhen there
is an assumption of Markov I when the serial correlation is high and of independent
assumption when the serial correlations are low.

4.4 Experiment 4

The main purpose of this experiment is to apply the above concluded result to a
real-world problem. For this, the rule curve was used to find the performance of the
reservoir.Here the performancewasmeasured on the basis of hydropower generation.
Then an SDP model was developed for reservoir operation. Then the performance
of the reservoir was evaluated (Fig. 5).

Result Analysis: It was found that the SDP model performed way better than the
conventional rule curve operation method. It was found that nearly 14% of excess
average yearly hydropower was generated.

5 Conclusion

The study mainly focuses on three major aspects in the SDPmodel development, i.e.
the influence of the inflow transition probability matrix in the development of the
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SDP model, the best inflow assumption that can be used for model formation and
the effect of serial correlation. It was found that the ITPM was insensitive towards
the SDP model. There was no much influence in the operating policy of the SDP
model. But after simulation, minor variation in average yearly power generation was
noticed though it was under 5%. Thereafter, several experiments were done on the
basis of assumption of the inflow assumption. Three assumptions were taken, viz.
Markov chain I, independent assumption and deterministic assumption. It is difficult
to take the assumption of the Markov chain II due to less inadequate length of histor-
ical data. It was observed that the ITPM formulated using Markov II was having
higher numbers of zero elements. These zero elements made convergence criteria
difficult to satisfy. Therefore, three assumptions were made, and it was found that
the Markov chain of order 1 and the independent assumptions were the best. The
deterministic assumption failed to achieve the desired result. Thenmany experiments
were conducted to determine the best among the two (Markov chain I and indepen-
dent) assumptions. It was found that the Markov chain I performs better when the
serial correlation is high, and independent assumptions hold good when the serial
correlation is low.
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Feasibility Analysis and Design of Water
Distribution System for Ghadara (East
Singhbhum District) Using Water Gems

Abu Rashid and Sangeeta Kumari

Abstract Water Supply in Ghadara is not equally distributed due to regular terrain
and increase in bulk population. This study is proposed to suggest measures for
upgrading of the distribution network. In this paper the analytical results are carried
out usingWATERGEMSsoftware. This paper includes the reorganizationalmeasures
needed in future for its optimal design usingWaterGems. This pipeline is proposed to
ensure the service standard of 135 l-pcd and satisfy the pressure limits between 35 and
80 psi.Water Gems (Bentley) is found to be user friendly for addressing systemswith
varying demands, pipe conditions andDesign horizons. DuringHydraulic simulation
different valves have been placed to satisfy the pressure requirement and proper
placement of Diameter is also ensured to minimize the head loss. It also supports
graphical interfacewhichmakes analysis real and further reduces time for reanalyzing
the network. To control the flow rate ofwater fromWater Treatment Plant to overhead
tank SCADA is installed at theWater Treatment Plant and PFCvalve is installed at the
overhead tankwhich prevents the overflow ofwater from overhead tank and therefore
reduces the energy cost of pumping water from reservoir to water treatment plant
and finally to overhead tank.

Keywords WDN ·Water gems · Ghadara · East-Singhbhum district

1 Introduction

Water is an essential element for the living being and also a vital element for the
economic development of a country. Water has always been a problem specially to
areas which are far away from coastal region and also to land locked countries where
there is a complete scarcity of water. The infrastructure for water distribution system
is important for industrial as well as domestic uses. It connects users to sources
of water, using hydraulic components, such as links, nodes, orifice, pumps, valves,
and tanks. The infrastructure of WDN design of such systems is a tremendous task
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involving numerous factors, therefore the designing for such system is done carefully.
Design parameters include water demand, minimum pressure requirements, velocity
requirement, topography and head loss. The primary goal of all water distribution
system engineers is the delivery of water to meet the demands as per the standards
and satisfy the pressure as well as velocity criteria. Unfortunately, it is seen that in
new as well as old water distribution system the ability to transport water reduces
due to high head loss and therefore the demands of such networks increases. This
leads to the insufficient performance of the network which hampers the economy.

Elements which constitute water distribution system are pipes, valves (PRV, PBV,
FCV), Orifice meter, Over-head tanks. Distribution systems carries water from reser-
voir to Water Treatment Plant under pumping pressure and from WTP to overhead
tank and finally to consumers.

Water distribution system can be categorized into two main parts: (1) Continuous
system: In this type of system, there is continuous supply of water so dirty ground
water cannot enter into the water pipelines even there are some small escapes in
the system. (2) Intermittent System: In this type of system there is no continuous
supply of water throughout the day. Water is generally supplied for a few hours in
the morning or in evening. Due to adverse pressure, the quality of water is not as
good as continuous water supply system and therefore causes health issue. Using
commercial software such as Bentley it helps to simulates pressures and head loss
in the networks and flows in and out to/from the tank. The main moto is to deliver
water at the required quantity to individual users as per government standards under
standard pressure throughout the distribution network.

The distribution of drinking water in DMA-02, Ghadara region network, Jhark-
hand is a technical challenge. It is important that each node of the distribution network
be supplied with a sufficient flow of water so as to meet the demands. In Indian cities
water is available for a few hours per day, with irregular pressure, and the quality of
the water is also compromised. For this study area Ghadara area (DMA-02) of East
Singhbhum District, Jharkhand has been identified and the network model for the
area under consideration will be prepared and studied to meet the demand per users.

The objective of this study is to study the real network performance of Water
Distribution Network of Ghadara (DMA-02) zone, East Singhbhum District, Jhark-
hand and to report any improvements required in existing network to reduce the
overall head loss and satisfy the pressure constraints without increasing the total
head loss as per the standards by using hydraulic simulation software like Water
GEMS.

Water GEMS is a product of Bentley which is an American-based software
development company which develops, sells and supports computer software which
renders services including design, operation and construction of infrastructure. Their
software products are generally used to design, build, andoperate large building assets
such as roads, railways, power plants, and Water and Sewer utility networks. Water-
Gems is superior to Water-CAD and EPANET software’s in distribution network as
it is easy to export from google earth. It supports modelling elements such as variable
speed pump battery, CAD and GIS interoperability and it has advanced hydraulic
features such as pipe renewal planner and Water Hammer.
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2 Model Development

The following steps are followed:
The introduced methods are simple and practical based mainly on the simulation

procedures used to handle the water shortage conditions in the distribution network
of quite a large and complex WDS.

2.1 Collection of Data

Collection of real network data of Chhotagovindpur and Bagbera Water Supply
Project, Jharkhand is done. The data collected is pressure at nodes, velocity in link,
head loss in link, reduced level at nodes, pump details and diameter as well as length
of links.

2.2 Filling Input Data

The input parameters are Pipe data such as pipe types (C.I, PVC, D.I etc.), pipe diam-
eter (inches), ValveData, HazenWilliamsCo-officient (C= 140), Reservoir capacity
and Tank (minimum and maximum level) as well as elevation reading at nodes,
tanks are filled or Flex Table can be used to generate input data of any component
where-ever required.

2.3 Validation of the Network

Validation of network is performed only after the input of all the parameters is done.
If there is no error in the network then engine information message displays that
no problems found and if there is an error it should be rectified by changing the
parameters and again validated.

Validation of network is performed only after the input of all the parameters is
done. If there is no error in the network then engine information message displays
that no problems found and if there is an error it should be rectified by changing the
parameters and again its validated.
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2.4 Computation

Once the validation is over the computation is performed and the results can be
obtained in Flex Tables of each and individual data. From flex tables the results can
also be represented in terms of graph or it can be exported from Flex Tables to Excel.

The following steps are followed for the development of the model in Water
GEMS:

Step 1: Collection of Data from the Drinking water and Sanitation Department.
Step 2: InputHydraulic Parameters such as Pipes, Junctions, Tanks,Valves, Pumps

and Reservoir with their corresponding elevations.
Step 3: Perform the validation of the network. If there is error in validation go back

to step 2 and change the parameters else if there is no error found during validation
go to Step 4.

Step 4: Compute the network.
Step 5: Go to Analysis and then to Flex Tables to obtain the results.
Step 6: From the Flex Tables (Results) are exported the MS-Excel where graph

are plotted between Real and Revised Network as shown in Figs. 4 and 5.

3 Study Area

East Singhbhum is one of the twenty-four districts of Jharkhandwhich lies inKolhan
Division. It has a total area of 3533 km2. The total population recorded as per 2011
census is 2,293,919. This district is bounded by the districts of West-Bengal on east
and north. On west, Seraikela Kharsawan district and south by Mayurbhanj district
of Odisha. The study area which is selected for the design of Water Distribution is
Ghadara which is a census town in Purbi or East Singhbhum district in the state of
Jharkhand, India. Ghadara has a latitude of 22.75° N and has a longitude of 8.25° E.

The type of pipe used in entire water distribution network is Ductile Iron varying
from four inches up to eighteen inches. The entire hydraulic simulation is done
through Water-Gems. The main source of water is Subarnarekha River and it flows
through the Indian States of West Bengal, Odisha and Jharkhand. The entire length
of distribution network in my study area (DMA-02, Ghadara) is 7293 ft from Over-
head tank to consumers and the length from Reservoir up to Over-Head tank is not
considered in this study.

Figure 1, shows the Purbi Singhbhum area in the state of Jharkhand, India which
is done in Ars GIS. The study area Ghadara is marked as circle inside the Jharkhand
Map.



Feasibility Analysis and Design of Water Distribution System … 375

Fig. 1 Location map of study area
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4 Results and Discussion

In this study, the part of the real network is considered DMA-02 (Ghadara) in East
Singhbhum District, Jharkhand which is having a network of 7293ft with diameter
varying from four inches up to eighteen inches.

As, per the Indian Standards the pressure should be within 35–80 psi when there
is no fire. After hydraulic computation in Water Gems we have observed that this
standard pressure is not achieved in real network so there is need for a revised network
which will satisfy the pressure criteria as per the standards while keeping in note that
there should be no increase in total head loss in the entire network.

In revised network one Pump and one Pressure Break Valve is added in the
hydraulic network as compared to the real network to satisfy the pressure criteria
within 35–80 psi and there is also no increase in Total Head Loss which is 0.244 ft/ft
similar to real network.

Simulation network is represented in figure and computational Results are repre-
sented in Tables for both real and revised network. Reservoir Table, Tank Table and
Orifice between pipe is similar for both real and revised network in terms of its char-
acter sticks. whereas Pipe Table and Junction Table is represented differently for real
and revised network and Pressure Break Valve and Pump Tables are presented only
for revised network.

In this studywe have considered the flow fromTank (overhead tank) to consumers
whereas the flow from reservoir up to Overhead tank is not considered in our study
area as it is under pumping pressure whereas the flow from Tank (overhead tank) to
consumers is under the flow of gravity.

Figures 2 and 3, represents hydraulic network simulation is represented for real
and revised network—Water GEMS.

The Head Loss is calculated noting Hazen Williams Equation where the value of
Hazen Williams Coefficient is taken to be 140 for both the real and revised network
and the elevation used for all the Junctions is same for both the networks.

In the Real Network as shown in Fig. 3, during Simulation in Water GEMS it
was found to have no error but on validation the results obtained from Flex Tables
shows that out of 24 Junction or node which is used in the entire network pressure
was not found to be in the desired range of 35- 80 psi which is represented in terms
of graph between Junction ID in the horizontal axis and pressure in the vertical axis
so redesign of this network is must to bring the pressure limits within the standards.
Here the elevation in the entire nodes and demand of 36 gpm is set same in both
networks.

In the Revised Network as shown in Fig. 4, where 01 Pump and 01 Pressure Break
Valve is added in the network between tank (T-1) and Junction (J-1) during simulation
in Water GEMS it was found to have no error but on validation results obtained from
Water GEMS results obtained from Flex Tables showed that the pressure is found
to be within specified limits of 35–80 psi. Here pump characteristics is defined as
standard 3 point and its efficiency are set to best efficiency, Breakeven point is set
to 85% and NPSH (Net Positive Suction Head) warning safety factor is set to 1. In
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Fig. 2 Real network simulation

Pressure Reducing Valve (PRV) its settings are set to 100 psi to make pressure within
standard limit of (35–80 psi). The results obtained is represented in terms of graph
which is plotted as Junction ID in horizontal Axis and Pressure (psi) in the vertical
axis. The elevation in both the networks (real and revised) are kept same for each
node but here in the revised network it was found the hydraulic grade increases since
there is increase in pressure compared to real network.

In both the real aswell as revised network diameter of the pipe remains the same for
both network varying from 4 inch up to 18 inch, selected on the basis of distribution
mains and transmission mains. The quality of the pipe used in the entire network is
Ductile Iron. Here the graph is obtained between Pipe ID in the horizontal axis and
the Head Loss in the vertical axis.

In the Real Network Fig. 3, on simulation no error was found but after validation
the results obtained from Flex Table showed that Head Loss obtained in the network
was high which validates the basis principle of Conservation of Energy: Sum of head
loss must be equal to zero (

∑
HL − ∑

HPUMP = 0) which violates this statement to
a greater extent as the Head Loss obtained using this real network is 0.244 ft/ft.

In the Revised Network Fig. 4, on addition of 01 Pump and 01 PRV (Pressure
Reducing Valve) during simulation no error was found but after validation results
obtained fromFlex Tables shows that theHead loss is reduced to 0.175 ft/ft compared
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Fig. 3 Revised network simulation
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to 0.244 ft/ft in the real network which means that basic violation of conservation
of energy is less in Revised Network as compared to Real Network which clearly
indicates that revised network performs better than real network (Fig. 5).

Subarnarekha river is theReservoir for bothReal andRevisedNetwork ofGhadara
(DMA-02) and the water is supplied to Tank with an outflow of 2700 gpm. With an
elevation of 181.44 ft. Tank Table represents overhead tank which stores water for
the entire network of Ghadara including all DMA’s. Here we observe that 2700 gpm
is supplied from reservoir to tank and 1844 gpm is stored in the tank and the rest 856
gpm is the entire demand for the network which is to be supplied. Here the volume
stored in the tank is 130,000 MG whereas the stage height is the difference between
initial elevation andminimumelevation and the diameter of the tank is 30 ft. Orifice is
placed between pipe nos 12 and 14 for both real and revised network during hydraulic
simulation. The advantages of orificemeter is that it can be installed either horizontal,
vertical or inclined. It is suitable for line sizes 6 mm up to 800 mm. The accuracy
that we are getting with orificemeter is±0.5% up to±up to 3%. Pump is added as a
hydraulic parameter in the revised network to satisfy the pressure standards of 35-80
psi. So, here pump character is defined as standard 3 point. Pump efficiency is set
to best efficiency, Breakeven point is set to 85% and NPSH (Net Positive Suction
Head) warning safety factor is set to 1.

PBV (Pressure Break Valve) is placed between pump and Junction 1 in the revised
network to reduce the excess pressure at nodes downstream of PBV. This excess
pressure is caused by the installation of pump in between Tank and Junction 1. To
reduce this excess pressure caused by the pump one PBV is used in the entire network
of 7293 ft between pump and junction 1 as shown in Fig. 3 and its Pressure settings
is set to 100 psi to make pressure within standard limit of (35–80 psi).
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5 Conclusion

Here after considering two networks real and revised networks the nodes where the
pressure is not met is predicted through hydraulic simulation through Water Gems
software in the real network and by adding certain hydraulic parameters such as
Pump and PBV (Pressure Break Valve) in the revised network satisfies the pressure
standard limit of 35–80psi andmeet the required demands of 135 l-pcd for individuals
without increasing the total head loss in revised network when compared it with real
network. It is obvious that by the addition of pump and PBV the overall cost will
increase but it is also important to satisfy the individual demand per capita of water.
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Identification of Flood Vulnerable Area
for Kharun River Basin by GIS
Techniques

Bhupendra Kumar Dhiwar, Shashikant Verma, and A. D. Prasad

Abstract Floods are natural disasters which cause the loss of human life and prop-
erty. The natural disasters that cause the loss of human life and property are floods.
The important tool for defining the flood zone of any region and its control is flood
plain mapping. Flood plain mapping is important to educate and inform people living
in flood prone regions about the risk of flooding and to prevent potential settlements
and developments. The benefits of this flood inundation mapping of any flood region
are that users can easily access the information and make special plans to minimize
flood losses by using advanced technology such as GIS and remote sensing, i.e.,
flood control. This study offers a fundamental approach by using HEC-RAS and
GIS methods to classify flood prone areas of the Kharun River basin Peak discharge
released from both the gauge and discharge site of the Kharun river basin has been
taken for flood modeling. The modeling results promote the detection of the flood
prone area and the magnitude of the flood for various flow conditions via the flood
maps.

Keywords Introduction · Review of literature · Methodology · Flood modeling ·
Flood conditions · Flood inundation maps · Validation

1 Introduction

Water is an essential ingredient of life. Rain is themajor component of the hydrologic
cycle. It reaches the earth’s surface after condensation of water droplets present in
the atmosphere. When the soil exceeds the capacity of infiltration and has no ability
to capture water, water flows in the form of runoff over the surface of the earth. It
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can cause water overflows that can cause flooding if there is any obstruction in the
flow path.

Floods are one of the world’s most natural catastrophes, resulting in loss of life,
livelihood systems, infrastructure, livelihood systems, production, productivity in
agriculture, and public utilities. Floods are normally triggered by the increasing
occurrence of heavy rainfall, inadequate drainage capacity, and drainage system
maintenance failure, water resource structure failure such as dam break, etc. As
water falls on the surface of the earth as precipitation in different forms such as rain,
snow, etc. it penetrates into their previous voids into the ground. But in the case of an
impermeable base, or if the ground is frozen and the soil is completely saturated,water
will not be freely drained before it falls, causing immense problems. Flood inundation
mapping is the operational tool to forecasts flood risks, the primary purpose of those
are not only for public safety but also to understand the natural process change that
produces hazards, to develop the hazard mitigation strategies and technology and to
reduce vulnerability and to prevent repetition of loss of infrastructure [1, 2].

Flood plains are those areas which are adjacent to the river or stream due to
exceeding (overflowing) of water in rainy season. This causes tremendous prob-
lems in the region for both living and non-living species, such as water logging,
land submergence, relocation of people living along the river, etc. Flood inunda-
tion/vulnerable mapping is nothing but the identification of the flood region using
different software tools by mapping.

1.1 Factors of Flood

Both human and natural activities are responsible for the event of flooding. Natural
phenomenon includes a very high rate of rainfall for a short period of time (incessant
rains), cloud bursting and man-made causes that include collapse of infrastructure
such as a bank, dam canal, dam, etc. It also happens due to the insufficient capacity
of the drains and the lack of maintenance of the drainage system, the degradation of
the structure of the water resource, such as the dam break, etc. In case of flooding in
river, high intensity precipitation, landslides, sediment deposition are most common
reasons.

1.2 Flood Inundation Mapping

There are both structural and non structural measures to control the floods. As a
result of developments in computer technology, numerous software tools for flood
prediction, flood hazard mapping/flood inundation mapping have been developed
[3]. Flood plains are those areas that are adjacent to the river or stream due to it
creates huge problems for all living and non-living organisms in surrounding area
such as water logging, submergence of land area, displacement of the people living
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Table 1 Characteristic of the
Kharun River Basin

Study area Kharun Basin

Latitude 20° 33′ 30′′ N–21°33′ 38′′ N
Longitude 81° 17′ 51′′ E–81° 55′25′′ E
Catchment area 4112 km2

Length 164 km

near the river, etc. flood inundation mapping is the one of the non structural measure,
the primary purpose of which to identify the flood prone area through mapping.
Flood inundation mapping is the operational tool to forecasts the flood risks and the
purpose of those are not only for public safety but also to understand the natural
process change that produces hazards, to develop the hazard mitigation strategies
and technology, and to reduce the vulnerability, and to prevent repetition of loss of
infrastructure [4]. Improved understanding and visualization of flood inundationmap
and flood vulnerability analysis, flood and mitigation insurance, flood management,
emergency action plans can be developed [5].

1.3 Study Area

The Kharun River Basin is chosen as a study area in this research work. All parts
of study area occupy within the Chhattisgarh state. It is a major tributary of the
Seonath River which is also the tributaries of the Mahanadi River. The geographical
coordinates of the study area lie between the latitudes of 20° 33′ 30” N–21° 33′ 38”
N and 81° 17′ 51” E–81° 55′ 25” E. Origin point of Kharun River situates at Petechua
village of Balod block in southeast of Durg district and after flowing about 164 km,
it meets to Seonath River near Somnath. Kharun River plays a vital role to fulfill the
public, domestic, and industrial water supply. Kharun Basin is a part of lower basin
of Mahanadi river basin in Chhattisgarh state of India. This basin is having 5.42%
of catchment area of Mahanadi basin in Chhattisgarh state. Table 1 and Fig. 1 show
the characteristic and index map of the Kharun River Basin respectively.

1.4 Data Used

Digital ElevationModel (DEM)—Digital ElevationModel is a digital representation
of elevation variations on earth surfaces. The DEM 30 m resolution of ASTER has
been used for this work. In order to obtain the DEM needed for this study area, the
entire Kharun basin is delineated. The maximum and minimum elevations of this
study area are 451 and 249 m above the mean sea level. The DEM of the Kharun
River Basin is shown in Fig. 2.
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Fig. 1 Index map of Kharun River Basin. Source Arab J Geosci (2016) 9: 98

1.5 Gauge and Discharge Data

Thewater level and discharge at the point of the cross section of the river are observed
daily for Pathardih and Amdi Gauge and the discharge site for monsoon and non-
monsoon times. Initially, the G&D site at Pathardih was set up by the Central Water
Commission under the Ministry of Water Resources, Government of India in 1989.
After that Amdi G&D site began by Water Resources Department of Chhattisgarh’s
Government in 2001. Discharge data are available from 1989 to 2015 for Pathardih
and from 2001 to 2015 for Amdi G&D site. Figure 3 shows the Gauge and discharge
site of Kharun River Basin (Pathardih and Amdi site).

1.6 Land Use Land Cover (LULC)

LULC of the study area was obtained from BHUVAN. According to LULC map,
Kharun river basin consists of five features, i.e., water bodies, forest, wastelands,
built up area, and agricultural area. Figure 4 shows the land use land cover of Kharun
river basin (Table 2).
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Fig. 2 Kharun River Basin DEM

2 Review of Literature

Goodell, C. et al. (2006) have presented a paper in 2006 based on flood inunda-
tion mapping of Cameron Run Watershed, located in eastern Fairfax County, in
the Commonwealth of Virginia, USA. The results obtained in the form of flood
inundation maps are useful for municipal planning purposes, flood insurance rates,
emergency action plans, and ecological studies.

G. Shrinivasa Rao et al. (2006) has done research work on Flood Inundation
Modeling of Godavari River Basin. In this work, part of Godavari floodplain was
chosen as a study area which is located in Andhra Pradesh, India. An attempt was
made to simulate the flood inundated area of Godavari River Basin part. HEC-RAS
and HEC-GeoRAS with the companion of ArcGIS model were taken for flood inun-
dation mapping. Simulated results obtained from modeling are according to satellite
observation. A further study of this researchwork can be carried out for earlywarning
system of floods in the country.

Mr. Praveen Kumar Thakur et al. (2006) have carried out research work
on Flood Inundation Mapping and 1-D Hydrodynamic modeling by using remote



390 B. K. Dhiwar et al.

Fig. 3 Gauge and discharge site of Kharun River Basin

Fig. 4 Land use land cover of Kharun River Basin
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Table 2 Land use of Kharun River Basin

Agricultural
land

Forest area Urban area Waste land Water bodies Total area

Area in km2 3269.96 199. 55 405.98 237.38 76.52 4189.39

Area in % age 78.05 4.76 9.69 5.67 1.83 100

sensing and GIS technique. Objective of this study was to develop flood inundation
maps of flood event occurred in 2003 in Puri District, Orissa, India. Digital eleva-
tion model (DEM) of the study area was taken from ASTER to extract the cross
section required for flood modeling also the cross section data were collected from
six different places by field visit to Puri district to adjust the cross section obtained
from DEM. Rating curve had also been established using observed G&D data at the
site chosen for the study. Hydrodynamic model HEC-RAS (Hydraulic Engineering
Center-River Analysis System) was used to found out the water surface profile of
the river. Again with the help of HEC-GeoRAS with the companion of the GIS flood
inundation area are identified. After the end flood inundation maps are compared
with the flood extent maps derived from RADARSAT SAR satellite images (4, 11,
13 September 2003).

Nanshan Zheng et al. (2008) has carried out research work on a distributed flood
inundation model integrating with Rainfall-Runoff processes using GIS and Remote
Sensing Data. This paper presents development of distributed model for simulation
of flood inundation integrating with rainfall-runoff processes. This model takes a
1-D diffusion wave represent channel flow and 2-D diffusion wave approximation
of overland flow which was solved by the application of an explicit finite difference
scheme. Simulated results help to identify and delineate the flood vulnerable area.

Dr.D. P.Vijayalakshmi et al. (2010) evaluated in hiswork differentmethodology
and advance technologies that are incorporating for hydraulic and hydrologic analysis
which could be useful for prediction of floodwater surface elevation of any ungauged
catchment. They found out that the rainfall-runoffmodeling can be effectively carried
out by HEC-HMS software and HEC-GeoRAS and GIS an ideal package for flood
inundation modeling.

T. Z. Gichamo et al. (Dec 2011) gives an approach in his study to extract the
River cross section from the ASTER global DEM which is generally used for flood
modeling. This extracted cross section of river could be used in 1-D River modeling
tool in HEC-RAS/HEC-GeoRAS to simulate the flooding on Tisza River, Hungary.
A Bias correction has been carried out for comparison of elevation point of DEM for
improvement of cross section data of the corresponding DEM.

Marina Mazlan et al. (March 2014) presented the general approach, method-
ology, and some usual practices for the development of flood inundation model.
Model generation covers the availability of data;method adopted, and floodmodeling
using either (1-D) one-dimensional and (2-D) two dimensional hydrodynamic model
with approach for flood mapping. For hydrodynamic model and flood mapping,
Sembrong River and for flood inundation modeling, Kota Tinggi site was chosen.
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Sunil Kute et al. (June 2014) has carried out a research work on the Flood
modeling of River Godavari using HEC-RAS. In this paper, Gangapur dam is at the
upstream side of Godavari River reach selected for flood inundation modeling. This
dam is constructed at the upstream part of the Nasik city at a distance of 14 km. This
work is based on consideration of worst flood discharge in the year of 1969. For this
modeling fourteen bridges that come across the river are considered. This floodmodel
shows the development of flood plain and its extension for flood prevention measure
and their management. Flood modeling using HEC-RAS facilitates an effective tool
for control of disaster management measures.

F. V. Silva et al. (Sept 2014) has explained flood inundation mapping of urban
areas by HEC-RAS model companion with the GIS. Rio dos Cedros urban area,
located in medium Itajaí River Valley, Santa Catarina, Southern Brazil are selected
formapping of flood plain areas. These flood plainmapswere very useful for decision
makers in the field of urban land use development plan, growth of awareness between
the people related to risk areas, and improvement of understanding of the overflow
water dynamics to riparian areas regarding rescue evacuation routes and defining the
safety areas to allocate affected person. A future study can be carried out in the field
of hydrologic rainfall-runoff modeling studies to analyze the different influences on
the dam by the dam.

Evan, T. A. et al. (2015) has presented a new feature HEC-GeoRAS with the
integration of GIS for pre and post processing of HEC-RAS during hydraulic model.
It includes the importing the roughness value along with the cross section exporting
the bank station of river in GIS and velocities across different cross section of the
river. These manning coefficients of correlated with the land use and land cover of
area in the attribute table.

Da-wei Zhang et al. (2015)made a case study onXiapuRiver Basin, Chinawhich
is focusedonflashfloodhazardmapping. In this study, the headwater catchment of the
Xiapu River Basin in china was selected for their study. Flash flood hazard analysis
gives an estimation of the extent and intensity of design flash flood scenarios. A
new conceptual distributed hydrological model for the simulation of flash floods was
developed by this study.

Faghih Mina et al. (2015) showed some GIS Techniques for Flood Plain
Modeling and Flood Inundation Mapping. In this paper, application of GIS for
developing flood plain and flood inundationmaps are described. Somany researchers
conducted various floodmodels for flood vulnerability analysis and flood forecasting.
GIS with the integration of HEC-RAS model is becoming an effective tool for flood
plain mapping. In this research work, HEC-RAS and HEC-GeoRAS were used for
floodplain delineation and identification of flood prone areas ofDalaman Plain. HEC-
RAS and HEC-GeoRAS were used for hydraulic modeling and companion of the
GIS to get the HEC-RAS result respectively.
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3 Methodology

In this study, ArcGIS, HEC-GeoRAS, HEC-RAS software are used to develop the
flood vulnerability maps. Methodology consists of three phases: (i) Preparation of
digital elevationmodel of the study area by usingwatershed delineation process using
ArcGIS (ii) Model simulation run using flow values recorded at gauge and discharge
station. (iii) Development of flood maps for different flow conditions. Flow chart
(Fig. 5) shows the methodology to develop the flood inundation maps of Kharun
River basin.

Fig. 5 Flow chart of
methodology Watershed Delineation

Extraction of Study Area

HEC-RAS Pre-Processing

Manning’s Roughness Coefficient and Editing
Geometric Data

Simulation Run in HEC-RAS Model

HEC-RAS Post-Processing

Condition

Flood Plain Maps

Area Inundating 
Correctly
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4 Flood Modeling

Hydrological Engineering Center-River Analysis System (HEC-RAS) model—This
is public domain software which was developed by US ARMY CORPS OF ENGI-
NEERS. It has various applications such as one and two dimensional steady and
unsteady flow calculation, sediment transport, water temperaturemodeling andwater
quality modeling, Quasi unsteady and full unsteady flow sediment transport-mobile
bed modeling, etc [6].

This software is built after some improvement inHEC-2 and has the ability to share
data with ArcGIS via HEC-Georas. This program is normally designed to perform a
1-D mathematical hydraulic calculation for a natural and built channel and through
which streammorphology can be presented by a sequence of cross sections of a river
flow. This model typically relies on two mathematical equations, one for continuity
equations and the other for momentum equations [7].

Continuity equation used in HEC-RAS is given by:

∂Q

∂x
+ ∂A

∂t
= 0 (1)

Similarly, momentum equation used in HEC-RAS is given by:

∂Q

∂t
+ ∂(QV )

∂x
+ gA

(
∂h

∂x
+ S f

)
= 0 (2)

where,

A Cross Sectional Area of flow,
Q = AV Discharge,
V Velocity of flow,
H Head,
Sf Friction Slope.

HEC-RAS is multitasking software which uses 1-D saint-vecant equation for flow
computation in any stream/river.

Saint Vecant equation can be expressed as:

∂u

∂t
+ u

∂u

∂x
+ g

∂h

∂x
+ g

(
s − s f

) = 0 (3)

where,

u velocity in x direction,
t time,
g acceleration due to gravity,
h head,
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s bed slope,
Sf energy slope.

To perform this equation, requires making a number of assumptions. For this
research work, hydraulic modeling and simulation are performed in HEC-RAS. The
key input required to work on the HEC-RAS is geometric data and flow data of the
river [8]. Variations in the water level of the river are calculated by HEC-RAS. After
that Depth of water is then overlaid on the DEM of the study area so that it will give
the probable extent of flood areas [7].

HEC-GeoRAS

HEC-GeoRAS is a set of procedures, tools, and utilized for processing geospatial
data in ArcGIS using a graphical user interface (GUI). This was also developed by
the Hydraulic Engineering Center (US Army Corps of Engineers) which is widely
used in civil engineering applications [9]. HEC-GeoRAS develops stream network,
flow path lines, cross sections, ineffective flow areas, storage areas, Manning’s n
values, etc. This acts as HEC-RAS model input. Water surface profile of basin and
velocity data can be exported from HEC-RAS simulation that may be processed by
HEC-GeoRAS for GIS analysis for flood inundation mapping, flood vulnerability
analysis, ecosystem restoration, flood warning system, and preparedness.

The data specifications as main input for HEC-RAS are imported from ArcGIS
by operating with the interface known as HEC-GeoRAS. Geometric data of the
study area, such as area, length, slope, etc. are extracted using HEC-GeoRAS. RAS
geometry is useful for creating a different function class, e.g., stream centerline, bank
lines, flowpath centerlines, cross section cutlines, etc. This layer helps to obtain the
elevation data of the river [10, 11]. In order to obtain this geometric data, the terrain
model (TIN) has been used that can be created by using DEM. After getting the
geometric data of the river; this data is used as key input in HEC-RAS. Flow data
which is one of the key input of HEC-RAS requires to set a boundary condition
also [12]. There are many options for boundary conditions are available, that can
be chosen as per the suitability and data availability. In the end, model is run for
simulation to get the desired result [13].

Conditions

In order to identify the flood prone area along with the variation in the flow value
of the river, the flood vulnerable maps of the Kharun River Basin are created by
considering the flow values along with the different flow conditions. Peak discharge
values have been used to classify vulnerable flood areas. Table 3 shows the peak
discharge reported at both the gauge and the discharge site.

Table 3 Peak discharge
recorded at gauge and
discharge sites

G&D site Pathardih Amdi

Discharge (m3/s) 2000 1600

Occurrence date 14/09/2005 23/07/2014
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Table 4 Discharge for
different conditions at both
gauge and discharge sites

Gauge and discharge site Pathardih Amdi

Peak discharge (m3/s) 2000 1600

0.1 times of peak discharge (m3/s) 200 160

1.1 times of peak discharge (m3/s) 2200 1760

1.5 times of peak discharge (m3/s) 3000 2400

On the basis of twenty-five years of discharge data available for the Pathardih
site and fifteen years of data for the Amdi site, the generation of flood prone maps
is used. In order to classify flood variations, various conditions are used to produce
flood vulnerability maps by adjusting corresponding maximum discharges such as
0.1, 1.1, and 1.5 times the peak discharge. Table 4 displays the flow values for the
different conditions used to produce flood vulnerability maps.

5 Results and Discussion

In this work, ArcGIS 10.2.2, HEC-Georas 10.2, HEC-RAS 4.1.0, MS Excel 2007
were used for the preparation of flood maps, the extraction of river geometric proper-
ties, the hydraulicmodeling, and the preparation of pie charts showing the percentage
of flood vulnerable areas. Once the geometric properties of the river have been
obtained by processing the HEC-Geo RAS, for each cross section of the river, the
manning coefficient was entered [6]. The manning coefficient for the stretch of the
Kharun River and the area surrounding the flood plains is 0.030 and 0.035. These
values are intended for a clean, straight full stage with stones and weeds, as well as
canals with heavy weeds and a scattered brush in the floodplain. Manning’s n value
is integrated as 0.035 for the left and right bank, and 0.03 for the main channel for
all the cross sections of the river.

Flowvalues for bothGauge andDischarge havebeen entered for the simulation run
of the model that calculates the water level for each cross section. At last, HEC-Geo
RAS post processing was carried out in ArcGIS with the HEC-GeoRAS companion
to create flood inundation maps for different flow conditions [9, 14, 15]. Pie chart
displays the percentage of different areas inundated by different flow conditions.
Figures 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 and 17 shows the flood vulnerable
maps and percentage of flood affected areas of the Kharun River basin for different
conditions.

In rainy season, when high intensity rainfall occurs, there is a problem of over-
flowing of water from bank station to the dry area, adjacent to the river. Flood
vulnerability maps for different flow conditions have been prepared by intersecting
the land use land cover of the Kharun basin with the flood area polygon for each flood
event modeled. Out of the total flooded areas, about 76–77% of the region comes
from agricultural areas and the remaining area consists of urban areas, forest areas
including tree-clad areas, wastelands, water bodies, etc. 40.90 km2, 1.83 km2, 43.27
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Fig. 6 Flood map for maximum discharge

km2, 55.87 km2 of flooded areas under different conditions, i.e., peak discharge, 0.1
times peak, 1.1 times peak, and 1.5 times peak. Results obtained after running the
model for each case have been presented through the pie chart. The degree of flood
vulnerability is highly associated with the agricultural area followed bywater bodies,
urban area, waste land, and forest area. Different areas coming under inundation for
various flow conditions are illustrated in Table 5.

6 Validation

To confirm the results obtained after hydraulic modeling: first previous year of
the flood record of the catchment area, including Raipur, Dhamtari, Balod, Durg
district, is taken from theRevenue andDisasterDepartment, RaipurC.G. and Second,
the resultswere comparedwith thefloodvulnerability indexmapof the state ofChhat-
tisgarh produced by the National Remote Sensing Center (NRSC) available on the
BHUVAN website.
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Fig. 7 Flood map for maximum discharge over LULC

The National Remote Sensing Center has developed flood vulnerability maps to
evaluate vulnerable areas by combining various layers using multi-criteria assess-
ment techniques. Using these maps, we compared the model results with the flood
vulnerability index. According to both results, the maximum area near the Durg
district is flooded. Maps of the Flood Risk Index have been established to assess
flood prone areas. Table 6 demonstrates the validation of the findings of the model.

It is clear from the above table that the flood vulnerable area derived from the
model is exactly same as the area reported by theDepartment ofRevenue andDisaster
also as flood vulnerability index established by the NRSC. So the model gives a
satisfactory result (Fig. 18).
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Fig. 8 Flood map for 0.1 times of maximum discharge

7 Conclusion

This study demonstrates a systematic approach to the development of flood maps to
identify flood vulnerability areas by using a steady flowmodel with the help of a one-
dimensional HEC-RAS numerical model, ArcGIS for data processing, data manage-
ment, and HEC-GeoRAS serving as an interface between two other applications.
The inference to be drawn from that review is as follows:

• Hydrological factors should be considered for the implementation of any project,
otherwise, they can cause natural disasters such as floods.

• Development of flood inundation maps can be improved by using high resolution
DEM and by increasing no. of cross section in the stream/river.

• HEC-RAS and ArcGIS with the companion of HEC-GeoRAS are useful tools in
the development of flood inundation maps.

• Assessment of flood vulnerability areas for Kharun River Basin was very
successful.

• HEC-RAS and HEC-GeoRAS are very time efficient tools for flood modeling.
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Fig. 9 Flood map for 0.1 times of maximum discharge over LULC

• The accuracy of our model simulation results depends on different factors, such
as DEM accuracy, hydrological and hydraulic model structures, etc.

• HEC-RAS is a very strong, open package program for people. It is very easy to
use and helps to assess the water surface profile for a number of streams.

• Flood inundation modeling can be done for both steady and unsteady flow
conditions.

• Flood inundation maps produced using the HEC-RAS flood modeling method are
useful for identifying vulnerable flood areas and planning flood mitigation steps.

• EmergencyActionPlans,Municipal PlanningPurposes,Ecological andEconomic
Research, Inundation Insurance Rate can be carried out using flood inundation
maps.
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Fig. 10 Flood map for 1.1 times of maximum discharge
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Fig. 11 Flood map for 1.1 times of maximum discharge over LULC
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Fig. 12 Flood map for 1.5 times of maximum discharge
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Fig. 13 Flood map for 1.5 times of maximum discharge over LULC

Fig. 14 Flood affected area
for max. discharge condition
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Fig. 15 Flood affected area
for 0.1 times of max.
discharge condition

Fig. 16 Flood affected area
for 1.1 times of max.
discharge condition
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Fig. 17 Flood affected area
for 1.5 times of max.
discharge condition

Table 5 Flood affected area for different flow conditions

Condition Agricultural
land (km2)

Water
bodies
(km2)

Urban area
(km2)

Waste
land
(km2)

Forest area
(km2)

Total
inundated
area (km2)

Peak
discharge

31.31 4.01 3.56 1.21 0.41 40.90

0.1 times
peak

1.02 0.13 0.13 0.27 0.28 1.83

1.1 times
peak

33.31 4.76 4.31 0.47 0.42 43.27

1.5 times
peak

43.59 5.89 5.32 0.53 0.54 55.87
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Table 6 Flood inundation area of different district of Kharun River Basin

S.
no.

District Inundated area by model result Inundated area recorded by Bhuvan
and Revenue and Disaster
Department, Raipur (C.G.)

1 Durg Khurmuda (Bhathagaon) Khurmuda, Patan

2 Balod Tarri (Gurur), Some parts of Balod
region

Tarri, Gurur, Gunderdehi, Balod

3 Dhamtari Hathband Hathbandh

4 Raipur Chandnidih, Pathardih, Kathadih,
Kumhi, Tila, Bahesar, Kumhari,
Murethi, Khairghut, few part of Amdi

RAIPUR-Pathardih, Bendri, Gomchi,
Sarona, Raipura, Bhathagaon,
Kathadih, Changorabhatha, Murethi,
Bahesar, Baratnara, Kumhari, Bhura,
Bhairwa, Chandnidih
ABHANPUR- Amdi, Tila,
Dhondhara, Bagdehi, Joudi

Fig. 18 Flood vulnerability index of Kharun River Basin. Source Bhuvan.com

http://www.Bhuvan.com
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Seepage of Water Quality Analysis
of a Concrete Gravity Dam Using
Langlier and Aggressive Index

Satish Chandra Bhuyan, Jyotirmaya Behera, Jyoti Kar,
and Prakash Kumar Barik

Abstract This study deals with the impact of water quality on the dam structure.
Seepage water samples were collected from different blocks of left spillway of dam
and water samples were collected from reservoir site. Various parameters such as
temperature, pH value, electrical conductivity, total suspended solids, total hardness,
and total alkalinity have been studied in this work. The test result shows that the
pH value of seepage water is more acidic than reservoir water. To know the water
quality of reservoir, the water quality index valuewhich offers a useful representation
of overall quality of water has been calculated. Also, the Langlier Index which is
an approximate measure of the degree of saturation of calcium carbonate in water
has been studied. The paper also presents a systematic calculation of the Aggressive
Index of the seepage water which indicates the corrosiveness of water. The result of
the water quality index analysis of the reservoir site was found to be poor and the
Langlier Index of various blocks indicated the corrosiveness or scaling effect on the
dam structure. Likewise, the leaching effect was observed in different locations. The
calculated Aggressive Index value also indicated the aggressive nature of the water.
However, this paper concludes that the seepage water quality has a harmful effect
on the dam structure which increases in the form of cracks in various blocks of the
spillway, and also more hardness shows the scaling effect on the surface of various
blocks of dams.
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1 Introduction

A seepage measuring system is a vital part of any concrete gravity dam’s monitoring
system.Many existing seepagemonitoring systems are not however sensitive enough
to detect small changes in the seepage flow. The physical and chemical characteristics
of a major concrete gravity dam water and water from cracked areas have been
investigated to compare the reservoir water and seepage water collected from the
cracked areas to evaluate any chemical changes between them [2]. A concrete gravity
dam is constructed by large blocks divided by joints. Joints are grouted after the dam is
cooled and this type of construction can help to reduce thermal stress [1].Water in the
reservoir upstream of the dam pushes horizontally against the dam, and the weight
of the gravity dam pushes downward to counteract the water pressure. Concrete
gravity dam has weight as its strength. The raw material for the construction process
is concrete and reinforcement. Concrete is mixer of water, cement, and aggregates.
When water reacts with concrete chemical reaction takes place and it makes the
concrete hard. It also releases heat which can cause cracks on the surface of the
dam and it can cause seepage [3]. Seepage through concrete gravity dam can cause
loss of concrete mass and cause removal of material from surface of concrete. It
can also cause internal change in strength due to internal expansion. Due to alkali
reacts with cement and silica present in aggregate internal expansion happens on the
dam. Cementitious material present on the concrete picks by water due to seepage
through the dam body which intensity depends aggressively on water. Monitoring
and chemical analysis of quality of reservoir water we can analyze the degree of
aggressiveness caused by the seepage water and leached material and also the degree
of damage caused by the loss of cementitious material.

The analysis of aggressiveness depends on parameters like temperature, and other
chemical properties of water. Langlier Index depends on the corrosivity of water
which is not directly related to corrosion [8]. Both the Aggressive Index and Langlier
Index have a proper scale and a particular graph type which can decide the water
seepage water quality of concrete gravity dam. Chemical properties like hardness
and alkalinity is the measure thing that one can calculate for deciding the quality. So
determining the extent and nature of mineral concentration should be a priority in
dam safety assessment where seepage is a concern. By chemical analysis of leached
material samples, the nature of deterioration and the quality of deterioration can
directly be determined.

2 Area of Investigation

Seepage water quality is monitored for some time. To know the degree of aggressive-
ness a comparison of changes of mineral dissolution is done in between the seepage
water and the reservoir water. Seepage water collected from the cracks of operation
gallery and foundation gallery of a major dam [4]. Water sample of left and right side
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of reservoir is collected for chemical analysis. Leakage sample from different blocks
in upstream and downstream side of operation and foundation gallery of left and right
side of spillway was collected on random selection basis. The samples collected in
polythene bottles were collected from different stations. Each bottle was washed in
nitric acid and cleaned by distilled water. There is no air space present in the bottle
and they were properly sealed to avoid leakage. Then all the samples were sent to
lab to analyze the parameters for the IS code 3025-1989.

3 Role of Chemical Analysis

Carbonization is the major problem of acid attacks on concrete. Concrete contains
calcium hydroxide which is alkaline in nature and alkaline material present in
set cement makes the cement strongly alkaline. This calcium carbonate generally
protects the reinforcement from corrosion. Within the concrete soluble calcium
hydroxide by dissolving in seepage water carries to the exposed face of the concrete
surface. When the water evaporates calcium carbonate deposited on the surface and
white crystalline substances form. These deposits are formed by reaction of carbon
dioxide. These carbonates should be monitored as it can indicate the amount of
seepage find in its way through thin cracks in the concrete and inadequate drainage
and concrete deterioration [5]. As a result of bicarbonation in concrete shrinkage and
drop of pH from 13 to 9 of the pore water takes place due to which the embedded steel
is susceptible to corrosion. The excess CO2 convert calcium carbonate to calcium
bicarbonate which is more soluble in water and reach the surface of concrete more
rapidly [6].

4 Chemical Analysis of Seepage Water

The seepage water collected from operation gallery of left spillway is highly alkaline
than the reservoir water and its value ranges from 6.5 to 8. A no. of factors such as
permeability of concrete, amount of total Ca and Ca(OH)2 in concrete, carbonation,
hardness, amount of carbonic acid which is free to attack the concrete may influence
the leaching of lime fromconcrete. In comparison ofCa andMg in reservoirwater and
leakedwater, it is indicating the appreciable loss of cementitiousmaterial [7]. Sample
from 3 different blocks (39, 47, 57) was tested and results are tabulated in Table 1.
Again the pH value is recorded in the range of 5.7–6.2 and value increases after
passing through the concrete portion and is regarded as corrosive. The conductivity
of seepage water fell between 812 and 1100 Micro-mhos/cm. and is considering
being very high for block 47. Hardness level of water is associated with geological
construction contact throughout the year and values in water samples ranged from
44.61 to 60.6 mg/lit. Total alkalinity in leakage areas showed in the range of 12.1–
231.8 mg/lit. Again Ca and Mg content in reservoir water and leaked water are
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Table 1 Chemical analysis of water sample from seepage areas in operation gallery of left spillway

S. no. Parameters Block no. 39 Block no. 47 Block no. 57

1 Electrical conductivity (micro-mhos/cm) 812 1100 865

2 Total dissolve solid (TDS) (mg/lit) 441 525 406

3 Calcium (Ca) (mg/lit) 35 41 41

4 Magnesium (Mg) (mg/lit) 9.61 19.6 13.6

5 Total hardness (TH) (mg/lit) 44.61 60.6 54.6

6 Carbonate group (CO3) (mg/lit) 6 – –

7 Bicarbonate group (HCO3) (mg/lit) 6.1 231.8 128.1

8 Total alkalinity (TA) (mg/lit) 12.1 231.8 128.1

9 pH 6.2 5.7 5.9

compared and content is not the same thereby indicating an appreciable loss of
cementing material.

Results of chemical parameters of water seepage through different crack areas on
reservoir side wall of operation gallery of right spillway are shown in Tables 2 and
3. Again pH values are recorded in the range 6.2–7.5. The conductivity of seepage
water fell between 422 and 1254 micro-mhos/cm which is an approximate measure
of dissolved salts in water. Total alkalinity is in the range of 24.4–176.8 mg/lit.

The physical-chemical parameters of water samples collected from foundation
gallery of right spillway are shown in Table 4. The pH value for all samples is
between 5.7 and 6.6 and this indicates the pH of seepage water is highly acidic in
nature. The electrical conductivity varied from 350 to 850 Micro-mhos/cm. which
is an approximate measure of dissolved salt in water which indicates the presence
of inorganic matters. The seepage water of leaked section is increased after passage
through the cracks of the dam structure. The total alkalinity is 45.7–158.6 mg/lit
which is beyond the permissible limit of WHO standard. Total hardness varied from

Table 2 Results of chemical parameter of water seepage through different crack areas on reservoir
side wall of operation gallery of right spillway

S. no. Parameters Block no. 51 Block no. 53 Block no. 49

1 Electrical conductivity (micro-mhos/cm) 517 492 562

2 Total dissolve solid (TDS) (mg/lit) 293 247 225

3 Calcium (Ca) (mg/lit) 37 39 55

4 Magnesium (Mg) (mg/lit) 9.57 7.29 13.6

5 Total hardness (TH) (mg/lit) 46.57 46.29 68.6

6 Carbonate group (CO3) (mg/lit) – 5 –

7 Bicarbonate group (HCO3) (mg/lit) 24.4 61 59.4

8 Total alkalinity (TA) (mg/lit) 24.4 66 59.4

9 pH 7.5 7.3 6.5
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Table 3 Chemical parameter of water of reservoir side wall of operation gallery of right spillway

S. no. Parameters Block no. 37 Block no. 55 Block no. 54

1 Electrical conductivity (micro-mhos/cm) 422 445 1254

2 Total dissolve solid (TDS) (mg/lit) 201 261 714

3 Calcium (Ca) (mg/lit) 35 37 77

4 Magnesium (Mg) (mg/lit) 10.25 10.38 8.25

5 Total hardness (TH) (mg/lit) 45.25 47.87 85.25

6 Carbonate group (CO3) (mg/lit) – 6 18

7 Bicarbonate group (HCO3) (mg/lit) 54.9 170.8 152.5

8 Total alkalinity (TA) (mg/lit) 54.9 176.8 170.5

9 pH 6.2 6.4 7.4

Table 4 The physical-chemical parameter of water samples collected from foundation gallery of
right spillway

S. no. Parameters Block no. 51 Block no. 50 Block no. 49 Block no. 53

1 Electrical conductivity
(micro-mhos/cm)

427 357 818 290

2 Total dissolve solid
(TDS) (mg/lit)

214 189 449 587

3 Calcium (Ca) (mg/lit) 41 47 47 35

4 Magnesium (Mg)
(mg/lit)

10 22 14.8 10.87

5 Total hardness (TH)
(mg/lit)

51 69 61.8 45.87

6 Carbonate group (CO3) – 3 – –

7 Bicarbonate group
(HCO3)

– – – –

8 Total alkalinity (TA)
(mg/lit)

54.9 45.7 158.6 158.6

9 pH 5.7 6.6 6.3 5.8

45.87 to 69 mg/lit which is below the permissible limit of WHO standard. The
bicarbonate is not traceable in water samples from foundation gallery. The leaked
water picked up Calcium and when passed through cracks of the dam as shown
in Table 4. Bicarbonate is absent in all the samples indicating alkalinity is due to
carbonates only. The seepage water in the foundation gallery becomes more alkaline
as compared to reservoir water in the respective section. Thus in the process of
seepage, the water picked up certain salts and become alkaline in nature.
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5 Study Methodology

5.1 Langlier Index

International commission on large dams (ICOLD) bulletin number 71 has recom-
mended the calculation of Langlier Index (LI) as a means of evaluating potential
soft water attacks [9]. Soft water is aggressive to concrete structure because of its
ability to dissolve certain salts from concrete, mainly the strength giving calcium
[10, 11]. It is observed worldwide that structures are made by taking utmost care and
precautions due to soft water attacks and consequent leaching. LI is calculated as

LI = pH+ LogC + Log A − 0.025× T − 0.011× S − 12.30 (1)

where,

pHs is the pH of water.
C calcium hardness.
A alkalinity.
T temperature of water in degree Celsius.
S total dissolved solids.

5.2 Aggressive Index

The Aggressive Index (AI) originally developed for monitoring water in asbestos
pipe is sometimes substituted for the Langlier Index as an indicator of corrosivity of
water. The AI derived from actual pH, calcium hardness, and total alkalinity [12].
Where it is applicable, it is simpler and more convenient than LI [13]. Because the
AI does not include the efforts of temperature or dissolved solids, it is less accurate
as an analytical tool than the LI [14] (Table 5).

AI = pH actual+ C + D

C = log10(Ca2 + as CaCO3)− 0.4

D = log10(alkalinity as CaCO3)

Table 5 Corrosive
characteristics

Corrosive characteristics Langlier Index Aggressive Index

Highly aggressive <−2.0 <10.0

Moderately aggressive −2.0 to 0.0 10.0–12.0

nonaggressive >0.0 >12.0
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6 Results

From the analysis of seepage water of concrete gravity dam, we can get the Langlier
Index value and the Aggressive Index value and derive the drinking water standard
of the water.

It is seen from Table 6 that there is possibility of soft water leaching attack since
out of 13 samples all water samples have negative values for LI and are classified as
aggressive to moderately aggressive. From Table 7 results show out of 13 samples,
6 water samples have AI values less than 10 and are classified as highly aggressive.
These may cause corrosion/leaching of calcium carbonate mass if the expose of
concrete to such water is prolonged.

7 Conclusions

Based on the research work carried out on the seepage water quality from crack areas
of concrete gravity dam following conclusions are drawn.

The seepage samples collected from the dam side are generally highly aggressive
by nature. This shows water is hard water. The pH value of seepage water sample
is generally more acidic in nature as compared to reservoir water and has started
leaching due to the deposition of lime on concrete surface. Langlier Index value for
majority of water sample fall into negative values shows the moderately aggressive
characteristicswhich indicate the corrosivity of sample.Generally, theLanglier Index
value of most of the sample varies between −1.5 and 2. This value not indicates
directly corrosive property but is related to the calcium carbonated deposition on a
large scale. The Aggressive Index value indicates moderately aggressive in nature
which means it has a less corrosive property.
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Application of GIS and Geostatistical
Interpolation Method for Groundwater
Mapping

Ashesh Chakma, Tridip Bhowmik, Santanu Mallik, and Umesh Mishra

Abstract Geographic Information System (GIS) is a cost effective computer based
tool used to visualize, analyze and display geospatial data. GIS interpolation method
has been widely used in various domains to predict values of unknown points by
using the similarity of nearby sample points. GIS based groundwater mapping is one
such area, where interpolation is used for the mapping of various parameters such
as microbial contamination, physiochemical concentrations, water level, and so on
so forth. Two types of interpolation techniques are used in GIS, i.e., deterministic
and geostatistical. Deterministic techniques make use of mathematical functions
to interpolate while geostatistics uses both statistical and mathematical methods
to create surfaces as well as to assess the uncertainty present in the predictions.
Although, there is some confusion associated with the selection of these methods.
So, in this paper, a comparison between geostatistics and deterministic methods has
been shown. This study will help the GIS users to get a better insight into both the
interpolation methods.

Keywords GIS · Groundwater · Interpolation · Deterministic · Geostatistic ·
IDW · Kriging

1 Introduction

Groundwater is an important natural resource serving as a boon for mankind. The
persistent rise in population and anthropogenic activities such as irrigation, urban-
ization, land use, mining activities, disposal of sewage, etc. has proved to be a major
concern for the degrading groundwater. Hence, it is very important to keep a check
on the groundwater level, usage, contamination, and other factors that can lead to its
deterioration.Oneof theways to do it is throughdetermining the spatio-temporal vari-
ation of the groundwater quality and the pollutants present in it. The GIS (geographic
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information system) based interpolationmethods are very useful in these studies since
they help in providing an estimate of the values at random locations [13, 15, 31].

Two types of interpolation techniques mostly used in GIS are deterministic and
geostatistics. Geostatistical methods use both mathematical and statistical functions
for analysis and estimation of data based on their relation in space or time. In
geostatistical methods to predict values at the unsampled location and to create the
surface autocorrelation within the measured values are considered [15]. The advan-
tage of geostatistical method over the deterministic method is that along with spatial
mapping it also evaluates the uncertainty associated with it [12, 19]. The evaluation
of the uncertainties associatedwith the prediction is quantified by the cross validation
technique which indicates the accuracy of the surface model created.Whereas, deter-
ministic methods use mathematical functions based on the degree of similarity with
measured values and it does not consider the statistical properties of the measured
values. Globally various deterministicmethods are available such as InverseDistance
Weighted (IDW), Global Polynomial Interpolation (GPI), Local Polynomial Inter-
polation (LPI), Radial Basis Function (RBF). Among these methods, IDW is one of
the most preferred deterministic techniques [5].

Formerly, various other interpolation techniques such as a closest neighbor,
moving average and linear triangulation were used but nowadays their usage is very
minimal as kriging and inverse distance weighting methods have been proven to
have greater accuracy. While preparing the spatial interpolation surface one major
question arises that is which method to select and what is the accuracy of the selected
method, is there any pre-processing required this review paper could possibly help
to address all such questions.

In this review, the performance of commonly used interpolation methods in
groundwater applications like IDW, OK (ordinary kriging), and CK (cokriging)
have been studied using the information from comparative studies of the methods in
groundwater mapping. The results obtained from the selected articles were checked
to find out which method has been preferred the most.

2 Overview of Interpolation Methods

2.1 Inverse Distance Weighted (IDW)

IDW is one of the simplest interpolation methods [10]. IDW estimates the surface
based on the assumption that points that are close to each other are more similar than
those that are far apart. Interpolating points that are closer to the interpolation point
are assigned more weight and points that are further have less weight [5]. When β

is higher the nearest points have more weight and when it is lower the weight is
distributed more uniformly between neighboring points [13].
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Z(x0) =

n∑

i=1

xi
hβ

i j

n∑

i=1

1
hβ

i j

(1)

where, Z(x0) is the interpolated value, n is the total number of sample data values,
xi is the ith data value, hij is the separation distance between interpolated value and
the sample data value, and β denotes the weighting power [5].

2.2 Ordinary Kriging (OK)

Kriging is a geostatistical interpolation technique that uses the spatial autocorre-
lation between the sampled points to predict the surface. The strength of spatial
autocorrelation is measured as a function of distance by the semivariogram. The
spatial autocorrelation exists up to a certain distance called range, beyond which it
vanishes. The spatial autocorrelation assumes that the points that are closer have prop-
erties more similar than those that are far apart. To examine the spatial distribution
a semivariogram γ (h) is used, expressed as

γ (h) = 1

2N (h)

N (h)∑

i=1

[Z(xi ) − Z(xi + h)]2 (2)

where h, called the lag distance, is the separation between the values at Z(xi) and
Z(xi + h) [19, 32].

Kriging estimate Z*(x0) at any point x0 it can be calculated as

Z ∗ (x0) =
n∑

i=1

λi Z(xi ) (3)

where λi is the weight and Z(xi) is the known value at xi [5, 19].
An empirical semivariogram model is to be fitted over the experimental semi-

variogram and numerous iterations of parameters such as (range, sill, and nugget)
are used to select the empirical semivariogram model. Various empirical models are
available in literature and the best model is selected based on leave one out cross
validation technique. A sample figure with different empirical model and their asso-
ciated parameters is shown in Fig. 1. If any data trend or outlier is observed in the
experimental data then it is good practice to remove them before carrying out OK
interpolation method to get better results.
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Fig. 1 Different empirical semivariogram [36]

2.3 CoKriging (CK)

CoKriging contains a primary and a secondary variable and the measurement of
the primary variable at the unsampled location is quantified using the effect of
secondary variable. Both autocorrelation and cross-correlations between the primary
and secondary variables are used to improve the prediction result [17, 20]. CK is
generally preferred when secondary variable is easily available or measured and
reasonably well correlated with primary variable.

z∗
CK (u) =

n(u)∑

α=1

λα(u) z(uα) +
m(u)∑

α′=1

λα′(u) y(uα′) (4)

where z*CK is sample value atU location, λα(U) and λα′(U) are the weight associated
with z(uα) and y(uα′), n(u) and m(u) are the number of sample used to estimate the
sample value at u location [20].

3 Literary Survey Methods

Relevant publications were searched using several online scientific search engines,
electronic libraries, and databases. The search was restricted to articles that were
published in the referred journals for the time period of 2015–2020. It was done
by searching each website for relevant terms: groundwater interpolation GIS. Any
article having the relevant search terms was deemed as possible for inclusion in this
review paper.
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Manual search was also done by searching the reference sections of the selected
papers. Any relevant references in those papersweremanually searched and followed
upon. The factors for inclusion in the review were any theoretical or applied work
concerning the use of the methodologies integrating GIS. Out of all the papers
identified in the search, 30 papers that serve the requirements for this review were
chosen.

Figure 2 shows the number of articles obtained for search term ‘groundwater inter-
polation GIS’ from the websites searched for the time period 2015–2020. Figure 3
shows the number of publications for each year from 2015 to 2020. The number
of publications was similar from 2015 to 2017, since 2016 there is increase in the
number of publications for each year. The total number of articles from the five
websites searched for IDW was 5189, for OK was 4723 and for CK was 1257.
Figure 4 shows the number of articles published every year from 2015 to 2020 for
each method. For the year 2020, the number of articles published till August is the
same as the number of publications in 2015. The increase in number of publications

Fig. 2 Total number of articles per website using relevant search terms from 2015 to 2020

Fig. 3 Total number of articles using relevant search terms for each year from 2015 to 2020
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Fig. 4 Year wise paper for each keyword (IDW, OK, CK)

can be attributed to more focus being given on groundwater conservation as there is
possibility of water scarcity in the future.

4 Comparison of IDW, OK, and CK

Kriging in theory is considered to be better than IDWas krigingmethod combines the
effects of distance and direction parameters [28]. In this review, a total of 30 papers
that compare these three methods were selected. Table 1 lists the preferred method
in each of the papers reviewed. Out of the reviewed papers OK was considered to be
better in 15 [3, 7, 8, 10, 11, 16,17, 21, 24, 27, 29, 28, 30, 31], IDW was considered
better in 6 [2, 4, 13, 2226, 36] and CK was the better in 4 [6, 9, 14, 25] for the
purpose of spatial distribution mapping of groundwater quality. For groundwater
level assessment kriging was found to be better in 4 [15, 34, 35, 37] and IDW was
the better in 2 [1, 23]. The three methods were cross validated in the reviewed papers
by root mean square error (RMSE), mean absolute error (MAE), mean error (ME),
coefficient of determination (R2) and other methods. Cross validation is a statistical
method that analyzes the accuracy of interpolation model [28]. In this paper, RMSE
value is considered for comparison of the results as it was the most commonly used
method in the reviewed papers. In some cases, the RMSE of IDW with power of 1,
2, 3, and 4 were compared, in such cases the power which provided the least error
was chosen for comparison with OK and CK. Figure 5 shows graphical comparison
between IDW and OK, the values were chosen from papers that were found suitable
due to closeness of their values for graphical representation. CK was not included
for graphical comparison due to small amount of data available. The figure shows
that OK was found to be better than IDW, in most of the papers the difference was
very small except [1, 12, 16, 18, 22, 24, 28, 34, 37]. Although OK has been superior
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Table 1 Summary of 30 studies reviewed

S. no. Methods used Pre-processing Preferred method Reference

1 IDW, OK Yes IDW [22]

2 IDW, OK, CK No CK [15]

3 IDW, CK No IDW [13]

4 IDW, OK, CK Yes CK [6]

5 OK, IDW Yes OK [37]

6 OK, IDW Yes OK [18]

7 OK, IDW Yes OK [29]

8 OK, IDW Yes OK [31]

9 OK, IDW Yes IDW [23]

10 OK, IDW No IDW [1]

11 OK, IDW Yes OK [21]

12 OK, IDW Yes OK [16]

13 OK, IDW Yes IDW [12]

14 IDW, CK No CK [14]

15 OK, IDW Yes OK [28]

16 OK, IDW Yes OK [11]

17 OK, IDW Yes OK [34]

18 OK, IDW Yes OK [3]

19 OK, IDW Yes OK [35]

20 OK, IDW Yes IDW [36]

21 OK, IDW, CK Yes CK [25]

22 OK, IDW Yes OK [30]

23 OK, IDW No IDW [2]

24 OK, IDW Yes OK [24]

25 OK, IDW No OK [7]

26 OK, IDW No OK [10]

27 OK, IDW No OK [27]

28 OK, IDW Yes IDW [26]

29 OK, IDW, CK No CK [9]

30 OK, IDW No OK [8]

in most of the studies it also has certain disadvantages. If the datasets are very small
then OK cannot be performed, in that case, most of the studies implement IDW
technique since the method is directly dependent on the measured values and the
interpolation is done based on mathematical function, so can be applied for smaller
datasets as well. There are other instances as well when the autocorrelation within
the datasets are poor and in such case, either IDW method or secondary variables
can be considered for determining the primary variable using CK method.
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Fig. 5 Graphical comparison of OK and IDW

5 Conclusion

The 30 reviewed papers show that geostatistical methods provide more accurate
resultswhen compared to deterministicmethods.Although the difference in accuracy
is minimal sometimes it can be large enough to induce significant error as shown in
Fig. 5. Among the geostatistical methods, OK is the most widely used method but
sometimes CK has been found to outperform OK. The reason behind popularity of
geostatistical method over deterministic method is because of not only production
of interpolate surface but also measure the amount of uncertainty involved in field
sampling. This will help to redesign the sampling density if further sampling is
required. This review on geostatistical interpolation methods helps to answer the
question that for preparing more accurate spatial interpolation surface geostatistical
methods should be used, where deterministic methods have used the results obtained
can be cross checked using deterministic methods for finding out the best result.
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Estimation of Glacier Ice Velocity
and Thickness Using Optical Remote
Sensing

Sunita and Amanpreet

Abstract The velocity of glaciers impacts many aspects of glaciology. Glacier
velocity measurement is one of the prime aspects as it is closely related to the glacier
mass balance. The variations in velocity occur in the different zones of the glacier
also these variations can be observed on yearly basis. Measuring the glacier velocity
has become an important aspect because it can be easily affected by the increase of
snow mass in the accumulation zone of the glacier. Two images of ‘different times’
are compared using correlation techniques to derive glacier displacement over the
period of time. LANDSAT TM data with 30 m of spatial resolution is used. In order
to obtain an optimum correlation between the images, it was ensured that the images
were accurately coregistered and free from cloud cover. By use of correlation image,
we obtained three output images: an ‘East/West displacement’ image, a ‘North/South
displacement’ image, and ‘Signal to Noise ratio’ image (SNR). The quality of the
correlation is defined by SNR image. Finally, Eulerian norms were used to calculate
the resultant velocity. Further, an attempt has also been made to find out the thick-
ness using surface velocities. The mean annual velocity for the Gangotri glacier for
year 2009–2010 is 55.32 ma−1 and the mean annual Ice thickness 235.12 m. For the
period of 2010–2011, mean annual velocity is 56.25 ma−1 and the mean annual ice
thickness is 239.62 m.

Keywords Gangotri glacier · Ice velocity · Ice thickness

1 Introduction

TheGlacier dynamics have been categorized depending uponmajorly twoparameters
namely; Surface Velocity and Ice Thickness. It has been observed in the past couple
of decades that the temperature of the globe has started to rise and it may continue
to rise in the coming years, as we know that sea level is very sensitive to even little
changes in ‘ice-sheet volume’, i.e., 1% decrease, increases the sea level by about
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1 m. It is evident that any change in the dynamics of ice can affect such changes very
swiftly, so, the analysis of glacier dynamics has become so important and necessary
far beyond the level as suggested by the small size of the glaciological community.
Velocity measurement is a very important aspect as it is closely related to the glacier
mass balance. Velocity variations occur in the different zones of the glacier also the
variations can be observed on yearly basis. Hydro metrological or geomorphology
can be observed as the causes for the variation of the glacier velocities. Measuring
the glacier velocity becomes important because it’s likely to get easily affected by
the increase of snow mass in the zone of accumulation of glacier. The dominating
factor governing the ‘Flow rates’ is ‘temperature’, i.e., the rate at which the ice at
0 °C flows is nearly 10 times faster than the rate at which ice flows at −10 °C, and
which is 100 times faster than the rate at which the ice flows at −25 °C. For better
and accurate results of study, theoretical models of glaciers and ice sheets have to
get both dynamics and thermodynamics correctly.

2 Study Area

The Gangotri Glacier (Fig. 1) is a valley type Glacier located in Uttarkashi District
of Garhwal Himalaya, Uttarakhand India in a region bordering China. It is between
30˚ 44′–30˚56′ N 79˚ 04′–79˚15′ E flows in Northwest direction. It is counted as one
of the largest Glaciers of Himalayas. It is about 30.2 km long and 0.20–2.35 kmwide
and its surface elevation ranges between 4000 and 7000 mean above sea level [6, 13]
with a surface area of about 140 km2.

Fig. 1 Depicting location of the ‘Gangotri Glacier’
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Table 1 Data sets used for Gangotri glacier

Date of pass Satellite/sensor Spatial resolution (m) No. of bands

30 July 2009 LANDSAT-5 TM 30 7

21 October 2010 LANDSAT-5 TM 30 7

24 October 2011 LANDSAT-5 TM 30 7

3 Data Used

Landsat TM imagery (30 m spatial resolution) was obtained for 2009–2011 during
October, i.e., at the end of themelting season. The post-monsoonmonthswere chosen
to ensure minimum cloud cover over the area of interest. Pair used are July 2009–
Oct 2010 and Oct 2010–Oct 2011. All images used in this study are downloaded
fromhttp://earthexplorer.usgs.gov. The Images are selected ensuringminimumcloud
cover, however. In general, USGS satellite-based cloud cover algorithm tends to
overestimate cloud cover. A set of Landsat images for Gangotri glacier as shown in
Table 1 was selected.

4 Overview of Methodology (Surface Velocity)

The objective is to measure the surface motion of Gangotri glacier. Based on
the software-module COSI-Corr (Coregistration of Optically Sensed Images and
Correlation) integrated into the software ENVI, we avail a semi-automated feature
tracking procedure. For the creation of the velocity fields, the individual displace-
ment measurements generated by COSI-Corr were processed. The velocity fields
obtained through this method are used for estimating the ice thickness distribution
of Gangotri Glacier using Glen’s flow law in conjunction with slope obtained using
Advanced Spaceborne Thermal Emission and Reflection (ASTER) digital elevation
model [6].

The processing chain for adopted methodology for measuring surface velocity is
made up of basic steps depicted in flowchart below (Fig. 2).

4.1 Pre-processing

Thefirst task group consists of orthorectification, coregistration, and satellite imagery
correlation (Fig. 3), followed by post processing of the results of the correlation
using COSI-Corr. Images used to derive displacements have to be orthorectified
before matching them, or alternatively, the displacements obtained when matching
non-orthorectified original images have to be rectified. This requires knowledge of
camera position, camera look direction, lens distortion, and ground topography. The

http://earthexplorer.usgs.gov
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Fig. 2 Flow chart of methodology showing basic steps for estimating surface velocity of glacier
using Cosi-corr

Fig. 3 Orthorectification and coregistration of multi temporal satellite images
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orthorectification quality limits the exactness of the displacement field. Incorrect
values of camera position, direction of look, distortion of the lens, and atmospheric
effects give horizontal shifts in the ortho images which can be mistakenly identified
as dislocation. Likewise, vertical errors in digital elevation models (DEMs) used
to orthorectify the images are translated into horizontal shifts in the orthorectified
images [2].

4.2 Image Pair Selection

The properties of the chosen images have a big impact on the quality of the output.
Images are selected based on three main criteria:

(i) coverage, (ii) coverage in the cloud, and (iii) acquisition geometry. Images
should include the area of interest and surrounding area. A significant area is required
around the region of interest, as these areas are used to reduce distortions in coreg-
istration process. Additionally, images near the region of interest must be free from
cloud clover. Last but not least, the geometry of acquisition must be favorable.

4.3 Coregistration and Orthorectification

The struggle in accurate coregistration of satellite images is may be due to the
spacecraft’s changing altitude, accurate resampling, and DEM errors. A UTM, i.e.,
Universal transfer ground projectionMercator is used to project images on a common
reference system independent of the viewing geometry of image coregistration by
the sensor [11]. Following parameters were determined for precise and accurate
coregistration and orthorectification.

4.3.1 Ancillary File

It contains satellite altitudes, positions, and looksdirectionswhile capturing an image,
along with numerous lines and columns, ground resolution, elevation, and solar
azimuth. Since all Landsat scenes are geo-referred, hence all ancillary information
is lost and the only solution lies in directly correlating the images.

4.3.2 Selections of GCP’s

Before deriving displacements from the raw satellite images, theymust be orthorecti-
fied and coregistered which requires selecting tie points manually on a master image
(already orthorectified) with respect to a slave image then a set of ground control
points are established for the automatic registration and orthorectification of the slave
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Fig. 4 Image to the left depicts ground control points on master image and right image depicts
GCPs on slave image

image with respect to the master. Tie points are precisely selected on areas of zero
displacements (principally off-glacier) scattered in the scene, and mostly located in
the valleys to minimize stereoscopic effect. The orthorectified image is further used
to rectify other images [10]. Here we have used Landsat images since all Landsat
scenes are geo-referred, hence all ancillary information is lost and the only solution
lies in directly correlating the images. The generation of GCPs was made by taking
Google Earth reference to get ortho image pre event, then this image was used as a
reference to orthorectify image post event. For both the raw images and reference
images, more than 40 tie points were generated automatically. The root means square
spatial error equivalent of the standard deviation is used to estimate the quality of
the coregistration. RMS should have a value of less than or equal to 0.5. Points with
higher RMS values were deleted and final points in the text file were saved. The
lower the RMSE, the more accurate the orthorectification will resemble reality. In
our study, the RMSE (root mean square error) reached a total value of 0.268 (Fig. 4).

4.3.3 Resampling

By selecting one of the four available resamplingmethods; nearest neighbor, Bilinear
interpolation, cubic convolution, and bi cubic spline an image according to the
mapping matrices was recreated with inverse mapping matrices by which ground
coordinates are associated with raw pixel coordinates. After taking into account
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satellite attitude variations without adding any aliasing the coregistered orthorecti-
fied image with an accuracy of 1/50 of image pixel size is acquired [9]. Another
image was coregistered in the same manner.

4.3.4 Cross Correlation

To derive surface movement of the Gangotri glacier between the two orthorectified
scenes,weused a feature tracking algorithmoperating at sub-pixel level that tracks the
displacement of surface features.However, feature tracking canonlybe accomplished
on coregistered single band image pairs. The pre-event optical image and the post-
event optical image containing horizontal ground displacementwere retrieved using a
frequential correlator using process of estimating phase plane in the Fourier domain.

Pre-event and post-event ortho rectified optical images sub-pixel correlation gives
ground horizontal displacements through estimating phase plane process in Fourier
domain [3, 5]. Two correlation images showing ground horizontal displacement
components, i.e., East–West and North–South resulted from the process.

The process of estimating the phase plane in the Fourier domain which is an iter-
ative, unbiased method results in image correlation. Two correlation images repre-
senting horizontal ground displacement component (East−West and North−South),
and Signal to Noise Ratio (SNR) for each measurement were obtained from the
process, assessing the confidence of the results.

Frequential and statistical are the two types of correlators available. The frequency
correlator is more accurate based on the Fourier domain than the statistical correlator.
Due to the sensitivity to noisy images of frequency correlator, it is adopted for sub-
pixel correlation. Coarser results are obtained from statistical correlator which is
more robust than frequency correlator because it results in maximization of the
absolute value of correlation coefficient. To obtain better results statistical correlator
is preferred for noisy optical images (Fig. 5).

For Gangotri glacier, the Landsat images used for correlation were obtained from
USGS. Images used for studying glacier dynamic behavior. They were acquired on
30th July 2009, 21st October 2010, and 24th October 2011. After image coregistra-
tion, a correlation was performed Table 2. Band 4 nadir viewing near infrared region
(NIR) was selected for all the images. Best correlations were obtained using a small

Fig. 5 Two types of correlation engines
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Table 2 List of image pairs
(Gangotri) used

S. no. Image pair selected for correlation

1 30th July 2009–21st October 2010

2 21st October 2010–24th October 2011

Fig. 6 Image pair of Gangotri glacier used for Coregistration of Gangotri glacier

32 × 32 pixel correlation window, a 2-pixel step size, and a 3-robustness iteration
(Fig. 6).

4.3.5 Post Processing

After correlation, three band images are attained based onwhich a series of operations
is obtained, that further lead to production of the velocity field. These post-processing
procedures are dedicated to the assessment and removal of errors made in the data
processing or related to the data itself.

4.3.6 Data Filtering

The displacements derived from the COSI-Corr technique are filtered to eliminate
miscorrelations, signal to noise ratio (SNR) image that is derived from the above
technique and this helps in deciding poorly as well as good correlation over the
image. The correlation quality is evaluated by the SNR value, reportedly; lower
the SNR value poorer will be the correlation. 0 represents no correlation whereas 1
represents perfect correlation.Hence all pixelswithSNR less than0.9were discarded.
Image with original SNR values and corrected SNR image of Gangotri region for a
correlation between 2009 and 2010 scenes are shown in Fig. 7a, b respectively. Using
a tool ‘discard/replace image values’, the miscorrelations produced due to change in
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Fig. 7 a Original SNR image; b SNR image corrected

shadow pattern between the images of a pair were discarded. It allows to filter and
to change the pixel values of an image based on their values [1].

5 Measuring Displacements

The displacement values attained from the resulting filtered correlation file over the
time period between two images should be converted into annual displacements and
then combined into a single image [8, 9]. After correlation, take a 32 × 32 pixel
sliding window, three-pixel step size, correlation mask parameterm = 0.9, with four
iterations, we obtain three output images: A North/South displacement image, an
East/West displacement image, and a Signal to Noise image ratio (SNR) that defines
the correlation quality. Correlation pixels having a value <0.9 have been chunked
out. Finally, the resultant displacement was calculated using Eulerian norms. The
time span difference between two images is used for calculating the field of velocity.
These annual displacements can be converted into annual displacements as shown
by Eq. 1, while the direction can be given by Eq. 2. Resultant annual velocities were
obtained by multiplication of displacement values by 365 and dividing it by number
of days of separation between the two images. The calculations for obtaining absolute
velocities are explained by Fig. 8.

R =
√
NS2 + EW2
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Fig. 8 Calculation of
absolute displacement

θ = tan−1 NS

EW

6 Analysis and Interpretation

The methodology used to carry out this study uses different methodological param-
eters which are available in cosi-corr software, summarized above. To analyze
and interpret the results, different products in ArcMap, ENVI, Erdas imagine and
MS excel software was prepared. Previously done research were compared with
the present research for evaluating the coregistration, correlation, and correlators
with different window size, step size between two correlating windows, iterations,
threshold values etc.

By getting the results of correlation, three output images were brought out, i.e.,
a North/South displacement image, an East/West displacement image, and Signal
to Noise ratio image (SNR) which elaborates the quality of correlation. Pixels of
correlation which were having value <0.9 were chunked out. For further processing,
vector field results for each correlated image were also exported as jpeg and text
files. From the ‘exported vector field text files’ numerous different calculations were
done for the calculation of resultant displacement values and their directions from
East−West and North−South direction. For each correlated image, the average of
displacement values was made and counted for different time intervals. This entire
process was repeated for other sets of images.
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7 Depth Estimation

Aftermeasuring surface velocity,wefindGangotriGlacier ice thickness using surface
velocities and slope. For topographic analysis the ASTER digital elevation model
(30 m resolution DEM) was used [10]. Assuming that the basal velocity is 25% of
the surface velocity, the thickness was estimated by the relationship [4].

Using the Laminar Flow equation, Ice Thickness can be estimated as

Us = Ub + 2A

n + 1
τ n
b H (1)

where, Us and Ub are surface and base velocities resp. The basal velocity of these
Glaciers has not been accurately estimated till now but we can assumeUb to be 25%
of Us. ‘n’ is the Glen’s flow law [7] exponent in the Laminar’s Flow equation, we
assume it to be 3, wherein H is the thickness of ice and A is the creep parameter
which depends majorly on three factors that are impurity content, grain size, and
temperature which has a value of 3.24 × 10−24 Pa−3s−1 for temperate glaciers.

The basal stress is modeled as

τb = fρgH sin α (2)

where ρ denotes the density of ice which has a constant value of 900 kgm−3, g
denotes acceleration due to gravity which has a constant value of 9.8 ms−2, f denotes
the scale factor which is the ratio between the driving stress and basal stress along a
glacier, and the range for this scale factor is 0.8–1 for temperate glaciers. Here, we
use f = 0.8. α denotes the slope that is being estimated from ASTER (Advanced
Spaceborne Thermal Emission and reflection radiometer) at 100 m intervals DEM
elevation contours. The interval of 100 m was chosen to average the surface slope
over a reference distance which can be larger than the local ice thickness.

H = 4

√
1.5US

Af3(ρg sin α)3
(3)

8 Results

The Velocity maps in Fig. 9a–b show that accumulation zone that is the upper part of
glacier shows variation in velocities, whereas lower part of the glacier shows lesser
velocities. Decorrelation was observed in the upper part of the glacier due to cloud
cover and excessive snowfall. Further fall in velocity near the snout was observed
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Fig. 9 a Annual velocity (ma−1) 2009–2010 Gangotri glacier; b Annual velocity (ma−1) 2010–
2011 Gangotri glacier

Table 3 Mean annual
velocities for different pairs

S. no. Duration Mean velocities (ma−1)

1 30th July. 2009–21st Oct.
2010

55.32

2 21st Oct. 2010–24th Oct.
2011

56.25

due to the change in orientation of the glacier. The mean velocities of the glacier for
each period are illustrated in Table 3.

8.1 Snout of Gangotri Glacier

Velocity maps of Gangotri are shown in Fig. 10a–b depict that the Variation of
velocity for the period 2009–2010 lies between (~12–40 ma−1) whereas velocity of
2010–2011 have shown with a significant part of glacier flowing with velocities of
the order (~22–40 ma−1). However, the end part of snout observed to be flowing with
very low velocity in all cases except 2009–2010.
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Fig. 10 a Annual velocity near Snout (2009–2010); b Annual velocity near Snout (2010–2011)

8.2 Ablation Zone of Gangotri Glacier

Velocity distribution in Fig. 11a for 2009–2010 period have shown velocities of
(~30–70 ma−1) in both upper and lower reaches. Velocity distribution for the period
of the year 2010–2011 in Fig. 11b shows velocities of order (~60–70 ma−1) in upper
region of the ablation zone and patches of high velocity in lower region of ablation
zone that is velocity ranges between (~70–81 ma−1).

8.3 Accumulation Zone of Gangotri Glacier

Velocity maps illustrated in Fig. 12a and b clearly indicates the fast movement of
glacier in the center with respect to glacier margins. The velocity of ice flowing at
the edges vary about (~0–30 ma−1). Velocity variation can be seen in the center of
accumulation zone these fluctuations in velocity can be due to the steep slopes of
the accumulation region of the glacier. Velocity profiles measured from the upper
portion of accumulation zone of various periods are Very high velocities (~60–80
ma−1) are observed for the period of 2010–2011.
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Fig. 11 a Annual velocity in ablation Zone (2009–2010); b Annual velocity in ablation Zone
(2010–2011)

Fig. 12 a Annual velocity in accumulation Zone (2009–2010); b Annual velocity in accumulation
Zone (2010–2011)
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Fig. 13 Longitudinal
profiles of Gangotri glacier

8.4 Velocity Profile Along the Center Line of the Glacier

Velocities were also computed longitudinally along the central line (A–B) of the
glacier as shown in Fig. 13. The velocity field (30th July. 2009–21st Oct. 2010),
the velocities of Gangotri in the accumulation zone ranges from 56–82 ma−1, 33–
58 ma−1 in ablation zone and 18–32 ma−1 near the snout, highest velocities were
recorded in accumulation zone. For the second velocity field (21st Oct. 2010–24th
Oct. 2011) velocity in the accumulation zone ranges from 55 to 81 ma−1 and in the
middle region of the glacier, velocities of the order of 22–55 ma−1 are observed.
Velocities around 5–28 ma−1 are observed near snout.

9 Ice Thickness Estimation for Gangotri Glacier

There was an attempt to estimate the glacier’s thickness using surface velocities. For
topographic analysis, the ASTER digital elevation model (30 m resolution DEM)
was used [12]. By taking into assumption basal velocity as 25% of the surface
velocity, thickness was estimated by the relation given by ‘Cuffey and Paterson’
[4]. The proposed technique comprises of estimating a distribution of the apparent
mass balance, from which an ice flux for chosen ice flow lines is computed. The
flux is converted into an ice thickness using an integrated form of Glen’s flow law
[7] and interpolated over the entire glacier. The equations used for estimation of ice
thickness have already been discussed in previous chapters. Final equation used for
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estimation of ice depth is given below.

H = 4

√
1.5US

Af3(ρg sin α)3
(4)

Figure 14a–b presents the result for thickness distribution along the length of
the glacier. Images of different periods have shown similar trends for thickness.
Thickness is less at edges as compared to the thickness computed at the center of
the glacier. The average thickness of glaciers varying from 105 to 280 m and in
accumulation zone it varies from 350 to 539 m. Average values of thickness are
presented in Table 4.

Fig. 14 a Ice Thickness distribution of Gangotri (2009–2010); b Ice Thickness distribution of
Gangotri (2010–2011)

Table 4 Mean annual ice
thickness for different pairs

S.
no.

Duration Mean thickness (m)

1 30th July. 2009 and 21st Oct. 2010 235.12

2 21st Oct. 2010 and 24th Oct. 2011 239.62
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10 Results Validation

Since the Gangotri Glacier has never been the subject of any field-based velocity
estimation, hence field observed data is not available for evaluation of computed
results. However, the accuracy and precision of outcomes can still be assessed using
different analytic methods. The obtained results possess a series of tests to assess
their quality. Firstly, assessment of velocity magnitudes was carried out. In general,
velocity decreases from the glacier centerline to the margin. The velocity profile
drawn along the center line of the glacier shows that velocity increases from accu-
mulation zone to snout. Further for glacier displacement direction assessment was
performed on obtained velocity vectors. From this, a good correlation was found as
velocity vectors indicate a consistent and realistic glacier motion (Fig. 15).

The final velocity for the Gangotri glacier for year 30th July. 2009–21st Oct.
2010, the velocities in the accumulation zone ranges from 56–82 ma−1, 33–58 ma−1

in ablation zone and 18–32 ma−1 near the snout. The Ice thickness distribution
attains a maximum of 535 m in central part of glaciers main body, 340–460 m in the
accumulation zone. Ice thickness near the snout was 38–64 m. For the period of 21st
Oct. 2010–24th Oct. 2011, Resultant velocity in the accumulation zone ranges from

Fig. 15 Flow direction of
Gangotri glacier



446 Sunita and Amanpreet

55–81 ma−1 and in the middle region of the glacier, velocities of the order of 22–
55 ma−1 are observed. Velocities around 5–28 ma−1 are observed near snout of the
glacier. The ice thickness of the glacier has been estimated in the range of 25–68 m
near terminus and thickness increases to 539 m in the middle part and accumulation
zone of the glacier.
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Groundwater Quality Indexing Using
Weight Overlay Analysis
and GIS—A Case of Rel River
Catchment
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Abstract Ground water quality assessment is an important parameter for identifi-
cation of water quality in watershed. Recently, RS and GIS techniques are impor-
tant tool to do a spatial analysis of the watershed. Water quality index (WQI) will
provide meaningful insight for the health and assessing water quality. In the case of
Gujarat floods in 2017, Banaskantha’s Rel river region was one of the most vulner-
able regions. To check the water quality many attempts have been made to develop
WQI with some selected parameters along four bore wells at different locations.
Weighted arithmetic water quality index method and Pearson’s R Matrix method
were the main methods used to identify WQI. Furthermore, the obtained result is
analyzed using GIS analytical techniques using IDW interpolation, the maps have
been prepared detailing WQI, so it is possible to get the WQI of pinpoint locations
within the study area. The results are compared with Bureau of Indian Standards IS
code 10500:2012 and World Health Organization (WHO). The result will be helpful
to decision makers to improve the quality of groundwater in Rel river catchment. It
would provide better watershed management practice.

Keywords Groundwater · Water Quality Index · GIS · WHO

1 Introduction

Water is the most vital element of life and it is essential for humanity and its welfare.
Since the last few years, the demand for water for Domestic, Industrial and Agricul-
tural purposes is increasing exponentially where sources of water are being depleted
extensively. Surfaces sources and subsurface sources are limited and entirely depends
on climatic conditions and surrounding eco-system. Groundwater sources tend to
be reliable where surface water sources are not available. Besides the quality of
groundwater is deteriorating due to uncontrolled anthropogenic activities, geogenic
activities, etc. usage of such contaminated water may lead to severe health problems
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as well as economic losses, hence monitoring of ground water quality is crucial for
its potential use.

A grade like single number provides a unique numerical rating to the overall
quality of the water which can be used by the concerned regulatory bodies to alter
policies [1]. It is defined as a rating that represents the composite influence of different
water quality parameters for Water Quality Index (WQI) calculation. The standard
water quality tests include the tests of various physico-chemical parameters like
Alkalinity, Cl−, SO4

−2, NOx, total hardness, Ca+2, Mg+2, EC, DO, BOD, TDS and
TSS. For estimating theWater Quality Index, the two different methods that are used
are Weighted Arithmetic Index and Pearson’s R. Matrix. In this study, the weighted
arithmetic mean method for determining the Water Quality Index (WQI) was used.
To assess co-relationship and the interrelationship between the parameters selected,
the Pearson’s R Matrix was used [2].

ArcGIS 10.5 software was used for interpolation of data. It is well known software
that is used for viewing, editing, managing and analyzing geographic data. In GIS,
spatial interpolation technique was applied to create a raster surface with estimates
made for all raster cells. Spatial interpolation process helps in estimating values of
unknown points by using values of known points. In order to generate continuous
maps, Inverse Distance Weighted (IDW) Interpolation has been used.

IDW is an interpolationmethod that helps to find the cell values by averaging each
sample points values with the nearest processing cell. By specifying search distance,
power setting, closest points & barriers unknown values can be estimated.

2 Study Area

This study is conducted in Rel region of Banaskantha District of Gujarat and aims to
provideWater Quality Index (WQI) of region. Rel River originates from the Aravalli
hills of Rajasthan and flows to Gujarat. Rel River basin is Northern basin of Gujarat,
with Latitude lies between 24° 50′0′′ N and 25° 15′ 0′′ N and longitude lies between
72° 0′0′′ E and 72° 45′ 0′′˚ E. Annual precipitation was 191 mm in the region during
2017 flood, which leads to heavy damage to the region and to the water bodies [14].

The regionhasmostly sandy soil,which is pmedium in fertility andwater retention
capacity. Banaskantha district gets more water during monsoon periods and then
the region gets dried up because the region comes under semi-arid type of climate.
Region has a vast difference in temperature from 45 °C in summer to 12 °C in winter.
Since the region has limited water available on the surface, so they use groundwater
more for their daily activities, even for drinking and irrigation activities. Gujarat had
recorded a heavy rainfall during July 2017, which led to a heavy inflow into the dams,
which leads to flooding in many parts of the state, i.e. Aravalli, Banaskantha, Morbi,
Patan, Surendranagar districts were badly affected [3, 4] (Fig. 1).
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Fig. 1 Study area map

3 Methodology

3.1 Data Sampling

Groundwater samples were collected from 4 tube wells located in Anapur Chhota,
Alwada, Dhanera and Vachhol. These tube wells are maintained by Gujarat Water
Resources Development Corporation (GWRDC). During the collection of samples,
latitude and longitude of tube wells were noted with the help of GPS device. Samples
collected from the sites were stored in air tight plastic bottles sealed by lock mecha-
nism and opened with the help of Allen key. Samples were properly labelled with all
the necessary information as well a field book was maintained, which included date
and time of collection, site name, location of sampling sites, depth of water table, etc.
Samples were transported from sampling site to labs with utmost care. The samples
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were stored for a significant period of time in which all the specific study necessary
experiments were carried out.

3.2 Testing

3.2.1 pH

The pH electrode consists of a combined glass electrode used for pH measurement.
Electrode systems have a sensing half-cell and a reference half-cell. The sensing half-
cell is a thin pH sensitive semi permeable membrane that separates the two solutions.
pH value gives hydrogen ion activity of the water. pH value can be determined by
using electrometric method. The hydrogen electrode is the absolute standard for
the measurement of pH. An electric potential develops inside and another potential
develops outside, this difference between the potential measured gives the pH value
[5].

3.2.2 Total Hardness

Hardness of water means water containing high mineral content. Determination of
hardness of a water sample can be done through two methods (a) Ethylenediamine
Tetra-acetic Acid (EDTA) and (b) analytical data method [6].

In EDTAmethod, calcium and magnesium salts react with ethylenediamine tetra-
acetic acid or its disodium salt. In this method, Ethylenediamine Tetra-acetic Acid
or its disodium salt forms a stable complexes with calcium and magnesium ions. A
water sample is buffered to pH 10.0 and an indicator Eriochrome Black T (EBT) is
added to water sample containing calcium andmagnesium ionwhich turns the colour
of the sample to wine red. Eriochrome black T (EBT) is used for indication of the
end point for the titration of given water sample. On adding Ethylenediamine Tetra-
acetic Acid (EDTA), the titrant, forms complexes with calcium and magnesium ions.
When all the ions of calcium and magnesium react with EDTA, it forms complexes
that change the colour of indicator to blue. End point of the titration is reached [6].

3.2.3 Total Dissolved Salt

Solids refer to any material either dissolved or suspended in water that can be physi-
cally isolated either through filtration or through evaporation. Total solids are defined
as the residue left in the crucible after evaporating water at a definite temperature
generally 103–105 °C in an oven.

The given water sample is evaporated in a weighed dish and then dried to a
constant mass in an oven at 103–105 °C. Total solids are calculated from increase
in mass. Then water sample is filtered using filter paper, filtered water is taken in
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a dry crucible and oven dried at 103–105 °C. The solids remaining in crucible are
Dissolved solids [7].

3.2.4 Chloride

Chlorides are one of the major inorganic anions present in the water. In water, chlo-
rides are widely distributed as salts of calcium, potassium and sodium. In potable
water, chloride concentration also produces a salty taste depending upon its chemical
composition and its quantity. A high chloride content in water may harm metallic
pipes, growing plants as well as structures. In a given water sample, the amount of
chloride can easily be determined by titrating it with silver nitrate solution. Take
potassium chromate as an indicator, which will turn the sample into light yellow
colour. The one mole of silver nitrates reacts with one mole of chloride to produce
white precipitate of silver chloride. The concentration of titrant is generally 0.02 M.
The formation of silver chromate colour indicates the end of titration, which is red
in colour due to excess of silver nitrate [8].

3.2.5 Sulphate

Sulphates are widely distributed minerals in nature. Sulphate occurs naturally in
forms of various minerals, including barite and gypsum. Turbidimetric method is
used for measuring the concentration of sulphate ions in water sample.

By addition of a highly acidified solution of barium chloride to water sample
sulphate ions present in water are precipitated in the form of barium sulphate crystals.
Then the samewater sample is placed in turbiditymeter (nephelometer) and turbidity
of water sample is measured. Based on turbidity of water, concentration of sulphate
ion is determined by comparing with standard curve [9].

3.2.6 Alkalinity

Alkalinity of water is determined by calculating the amount of acid required to get
the sample to a pH of 4.2 (e.g. sulfuric acid). Initially, phenolphthalein indicator
is added to sample, if pH is greater than 8.3 solution changes to pink colour which
indicates presence of hydroxyl ions. Now on titration with sulphuric acid pink colour
disappears due to neutralization of OH− ions. Now on addition of mixed indicator
colour of solution changes to blue colour due to presence of CO3

−2 and HCO3
−. On

titrating with sulphuric acid solution changes to red in colour due to neutralization
of all CO3

−2 and HCO3
− ions which is the end point [10].
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4 Result and Discussion

4.1 Mathematical Modelling

The experimental data acquired from water samples collected from the field are
tabularized in Table 1.

It can be directly identified that the values of Water quality exceed the acceptable
limits provided by the BIS IS 10500:2012 (Table 2) and World Health Organization
(Table 3) for Drinking Water.

For estimating the Water Quality Index two different methods has been used: (1)
Weighted Arithmetic Index (2) Pearson’s R. Matrix.

4.1.1 Weighted Arithmetic Index

By using this method, quality of water in terms of tested parameters against the
acceptable limits of respective parameter Water Quality Index was calculated.
Mathematical representation of WQI:

Table 1 Data of Rel-River Region Water Quality

Well 
No Village Lat Long pH 

Total 
hardness
(mg/L)

TDS
(mg/L)

Chloride 
(mg/L)

Sulphate 
(mg/L)

Alkalinity 
(mg/L) WQI WQ Status Colour

S1 Anapur 
Chhota 24°34'54" 72°12'07" 7.4 147 373.12 110 5.91 25.2 35.44 Good 

S2 Alwada 24°32'59" 72°13'14" 6.8 670 1536 618 107.25 5.5 146.67 Unsuitable

S3 Dhanera 24°30'48" 72°01'25" 7.11 337 1052.48 356.57 72.42 28.11 87.81 Very Poor 

S4 Vachhol 24°36'26" 72°18'50" 6.91 150 325.56 79.56 3.89 14.9 27.56 Good 

Table 2 BIS drinking water std. [11]

S. no. Parameter Unit Requirement (Acceptable) Permissible limit

1 pH − 6.5–8.5 No relaxation

2 Total hardness mg/L 200 600

3 TDS mg/L 500 2000

4 Chloride mg/L 250 1000

5 Sulphate mg/L 200 400

6 Alkalinity mg/L 200 600
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Table 3 WHO drinking
water guidelines [12]

S. no. Parameter Unit Threshold

1 pH – <8

2 Total hardness mg/L <500

3 TDS mg/L <1000

4 Chloride mg/L <250

5 Sulphate mg/L <500

6 Alkalinity mg/L <120

WQI =
∑

qpWp/
∑

Wp (1)

where,

qp Sub Index.
Wp Relative weight.

qp = 100
[
Vp−Vi

]
/
[
Sp−Vi

]
(2)

Vp Experimental value of pth parameter.
Vi Ideal value of pth parameter in pure water (i.e. Except for pH(7) all other

parameters are taken 0).
Sp Standard permissible value of the pth parameter.

Relative weight is inversely proportional to standard permissible value and which
can be expressed as follows:

Wp = K/Sp (3)

where,

Wp relative weight or unit weight for the pth parameter.
Sp standard value for nth parameters.
K constant for proportionality.

Relative weight is assigned as per standard permissible value of parameter, the
parameter having low standard permissible value is allotted high relative weight.
As even little fluctuation can influence water quality to large extent and vice versa.
Relative weight of respective parameters is tabulated in Table 4. Further, they are
converted into unit weight [1].

The overall Water Quality Index was calculated by aggregating the quality rating
linearly with the unit weight.

Based on WQI, Water quality is rated into 5 grades which are tabulated in Table
5. The ranges are verified with previous studies conducted by K. Yogendra and E.T.
Puttaiah [13].
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Table 4 Relative weight and
unit weight

S. no. Parameter Relative weight Unit weight

1 pH 3 0.13

2 Total hardness 5 0.21

3 TDS 2 0.08

4 Chloride 4 0.17

5 Sulphate 5 0.21

6 Alkalinity 5 0.21

Table 5 Scale of water quality based on WQI

Water Quality Status WQI Colour

Excellent 0-25

Good 26-50

Poor 51-75

Very Poor 76-100

Unsuitable >100

Based on the above-mentioned formula, Water Quality Index was calculated for
each water sample (Table 1).

4.1.2 Pearson’s R. Matrix

Further, Pearson’s R. Matrix method has been used to get the correlation between the
tested parameters and estimate the extent by which the values of each parameter are
interrelated for all the possible combinations. The matrix formed after calculating
all the combinations will give the correlation coefficient of the parameters in rows
with the parameters in columns. The Matrix is tabulated in Table 6.

Table 6 Pearson’s R. Matrix

pH Total hardness TDS Chloride Sulphate Alkalinity

pH 1

Total hardness −0.634740 1

TDS −0.550038 0.970977 1

Chloride −0.563001 0.987958 0.995558 1

Sulphate −0.542563 0.954100 0.997743 0.987013 1

Alkalinity 0.819275 −0.648031 −0.461381 −0.524744 −0.417031 1
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Fig. 2 pH

4.2 Geospatial Techniques

The data collected was run through the GIS software to allow for the analysis and
visual representation of the contrast in the quality of water over the geographical
area of Rel River Region in a map format as shown in Figs. 2, 3, 4, 5, 6, 7 and 8 for
each parameter. The topographic data presents sites of interest in the district which
have undergone and have higher concentrations of each parameter and with IDW
interpolation, the tool allows to ascertain the nearby areaswith similar concentrations
in the topographical depiction of the district.

Based on WQI of tested samples, Water Quality of Annapur Chhota (S1) and
Vachhol (S4) is Good whereas that of Dhanera (S3) is very poor and that of Alwada
(S2) is Unacceptable. Further pH of water samples ranges from 6.8 to 7.4 indicating
water of rel river region is almost neutral to sub-alkaline. TDS of sample ranges
from 373 to 1536 mg/L for samples S1 and S4 it is within acceptable limit while for
S2 and S3 it is between acceptable limit and permissible limit this might be due to
concentration of chloride as for the same sample the concentration of chloride falls
between acceptable limit and permissible limit. Also, for each sample Total hardness
is greater than total alkalinity hence Total alkalinity is carbonaceous hardness and
difference between TH and TA is non carbonaceous hardness. Hence a major portion
of TH is non carbonaceous hardness which is mainly due to chloride concentration.
Concentration of sulphate ranges from 3.9 to 107 mg/L which is within acceptable
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Fig. 3 Total hardness

Fig. 4 Total dissolved solid
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Fig. 5 Alkalinity

limit. And also, from the Pearson’s Matrix the regression between TH and Chloride
is 98.79%, TH and Sulphate is 95.41% which indicates a strong correlation.

5 Conclusion

The present study is conducted to determine the water quality of the study area;
however, it would not be possible to show WQI and its spreading area through
mathematical modelling. Hence to visualize the change in the spatial pattern of
water quality GIS technique has been utilized. The water quality index map reveals
that the overall quality of water is very poor as 39.67% area falls under very poor,
25.88% poor and 7.90% unsuitable range where remaining 26.55% area falls under
good range. From the tested parameters maximum value of Total hardness, TDS
and Chloride was seen in the region of Alwada (S2). From the Pearson R Matrix,
the correlation is strong as the regression between TH and Chloride is 98.75% and
TDS and Chloride is 99.56%. Hence the direct consumption of water is not suitable,
it should be treated properly before utilization. Suitable treatment processes like
water softening methods should be adopted to reduce the level of hardness, Reverse
Osmosis to reduce the concentration of contaminants like TDS and Chloride in the
study area. In this study, the developed water quality index map is straightforward
for understanding and communicating water quality information to recipients and
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Fig. 6 Chloride
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Fig. 7 Sulphate
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Fig. 8 Water Quality Index
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local management so that they can properly regulate water consumption and its
management. The approach adopted in this study can be easily applied to other areas
to improve and refine the ability to use and maintain water quality in order to ensure
proper use and avoid depletion of water quality. Therefore, it can be learned from this
analysis that the GIS and water quality index are the possible methods for handling
andmapping parameters of water quality, assessing water quality and recommending
appropriate treatment.
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Flood Damages Assessment Using
Remote Sensing and GIS: A Case Study
of 2018 Kodagu Floods

Jagadish Vengala, Manish S. Dharek, Prashant Sunagar, K. S. Sreekeshava,
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and Poornachandra Thejaswi

Abstract Flood being the highest occurring natural phenomenon has large social
consequences for communities and individuals and have a negative impact on the
economy. Quantification of damage caused due to floods is the most important post
flood procedure. In the present study, assessment of flood damages that had occurred
in Kodagu district of Karnataka during August 2018, has been studied through appli-
cation of concepts relating to Remote Sensing and GIS. Microwave Remote Sensing
data was chosen to be the most accurate and has been utilized which was captured
by Sentinel-1 satellite and the data accessed through Copernicus Access Hub. Pre-
processing ofmicrowave data has been done using SNAP tool andQGISwas used for
the post processing. The results obtained after analyzing in QGIS include generation
of flood map, Quantification of area of inundation due to flood was obtained for the
Kodagu districts and its taluks namely Virajpet, Somwarpet and Madikeri. Compar-
ison of area of inundation was done on the basis of corresponding land uses. The
study concludes that amongst the three taluks Virajpet taluk was majorly affected
due to the floods.
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1 Introduction

Of all the natural disasters that have taken place, floods are the most hazardous and
disturbing natural disasters which affect and disrupt the safety of society. Floods
are large amounts of water overflowing over land either by submerging the land
surface completely or causing damages. Floods are difficult to predict because they
are caused due to local factors like heavy precipitation, slope of terrain, overflowing
rivers, dam breaking [1]. In this paper, Kodagu district in Karnataka state of India
was taken as the study area as it was prone to flash floods in August 2018 [10]. Flash
floods generally occur within a very short time span and are generally due to heavy
rains or snow melt [3]. Flash floods are the most destructive and can be fatal. There
is a need to know the total damages that have occurred. Damages can be classified
into agricultural damages and property damages [8]. Themain purpose of the present
study is to generate a flood map for the overall Kodagu district, to know the total
area of submergence and quantifying it taluk wise. Since floods cannot be avoided
but can be mitigated proper measures have to be taken to mitigate them [9]. In this
fast moving technology, GIS and remote sensing can be the methodology adopted
for monitoring and for the damage assessment due to its high accuracy [2, 4].

Geographic Information System (GIS) based spatial analysis and visual elements
are generally used in recent times for flood to be prone and flood prone areas and also
prepare a flood map [7, 5]. GIS can analyze and recognize the spatial relationships
that exist within digitally stored spatial data [11–13].

In this study, the Kodagu district has been handled which is situated in the lower
western part of Karnataka cradled in the Western Ghats between the 12.3375° N
latitude and 75.8069° E longitude which covers an area of 4102 km2. This study area
comprises the major river Cauvery originating at Talakaveri, located on the eastern
side of the Western Ghats.

Extreme rainfall in the first half of August 2018 had caused widespread floods in
the Kodagu district of Karnataka causing severe damage to mankind. Experts had
predicted that this was due to heavy precipitation, the change in the rainfall pattern
and climate changes. Therefore there is a need to know about the danger that could
be expected and necessary mitigation steps have to be implemented. This can be
done with the help of GIS and Remote Sensing.
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2 Literature Review

Elkhrach [3] studied the mapping of flash floods using GIS tools and satellite
imageries for Najran city, Saudi Arabia. SPOT and SRTM DEMs data for accu-
rate assessment was used by making use of check points obtained from GPS obser-
vations. Analytical Hierarchical Process was used to determine the relative impact
weight of flood causative factors in order to obtain a composite Flood hazard index.
The flood risk zonewas obtained bymaking use of thesemodels. Haq et al. [6] studied
about the application of supervised classification—maximum likelihood algorithm
in ERDAS imagine to detect land cover/land use changes observed in Simly water-
shed using multispectral satellite data obtained from Landsat 5 and SPOT 5 for
the years 1992 and 2012 respectively. The watershed was classified into five major
land cover/land use classes, i.e. Agriculture, Bare soil/rocks, Settlements, Vegeta-
tion and water. Resultant land cover/land use and overlay maps were generated in
ArcGIS 10 which showed the shrinking of Vegetation and water cover to agriculture,
bare soil/rock and settlements cover by 38.2 and 74.3%. Data were processed in
ERDAS imagine for geo referencing, mosaicking and sub setting of the image on
the basis of Area of Interest (AOI). For each of the predetermined land cover/use
type, training samples were selected by delimiting polygons around representative
sites. Supervised classification is done and to improve classification accuracy and
reduction of misclassifications, post-classification refinement was therefore used for
simplicity and effectiveness of the method. These land cover/use transformations
posed a serious threat to watershed resources. Hence, proper management of these
water resources is required. Few recommendations can be done like an effectivewater
management practice could be breaking downmajor river basins into sub-watersheds
and prioritizing the sub-watershed for conservation andmanagement based on degra-
dation level so as to conserve and minimize the human induced impacts faced by
it. Effective land use planning should be performed for the watershed before any
construction activity is carried out in the region and a suitable environmental impact
assessment (EIA) should precede it.

Following objects were part of the present study indicated below

• Generate floodmap for overall Kodagu and its taluks based onAugust 2018 floods
using Microwave Remote sensing.

• Quantifying Area of inundation for each land use.
• Comparing taluk wise flood trends and identifying the highly affected region due

to flood.
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3 Methodology Adopted

3.1 Inputs Given in the Study

The following inputs were taken for the study. Figure 1 gives the methodology
adopted for the study.

Fig. 1 Methodology adopted in the present study



Flood Damages Assessment Using Remote Sensing … 467

Data Acquisition:

• Data Type: Microwave; Satellite: SENTINAL—1
• Satellite number: A; Ingestion Date: 2018-08-14
• Ingestion Time: 00:48:13; Polarization: VV VH
• Instrument: SAR-C; Instrument mode: IW
• Product level: L1; Product type: GRD
• Operator: European Space Agency; Source: scihub.copernicus.eu.

Land Use Classification Data

• Type: L-1; Source: Karnataka State Remote Sensing Application Center.

3.2 Downloading the Data

Initially for downloading SENTINEL-1, microwave imagery data was provided by
Copernicus open access Hub. Once the required data was obtained, with the help of
SNAP tool the raw sentinel data was processed. Data consisted of 2 polarizations,
VV + VH and HH + HV with 2 bands namely Amplitude and Intensity. For the
current case study, VV + VH polarization with Intensity band was chosen.

3.3 Pre-processing Using Snap

Subset of the Kodagu region was created to remove the unwanted areas (removal
of ocean or other water bodies) by digitizing a new vector with the boundaries
that are required. Orbit file was applied to improve the geocoding and other SAR
processing results. As the information can have a high influence on the quality of
several processing steps, hence orbit file was applied and the new layer was formed.
Thermal noise correction was applied to products of Sentinel-1 Level-1 Single Look
Complex (SLC), as well as to products of Level-1 Ground Range Detection (GRD).
Based on the label annotations, onemay also delete this correction. Product notations
will be revised to allow the correction to be re-applied. Calibration is an important
process as it encompasses the entire system, from sensor performance to the deriva-
tion of the data products. It plays a critical role in measurements that involve several
sensors and orbit either simultaneously or sequentially. This was done to transform
the pixel values from the digital values recorded by the sensor into backscatter coef-
ficient values and create a new image with the backscatter coefficient. The Speckle
function eliminates speckle and smooth out noise in radar datasets and preserves
edges and sharp image features. Speckle is the high-frequency noise produced by
laser, ultrasound and synthetic aperture radar (SAR) systems in radar images that
is subject to noise due to interference from multiple surfaces scattered electromag-
netic waves that return. The Sentinel-1 image that was downloaded had geographic
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coordinates, so a coordinate system had to be applied to view it in a GIS with other
data. While terrain correction removed the effects of side looking geometry of SAR
images and Range Doppler terrain correction was done to the given study area to
shift all pixels to their correct location according to an input digital elevation model
as it increased the location accuracy. Since Kodagu terrain was elevated because of
hills and valleys, Time of the signal to travel to the earth’s surface and back to the
sensor was distorted, leading to geometric shifts in the image: layover and shadow.
Once the pre-processing was done, the final layer was converted to GEOTIFF format
to carry out the post processing in QGIS.

3.4 Post processing Using QGIS

The final floodmap and classification can be obtained usingQGIS. The convertedVV
andVHbands as aTIFFfile used in a new layer inQGIS. Then the newly formed layer
has to be classified into water and non-water bodies and also classified as supervised
and unsupervised classification. Supervised classification was chosen for the respec-
tive case study and plugins used for classification are semi-automatic Classification
Plugin and DZETSAKA Classification Plugins. Render type was changed to multi-
band pseudo colour by modifying minimum and maximum values for each band.
Based on the maximum and minimum values, classification was done as water and
non-water bodies. The raster layer was vectorised, by modifying the raster conver-
sion properties to Polygonize The layer formed was saved as a shape file layer. Slope
was obtained using SRTMDEMwith elevation model of 30 m resolution. The DEM
values were vectorized from the obtained raster slope values and slopes were clas-
sified into slope below 12° and slope above 12°. In the generated flood map, the
slope vector was intersected and the water layer present above 12° was clipped out.
The flood map consisted of unnecessary water bodies which are out of the Kodagu
region. Hence to remove these unnecessary water bodies, clipping was done. After
clipping the lulc layer, the slope below 12° layer had to be intersected to get a single
layer. Data obtained was in two different parts namely (top & bottom) layer which
had to be combined to get one final map. Different shape files were combined using
union option and final flood map was generated in QGIS. The flood map was inter-
sected with the generated lulc classified map by updating the attribute table of the
intersected layers which is later exported as spread sheet (format as.xls). Finally, we
proceed with Taluk wise mapping. Using query builder, shape files were extracted
for Madikeri, Virajpet and Somwarpet Taluks. By using Clip tool on the flood map,
extracted individual flood maps for the taluks were extracted and updated attribute
table for individual taluks which were exported as spread sheet.
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Table 1 Final damage
assessment of Kodagu
(Inundated area) as on 14th
August 2018

Land use class Area of inundation (acres)

Agriculture

Agricultural plantation 1305.89

Crop land 13,811.82

Fallow land 45.92

Forest

Evergreen/semi evergreen forest 156.73

Forest plantations 15.28

Degraded forest 42.02

Moist and dry deciduous forest 141.84

Tree groves 552.71

Grass land/grazing land 63.74

Settlements

Town/cities 7.58

Village 23.97

Other vegetation

Sandy area 4.17

Habitation with vegetation 5.09

Land with scrub 20.29

Mixed vegetation 27.19

Total area loss due to flood (in
acres)

16,224.24

4 Results

Based on the studies conducted, results have been presented in Tables 1, 2, 3 and
4. Figure 2 shows the final flood map of Kodagu district as on 14th August 2018.
Figure 3 gives the highest flood region of Virajpet Valley as on 14th August 2018.

5 Discussions

• The flood-inunded regions are shown in Fig. 2. The overall area of inundation
is 16224.24 acres. Out of which total agricultural land inundated is 15163.63
acres, total forest lands inundated is 972.32 acres and total settlements inundated
is 31.55 acres.

• Land use Percentage area inundated for agriculture is 93.46%, forest—5.99%,
settlements—0.19% and other vegetation—0.35%. From this, it can be seen that
highest loss was found in Agricultural lands, which comes up to 93.46% of the
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Table 2 Final damage
assessment of Madikeri taluk
(Inundated area) as on 14th
August 2018

Land use class Area of inundation (acres)

Agriculture

Agricultural plantation 230.68

Crop land 2766.73

Fallow land 3.04

Forest

Evergreen/semi evergreen forest 84.52

Forest plantations 4.00

Tree groves 130.18

Grass land/grazing land 32.85

Settlements

Town/cities 5.68

Village 1.03

Other vegetation

Habitation with vegetation 2.14

Land with scrub 4.28

Mixed vegetation 0.99

Total area loss due to flood (in
acres)

3266.11

total loss. The same is shown in Fig. 3 as below. Based on Taluk wise area of
submergence, Fig. 4 shows the taluk wise submergence (Fig. 5).

6 Conclusion

GIS based mapping and analysis carried out in order to arrive at the quantified
inundated area based on the flash floods that occurred in August 2018 in Kodagu
district of Karnataka showed that the highest Agricultural land submerged was in
Virajpet, i.e. 9196.81 acres and highest Settlement damaged is in Virajpet, i.e. 12.29
acres. Overall highly affected area in terms of flood and submergence was Virajpet.
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Table 3 Final damage
assessment of Somwarpet
taluk (Inundated area) as on
14th August 2018

Land use class Area of inundation (acres)

Agriculture

Agricultural plantation 213.23

Crop land 2777.70

Forest

Evergreen/semi evergreen forest 9.28

Forest plantations 2.90

Degraded forest 5.58

Moist and dry deciduous forest 95.41

Tree groves 311.11

Grass land/grazing land 11.16

Settlements

Town/cities 0.71

Village 10.10

Other vegetation

Sandy area 0.02

Habitation with vegetation 1.56

Land with scrub 14.37

Mixed vegetation 26.21

Total area loss due to flood (in
acres)

3479.36
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Table 4 Final damage
assessment of Virajpet taluk
(Inundated area) as on 14th
August 2018

Land use class Area of inundation (acres)

Agriculture

Agricultural plantation 872.94

Crop land 8280.44

Fallow land 43.43

Forest

Evergreen/semi evergreen forest 53.12

Forest plantations 8.50

Degraded forest 36.91

Mixed and dry deciduous forest 47.07

Tree groves 89.39

Grass land/grazing land 16.89

Settlements

Town/cities 1.21

Village 11.02

Other vegetation

Land with scrub 1.67

Total area loss due to flood (in
acres)

9462.59
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Fig. 2 Final flood map of Kodagu district as on 14th August 2018

Fig. 3 Highest flood region of Virajpet Valley as on 14th August 2018
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Fig. 4 Percentage area submerged

Fig. 5 Taluk wise submergence
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Groundwater Heavy Metal
Contamination Mapping Using
Geographic Information System (GIS):
A Case of Nashik Thermal Power
Station, Eklahare, Nashik (M.S.), India

Vrushali V. Sasane and Alka S. Kote

Abstract Coal-based thermal power plants generate a significant amount of fly
ash and are facing fly ash management problems, which is emerging as a major
environmental concern. Commonly, fly ash is disposed of in an unlined earthen
pond, which may lead to contamination of groundwater in surrounding areas due to
the leaching of heavymetals through fly ash. In the present study, hydro-geochemical
analysis is carried out on groundwater samples from the proximity ofNashik Thermal
Power Station, Eklahare village, to assess the impact. The heavy metals, i.e. Cd, Hg,
and Pb, are selected and analysed in groundwater samples during pre-monsoon and
post-monsoon seasons due to its high concentration in coal and fly ash samples. The
analysis results showed that the maximum concentration of Cd is 0.0068 mg/l and
0.017mg/l; Hg is 0.36mg/l and 0.032mg/l; and Pb is 0.23mg/l and 0.075mg/l during
the pre-monsoon and post-monsoon seasons, respectively. Around 33.33%, 58.33%,
and 41.67% of samples in pre-monsoon have concentration beyond desirable limit of
the Bureau of Indian Standard, 2012 for Cd, Hg, and Pb, respectively.While 58.66%,
66.67%, and 50% of samples in the post-monsoon season have exceeded desirable
limits. Spatial distribution maps for selected heavy metals are prepared using the
IDW data interpolation technique in GIS. The maps showed that the ash pond is
adversely affecting the groundwater quality in the village, thereby creating a threat
to the health of residents and indicate the need for corrective measures to check the
infiltration of leachate from the ash pond. Based on contamination zones, the location
of a new groundwater source can be planned.
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1 Introduction

India is the largest user of groundwater in the world. It uses an estimated 230 cubic
kilometres of groundwater per year—over a quarter of the global total. More than
60% of irrigated agriculture and 85% of drinking water supplies are dependent on
groundwater [1]. This overexploitation of groundwater resources is also combined
with deteriorated groundwater quality due to the increasing level of a variety of toxic
substances resulting from natural and man-made activities. Groundwater quality
is a growing social and environmental concern. Thus, groundwater conservation
concerning availability and quality has attained prime concern. In addition to this,
industrialization and urbanization have increased energy demand leading to a global
energy crisis. In the context of India, this demand is mainly met by coal-based
thermal power plants with its share of 53.7% of total electricity generation [2]. This
conventional fossil fuel-based energy generation results in serious implications on
surrounding water resources and the ecosystem.

Effluents from thermal power plants mainly include ash disposal, thermal
discharges,wastewater effluents, and coal storage run-off. The coal fly ashhas varying
composition andvolumeofmajor constituents,namelyCaO,MgO,Na2O,K2O,SiO2,
Fe2O3, MnO, TiO2, and P2O5. Besides, ash is also rich in trace elements such as Cd,
Pb, Ni, Cu, and Cr [3]. The disposal of ash is carried out by a wet method, where ash-
loaded water slurry is carried to the ash pond. In most of the cases, leaching of heavy
metals is due to the unlined construction of the ash ponds. Heavy metal-enriched
leachate from ash pond penetrates the groundwater and increases the turbidity of
water due to the release of ash in surrounding water bodies. Looking at the serious
effects of heavymetals on human health, the efficient tool tomanage the groundwater
quality becomes necessary.

The spatial distribution of heavy metals in groundwater plays a vital role in delin-
eating potential contamination zones. And it to assess the impacts of ash pond on
surrounding groundwater resources. It will help in identifying the extent of contami-
nation and plan future groundwater resources. The groundwater quality analysis and
Geographic Information System (GIS)-based mapping are essential components in
devising groundwater management strategy. A GIS has a variety of applications in
different disciplines to solve spatial queries, analysis, and interpretation. It has gained
special reference in the groundwater-related studies which include the determination
of potential sites for groundwater evaluation and groundwater quality mapping. In
India, GIS integrated with statistical tools has been extensively used inmany ground-
water modelling and assessment studies successfully [4–9]. However, limited studies
are available presenting its applications for assessment and mapping the impact of
thermal power plants on groundwater resources in India.

The present paper delineates the spatial variation of heavy metals, viz. Cd, Hg,
and Pb in groundwater in Eklahare, Nashik, Maharashtra. Contamination mapping
for selected heavy metals is carried out using GIS to develop maps for pre-monsoon
and post-monsoon seasons that describe existing groundwater quality. It is carried
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out using groundwater quality data obtained by analysing samples from the area
under study.

2 Material and Methods

2.1 Study Area

Eklahare village is located in the Nashik district of Maharashtra (India), and it has
a total geographical area of 9.15 km2. It houses the Nashik Thermal Power Station
(NTPS). It commenced in the year 1970 and is situated on the left bankof theGodavari
river. The thermal power station has a rated capacity of 630 MW and has 3 units of
210 MW each. It uses a coal-fired boiler to produce steam for power generation. The
location of Eklahare village and thermal power plant is shown in Fig. 1.

Deccan trap basalt is the main water-bearing formation in the Nashik district.
Basaltic rocks contain minerals rich in trace elements, namely Ag, As, Hg, Si, Mn,
Pb, Cu, Zn, Cr, Fe, Ti, V, Ni, Zr, andNb.Weathering of basaltic rock releases the trace
elements in groundwater from low to high concentration and becomes a geogenic
source of heavy metals in groundwater. Some baseline concentrations of these heavy
metals can be observed in groundwater at greater depth in the district [10, 11].

The field survey and interview with the residents of Eklahare village suggest
that the residents are facing many health issues and a decline in agricultural yield.
Groundwater quality in Eklahare village is not addressed and monitored for heavy
metal contamination due to fly ash disposal. Therefore, it is necessary to predict
heavy metals for initiating preventive measures.

2.2 Groundwater Sampling and Analysis

The groundwater quality in Eklahare village is assessed by collecting four samples
form dug well and bore well during the pre-monsoon season, i.e.March 2018 toMay
2018 and post-monsoon season, i.e. October 2017 to December 2017. The samples
are collected from bore well and hand pump in sterilized polyethylene bottles and
analysed for heavy metals. These sources are designated as sampling stations S1, S2,
S3, and S4. The stations S1 and S2 are bore wells, while S3 and S4 are hand pumps.
The location of each sampling station is recorded using a handheld global positioning
system (GPS) instrument GARMIN model eTrex-VISTA-H, USA receiver. Details
of sampling stations are presented in Table 1. The procedure for analysis is adopted
as prescribed by the APHA manual. Before water quality analysis, the coal and fly
ash samples are analysed for heavy metals, namely Cd, As, Hg, Pb, Zn, Al, Mn, Cu,
Fe, Mg, Cr, Ni, and Ba. It is carried out to determine their concentration and to select
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Table 1 Details of groundwater sampling stations

Sampling
station

Description Source Depth (m) Co-ordinates

Latitude Longitude

S1 Ratna Shivram
Dushing
(Godavari hotel)

Bore well 42.67 N 19° 59′ 32.4′′ E 73° 54′
28.02′′

S2 Gram panchayat Bore well 60.96 N 19° 59′
35.88′′

E 73° 54′
8.46′′

S3 At Gaothan
(Anganwadi)

Hand pump – N 19° 59′
33.48′′

E 73°54′
8.28′′

S4 Siddharthnagar
(Slum area)

Hand pump 60.96 N 19° 58′
30.54′′

E 73° 52′
27.18′′

the heavy metal for groundwater analysis that has a high concentration in coal and
fly ash samples.

2.3 Groundwater Quality Mapping for Heavy Metals

The hydro-chemical analysis of the groundwater quality variables can describe poten-
tially contaminated resources. GIS can then utilize this analysis data to identify areas
affected by groundwater contamination and other information regarding the existing
groundwater quality scenarios that are necessary for the effective implementation of
the groundwater management programme.

Generally, spatial distribution maps are prepared using inverse distance weighted
(IDW) interpolation algorithm. The IDW algorithm is widely used in spatial inter-
polation of the groundwater quality due to its intuitive and efficient characteristics.
Besides, it is simple, easy to understand, and accurate compared to other spatial inter-
polation algorithm like kriging and spline [12]. IDW algorithm assumes that every
measured point has its local influence that diminishes with the distance. The amount
of weights depends upon the distance between the measured point and the point to
be measured (unknown point); and the weights are assigned to the unknown points.
The higher weights are given to the neighbourhood points, while small weights are
assigned two farthest points. The points of equal distances have the same weights.
Thus,weights assigned are inversely proportional to the distance [13, 14]. The general
formula of IDW interpolation for 2-D problems is as given in Eq. (1) [15].

w(x, y) =
N∑

i=1

wi fi (1)

where
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fi =
(

1
Di

)P

∑N
i=1

(
1
Di

)P

Di =
√
(x − xi )

2 + (y − yi )
2

where w (x, y) is the predicted value at the location (x, y), N is the number of nearest
scatter known points surrounding (x, y), f i is the weights assigned to each known
point value Wi at the location (xi, yi), Di is the 2-D Euclidean distances between
each (xi, yi) and (x, y), and P is power parameter, which controls the significance of
known points on the interpolated values based on their distance from the unknown
point. The power parameter is assigned as 2.

Digitized map of study area is obtained from the Maharashtra Remote Sensing
Application Centre, Nagpur. Groundwater quality analysis data of sampling station
are attached to the generated station location map in the form of an attribute
table. Further, point interpolations using IDW in open-source QGIS software are
performed, which interpolate data spatially and estimate the values between the
measurements. Each such estimated value is a weighted average of the surrounding
sample station to obtain spatial distribution maps for selected heavy metals. The
spatial distribution maps of Cd, Hg, and Pb for Eklahare are prepared in open-source
QGIS software.

3 Results and Discussion

3.1 Analysis of Coal, Fly Ash, and Groundwater Samples

Analysis of coal and fly ash samples
The analysis of coal and fly ash samples shows that Cd, Hg, and Pb concentration
in coal samples is 0.46 mg/l, 8.15 mg/l, and 23.56 mg/l, respectively, while it is
1.89 mg/l, 24.95 mg/l, and 62.86 mg/l in fly ash samples. Other heavy metals are
observed to have lower concentrations compared to these heavy metals. Moreover, a
significant increase in concentration is observed in fly ash than coal. Therefore, Cd,
Hg, and Pb are analysed in the collected groundwater samples. The coal and fly ash
analysis results are presented in Table 2.

Analysis of groundwater samples
Comprehensive groundwater analysis results for Hg and Pb concentration during
the pre-monsoon and post-monsoon seasons are presented in Table 3. Its descriptive
statistics facilitate in understanding the percentage of samples affected by these
contaminations, and it is presented in Table 4.
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Table 2 Analysis of coal and
fly ash samples

Sr. No. Description Concentration in mg/l

Coal Fly ash

1 Aluminium (Al) 0.22 2.87

2 Arsenic (As) 0.011 0.11

3 Barium (Ba) 0.008 0.0092

4 Cadmium (Cd) 0.46 1.86

5 Chromium (Cr) 27.14 43.96

6 Copper (Cu) 0.063 0.011

7 Iron (Fe) 0.32 0.15

8 Mercury (Hg) 8.15 24.95

9 Lead (Pb) 23.56 62.86

10 Magnesium (Mg) 0.011 0.69

11 Manganese (Mn) 0.0067 0.0087

12 Nickel (Ni) 0.039 0.011

13 Zinc (Zn) < 0.01 0.011

Table 3 Comprehensive analysis of groundwater quality

Heavy metal Cd Hg Pb Cd Hg Pb

Water quality
standards
BIS:10500
(2012)

DL 0.003 0.001 0.01 0.003 0.001 0.01

MPL NR NR NR NR NR NR

Season Pre-monsoon Post-monsoon

Sr. No March 2018 October 2017

S1 0.0068 00 0.23 0.0049 0.019 0.0051

S2 0.0001 00 0.018 00 0.012 0.0018

S3 0.0008 00 0.09 00 0.022 0.012

S4 0.0006 0.0038 0.045 0.0026 0.032 00

April 2018 November 2017

S1 0.0041 0.017 0.017 0.0067 0.0083 0.0093

S2 0.0008 0.0260 0.0019 0.0012 0.0074 0.027

S3 0.0009 0.0097 0.0016 0.00095 0.0091 0.034

S4 0.0036 0.3600 0.0041 0.0043 0.0098 00

May 2018 December 2017

S1 0.0011 0.0017 0.0031 0.017 00 0.044

S2 0.0009 0.0021 0.0038 0.0045 00 0.075

S3 0.0034 0.0009 0.0026 0.011 00 0.04

S4 0.0023 0.0002 0.0036 0.006 00 00
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Pre-monsoon season
Cadmium: During all threemonths of pre-monsoon, Cd content is observed to be low,
as 66.67%of samples showed Fl value below and 33.33% samples exceed the permis-
sible limit of 0.003mg/l. The Cd value ranged from 0.00069mg/l to 0.0068mg/l with
mean and SD of 0.002 and 0.00197, respectively. This less concentration is might be
due to lack of water to take away the leachate from the ash pond to the groundwater
during the pre-monsoon season. The groundwater is suitable for drinking purposes.

Mercury: Effect of occurrence of high concentration ofHg in thefly ash is observed
in analysis as 58.33% of groundwater samples exceeded the permissible level of
0.001 mg/l by BIS (2012) with mean and SD of 0.035 and 0.102, respectively. As
compared toMarch andMay, the April month showed high values in all four samples
varied from 0.009 to 0.36 mg/l which is above the permissible limit. The occurrence
of Hg is not consistent throughout the pre-monsoon season, but wherever it occurs
it is with high value.

Lead: The Pb is emerging as a potential contaminant as 41.67% of samples have
a value more than the permissible level of 0.01 mg/l with mean and SD of 0.066
and 58.33, respectively. The Pb content in March is above the desirable limit, and
in April and May, it is below the desirable limit of 0.01 mg/l. The Pb is observed
in the range of 0.0016–0.23 mg/l. In March, Pb contamination is more significant
as it varied from 0.018 to 0.23 mg/l. It indicated that contamination is initiated in
Eklahare village.

Post-monsoon season
Cadmium: The concentration level of Cd during post-monsoon rose gradually, having
a lower concentration in October month and higher in December. The Cd values are
between 0.00095–0.017 mg/l with mean and SD of 0.004 and 0.0049, respectively.
About 41.67% of samples have values below 0.003 mg/l, and 58.33% of samples
exceeded this permissible level. It indicates the alarming situation in the study area as
these percentages are 66.67% and 33.33%, respectively, in the pre-monsoon season.
An increased Cd may cause tubular dysfunction, kidney stones, and osteomalacia.

Mercury: The effect of a high concentration of Hg in the fly ash is reflected in
the groundwater. The scenario continued during the post-monsoon season also. The
concentration in four samples is above the acceptable limit of 0.001 mg/l (BIS) and
varied from 0.0074 mg/l to 0.32 mg/l in October, and November with mean, and SD
of 0.01, and 0.0107, respectively. About 66.67% of samples exceed the permissible
limit, which is a matter of concern.Whereas in December, Hg is unexpectedly absent
in all four samples.

Lead: The Pb values varied between 0.0001–0.075 mg/l during post-monsoon
season, which is 0.0016–0.23 mg/l in pre-monsoon season. While 50% of samples
have exceeded the maximum permissible limit. It indicates that the concentration
range decreases during the post-monsoon season, but an increase in the percentage
of samples affected with Pb is also observed. The rainwater infiltrated during the
monsoon carried Pb to the groundwater reserves, which started accumulating, gives
rise to a high concentration in the groundwater. Some baseline concentrations of Pb
in the groundwater may exist due to the parent rock, and this increased concentration
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Table 5 Criteria for the
classification of spatial maps
of the groundwater quality for
heavy metal contamination

Criteria Class

Cd Hg Pb

< 0.001 < 0.001 < 0.0025 Safe

0.001–0.002 0.001–0.003 0.0025–0.0075 Moderately safe

0.002–0.003 0.003–0.006 0.0075–0.01 Unsafe

> 0.003 > 0.006 > 0.1 Very unsafe

is an indication of the ingress of Pb through the leaching action of fly ash of the
thermal power station.

3.2 Spatial Distribution Mapping of Heavy Metals
in the Groundwater

The spatial distribution mapping of Cd, Hg, and Pb concentration in the groundwater
of Eklahare villages is carried out to delineate the potential zones of contamination
which will facilitate to see the extent of the impact by ash pond on the ground-
water resources. Moreover, the mapping of heavy metals helps to understand the
spatial pattern of contamination in the groundwater. The analysis of spatial pattern
will also help to identify potentially contaminated the groundwater resources and
to demarcate the vulnerable resources. It will assist in deciding the future strategy
for the development of the groundwater resources (i.e. dug well and bore well) in
the study area. The spatial distribution maps of selected heavy metals are prepared
for pre-monsoon and post-monsoon seasons. The groundwater quality is classified
in different categories based on the BIS (2012) guidelines and is presented in Table
5. Referring to the classification, the interpretation of generated pre-monsoon and
post-monsoon season maps is discussed in the following section.

Pre-monsoon season
Cadmium: Referring to Fig. 2, it is observed that sample station S1 and S4 fall under a
very unsafe category indicating Cd concentration above the desirable limit. Whereas
station S2 and S3 fall under the safe category due to concentration below 0.001 mg/l.
The groundwater is found to be affected mainly in the eastern and western parts of
the village, while the effect is lowered in the northern part. But the groundwater of
S2 and S3 stations should be analysed regularly to check the contamination and to
plan future the groundwater source around these stations. Approximately, 40% of
the area is covered with high Cd concentration.

Mercury: Almost the entire area of villages is observed to be adversely contami-
natedwithHgcontaminationwith a concentration range of 0.003–0.006mg/l,making
it unsafe for drinking and irrigation as seen from Fig. 3. However, the lower contam-
ination is found to be in the isolated pocket around the S3 station. Around 98% of
the area falls in an unsafe zone.
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Fig. 2 Spatial distribution of Cd during pre-monsoon season

Fig. 3 Spatial distribution of Hg during pre-monsoon season
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Fig. 4 Spatial distribution of Pb during pre-monsoon season

Lead: Figure 4 describes the distribution of Pb; according to it, eastern part of the
village is severely affected by the Pb concentration. The two distinct zones of the
unsafe and very unsafe category of the groundwater are observed in this part covering
S1 and S3 stations. Whereas the scenario is improved in the middle and westerns
parts of the village due to lowered Pb concentration covering the S2 and S4 stations.
Unsafe and very unsafe zones constitute 48% of the entire area.

Post-monsoon season
Cadmium: During the post-monsoon season, the Cd distribution in the groundwater
has been changed drastically as shown in Fig. 5. According to Figure station, S2
alone has a concentration in the range of 0.001–0.002 mg/l, making it safe for
drinking. The stations S1, S3, and S4 fall under the very unsafe category. These
stations have Cd concentration above BIS limit, i.e. > 0.003 mg/l. Thus, around 98%
of the area is comprised of very unsafe groundwater quality. This changing trend in
the post-monsoon season might be due to the infiltration of Cd-loaded leachate into
the groundwater resources.

Mercury: From Fig. 6, it has been observed that the 100% area of the village is
severely affected with very high Hg concentration, i.e. > 0.006 in the groundwater,
resulting in the groundwater very unsafe for drinking. The change of distribution
during the post-monsoon period indicates that rainwater takes up the Hg from the
ash pond to groundwater resources.
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Fig. 5 Spatial distribution of Cd during post-monsoon season

Fig. 6 Spatial distribution of Hg during post-monsoon season
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Fig. 7 Spatial distribution of Pb during post-monsoon season

Lead: During the post-monsoon, Pb distribution changed significantly and is
presented in Fig. 7. Contamination has become severe in the north-east part of the
village. The groundwater in this part is very unsafe and comprises about 50% of
the area of the village. It is mainly due to the natural gradient of the ground caused
by the Godavari River. However, in the western part comprised of S4 station, the
groundwater quality is safe for drinking. While in isolated patches covering S1, S2,
and S3 station, water quality is moderately saf e to unsafe category, respectively.

4 Conclusions

In the present study, groundwater analysis at Eklahare showed the occurrence of
heavymetals. Dug wells and bore wells around the ash pond found with high Cd, Hg,
and Pb concentrations. The high concentrationmay have harmful effects on the health
of residents. TheGIS technique successfullymapped the impact ofNTPS ash pond on
groundwater resources. It shows that ash pond is the principal cause of contamination
in the area. However, such a high concentration of Cd, Hg, and Pb in groundwater
is generally observed at very great depth to relate it with the geologic source. The
unlined ash pond of NTPS, Eklahare, has adversely affected the groundwater quality
by the Cd, Hg, and localized contamination by Pb. Especially scenario gets worse
during the post-monsoon season due to the infiltration of heavymetal-laden rainwater
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to the groundwater resources. The contamination is predominant in the northern part
of the area due to the natural gradient of the ground caused by theGodavari River. The
groundwater is not suitable for drinking purpose and require regularmonitoring of the
dug well and bore well, and quality should be judiciously monitored before planning
new groundwater resources in the area. There is an urgent need for decision-makers
to plan corrective action to check the contamination resulting from the leaching of
ash in the disposal pond.
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Using Earth Observations and GLDAS
Model to Monitor Water Budgets
for River Basin Management

Chiranjit Singha and Kishore C. Swain

Abstract Using the hydrologic decision support system water quality monitoring
is also the most significant approach for sustainable hydrological cycle of any catch-
ment region. Even with the uncertainties, earth observation remote sensing (RS) and
Global Land Data Assimilation System (GLDAS) data employed to assess inter-
annual and seasonal variability in individual water mechanisms and to get signs of
decrease/increase in water availability for relatively large river basins. Evaluation of
empirical methodology or local knowledge with the RS and GLDAS data may help
in assessing the usefulness of best agricultural practice management system in the
watershed. RS can contribute to understanding, predicting, and monitoring the water
balance of large, poorly instrumented basins. There is power inmerging data streams,
through both multi-sensor algorithm and data assimilation system. Uncertainties are
substantial and should not be understated. Collaborative analysis can, sometimes,
overcome skepticism of remotely sensed products. Our research focuses on amounts
of precipitation, evapotranspiration, storm surface runoff and change in terrestrial
storage in the river basin for dry and wet seasons were calculated from remote
sensing-based GPM IMERG, MODIS, and GRACE/GRACE-FO-derived GLDAS-
CLSM model during the wet and dry seasons on 2004–2005, 2009–2010, 2014–
2015, and 2018–2019 in Mahanadi river basin, India. More accurate, quantitative
estimation of water budget continues to be a challenge for a variety of reasons such
as climate change, land cover dynamics, anthropogenic water diversions, etc. The
spread of estimates can be used for assessing the uncertainty.
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1 Introduction

Due to climatic changes, there is a need of water supply constant monitoring because
an increasing of the global hydrological cycle is extremely determined by a global
warming, land use changes, and anthropogenic interference. The high population
explosion, urbanization, and industrialization in South and Southeast Asia region
have also negative impact on extreme hydrologic changeability more than 75% of
the total precipitation rate occurring during the wet season June to September of
the southwest monsoon, causing water stress, flood occurrence, and drought severity
increasing to be a consistent yearly incident [1, 2]. Water allocation, distribution, and
sharing have been carried out among states/regions within a country or even among
various countries sharing the same river basin. River basin management is crucial
aggregating effect of climatic change and anthropogenic water diversions from rivers
and extensive groundwaterwithdrawals from any geographical region through accel-
erated drought and flood severity [3, 4]. In India, greater than 80% of total annual
groundwater draft is utilized for agricultural irrigation purpose [5]. Widely accepted
land surface model (LSM) is most significant and valuable alternative decision
support system for water management in regions which make the detailed anal-
ysis of the hydrological variability and quantification of the associated physical
problem which identifying the better understanding earth’s water cycle changing
pattern in a spatial or temporal scale [6]. Different forcing data, remote sensing-based
approaches andmodels, and output results may differ from different regions environ-
mental factors such as solar radiation, evapotranspiration (ET), meteorological data,
and vegetation indices [7]. LSMs are outperformed in hydrological variable estima-
tion that can be excellent and effective tool for calculating the ET difference [8].
Global Land Data Assimilation System (GLDAS) model outputs quantified by the
LSM measure for availability water in the world’s major river basins [9]. Hanington
et al. [10] reported that hydrological models are effective tool for water resource
management in sustainable agricultural planning at Mekong delta region.

The Gravity Recovery and Climate Experiment (GRACE)-derived GLDAS simu-
lations’ terrestrial water storage changes (TWSCs) are good agreement for numerous
key features of spatial and temporal landwater storage differences inmajor river basin
in the world [11]. GRACE output monitors the changeability of groundwater storage
anomaly at regional to global scale [12].

Combined GRACE satellites and GLDAS identify the decreasing trend of ground
water table levels to compensate for human withdrawals and excessive lost through
evapotranspiration during 2003–2012 in UAE [13]. Water resource management
discipline soil water storage disturbs the separating of energy fluxes and water at
the terrestrial surface, with inferences for rainfall recovering, hydrologic excesses
including occurrence of flood and drought which negatively impacted on land
memory progressions [14]. River basin management involves policies and decisions
at the river basin scale, which guides actions at sub-basin levels including (I) sustain-
able water supplies for all stakeholders (domestic, industrial, and agricultural), (II)
flood and drought management, (III) improved land and ecosystem management,
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and (IV) improved sanitation. Terrestrial surface water storage influences rates of
freshwater, nutrient, and sediment transportation which plays a significant role in
greenhouse gas (GHG) emissions to the environment [15]. Satellite-based GRACE
and MODIS observations could examine the influences of land use cover change on
water budget components such as soil ET, discharge rate, and soil moisture without
expelling anthropogenic water budget issue [16]. The anthropogenic interferences
like inter-basin water diversion and irrigation withdrawals could negatively impact
on global hydrological cycle expressively over river basins that could be special
attention for water budget estimation [17–19]. Widespread use of GRACE-derived
GLDAS LSM system in South and Southeast Asian regions identifies ground water
storage changing pattern and groundwater table fluctuations levels [3, 20, 21]. Singh
et al. [22] reveal that the combined remote sensing-based GRACE signal can be
better explored on reservoir volume water storage change dynamics by the hybrid
method at Aral Sea and Lake Mead region.

Globally, mean terrestrial water storage changing pattern depends upon the evap-
otranspiration rate. Wan et al. [23] use GRACE-derived TWSC total water balance-
based ET for quantifying the residual ET in the water balance component. However,
the uncertainty of GRACE-derived TWSC evaluates the reconstructed ET by the
root-mean-square difference (RMSD), and they did not take irrigation into account
for high and comparable measure [24]. Long et al. (2014) establish that the lowest
uncertainty LSMs and ET products are North American Land Data Assimilation
System (NLDAS), GRACE, MODIS, and AVHRR. Mostly, LSMs do not consist of
anthropogenic actions [26]. Thus, ET products are supplementary essential compo-
nent for river basinwater resourcemanagement in agricultural purpose of withdrawal
of more water results in declined stream flow and increased ET [27–29].

1.1 GRACE-FO

GRACE has monitoring at least five years’ time-variable element of earth’s gravity
field at monthly temporal resolution and also first evaluations of land water storage
differences in the earth. GRACE mission is a joint undertaking between the DLR
andNASA launched inMarch 2002. Themonthly NewGRACE-FO started coverage
from2018 June [30]. GRACEhas estimated first timeTWS (Terristrial water storage)
variations of their changing pattern extended river basin region [31], Winsemius
et al. [32] used global LSMs for the improvement and validation of the terrestrial
water storage balance in land surface hydrology estimation [33, 34]. The basin-scale
terrestrial water budget assumes no lateral base flow of groundwater across a river
basin border [23, 35]. Total runoff is estimated as follows, Eq. 1:

Rtotal = P−ET−�S/�t (1)

�S

�t
= TWSA(t) − TWSA(t − 1)

�t
(2)
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Where, �S/�t (cm/t) is estimated by the GRACE-derived terrestrial water storage
anomaly (TWSA) (e.g.), [25], P (cm/t)—precipitation, and ET (cm/t) = actual evap-
otranspiration, t- time span. The Rtotal (cm/t) conditional from Eq. (1) is occupied
to signify the total basin discharge, which comprises not only the surface water
but also the groundwater storage anomaly [36]. These components are available
from remote sensing-based earth observations and Global Land Data Assimilation
System (GLDAS) model. Water budgets’ estimation for ten larger river basins across
the world is using earth observation RS or in situ measurement of P, R, ET, and
GRACE-derived TWSC; however, large water budget non-closure errors fluctuate
from 5 to 25% of P [37, 38].

1.2 GLDAS

GLDAS is to present land surface states and fluxes. There are two versions: GLDAS
2.1 and GLDAS 2.2. Both the models use a Vegetation mask, Land/Water mask,
and Leaf Area Index (LAI) from MODIS. Both use forcing precipitation, meteoro-
logical data, and surface radiation from different sources. GLDAS 2.2 assimilates
GRACE terrestrial water storage anomaly data in Catchment-F2.5 Land Surface
Model (CLSM) for simulation of land surface fields, while GLDAS 2.1 does not.
GLDAS 2.1 is accessible from January 2000, where GLDAS 2.2 from January 2003
to present [39]. The GLDASmodel has numerous versions with many LSMs param-
eterizations such as Noah, CLSM, VIC with their strengths, restrictions, and varying
spatial resolutions.

GLDAS observation allocates mainly water budget component and energy
mechanisms [40, 41]. GLDAS is designated in a procedure of four LSMs sub-
models—Mosaic Land Surface Model and CLM (Common Land Surface model),
NOAH (National Centers for Environmental Prediction/Oregon State University/Air
Force/Hydrologic Research Lab Model), and VIC (Variable Infiltration Capacity
Model) [42]. Newer versions of GLDAS (i.e., GLDAS2) and ECMWF model are in
better performance of accuracy inwater balance estimation compared to TheRouting
Application for Parallel computation of Discharge (RAPID) in transboundary river
basins at South and Southeast Asia [43]. Chen et al. [44] and Bi et al. [45] compared
in situ station mean soil moisture and GLDAS LSM-derived soil moisture with the
Advanced Microwave Scanning Radiometer Earth Observing System (AMSR-E) in
the Tibetan Plateau. Output result showed that the GLDAS LSMs outperformed over
the RS satellite-derived product because LSMs generally underestimated soil mois-
ture. NLDAS and GLDAS-derived hydro-meteorological forcing data use global soil
moisture estimation and simulations with in situ soil moisture data that found good
agreement between the anomalies of observed and modeled soil moisture [46].

Our research work investigated the temporal and spatial variations of terrestrial
water storage changes (TWSC) from GRACE satellite and compared with the simu-
lated Global Land Data Assimilation System (GLDAS) product in Mahanadi river
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basin region. Also examine and compare dry and wet seasons’ water budget compo-
nents of RS based on IMERG precipitation, MODIS Evapotranspiration (ET), and
GRACE terrestrial water storage (TWS) for estimate seasonal, basin-averaged, and
sub-basin level water budget components to understand the source of uncertainties
involved in estimating water budgets for a river basins.

2 Materials and Method

2.1 Study Area

TheMahanadi river basin lies between of 80°30′ to 86°50′ East longitudes and 19°20′
to 23°35′ North latitudes geographical co-ordinates with a study area border of nearly
14,258.6 km2 (Fig. 1). Mahanadi is the major river in Orissa; the lower part of the
delta region have more potential of flood occurrence. The average elevation is 426 m
mean sea level. The mean temperature in the region is 20–35 °C in summer which
goes down to 4 °C in winter. Mahanadi basin has tropical monsoon-type climate
with average annual rainfall of 1360 mm. Most of the rainfall up to 86% is received
in four months from mid-June to end September mostly due to southwest monsoon
[47]. The highest relative humidity of the region varies between 68 and 87% during
July–August. The study area has yellow mixed red, black soils and laterite soils. The
area comprises of rich clay percentage in the middle and lower part of the region.

Rice is the principle crop of the basin, where the interior dryer parts growing
millets. Sugarcane, mung, gram, black gram, pea, jute, mustard, groundnut, and
linseed are other miscellaneous crops of the study area.

Mahanadiwatershedboundaries’ layer is obtained from theHydrologicalData and
MapsBased onShuttleElevationDerivatives atMultiple Scales (HydroSHEDS) [48].

Fig. 1 Study area location map
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Table 1 Sub-basin areas of the Mahanadi river basin

Sub-basin District Area in km2

1 Angul, Bauda, Cuttak, Ganjam, Kandhamal, Kendrapara, Khordha 1794.477

2 Balangir, Kalahandi, Nabarangapur, Nuapada, Rayagada 2368.467

3 Bargarh, Sambalpur 1072.477

4 Debagarh 118.7151

5 Jangir-champa, Raigarh 1403.875

6 Jashpur, Simdega, Jharsuguda, Sudargarh, Debagarh 1322.65

7 Mahasamund 515.8151

8 Anuppur, Surjapur, Surguja, Korba, Koriya 1068.506

9 Balod, Bemetara, Bilaspur, Durg, Raipur, Rajnandgaon, Shahdol,
Gondiya, Garhchiroli

3196.962

10 Dhamtari, Garaband, Kondagaon, Uttar Baster Kanker 1396.655

Total 14,258.6

The coarse river networkwas derived from the upscaled 0.1°HydroSHEDSgrid [49].
Monitoringwater availability in river basins depends on the precipitation, evaporation
and transpiration, infiltration, surfacewater and groundwater storage, and runoff. The
fine-resolution geo-referenced datasets were derived from the HydroSHEDS 15 arc
second product level5 ESRI vector format inWGS84 (https://www.hydrosheds.org/).
The Mahanadi river basin is divided into ten sub-basins (Table 1).

Performance of LSMs depends on the computed basin-averaged mean annual
precipitation, evapotranspiration, storm surface runoff, and base runoff. GLDASv1
was first used with same forcing in different LSMs. In the LSMs, precipitation basic
input variable and other input meteorological sources are uncertainty in simulated
stream flow. The Noah LSMoutputs forced by four meteorological version; GLDAS,
GLDASv2.0, GLDASv2.1, and GLDASv2.2. GLDAS-2 products are existing 0.25°
and 1° spatial resolutions where 1° resolution for LSMs used for reliability with
GLDAS product. The GLDASv2.1 (Noah LSM) model have 0.25° and 1° spatial
resolution and temporal resolution is 3 h.

2.2 Earth Observation Remote Sensing

Download the monthly final IMERG precipitation data mm/month for the selected
months December to February (DJF) for dry season and June to August (JJA) for wet
season in the years of 2004–2005, 2009–2010, 2014–2015, and 2018–2019, respec-
tively, from https://giovanni.gsfc.nasa.gov/giovanni/ for water budget estimation in
the study area. Eight-day composite MODIS ET data products (MOD16) for the
selected months with considering Julian days of respective year are acquired from
https://lpdaacsvc.cr.usgs.gov/appeears/..

https://www.hydrosheds.org/
https://giovanni.gsfc.nasa.gov/giovanni/
https://lpdaacsvc.cr.usgs.gov/appeears/
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Table 2 Satellite data products used for estimation of water budget

Product Description Spatial and
temporal
resolutions

Source

HydroSHEDS vector
watershed boundaries

Hydrological data and
maps based on SHuttle
Elevation Derivatives at
multiple Scales level5

Digital elevation
model the Shuttle
Radar Topography
Mission (SRTM)
15 arc-sec

HydroSHEDS

Integrated Multi-satellite
Retrievals for GPM
(IMERG) Precipitation
mm/month

GPM Microwave Imager
(GPM IMERG Final
Precipitation L3 1 month
0.1 degree × 0.1 degree
V06)

0.1° × 0.1°
Monthly

Giovanni

MODIS ET (MOD16A2) MODIS 500 m 8-Daily Application for
Extracting and
Exploring Analysis
Ready Samples
(AρρEEARS)

GRACE-FO Microwave Radar
(K-Band)

1.0° × 1.0°
Monthly

JPL GRACE Tellus

GRACE-DA1 V2.2 Water
Budget Components
(evapotranspiration
surface/sub-surface runoff
terrestrial water storage)

Catchment-F2.5 in Land
Information System
(LIS) Version 7

0.25° × 0.25°
Daily

GES DISC

GLDAS Noah Land
Surface Model L4

GLDAS_NOAH025_3H 0.25° × 0.25°
hourly V2.1

Giovanni

Annual Land cover
Product

MCD12Q1) Version 6 Spatial resolution
500mt

AρρEEARS

The GRACE-derived TWSA product is obtained from three sources such as
Jet Propulsion Laboratory (JPL), the Center for Space Research (CSR), and
GeoForschungsZentrum(GFZ).DownloadmonthlyGRACE-FOTWSanomalydata
for December toMarch (dry season) and June to September (wet season) of the study
area.AllGRACE-FOTWSanomaly product is acquired fromhttps://podaactools.jpl.
nasa.gov/drive/files/allData/tellus/L3/gracefo/land_mass/RL06/v03/JPL (Table 2).

2.3 Land Surface Models of GLDAS-2.2

Use GLDAS 2.2 data for water budget estimation in the Mahanadi river basin for
the wet and dry seasons during 2004–2005, 2009–2010, 2014–2015, and 2018–2019
(Table 2). ET (kg m−2 s−1), TWS (mm), and Storm surface runoff (kg m−2per 3-h)
data are obtained from GLDAS 2.2 for the selected months by NASA GES DISC

https://podaactools.jpl.nasa.gov/drive/files/allData/tellus/L3/gracefo/land_mass/RL06/v03/JPL
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(https://daac.gsfc.nasa.gov/). All data acquired by the subset get data link in GES
DISC subsetter tool for refine the parameters. Spatial resolution of the GRACE-
derived TWSA and GLDAS-2.0 LSMs is 1.0° × 1.0° (Table 2) [40]. Total precipita-
tion hourly data derived from GLDAS Noah LSM L4 3 0.25° × 0.25° V2.1 product
[50].

2.4 Land use Map

The Terra and Aqua combined Moderate Resolution Imaging Spectroradiometer
(MODIS) Land Cover Type (MCD12Q1V6) yearly data product provides at interval
year of 2005, 2010, 2015, and 2019. NASAAρρEEARS tool extracted the all LULC
Type 1-International Geosphere-Biosphere Program (IGBP) classification data for
the respective year.

3 Results and Discussion

3.1 MODIS Land cover

Land cover map was carried out using International Geosphere-Biosphere Program
(IGBP) classification for four alternate years, 2005, 2010, 2015, and 2019 for the
Mahanadi river basin (Fig. 2). Majority of the area is distributed under cropland cate-
gory with 64% for all the years except 2005 (Table 3). However, there is decreasing
trend in cropland area in 2005–2019. Similarly, the area is distributed under forest
category with (15%) for the years of 2010–2015 except 2005 and 2019. Interestingly,
the area under built-up area has been increased from 57.74 to 64.48 km2 during the
study period (Table 3). Similarly, the area under wetland area has been increased
from 10.90 to 17.92 km2.

The water budget component changing pattern was closely observed and
compared with the corresponding climate inputs such as precipitation distribution in
the study area. The satellite-gauge precipitation for monthly estimated average was
used to plot the quarterly precipitation (Fig. 3). The highest rainfall occurs in the
month of June to August quarter and lesser values in December–February quarters.
The major precipitation occurs in the years 2012 and 2018 where the least values in
the years 2010 and 2015. However, the precipitation level also attained decreasing
trend for the wet season June–August quarter years 2005–2019 in the study region.

https://daac.gsfc.nasa.gov/
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Fig. 2 Land cover map of Mahanadi river basin of the year a 2005, b 2010, c 2015, and d 2019

4 Earth Observation Remote Sensing

Remote sensing-based model IMERG precipitation mm/month and MODIS ET for
dry and wet season difference are shown in Figs. 4 and 5 for selected years. To sum
all the ET over the wet and dry seasons, we first reclassify all fill values in each
dataset and assign a new value of 0. Fill values in each dataset corresponding to
unclassified, water body, urban, wetland, barren or sparsely vegetated. All the ET
images reclassify values (range) by run as batch process then using raster calculator
to sum of the all images both the dry and wet season using ArcGIS 10.5 software.
The GRACE-FO data represent DTWS anomalies are in meters. To find seasonal
TWS change, take the difference between TWS anomalies for March and December
for the wet season and multiply by 1000 mm/meter to convert in mm (Figs. 6 and 7).
Here we compare dry and wet season precipitation, ET, and TWS change. Estimate
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Table 3 Land cover map of the study area during 2005–2019

2005 2010 2015 2019

Area in
km2

Area % Area in
km2

Area % Area in
km2

Area % Area in
km2

Area %

Forest 2113.72 14.82 2265.85 15.89 2226.65 15.62 2313.55 16.23

Shrub
land

1621.78 11.37 1536.85 10.78 1744.36 12.23 1559.37 10.94

Grass
land

1046.94 7.34 1032.44 7.24 908.65 6.37 1073.77 7.53

Wetland 10.90 0.08 12.53 0.09 16.00 0.11 17.92 0.13

Cropland 9310.76 65.30 9257.41 64.92 9210.37 64.60 9143.86 64.13

Built-up
area

57.74 0.40 59.81 0.42 60.88 0.43 64.48 0.45

Barren
land

26.10 0.18 24.70 0.17 20.45 0.14 15.64 0.11

Water
bodies

70.71 0.50 69.06 0.48 71.28 0.50 70.04 0.49

Total 14,258.6 100.00 14,258.64 100.00 14,258.64 100.00 14,258.64 100.00
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Fig. 4 Precipitation (Pr) difference map of dry and wet seasons a 2005, b 2010, c 2015, d 2019

Fig. 5 Evapotranspiration (ET) difference map of dry and wet seasons a 2005, b 2010, c 2015,
d 2019
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Fig. 6 Total water storage change (DTWS) map of dry season a 2005, b 2010, c 2015, d 2019

Fig. 7 Total water storage change (DTWS) map of wet season a 2005, b 2010, c 2015, d 2019
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seasonal water budget components using zonal statistics to get the total seasonal
precipitation, ET, and TWS change amount averaged over the Mahanadi sub-basins.
All sub-basin region seasonal water amount will convert the units from mm to m3.
Finally, total seasonal water amount estimation and examine seasonal water budget
components multiply the sum by 10−9 to calculate billions of cubic meters. Variation
of total seasonal water amount estimation is using Eq. (2).

Rtotal = Pr−ET−DS (2)

where

Pr Precipitation,
T Evapotranspiration,
DS Water storage change in the river basin (soil moisture, snow) and sub-surface

(root zone moisture, groundwater component).

5 GLDAS 2.2 Observation

Examine and compare dry and wet seasons’ water budget components from GLDAS
2.2 and estimate seasonal, basin-averaged, and sub-basin level total water balance
mechanisms in study area through the periods of 2004–2005, 2009–2010, 2014–
2015, and 2018–2019. All water balance variables such as precipitation (Pr), evapo-
transpiration (ET), and storm surface runoff (RO) units convert to mm/month. This
three water budget components’ difference map for dry and wet seasonal pattern is
shown in Figs. 8, 9, and 10. Final total seasonal water budget is shown in Figs. 11 and
12. ArcGIS zonal statistics tool to estimation the total seasonal water amount over
the Mahanadi sub-basins uses the shapefile attributes/calculator to get the area of the
sub-basins. The open attribute table will have sub-basin numbers, characteristics, and
columns with count and spatial mean for the seasonal all water budget component
rasters. Mahanadi sub-basin region seasonal water amount will be converted from
mm unit to m3. Finally, total seasonal water amount is estimated and the compo-
nent is multiplied by 10–9 to calculate in billions of cubic meters. Variation of total
seasonal water amount estimation is done using Eq. (2).

Higher precipitation difference shown on 2005 and 2015 in the northeastern part
of the region, similarly 2010 and 2019 found that western part of the basin (Fig. 8).
Negative ET difference found in southeastern region sub-basin 6, 1, 2 where positive
ET difference showing in the region mainly western part (sub-basin 5, 7, 8, 9, 10) of
the entire region (Fig. 9). High runoff estimate in central (sub-basin 1) and eastern
(sub-basins 2 and 3) part of the river basin where very low runoff estimate in western
(sub-basins 9 and 10) part (Fig. 10).

Dry season highly total water storage deficit area found sub-basin 1 eastern part
in the year 2005, similarly in the year of 2015 northern (sub-basin 6, 5, 8) and 2019
(sub-basin 7, 8, 9, 10) western part of the region (Fig. 11). In wet season, higher
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Fig. 8 Precipitation (Pr) difference map of dry and wet seasons a 2005, b 2010, c 2015, d 2019

Fig. 9 Evapotranspiration (ET) difference map of dry and wet season a 2005, b 2010, c 2015,
d 2019
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Fig. 10 Runoff difference in dry and wet seasons a 2005, b 2010, c 2015, d 2019

Fig. 11 Total water storage map of dry season a 2005, b 2010, c 2015, d 2019
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Fig. 12 Total water storage map of wet season a 2005, b 2010, c 2015, d 2019

level of total water storage mainly found in sub-basin 3 and 1 located in the eastern
side of the entire basin. High water deficit is shown in basin 6 for the year 2005 for
northern part and sub-basin 9 and 10 for 2015 in the southern part (Fig. 12).

All the water budget component is estimated in billion cubic meter (BCM).
Highest precipitation rate and ET occurred in wet season of the year 2015 (133.65
and 41.73) estimated by GLDAS 2.2 model (Table 4). DTWSmeasured higher value
64.34 in the year of 2019 by GLDAS 2.2 where in dry season water deficit is more
-18.61 in the year of 2015. Lowest DTWS value is 14.16 measured by RS based
observation in the year of 2015 during wet season. However, the groundwater storage
level also attained decreasing trend all over the study region except for fewer part in
the eastern and western regions of the entire basin. Similarly, the period of the wet
season follows an adverse trend over the common of the region except for the central
part (Fig. 12). Cropland area covered by higher percentage in the region where the
increasing trend for built-up area is due to anthropogenic interference. This can be
aggregating effect of climate change and land use land cover changes which specify
a minor changing in the monsoon period of the entire basin. This is extensive distress
groundwater recharge from precipitation over the region.

Remote sensing observation and GLDAS 2.2 model estimated that total water
storage decreasing trend in wet periods accept the year of 2015 in the Mahanadi
river basin (Table 5). Dry season deficit water is more due to more ET over precipi-
tation; similarly wet periods of precipitation is high over ET. So, both the seasons of
entire basin precipitation rate dominate over ET; there are more water losses to the
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atmosphere compared to how much receive precipitation. Using Eq. 2 in GLDAS
2.2 model, we get the total runoff or discharge so that is more like a residual because
there are different datasets different resolution so they have all error characteristics
but this adopted methodology could give idea and interpret overall changing the
water budget scenario of season to season and year to year basis. There are substan-
tial variances between the total of accumulated precipitation and their concentrations
from diverse precipitation datasets [51, 52]. In the global hydrological models, ET
is the most uncertain parameters [53]. Overestimation of ET acts as major role and
underestimation of potential water mass and vice versa. This adopted methodology
would indicate that wet seasons might expect higher runoff compared to that of dry
seasons in the entire basin (Table 5).

6 Discussion

Remote sensing-based data together with GIS analysis helps in assessing the water
budget estimation inMahanadi river basinmanagement. Monthly/seasonal and inter-
annual variations can be utilized in soil water resources management in the river
basin, while all the information calibrated in this session is validated with selected
surface measurements, regional and local assessment is recommended. In addition
to the water budget component, information about socio-economic characteristics
and in situ data (e.g., river discharge, soil moisture, ecosystems) are required for
sustainable river basin management.

Our research focuses on amounts of precipitation rate, evapotranspiration, and
terrestrial water storage change in the Mahanadi river basin during dry and wet
seasons. All the water budget components are calculated from remote sensing based
GPM IMERG, MODIS, and GRACE/GRACE-FO observations GLDAS-CLSM
model during 2004–2005, 2009–2010, 2014–2015, and 2018–2019. More accurate,
quantitative estimation of water budget continues to be a challenge for a variety of
reasons. The spread of estimates can be used for assessing the uncertainty. This study
illustrates and investigates the temporal and spatial variability of water storage varia-
tions over Mahanadi river basin, with consequences for a better understanding of the
basin hydrologic cycle mechanism due to climate change and anthropogenic inter-
ference. Simulation of GRACE-based TWSC with GLDAS model also emphasizes
the possible for improving and validating global LSMs GRACE data [54]. There are
barriers in estimating total water budget using remote sensing and GLDAS data due
to limitations in observing/modeling all the water components and anthropogenic
effects (e.g., stream flow, irrigation, ground water pumping, and diversion). Terres-
trial water storage anomalies from GRACE and GRACE-FO have coarse resolutions
and cannot provide accurate information for micro-watersheds. The ET reconstruc-
tion system is robust and effective for different LSMs of GLDASmodel with diverse
climatic condition; and it can be very useful to other LSMs to provide an alter-
native assessment of authentic ET over the human-control river basin. Uncertainty
becomes larger for smaller area of study and depends on the shape and latitude of
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the area. MOD16 evapotranspiration may have significant uncertainties depending
on watershed characteristics [e.g., 55, 56]. GRACE-derived TWSC data and other
remote sensing-based product such as precipitation, evapotranspiration, runoff are
used to solving water-related issues for water budget estimation in any river basin.
Future recommendation a customized, ensemble modeling approach (e.g., Land
Information System, https://lis.gsfc.nasa.gov/ using in situ and remote sensing data),
with appropriate stream flow routing model would yield better water component
estimates. A newer version of GRACE Mascon product, GRACE-FO combination
JPL, GeoForschungsZentrum Potsdam (GFZ), etc., is used for better water budget
estimation.

7 Conclusion

Using the Hydrologic Decision Support System, water quality monitoring is also the
most significant approach for sustainable hydrological cycle of any catchment region.
This research work estimating and examines the spatial–temporal variations of total
water budget inMahanadi basin region, India. Understand the source of uncertainties
involved inwater budgets for river basins.Compare dry andwet seasons’water budget
components based on IMERG precipitation, MODIS ET, and GRACE-derived TWS
with GLDAS2.2 model for estimate seasonal, basin-averaged, and sub-basin level
water budget. This research work focuses only application of earth observation RS
based data for monitoring the water budget components in Mahanadi river basins.
Despite the uncertainties, RS and GLDAS model can be applied to assess temporal
and spatial variations in individual water budget components and to get better signs
of changing pattern of water availability for a relatively river basins. In situ measure-
ments, such as soil moisture, precipitation rate, observed stream flow, and vege-
tation information, should be validated with the RS and GLDAS data. Evaluation
of empirical methodology or local knowledge with the RS and GLDAS data may
help in assessing the usefulness of best agricultural practice management system
in the watershed. Remote sensing can contribute to understanding, monitoring, and
predicting the water balance of large, poorly instrumented basins. There is power in
merging data streams, both through multi-sensor approaches and data assimilation.
Uncertainties are substantial and should not be understated. Collaborative analysis
can, sometimes, overcome skepticism of remotely sensed products.
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Utility of Geomatics in Land Use Land
Cover Change Detection and Accuracy
Analysis

G. Padmaja and M. V. S. S. Giridhar

Abstract Unprecedented growth and rapid urbanization resulted in remarkable
changes in the landuse and land cover patternswhich altered the global environmental
scenario and also affected ecosystem services. Continuous monitoring of land use
and land cover changes is extremely important to systematically plan various infras-
tructure projects and their land requirements to meet demands from various sectors,
especially in an urban context. Timely and reliable information on the spatial and
temporal behavior of land use land cover patterns is, therefore, a prerequisite and
realizing the potential of geospatial technologies in providing such information, a
study has been taken up in the Hussain Sagar catchment area, a part of Hyderabad
City. The present study includes land use land cover (LULC) classification of various
satellite images taken at different periods for comparison and checking for their accu-
racy assessment. The results indicated a spectacular increase in settlements/built-up
land to the tune of 50.34 km2 accounting for 48.38% of the proposed study area.
Contrastingly, a significant shrinkage in the areal extent of vegetation, barren land,
and water bodies has been noticed over the past one and half decades. It is noted
from various sources and findings that the Kappa value greater than 0.75, is rated
to be considerable. The results obtained from the present study indicated an overall
classification accuracy of 87.33% with kappa value (K) = 0.84 which are found to
be satisfactory and therefore the classified images can be used for further analysis.

Keywords LULC classification · Change detection · Kappa statistics

1 Introduction

Most of the cities in developing countries are often distressed due to environmental
and socioeconomic problems. Human activities coupled with greed have not only
altered the natural ecosystems but also degraded the natural environment. Land and
water have become scarce natural resources. Consequently, there is immense pressure
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from various sectors such as agriculture, industries, residential, commercial in most
of the urban areas. The pragmatic changes observed in land use such as the conver-
sion of forests into agricultural lands, agricultural lands into human settlements,
the encroachment of wetlands have adversely affected the ecosystem services, thus
posing a challenge at local and global scales. These changes in land use mostly occur
due to growing population density, demand for agriculture, industries, and continuous
economic growth. The exponential increase in population over the decades with the
simultaneous increase in economic activities had elicited changes in land use patterns,
thereby leading to immense pressure on the availability of resources and the natural
environment. The existing land use land cover patterns are the outcome of several
natural, socioeconomic influences, their exploitation by humans over the decades.
Therefore, the information about land use land cover is essential for selecting, plan-
ning, and implementationof landuse schemes tomeet the increasingdemand for basic
human needs and welfare of the society. This information also helps in estimating
the dynamics of land use as a result of increasing population and their changing
demands. In the present study, many projects have embarked in the city which has
attracted a lot of people’s attention, thus contributing to the physical expansion of
the city in terms of buildings, roads, commercial spaces, IT sector, and industries,
all these had led to changes in the land use pattern. Remote sensing data and GIS
analysis help in detecting the land consumption rate; therefore, an attempt had been
made to predict the same [1, 2].

1.1 Objectives of the Present Study

The main objective of the present study is to generate land use land cover maps of
Hussain Sagar catchment area present in Hyderabad region at different epochs for
detecting changes that have occurred during the past one and half decades especially
in the built-up land due to urbanization and concretization, compare the results and
assess the change detection matrix for the above said period.

1.2 Study Area and Data Input

Hussain Sagar catchment is about 287 km2, falling into 5 major sub-watersheds,
viz. Bowenpally, Banjarahills, Kukatpally, Dulapally, and Yusufguda. The highest
peak in the catchment is at 642 m which lies north of Nizampet while the lowest
is about 500 m at the confluence of the stream outlet adjoining with Musi River in
downstream of Hussain Sagar Lake. Due to encroachments, the watershed area has
shrunk from 540 to 450 hectares and the majority of water that enters into the lake
is from Kukatpally Nala along with effluents from industries and domestic sources.
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1.3 Data Input

In the present study, LISS III and Landsat satellite images of the Hyderabad region
were acquired from Bhuvan open data source and USGS Earth Explorer for eight
different Epochs, namely 2005, 2007, 2009, 2011, 2013, 2015, 2017, and 2019 as
shown in Table 1.

2 Methodology

To study the change detection for Hussain Sagar catchment, 8 satellite images were
acquired for different periods, i.e., 2005, 2007, 2009, 2011, 2013, 2015, 2017, and
2019 with 30 and 24 m resolutions, respectively. The images were clipped to get
the area of interest (AOI) and then using the combined method; i.e., by using both
unsupervised and supervised classifications, LULC was performed. In the combined
approach, firstly we classified the area of interest using an unsupervised method
by taking 100 classes. Once the classes are automatically defined by the system,
then the recode option present in the raster menu was initiated and each class was
manually checked by comparing the satellite image of that particular period for its
spectral signature, and then it is finally re-coded into five major classes. Though
this approach was time-consuming, it had given accurate results and this approach
is more suitable for complex terrains with varied land uses in small areas. Once land
use land classification maps for all the above-mentioned periods were generated,
the change detection was initiated in ERDAS imagine using matrix union overlay
analysis for comparison (Fig. 1).

Table 1 List of satellite images acquired for LULC classification

Satellite data Acquisition date Spatial resolution (m) Source

Landsat 4–5 TM C1
Level-1

2005/03/06 30 USGS Earth Explorer

Landsat 4–5 TM C1
Level-1

2007/03/28 30 USGS Earth Explorer

Landsat 7 ETM + C1
Level-1

2009/03/09 30 USGS Earth Explorer

Landsat 4–5 TM C1
Level-1

2011/03/07 30 USGS Earth Explorer

LISS III 2013/03/03 24 Bhuvan

LISS III 2015/03/17 24 Bhuvan

Landsat 8 OLI/ TIRS C1
Level-1

2017/03/23 30 USGS Earth Explorer

Landsat 8 OLI/ TIRS C1
Level-1

2019/03/29 30 USGS Earth Explorer
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Fig. 1 Methodological workflow used for LULC classification and accuracy assessment

2.1 Change Detection Using Satellite Images

Change detection is a process in which numerous land use land cover classified
images acquired at different instances are meticulously compared to identify signif-
icant changes that have occurred over a period. It is a process in which two different
satellite images taken at different times are compared pixel by pixel to estimate
the temporal changes that have occurred, in a sense it is to detect which land use
is changing to which land use. In the present study, pixel-to-pixel comparison has
been initiated to study changes observed over the years, i.e., from 2005 to 2019 by
usingmatrix union overlay process using ERDAS imagine. The information obtained
during the process helps to easily identify changes that occurred over time in a
particular area.
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2.2 Accuracy Assessment

Assessing the accuracy of classified images is a desirable procedure and is primarily
used to determine the quality and reliability of images that were classified [3]. It
is performed by comparing classified images produced by using remote sensing
and GIS techniques with the original satellite imagery by choosing some random
pixels and manually checking for any inconsistencies. Once all the inconsistencies
are checked and corrected manually for all the chosen pixels, the kappa statistics is
initiated. In this process, the results obtained are the overall classification accuracy
and kappa statistics. Form research, it is noted that if the Kappa value is less than
0.40, it indicates poor performance, while a kappa ranging between 0.40 and 0.75
indicates a good kappa value with moderate performance, and incase the kappa value
is higher than 0.75, it indicates an exceptional kappa value with good performance
of the classified images [4].

3 Results and Conclusions

Remote sensing and GIS play a significant role to determine changes that have
occurred in the land use pattern over the years [5]. In the present-study area, remark-
able changes were noticed during the past one and half decades which were seen
evidently from the generated LULC maps for different years which were compared
in Table 2 and Fig. 2. The analysis is performed by comparing classified LULC
images chosen for eight instances of alternate periods during the 15 year period, i.e.,
between 2005 and 2019 which were shown in the figures (Fig. 3a–h).

In the present study, land use and land cover classificationwas performedby taking
multiple satellite images acquired during different periods, and later these classified
images were compared with the original satellite images to assess the accuracy of
the classified images. The accuracy of all the classified images was checked by using
the stratified random sample method which creates some random points for visual
comparison of all the randomly selected points with the original satellite image for
its accuracy. In the current study, 50 random points for each classified image were
taken into consideration and all points were visually compared with the raw satellite
images of the same period, and in case any discrepancies were found those were
manually corrected, and then the accuracy statistics were computed.

The results obtained were overall classification accuracy, overall kappa index,
kappa for each class were summarized for understanding the accuracy performed in
a better way. The calculated accuracy assessment for each classified satellite image,
the total accuracy, and overall kappa statistics for each satellite image during the years
2005–2019 were shown in Table 3. Also, the comparison of areas under different
LULC classes from 2005–2019 was shown in Table 4a and the overall changes in the
land use, i.e., what percentage of land use class has changed to the another has been
shown in Table 4b. From the results obtained, it is found that the overall accuracy
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Fig. 2 LULC Pattern during 2005, 2007, 2009, 2011, 2013, 2015, 2017, 2019

was found to be satisfactory, and further, these classified images could be used for
future analysis.

FromTables 4a, b the negative change is seen evidently, i.e., a reduction in the areal
extent of water bodies, vegetation was observed during the years 2005 and 2019. The
reduction in the water bodies and green cover could be primarily due to tremendous
population growth, changes in lifestyle practices, huge economic development in the
city, and enormous expansion in the IT industry all leading to an upsurge in the built-
up area over the decades. The period during 2005–2019 has witnessed an increase
in the built-up area by 50.34% due to the physical expansion of the city. Also, it was
observed that there was a decrease of 51.75% in agricultural land, 14.10% decrease
in vegetation cover, and 38.20% decrease in the barren land mostly contributing
to an increase in the built-up area and road networks. Furthermore, water bodies
have shrunk by 14.81% from 2005 to 2019 mainly due to construction activities and
encroachment of the low-lying areas. The change detection analysis presented in this
study was based on the findings obtained from developed eight land use land cover
classified maps for the proposed study as shown in Fig. 3a–h. On a whole, there were
significant changes observed in the study area between 2005 and 2019 periods which
were easily identified by analyzing the maps shown in the figures.

4 Conclusions

The present study uses remote sensing and GIS approach for the spatial and temporal
analysis and findings which is unlikely through any other conventional mapping
techniques. The research findings help in the identification of natural resources that
are rapidly depleting, detect environmentally sensitive areas, recognize pragmatic
changes occurring in the hydrology in vast areas due to transformations in the land
use. Also, these findings would be very helpful to the urban planners in designing
better infrastructure keeping in view the goals of sustainable development for better
planning and decision making.
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Fig. 3 a LULC 2005; b LULC 2007; c LULC 2009; d LULC 2011; e LULC 2013; f LULC 2015;
g LULC 2017; h LULC 2019
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Fig. 3 (continued)
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Table 3 Accuracy assessment of classified images (2005, 2007, 2009, 2011, 2013, 2015, 2017,
2019)

Year Overall
classification
accuracy (%)

Overall
Kappa
statistics

Kappa

Water bodies Urban Vegetation Agriculture Barren

2005 84.00 0.80 0.878 0.750 0.625 0.878 0.868

2007 88.00 0.85 1.000 0.750 1.000 0.762 0.756

2009 88.00 0.85 1.000 0.535 0.868 1.000 0.872

2011 88.00 0.85 1.000 1.000 0.524 1.000 0.756

2013 84.00 0.80 1.000 1.000 0.432 0.762 0.875

2015 78.00 0.72 1.000 0.865 0.167 0.878 0.861

2017 92.00 0.90 1.000 0.872 0.875 1.000 0.756

2019 96.67 0.96 1.000 1.000 0.896 0.898 1.000

Table 4 aComparison of areas under different LULC classes from 2005–2019. bLand use changes
observed from 2005–2019

(a)

Class name Area
covered
(km2) 2005

Area
covered
(km2) 2019

Changes in
LULC
(km2)

Changed area as % of total area

Water
bodies

7.77 6.62 − 1.15154 − 14.812

Urban 104.05 154.39 50.344 48.3849

Vegetation 78.20 67.18 − 11.0261 − 14.0995

Agriculture 8.12 3.92 − 4.20397 − 51.7477

Barren 88.88 54.92 − 33.9548 − 38.2042

(b)

Class name Water bodies
(km2)

Urban (km2) Vegetation
(km2)

Agriculture
(km2)

Barren
(km2)

Total 2019
(km2)

Water
bodies

4.779 0.325 0.177 0.105 0.948 6.335

Urban 0.967 90.219 25.885 2.336 35.069 154.475

Vegetation 0.777 10.482 36.168 3.467 16.366 67.26

Agriculture 0.928 0.207 1.246 0.795 0.744 3.92

Barren 0.05 2.85 14.814 1.424 35.822 54.959

Total 2005 7.502 104.082 78.289 8.126 88.949 286.95

Acknowledgements The authors express sincere gratitude to Bhuvan, an open data platform, and
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Urbanization Implications on Local
Climate and Groundwater Levels Using
Index-Based Techniques

V. Shiva Chandra and T. Reshma

Abstract Unplanned urbanization and tremendous pressure of increased human
activities are often resulting in more stress on urban surface water resources and
augmentation of groundwater resources and subsequent dependence on transporting
of water from large distances. Our current study aims at determining the impact of
spatiotemporal characteristics of urban growth on hydrometeorological parameters
in theNorthern and Eastern regions of ExtendedHyderabadCity of the Indian state of
Telangana. The rate of change of urbanization is calculated using various indices such
as normalized difference built-up index (NDBI), normalized difference vegetation
index (NDVI), built-up index (BUI), modified built-up index (MBUI). The spatial
distribution of rainfall, temperature, and groundwater levels is determined by using
techniques of Inverse distanceweighting (IDW). The results reveal an increase of 197
sq.km of the built-up area from 2009–2020 and a considerable increase in the depth
to groundwater levels in areas like Nagole, Uppal, Saroor Nagar, Hayatnagar, and LB
Nagar. The groundwater table is increased during the monsoon period and decreased
in the pre-monsoon period. Themaximum depth to groundwater level increased from
15.1 mbgl to 22.8 mbgl during the pre-monsoon period and from 13.5 mbgl to 19
mbgl during the monsoon period under the period of consideration. The maximum
temperature increased from 29.2 to 38.7 °C between 2009 and 2020, and annual
rainfall has decreased from 936 to 844 mm between 2009–10 and 2019–20. The
study reveals that there is a strong correlation between the variables. Correlation
between the expansion of the built-up area and population, temperature, rainfall,
pre-monsoon groundwater, and post-monsoon groundwater levels is 0.989, 0.867,
− 0.900, 0.982, and 0.782, respectively. The study revealed that enormous efforts
required in determining the built-up area using conventional supervised classification
techniques can be minimized using indices-based techniques.
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1 Introduction

Rapid urbanization in an unplanned and unsystematic manner can cause profound
impacts on the environment, especially toward land and water. Understanding the
dynamics of urbanization-induced land cover change at a deeper level is thus neces-
sary for facilitating sustainability as these urban areas are the potential consumer
of world energy and leading to severe environmental issues. Urbanization is very
critical in India, which contributes nearly 16% of the world’s population against a
geographical area of 2.5%. India recorded a 3.3% increase in urbanization during
2001–2011 against an increase of 2.1% during 1991–2001 [1]. The urban popula-
tion of India is projected to be around 600 million by 2031[3]. Unhealthy living
conditions are the outcomes of drastic urbanization, because of changes in land use
and land cover [4]. Rapid urbanization and changes in the environment enhance the
curiosity of a researcher to know how land use and land covers, temperature, rainfall,
and groundwater depths change and howwell these changes are related to each other.
Many researchers found that anthropogenic activities influence the urban environ-
ment considerably, and hence, it attracts greater interest in studying the changes in
land use and land cover in urban areas [7, 8]. In addition to changes in the hydrology
of the area, the quality and quantity, and recharge of groundwater were impacted
adversely due to urbanization [2]. Till now many researchers have concentrated only
on examining how the relationships are varying between urbanization and land use
land cover, urbanization and temperature, urbanization and groundwater, but there
are very few studies on how these all are related to each other. Many researchers
depended on supervised classification techniques in the preparation of land use land
cover maps, which is time-consuming and the accuracy is user-dependent.

Various indices such as NDBI, BUI, enhanced built-up and Bareness Index
(EBBI), normalized difference impervious surface index (NDISI) were proposed by
many researchers and proved that the results are satisfactory. The current research
attempts to examine the changes in the urban built-up area using various indices and
establish the correlation between built-up area, temperature, rainfall, groundwater
levels, and population. It is expected the findings of the research would assist in
effective decision making for sustainable urban development [5, 6, 9, 10].

2 Study Area

Uppal, Ghatkesar (Medchal–Malkajgiri district), Saroor Nagar, and Hayatnagar
mandals (Ranga Reddy district) which are adjacent to Hyderabad City (North and
Eastern Hyderabad) are selected as the study area. There have been huge develop-
ments going on in the above areas as it is most near to the Hyderabad City, and
there is a huge increase in the available means of transportation facilities. People
can reach the city center within 30 min by METRO, MMTS, RTC, etc. There is a
huge increase in the population in these mandals, as most of the people from the
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adjoining districts like Warangal and Nalgonda are migrating for higher education
and better employment opportunities. This increase in population is causing huge
pressure on the existing natural resources in the study area, and one of the Mandal
named Uppal is having the highest population density of 19,000 people for one
square kilometer. Doubling of the population was observed between 2001–2011,
and a further exponential increase is expected shortly. The study area lies between
17°20′41.7′′ North Latitude and 17°27′17.4′′ North Latitude and 78°30′57.9′′ East
Longitude and 78°40′51.4′′ East Longitude (Figs. 1 and 2).

Fig. 1 Google Earth image and map showing observation stations of the study area

Fig. 2 Forecast of population
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Table 1 Details of satellite imagery

S. No Date of Imagery Source of data Spatial Resolution Path/row

1 25 March 2009 Landsat 7, USGS 30 144/48

2 18 March 2015 Landsat 8, USGS 30 144/48

3 31 March 2020 Landsat 8, USGS 30 144/48

3 Data and Methodology

3.1 Data

The following data sets were used in the present study (Table 1).

• Landsat imageries of 30 m resolution were collected from USGS for the years
2009, 2015, 2020

• Data on temperature is taken from the National Aeronautics and Space Adminis-
tration.

• Rainfall data is collected from the District Collectorate of Ranga Reddy and
Medchal–Malkajgiri districts.

• Groundwater data is collected from theTelanganaStateGroundWaterDepartment
and Central Ground Water Department

• Data on population is collected from Census and District Collectorate.

3.2 Methodology

The following indices were calculated from the satellite imageries:

3.2.1 Normalized Difference Vegetation Index

NDVI is the most commonly used vegetation index. It is calculated as below.

NDVI = [NIR − RED]
/
[NIR + RED] (1)

The values of NDVI range from− 1 to 1. The lower values represent water bodies,
whereas the higher values represent dense vegetation and tropical forest.

3.2.2 Normalized Difference Built-Up Index

NDBI is used to identify the built-up areas (impervious) from remote sensing satellite
images. It is calculated as below.
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NDBI = [SWIR − NIR]
/
[SWIR + NIR] (2)

NDBI values lie between − 1 to + 1. The lower value represents water bodies,
vegetation, etc., whereas the higher value represents built-up and barren areas.

3.2.3 Built-Up Index

Urban pattern is identified by using the built-up index which is calculated as below.
A higher positive value indicates a built-up and barren area and thus allows BUI to
map the built-up area automatically.

BU = NDBIDVI (3)

3.2.4 Modified Normalized Difference Water Index

MNDWI helps in separating water areas and wetlands from built-up areas by
suppressing noise from built-up land, vegetation, and soil effectively. It is calculated
as below.

MNDWI = [GREEN − SWIR]
/
[GREEN + SWIR] (4)

3.2.5 Modified Built-Up Index

MBUI helps in extracting built-up areas more distinctively by separating it from
wetlands and water bodies. It is calculated as the arithmetic difference between BUI
and MNDWI.

MBUI = BUI − MNDWI. (5)

3.2.6 Analysis of Hydrometeorological and Hydrogeological
Parameters

The impact of changes in the built-up area on spatial and temporal variation of temper-
ature, rainfall, and groundwater levels, is determined by using IDW interpolation
tools available in ARC GIS software, and a correlation test is performed to deter-
mine the relationship between built-up area, rainfall, temperature, and groundwater
levels.



536 V. Shiva Chandra and T. Reshma

4 Interpretation of Results

4.1 Analysis of Changes in Built-Up Area

From the study it is observed, there is a considerable increase in the built-up area at
the cost of other land-use features such as agriculture land, vegetation, water bodies,
and barren lands. The built-up area was 239 km2 in the year 2009 which increased
to 312 km2 in 2015 and the current built-up area as per 2020 is 436 km2. There was
an increase of 197 km2 in the built-up area between 2009 and 2020, and most of the
changes are observed in localities like Nagole, Uppal, LB Nagar, and Hayatnagar
and along the outer ring road. The accuracy of the work was estimated by selecting
hundred pixels randomly from the classified Modified Build-Up index image using
Create Accuracy Assessment Points Tool in Arc Map and verified their authenticity
by human interpretation of high-resolution imagery available in Google Earth for
all the years under consideration. The accuracy was 79%, 72%, 83%, respectively,
during 2009, 2015, and 2020. Statistics related to the built-up area are provided in
Table 2 (Figs. 3, 4, 5, 6, 7, 8, 9, and 10; Tables 3, 4, and 5).

Table 2 Details of built-up
area

Year Total area (km2) Built-up area
(km2)

Percentage (%)

2009 852 239 28

2015 852 312 37

2020 852 436 51

Fig. 3 Changes in the built-up area in 2009, 2015, 2020
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Fig. 4 Built-up area—2009

Fig. 5 Built-up area—2015
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Fig. 6 Built-up area—2020

4.2 Spatial and Temporal Distribution of Temperature

The present study reveals that there is a considerable increase in temperature from
2009 to 2020. The average maximum temperature in the study area varies from 27.5
to 29.2 °C in the year 2009. The temperatures were high in the areas like Uppal
and LB Nagar when compared to other parts of the study area. In the year 2015,
the average maximum temperature varies from 32.12 to 32.92 °C. From the map,
it is observed, the temperature is almost the same all across the study area. The
temperature has increased by 3 °C from 2009 to 2015. In the year 2020, the average
maximum temperature varies from 30.1 to 38.7 °C, a drastic increase in temperatures
compared to 2009 and 2015 due to a huge increase in the built-up areas which is
also supported by NDBI and BUI Maps. The highest temperatures of 38.7 °C were
recorded in the areas like Saroor Nagar, Kothapet where there is a huge increase
in the built-up areas due to an increase in commercial establishments, residential
activity, and improved transportation facilities like the metro. Spatial variation maps
of temperature for the years 2009, 2015, and 2020 are shown in Figs. 12 and 13.
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Fig. 7 NDBI and NDVI Maps of the study area of various years

4.3 Spatial and Temporal Distribution of Rainfall

Spatial distribution of annual rainfall of 2009, 2015, and 2020 is shown in Figs. 12
and 13. There is a sharp decrease in the amount of rainfall under the period of
consideration. The study area recorded maximum rainfall of 936 mm in 2009–10,
and it decreased to 884 mm in 2015–16 and further reduced to 844 mm in 2019–
20. From the maps, it is observed there is an increase in the amount of rainfall in
high-density built-up areas when compared to low-density built-up areas.
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Fig. 8 NDVI and BUI Maps of study area of various years

4.4 Spatial and Temporal Distribution of Groundwater Levels

4.4.1 Analysis of Pre-monsoon Groundwater Levels

Groundwater levels decreased radically between 2009–10 and 2019–20. The
maximum depth to groundwater level was 15.16 mbgl during 2009–10, and it
increased to 19.26 mbgl in 2015–16 and further increased to 22.83 mbgl in 2019–20.
The comparison of rainfall versus groundwater levels reveals that there is a drastic
decrease in groundwater levels even for almost the same amount of rainfall, which
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Fig. 9 BUI and MBUI Maps of Study area of various years

can be attributed to an increase in the built-up area, runoff, and decrease in infiltra-
tion due to concrete cover and increase in exploration of groundwater for the day-
to-day needs. The maximum difference between average pre-monsoon and average
monsoon groundwater levels was 5.23 m in the year 2016–17. Rainfall was excess in
seven years from 2009 to 2020. Areas under different ranges of groundwater depths
are shown in Fig. 11 and Table 6.
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Fig. 10 Google Earth image overlaid with accuracy assessment points

Table 3 Statistics of various indices for the year 2009

Indices Max Min Mean SD

NDVI-2009 0.59 − 0.26 0.16 0.09

NDBI-2009 0.48 − 0.46 0.18 0.09

BUI-2009 0.50 − 0.86 0.01 0.15

MNDWI-2009 0.56 0.52 − 0.34 0.09

MBUI-2009 0.65 − 0.91 0.40 0.21

Table 4 Statistics of various indices for the year 2015

Indices Max Min Mean SD

NDVI-2015 0.54 − 0.06 0.19 0.05

NDBI-2015 0.27 − 0.36 0.01 0.05

BUI-2015 0.18 − 0.89 − 0.19 0.10

MNDWI-2015 0.20 − 0.45 − 0.21 0.05

MBUI-2015 0.60 − 0.76 0.02 0.13

Table 5 Statistics of various indices for the year 2020

Indices Max Min Mean SD

NDVI-2020 0.56 − 0.09 0.17 0.07

NDBI-2020 0.31 − 0.43 0.01 0.09

BUI-2020 0.19 − 0.96 − 0.15 0.15

MNDWI-2020 0.31 0.46 − 0.20 0.07

MBUI-2020 0.65 − 0.91 0.04 0.19



Urbanization Implications on Local Climate and Groundwater … 543

Fig. 11 Comparison of rainfall versus groundwater levels and image showing concrete cover
leaving no scope to infiltration

Table 6 Area occupied by different groundwater levels (pre-monsoon)

GWL(m) 2009–10 2015–16 2019–20

Area % of total area Area % of total area Area % of total area

< 5 0 0 32 4 12.8 1.5

5–10 298.26 35 320 37.5 301.4 35.2

10–15 553.6 64.9 410 48 512 60

15–20 0.15 0.1 90 10.5 23.2 3

> 20 0 0 0 0 2.6 0.3

4.4.2 Analysis of Post-monsoon Groundwater Levels

Groundwater levels declined from 2009–10 to 2019–20 during post-monsoon. The
maximum depth to groundwater level was 13.5 mbgl in 2009–10, and it increased
to 19 mbgl in 2015–16 and 2019–20, respectively. However, it is observed that
groundwater levels raised by 2 m to 3 m during monsoon. The area under different
ranges of groundwater depths is shown Table 7.
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Fig. 12 Maps showing the spatial variation of annual rainfall

4.5 Relationship Between Urbanization and Other Variables

To identify the relationship between the built-up area, population, rainfall, temper-
ature, and groundwater levels, correlation analysis is performed. The rapid increase
in the built-up area has led to increased temperatures and a decline in rainfall and
groundwater levels. The study reveals that there is a strong correlation between the
variables. Correlation between the expansion of built-up area and population, temper-
ature, rainfall, pre-monsoon groundwater, and post-monsoon groundwater levels are
0.989, 0.867, − 0.900, 0.982, and 0.782, respectively (Figs. 12, 13, 14, and 15).

5 Conclusions

In the present paper, an attempt has been made to determine the changes in the
built-up area and its impact on hydrometeorological and hydrogeological param-
eters in the study area during 2009 and 2020. The analysis shows an increase of
7% and 14% in the built-up area between 2009 and 2015 and 2015–19, respec-
tively. The increase in the built-up areas has resulted in an increase of maximum and
minimum temperature and a subsequent decrease in rainfall in the study area. It is
found that, though the decrease in rainfall is less, the change in groundwater levels
is more, which can be due to reduced infiltration and increased runoff because of
an increase in concrete cover. The method of estimation of the built-up area using
various spectral indices is much easier than compared to supervised classification
techniques. Comprehensive and strategic planning is the need of the hour for over-
coming the consequences of unplanned, unsystematic, and rapid urbanization to
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Fig. 13 Maps showing the spatial variation of annual rainfall and avg max temp

Table 7 Area occupied by different groundwater levels (monsoon)

GWL(m) 2009–10 2015–16 2019–20

Area % of Total Area Area % of Total Area Area % of Total Area

< 5 136 16 37 4.5 45.7 5.5

5–10 685.6 80.5 521 61 358.8 42

10–15 30.4 3.5 265 31 437.7 51.3

15–20 0 0 29 3.5 9.8 1.2

> 20 0 0 0 0 0 0
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Fig. 14 Maps showing the spatial variation of groundwater levels

realize the sustainable development of cities by conserving natural resources and
maintaining better urban health.
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Fig. 15 Maps showing the spatial variation of groundwater levels
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Seasonal Groundwater Table Depth
Prediction Using Fuzzy Logic
and Artificial Neural Network
in Gangetic Plain, India

Kusum Pandey and Anurag Malik

Abstract Modelling and forecasting of groundwater level fluctuation are essential
for sustaining groundwater availability. Therefore, it is necessary to carry out mech-
anisms and methods that can predict the groundwater level precisely. This study
investigates the comparative potential of FL (Fuzzy Logic) and ANN (Artificial
Neural Network) to predict the seasonal groundwater table depth (GWTD) between
the Ganga and Hindon rivers area located in Uttar Pradesh State, India. The ground-
water recharge (GWR), groundwater discharge (GWD), and the antecedent ground-
water level data of 21-years (1994–2014) have been utilized to formulate 18 models
(nine for pre-monsoon, and nine for post-monsoon) for training and testing of FL and
ANN techniques. The outcomes of FL-basedmodelswere evaluated against theANN
models based on performance indicators and graphical inspection for the prediction
of seasonal GWTD. The comparison of results reveals that the FL-based models
performed better than the ANN models during both seasons for GWTD prediction
in the study region. The results derived from this study would help the hydrologists
and policymakers to formulate a better plan of action for governance under extreme
conditions and conservation of groundwater resources in the study region.

Keywords Groundwater table · Fuzzy logic · Uttar Pradesh

1 Introduction

Groundwater is the prime source of water for drinking, irrigation, and industrial use
in many countries [1]. In the last two decades, groundwater depletion has become
very rapid in many regions that affect the groundwater storage and groundwater
levels and resulting in water scarcity and groundwater contamination [2, 3]. Hence,
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the knowledge about groundwater table fluctuations is very important for optimal
utilization and management of groundwater resources [4, 5]. The conceptual and
physical-basedmodels are typically the keymethods for groundwater simulation; but
they have certain limitations, which includes a large set of data requirement, detailed
knowledge about the study area, its boundary conditions, physical characteristics,
and input specification, which are not generally available [6]. In this context, precise
predictions are more significant than knowing the fundamental mechanisms, so, the
soft computing techniques prove as an effective alternative [7, 4, 8, 9].

In recent time, soft computing (SC) techniques (i.e. artificial neural network:
ANN, support vector machine: SVM, FL, genetic algorithm: GA, adaptive neuro-
fuzzy inference system: ANFIS, radial basis function network: RBFN, co-active
neuro-fuzzy inference system: CANFIS, etc.) have been successfully exploited in
water resources engineering [10–22]. Also, several effective applications of SC
methods have been found in groundwater modelling [23–30].

To date, few studies have explored the potential of SC models in groundwater
quality modelling [2, 31–33]. Gong et al. [34] analysed the predictive ability of
SVM, ANN, and ANFIS to predict the groundwater fluctuation near Lake Okee-
chobee in Florida, USA. They found that SVM and ANFIS models provided more
precise outcomes than the ANN model. Yu et al. [35] forecasted groundwater depth
in the Ejina Basin (China), for one, two, and three months lead times by employing
the ANN, SVR (support vector regression), W-ANN (Wavelet-ANN), and W-SVR
models. They found the superior performance of the SVR model than the other
models for all time scales. Nadiri et al. [29] applied three models of FL (i.e. Larsen,
Sugeno, and Mamdani) and three multiple models of these with simple averaging,
weighted averaging, and committee machine techniques implemented with ANN to
predict the groundwater levels in the Duzduzan-Bilverdi area of Iran. They found
that the multiple models improve the prediction performance than the other models
in the study region.

Pradhan et al. [36] studied the comparative performance of the CANFIS, FL, and
RBFN to predict the fluctuations of groundwater table depth in the lower Ganga-
Ramganga inter-basin (India). They found that the FL-based models outperformed
the other models. Rajasekhar et al. [37] examined the feasibility of FL, analyt-
ical hierarchy process (AHP), and Fuzzy-AHP (F-AHP) models for groundwater
mapping in Anantapur district of Andhra Pradesh (India), and they concluded that
the F-AHP model was best for estimating the groundwater potential in the study
region. Banadkooki et al. [24] forecasted the groundwater level in Iran by using
the genetic programming (GP), and the hybrid of whale optimization algorithm
(WOA) embedded the multilayer perception (WOA-MLP) and radial basis func-
tion (WOA-RBF). They found that the WOA-MLP model outperformed the other
models. Jha et al. [2] assessed groundwater quality on spatio-temporal scales during
pre- and post-monsoon seasons in Tiruchirappalli district of Tamil Nadu State (India)
by employing the hybrid FL-GIS-based GQI (Fuzzy Logic-Geographical Informa-
tion System-based Groundwater Quality Index). The results of the analysis demon-
strate the better feasibility of the hybrid FL-GIS-based GQI model for assessing the
suitability of groundwater for drinking purposes in both seasons.
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Themain objective of this studywas to inspect the predictive efficacy of FL (fuzzy
logic) and ANN (artificial neural network) for predicting seasonal groundwater table
depth in the area between the Ganga-Hindon rivers. The predicted models were
compared with the observed values of GWTD by using performance indicators and
through graphical inspection.

2 Materials and Methods

2.1 Study Region and Data

The study region lies between the Ganga-Hindon rivers basin consisting of an allu-
vial shelter of Gangetic plain covering an area of approximately 563,647 ha with
varying elevations from 215 to 273 m above the MSL (mean sea level). The study
zone located in the latitude of 28° 66′ N and 29° 92′ N and longitude of 77° 46′
E and 78° 02′ E comprising of 24-blocks, i.e. 12-blocks of Meerut district (Sard-
hana, Rohta, Daurala, Mawana, Meerut, Janikurd, Saroorpur, Paricchitgarh, Hasti-
napur, Rajpura, Kharkhoda, Macchra), 3-blocks of Saharanpur district (Baliakheri,
Nagal,Deoband), 6-blocks ofMuzaffarnagar district (Charthawal, Purkaji,Muzaffar-
nagar, Shahpur, Jansath, Khatauli), and 3 blocks of Ghaziabad district (Muradnagar,
Razapur, Bhojpur) of Uttar Pradesh State, India (Fig. 1). The annual rainfall ranges
from 933 to 1204 mm with a sub-tropical climate over the study region.

The 21-years (1994–2014) daily rainfall data were acquired from the headquar-
ters of Nazarat district, whereas pre- and post-monsoon groundwater depth were
obtained from the department of groundwater Uttar Pradesh (India) for the same
period. The statistical data, i.e. minor irrigation structures information, minor and
major crops occupied area, minor irrigation structures irrigated area, livestock, and
human population were seeking from the respective district statistical departments.
These statistical data were utilized to calculate the net groundwater recharge (GWR)
and net groundwater discharge (GWD) in the study area by using Eqs. (1) and (2)
given by the Ministry of Water Resources, India [38]:

GWR = RR + RSC + RRFIW + RGIA + RISR + RSTP (1)

GWD = EESR + OGOA + ETGR + TGPW (2)

In which, RR = recharge due to rainfall, RSC = recharge due to seepage from
canals, RRFIW = recharge due to return flow of irrigation water, RGIA = groundwater
inflow into the zone, RISR = influent seepage from rivers, RSTP = recharge because
of seepage from tanks and ponds, EESR = effluent seepage to rivers, OGOA = ground-
water outflow from the extent, ETGR = evapotranspiration loss from groundwater
reservoir, and TGPW = groundwater pumpage through wells.
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Fig. 1 Location map of the study area

2.2 Fuzzy Logic (FL)

In this study, the complete FL exercise was carried out using MATLAB R2018a
software. The Mamdani-type (M-type) fuzzy inference system (FIS) was applied to
process the training and testing datasets. The structure of M-type FL is presented in
Fig. 2. The methodology of FIS is as follows: first, the fuzzification system trans-
forms crisp input to fuzzy with the help of the membership functions (MFs). The
selection of MFs depends on the availability of input data and user-defined. In the
present, the trapezoidal and triangular MFs are selected to define both input and
output variables, because they are simple to use, computationally efficient, and their
ability to represent ambiguities and uncertainties and widely used in literature [39].
Figure 3 illustrates the MFs for the input and output variables. Second, the formu-
lations of fuzzy rule, which define the relationship between MFs and combining
the fuzzified inputs using fuzzy rules and output membership function. Fuzzy rules
are constructed using linguistic variables and based on the status of indicators in
each component. The number of fuzzy rules in a system depends on the possibility
of combinations of all possible states of the input variables. The input and output
variables were divided into nine different subsets, i.e. very extremely low (VEL),
extremely low (EL), very low (VL), low (L), medium (M), high (H), very high (VH),
extremely high (EH) and very extremely high (VEH). These fuzzy rules are stated
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Fig. 2 Architecture of Mamdani-type FL

in the IF–THEN format [40, 41] and given in Table 1. Finally, defuzzification of
output distribution giving crisp output. The CENTROID defuzzification technique
was presumed to defuzzify the fuzzy sets. The final output (FLout) was determined
using the following equation [29]:

FLout =
∑n

i=1 wiFL
∑n

i=1 wi
(3)

where wi = weight of the ith rule, and FL = output of the ith rule.

2.3 Artificial Neural Network (ANN)

TheANN is analogous to the biological nervous system, comprising of an immensely
parallel-distributed system made up of huge interlinked neural computing elements
that possess the capability to learn the entire system [42]. The MLP neural network
was utilized to predict the seasonal GWTD, comprises an input layer, a single hidden
layer, and an output layer in this study. The input signal passed from input nodes
to the output nodes through the hidden nodes only in the forward direction, which
helps to accomplish useful intermediary computations. The whole network of MLP
was built by logistic sigmoid transfer function and Levenberg–Marquardt training
algorithm with a hit-and-trail procedure for finding the optimal number of neurons
for the hidden layer [43, 44].
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Fig. 3 Membership functions for the input and output variables

2.4 Development and Evaluation of Models

For the prediction of pre-monsoon (Pr) and post-monsoon (Ps) seasons GWTD, the
input series of the time lagged groundwater recharge (GWR), groundwater discharge
(GWD), and groundwater table depth (GWTD) were arranged in eighteen combina-
tions (i–ix for pre-monsoon and x–xviii for post-monsoon): (i) GWR (n − 1) GWD
(n − 1) GWTD Pr (n − 1), (ii) GWR (n − 1) GWD (n − 1) GWTD Pr (n − 1)
GWTD Ps (n − 1), (iii) GWR (n − 1) GWD (n − 1) �GWTD(Pr–Ps) (n − 1), (iv)
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Table 1 Fuzzy rule for the developed FL models

IF recharge And discharge And post-monsoon groundwater
table

THEN pre-monsoon
groundwater table

L L L VL

L VL M L

L VL EL L

VEL L M VL

VL M VL VL

M VEL M M

L H EL M

L M H M

H L M M

L H H H

H EH H H

H M H H

M M H M

H VH H H

VH H VH VH

EH H H VH

VH H VH VH

VEH EH H EH

H VEH H EH

EH VH VEH VEH

Note L Low,M Medium,H High, VL Very Low, VH Very High, EH Extremely High, EL Extremely
Low, VEH Very Extremely High, VEL Very Extremely Low

GWR (n − 1)(n − 2) GWD (n − 1)(n − 2) GWTD Pr (n − 2), (v) GWR (n − 1)(n
− 2) GWD (n − 1)(n − 2) GWTD Pr (n − 2)GWTD Ps (n − 2) GWTD Pr (n − 1)
GWTD Ps(n − 1), (vi) GWR(n − 1)(n − 2) GWD (n − 1)(n − 2) �GWTD (Pr–Ps)
(n − 1) �GWTD (Pr–Ps) (n − 2) �GWTD (Pr–Ps) (n − 1), (vii) GWR (n − 1)(n −
2)(n − 3) GWD (n − 1)(n − 2)(n − 3) GWTD Pr (n − 3), (viii) GWR (n − 1)(n −
2)(n − 3) GWD (n − 1)(n − 2)(n − 3) GWTD Pr (n − 3) GWTD Ps (n − 3) GWTD
Pr (n − 2) GWTD Ps (n − 2) GWTD Pr (n − 1) GWTD Ps (n − 1), (ix) GWR (n −
1)(n − 2)(n − 3) GWD (n − 1)(n − 2)(n − 3) WT(Pr–Ps) (n − 3) �GWTD (Pr–Ps)
(n − 2) �GWTD(Pr–Ps) (n − 1), (x) GWR (n − 1) GWD (n − 1) GWTD Ps (n −
1), (xi) GWR (n − 1) GWD (n − 1) GWTD Ps (n − 1) GWTD Pr (n), (xii) GWR(n
− 1)GWD (n − 1) � GWTD (Ps–Pr) (n − 1), (xiii) GWR (n − 1)(n − 2) GWD(n −
1)(n− 2) GWTD Ps (n− 2) (xiv) GWR (n− 1)(n− 2) GWD (n− 1)(n− 2) GWTD
Ps (n − 2) GWTD Pr (n − 1) GWTD Ps (n − 1) GWTD Pr (n), (xv) GWR(n) (n −
1)(n − 2) GWD(n) (n − 1)(n − 2) �GWTD (Ps–Pr) (n − 2) �GWTD (Pr–Ps) (n −
1) �GWTD (Ps–Pr) (n), (xvi) GWR(n) (n − 1)(n − 2)(n − 3) GWD(n) (n − 1)(n −
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2)(n − 3) GWTD Ps (n − 3), (xvii) GWR(n) (n − 1)(n − 2)(n − 3) GWD(n) (n −
1)(n − 2)(n − 3) GWTD Ps (n − 3), GWTD Pr (n − 2) GWTD Ps (n − 2) GWTD
Pr (n − 1) GWTD Ps (n − 1) GWTD Pr (n), (xviii) GWR(n) (n − 1)(n − 2)(n − 3)
GWD(n) (n − 1)(n − 2)(n − 3) �GWTD (Ps–Pr) (n − 3) �GWTD (Pr–Ps)(n − 2)
�GWTD (Ps–Pr) (n − 1) �GWTD (Pr–Ps) (n − 1) �GWTD(Ps–Pr)(n).

These developed models were skilled by FL and ANN algorithms with a dataset
from 1994–2008 for training and 2009–2014 for testing in MATLAB R2018a envi-
ronment. The predictive efficacy of these developed models was assessed through
six statistical indicators viz. R2 (coefficient of determination), CE (coefficient of effi-
ciency), MAD (mean absolute deviation), RMSE (root mean square error), CVRE
(coefficient of variation of error residuals), and APE (absolute prediction error). The
R2

, CE, MAD, RMSE, CVRE, and APE are defined as:

R2 =

⎧
⎪⎨

⎪⎩

∑n
i=1

(
OGWTD,i − OGWTD

)(
PGWTD,i − PGWTD

)

[∑n
i=1

(
OGWTD,i − OGWTD

)2]0.5[∑n
i=1

(
PGWTD,i − PGWTD

)2]0.5

⎫
⎪⎬

⎪⎭

2

(4)

CE = 1 −
∑n

i=1

(
OGWTD,i − PGWT D,i

)2

∑n
i=1

(
OGWTD,i − OGWTD

)2 (5)

MAD = 1

n

n∑

i=1

∣
∣PGWTD,i − OGWTD,i

∣
∣ (6)

RMSE =
√
√
√
√1

n

n∑

i=1

(
PGWTD,i − OGWTD,i

)2
(7)

CVRE = 1

OGWTD

√
∑n

i=1

(
PGWTD,i − OGWTD,i

)2

n
(8)

APE =
∑n

i=1

∣
∣OGWTD,i − PGWTD,i

∣
∣

∑n
i=1 OGWTD,i

(9)

where OGWTD,i = observed GWTD values, PGWTD,i = predicted GWTD values, n
= number of data points, OGWTD = average of observed GWTD values, PGWTD =
average of predicted GWTD values.
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3 Results and Discussions

3.1 Prediction GWTD Using FL and ANN Methods

TheM-type FISwas set inMATLABR2018a using fuzzy logic toolbox with the help
of three input parameters, i.e. GWR, GWD, and antecedent groundwater table depth
to predict the current GWTD (i.e. output). Table 2 outlines the values of performance
indicators for both seasons (i.e. pre- and post-monsoon) in the testing period. It was
noted from Table 2 that the FL-8 and FL-17 models were found to be better for both
seasons. In addition, the FL-8 model had maximum value of R2 = 0.95, and CE =
0.94, and minimum value of MAD = 0.79, RMSE = 1.20, CVRE = 0.13, and APE
= 0.08 during pre-monsoon season, while in post-monsoon season FL-17 model had
maximum value of R2 = 0.95, and CE = 0.95, and minimum value of MAD = 0.76,
RMSE= 1.09, CVRE= 0.13, andAPE= 0.09, respectively. Therefore, the FL-8 and
FL-17 models were chosen the best to forecast the pre- and post-monsoon GWTD
in the study area. Figures 4a–i and 5a–i shows the distribution of observed versus

Table 2 Performance indicators values of FL models for pre- and post-monsoon seasons during
the testing period

Model R2 CE MAD RMSE CVRE APE

Pre-monsoon

FL-1 0.86 0.86 1.05 1.87 0.19 0.37

FL-2 0.73 0.41 2.95 3.82 0.41 0.32

FL-3 0.91 0.91 0.99 1.53 0.16 0.11

FL-4 0.82 0.81 1.24 2.14 0.23 0.13

FL-5 0.53 0.08 4.01 5.17 0.55 0.43

FL-6 0.33 0.29 4.24 5.64 0.61 0.45

FL-7 0.73 0.73 1.61 2.58 0.27 0.17

FL-8 0.95 0.94 0.79 1.20 0.13 0.08

FL-9 0.51 0.51 2.71 3.49 0.37 0.28

Post-monsoon

FL-10 0.91 0.91 1.02 1.49 0.17 0.12

FL-11 0.94 0.94 0.91 1.18 0.14 0.11

FL-12 0.13 0.90 3.63 4.65 0.54 0.42

FL-13 0.81 0.81 1.19 2.14 0.24 0.14

FL-14 0.94 0.93 0.91 1.26 0.14 0.15

FL-15 0.47 0.99 4.18 5.18 0.59 0.48

FL-16 0.80 0.81 1.45 2.18 0.25 0.17

FL-17 0.95 0.95 0.76 1.09 0.13 0.09

FL-18 0.10 0.09 3.79 4.66 0.54 0.44
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Fig. 4 Scatter plot of observed vs predicted GWTD values by a FL-1, b FL-2, c FL-3, d FL-4,
e FL-5, f FL-6, g FL-7, h FL-8, and i FL-9 models for pre-monsoon season in the testing period

predicted GWTD values yielded by FL-1 to FL-18 models in pre- and post-monsoon
seasons.

Similarly, the ANN model was organized in MATLAB R2018a with the help of
a formulated combination of different inputs as listed earlier (Sect. 2.4). For the
testing period, the value of performance indicators of ANN models for pre- and
post-monsoon seasons are mention in Table 3, which shows that the performance
of ANN-8 and ANN-17 were found to be better in both seasons. The values of R2

and CE for the ANN-8 (8-9-1) were 0.90, and 0.93, and MAD, RMSE (m), CVRE,
and APE were 0.96, 1.54, 0.16, and 0.10 in the pre-monsoon season during testing,
while for the post-monsoon season the values of R2 and CE for the ANN-17 (8-9-1)
were 0.94, and 0.94, and MAD, RMSE (m), CVRE and APE were 0.91, 1.24, 0.14
and 0.10, respectively. Figures 6a–i and 7a–i demonstrates the scatter plots among
the observed and predicted values of GWTD during pre- and post-monsoon seasons
of ANN-1 to ANN-18 models in the testing period, respectively.

Finally, the overall outcomes of the study support the application of the fuzzy logic
technique formonthly groundwater table depth prediction in theGanga-Hindon rivers
area in pre- and post-monsoon seasons with varying input variables.
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Fig. 5 Scatter plot of observed vs predicted GWTD values by a FL-10, b FL-11, c FL-12, d FL-13,
e FL-14, f FL-15, g FL-16, h FL-17, and i FL-18 models for post-monsoon season in the testing
period

4 Conclusion

The current study investigates the comparative potential of fuzzy logic (FL) and
artificial neural network (ANN) models to predict the seasonal GWTD in the area
between the Ganga-Hindon rivers in Uttar Pradesh, India. The feasibility of devel-
oped models was assessed based on six performance indicators along with the visual
inspection. The results of the quantitative and qualitative analysis showed that the
performance of ANN and FL-basedmodels were found to be acceptable, whereas the
FL rule-based models outperformed the ANN models. In addition, the input combi-
nation 8 and 17 correspondings to FL-8 and FL-17 were found optimal for predicting
the seasonal groundwater depth in the study region. Furthermore, it was noted that
the maximum number of input variables increased the prediction accuracy. Thus, the
outcomes of this study would help the researches for modelling groundwater level
in data scare conditions for optimal utilization of groundwater resources.
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Table 3 Performance indicators values of ANNmodels for pre- and post-monsoon seasons during
the testing period

Model Structure R2 CE MAD RMSE CVRE APE

Pre-monsoon

ANN-1 3-4-1 0.86 0.86 1.05 1.84 0.19 0.11

ANN-2 4-6-1 0.89 0.89 0.89 1.58 0.17 0.09

ANN-3 3-5-1 0.04 0.04 3.84 4.86 0.52 0.41

ANN-4 3-6-1 0.79 0.79 1.4 2.29 0.24 0.15

ANN-5 6-7-1 0.87 0.87 1.03 1.78 0.19 0.11

ANN-6 5-8-1 0.08 0.50 3.76 4.74 0.51 0.40

ANN-7 3-6-1 0.72 0.72 1.64 2.64 0.28 0.18

ANN-8 8-9-1 0.90 0.90 0.96 1.54 0.16 0.10

ANN-9 7-8-1 0.47 0.47 2.73 3.60 0.38 0.29

Post-monsoon

ANN-10 3-7-1 0.89 0.88 0.98 1.56 0.18 0.11

ANN-11 4-7-1 0.93 0.93 0.92 1.25 0.14 0.11

ANN-12 3-8-1 0.05 0.05 3.80 4.79 0.03 0.44

ANN-13 3-6-1 0.81 0.81 1.29 2.14 0.25 0.15

ANN-14 6-8-1 0.90 0.89 0.96 1.56 0.18 0.11

ANN-15 5-12-1 0.07 0.07 3.79 4.76 0.55 0.44

ANN-16 3-7-1 0.77 0.77 1.42 2.34 0.27 0.16

ANN-17 8-9-1 0.94 0.94 0.91 1.24 0.14 0.10

ANN-18 7-8-1 0.13 0.13 3.68 4.56 0.52 0.42
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Fig. 6 Scatter plot of observed vs predicted GWTD values by a ANN-1, b ANN-2, c ANN-3,
d ANN-4, e ANN-5, f ANN-6, g ANN-7, h ANN-8, and i ANN-9 models for pre-monsoon season
in the testing period
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Fig. 7 Scatter plot of observed vs predicted GWTD values by a ANN-10, b ANN-11, c ANN-12,
dANN-13, eANN-14, f ANN-15, gANN-16, hANN-17, and iANN-18 models for post-monsoon
season in the testing period
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An Identification of Suitable Location
to Construct Underground Sump
for Rooftop Rainwater Harvesting
in the Campus of Debre Tabor University

G. Venkata Ramana, Ch.V. S. S. Sudheer, and R. Suresh Kumar

Abstract Many centralizedwater supply schemeswith advanced technologies came
by replacing rainwater harvesting. It is the process of collecting, preserving and
diverting of rainwater collected for irrigation, household activities and other uses in
both large and small scales. Besides, several advantages are noticed from harvesting
of rainwater such as increase in groundwater levels, reduction of salt accumulation in
the soil, off-site flooding, supply ofwater to crops during deficiency and erosion. Even
though the limitations of rainwater harvesting are a very few, which can be met with
a proper design and planning rainwater may be captured by adopting many different
methods, of which the most common practice is that rainwater falling on roofs of
houses and other buildings is collected through a system of pipes and semicircular
channels (artificial) made of galvanized iron, PVC or concrete and is stored in tanks
suitably located on the ground or underground. This practice is at the development
phase at individual household level for hilly areas with high rainfall and also in some
semi-arid areas in the plains where the scheme of water supply is intermittent or
insufficient to meet the daily demands for public. Dimensions of storage tank were
mainly influenced by the parameters like rainfall, temperature, population, type of
usage and its corresponding demands, time period for supplying of water without
rainfall, etc. and sociological parameters. Authors weremainly focused to convey the
importance of rainwater harvesting at Debre Tabor University (DTU), Debre Tabor,
Ethiopia. DTU is located in the heart of Debre Tabor town with a main motto to
provide research-oriented and transfer of innovative technologies for the students.
Study area is located at an elevation of 2700 m above mean sea level, with an average
annual rainfall of 1250–1400 mm. It may be noted that a difference of only 400–
450mm depth of rainfall between dry and wet seasons. As mentioned earlier, rainfall
is one of the most influencing factors to fix the capacity of storage tank; therefore,
rainfall data of the study area was taken and forecasted for 20 years using Thomas–
Fieringmodel. On the other hand, demands and total quantity of water collected from
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all the tops of roofs were also estimated manually to fix the capacity of storage tank.
Therefore, based on the forecasted data of rainfall and total demand calculations a
storage tank is provided with a capacity of 0.77 m3 which acts as supplementary
source for the improved living at DTU.

Keywords Rainwater harvesting · Thomas–Fiering model · Intermittent water
supply · Synthetic flow data · Probabilistic modelling

1 Introduction to Rainwater Harvesting (RWH)

Water is one of man’s basic and precious resources. Harvested rainwater plays an
important role in various phases like a source for drinking, landscape watering and
for agricultural activities. Water-harvesting is the process of capturing the rainwater,
diversion, and storage of the same rainwater for various purposes. It is an effective
and economical tool for the conservation of the water. This practice is most suitable
for the places, where groundwater is limited, the problems of seawater intrusion are
observed, topography of land is uneven or rugged for smooth distribution of water,
etc.

On the other hand, at a very small scale the process of capturing the rainwater
shall be applied even at a very small scale such as in schools, public parks, offices;
due to reason that it is a low-cost technique and requires a basic expertise [1]. The
application of rainwater harvesting spreads across the globe and is widely used both
rural and urban areas of many countries like China, Germany, Sri Lanka, Singapore,
Thailand and Tokyo [2]. In a broad view, there are various methods for collecting
the rainwater as shown in Fig. 1.

A brief description of microcatchments and macrocatchments is discussed below.

• On farm systems—In this type of catchments, the rainwater will be collected
from a small catchment of an area approximately 1000 sq. m. Following are the
various types of on farm systems which are widely adopted like contour ridges,
semicircular and trapezoidal bunds, small pits, small run-off basins, run-off strips,
inter-row systems, Meskat system and contour bench terraces.

Fig. 1 Methods involving the collection of rainwater
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• Rooftop systems—A general and common way for collecting the rainwater from
the roof of the houses or large buildings through gutters shall be collected in a
small artificial reservoir. The collected water is thus purified according to its usage
and gets distributed for various activities.

• Wadi-bed systems—In this type of catchments, the surface run-off water is
collected from relatively large catchments or a mountainous region. These catch-
ments have a capacity to capture the run-off ranging from very low to 75% of
annual rainfall in the catchment. Therefore, in steeped areas these types of catch-
ments shall also be called as floodwater—harvesting systems. Wadi, an Arabic
termwhich represents a valley. Following are different types ofWadi-bed systems
like small farm reservoirs, Wadi-bed cultivation and Jessour.

• Off-Wadi systems—In this system, the rainwater harvesting in the above system
(Wadi-bed system) is applied outside by the construction of suitable structures for
the conservation of water. Following are various types of off-Wadi bed systems
like water-spreading systems, large bunds, tanks and Hafair, cisterns and hill
side—run-off systems.

The choice of selecting the choosing the suitable system of rainwater harvesting
mainly depends on [3, 4].

• The topographical condition of the study area.
• Soil characteristics, occurrence of rainfall.
• Nature of lands (dry or wet).
• Improper management of land use and land cover (LU & LC).
• Type of roofs for buildings in case of rooftop rainwater harvesting and
• Availability of groundwater below the earth surface, etc.
• Of all the different methods which were discussed above, authors choose rooftop

rainwater harvesting techniques for the conservation of rainwater due to the
following observations. [5].

• The study area lies inmountainous region at an elevation of 2700m approximately
above mean sea level (MSL).

• Occurrence of rainfall is high during the months of May to August of every year.
• Roofs of the buildings are sloped for the easy collection of rainwater, and all the

roofs are properly connected to artificial channels through gutters which were
shown in Fig. 2.

• Availability of groundwater is at greater depths (approximately 150–175m) rather
than shallow depths, thereforemaking it costlier for the extraction of groundwater.
Therefore, authors suggested the officials of university for the construction of
storage tank at a depth of 4–5 m, as it was more economical rather than artificial
recharge of groundwater.

• Rainwater is a clean, salt-free source of water for plants. Therefore, the treatment
of rainwater collected is not required. Also, it is not strongly endorsed for drinking
purposes instead it shall be used for various uses such as landscaping, washing of
clothes and flushing of toilets.

• Therefore, by considering all the above-said advantages, authors proposed the
officials to construct a conservation tank for collecting rainwater.
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Fig. 2 Various buildings in study area with sloped roof and suitably connected to channels with
pipes to conserve rainwater

1.1 Generation of Synthetic Flow Data

Stochastic hydrology is the statistical branch of hydrology that deals with the prob-
abilistic modelling of those hydrological processes which have random components
associated with them [6]. Models to generate stochastic monthly streamflow data can
be applied to generate monthly rainfall data. Applications of stochastic hydrology
can be broadly expanded to numerous fields such as designing of hydraulic structures,
estimation ofmissing data, operational forecasting’s and complex system operations.
Numerous time series modelling approaches have been adopted by various hydrolo-
gists depending on type and quantumof historic data for future forecasting.Basically,
two models were developed, namely one for rainfall and the other for potential evap-
otranspiration (PET) for the generation of rainfall data and PET sequences at a larger
scale [7]. Monthly rainfall data is highly useful for the process of simulation to fore-
cast the future data. The process involving the forecasting of the future data is an
important and challenging task for many of hydrologists nowadays. In view of water
resources system design, several models were existing stochastic hydrology was first
implemented by Thomas & Fiering in 1962. This model uses a monthly time series
model in combination withMonte Carlo techniques to generate synthetic streamflow
data. In this research, authors used the concept of Thomas & Fiering model for the
generation of rainfall data [8].

1.2 Justification for Hydrological Modelling

The forecasting of data based on historical values is having a great significance
in planning and designing of any hydraulic structure. In the current situations,



An Identification of Suitable Location to Construct Under… 569

most of the hydrologic systems are complex due to the association of mathemat-
ical techniques and the presence of constraints. Following are the main reasons for
hydrological modelling [9].

• Generalization of data is very much required for understanding the behaviour of
system.

• Modelling the hydrological data supports to gain a knowledge of various
hydrological parameters and their influence in the system.

• The chances for the generation of synthetic data of historical hydrological
data shall be enhanced. Therefore, by the consideration of the above benefits,
hydrological modelling of data was implemented in this research.

2 Objectives

The main objectives of this research include:

• To determine the total demand of water for the students of Debre Tabor University
(DTU) in order to meet their daily demands.

• To estimate the total volume of water can be collected from various blocks of the
university through rooftops.

• To forecast the rainfall data based on the historical data collected using Thomas–
Fiering model.

• To validate the synthetic flow data using historical data for present conditions.
• To assess suitable structure for the collection and conservation of rainwater from

the top of roofs of various buildings in the university.

3 Study Area

Study area is considered as Debre Tabor University (DTU), which lies at 11° 51′ N
latitude and 38° 1 E longitude which was shown in Fig. 3a, b. Debre Tabor town and a
woreda in north-central Ethiopia of Amhara zone. DTU lies at 2700m approximately
above mean sea level. This campus serves with the main motto to provide a better

Fig. 3 a Map of Debre Tabor town. b Arial view of Debre Tabor University (DTU)—study area
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Table 1 Demand calculations fromvarious buildings based on per capita demand for various blocks
in Debre Tabor University campus

S. No Block No Population (No’s) Per capita demand Total demand (L)

1 53 204 40 8160

2 54 204 40 8160

3 55 204 40 8160

4 56 204 40 8160

5 57 204 40 8160

6 58 204 40 8160

7 61 320 40 12,800

8 62 120 40 4800

9 63 320 40 12,800

10 64 120 40 4800

11 67 320 40 12,800

12 68 320 40 12,800

13 144 320 40 12,800

Total demand per day (L) 138,760

Total demand per annum (L) 40,240,400

Total demand per annum (m3) 40,240.4

technical and quality education formore than 5000 students and teachers. The climate
in the study area is mostly warm and moderate with an average daily temperature of
14.8 °C. The precipitation in the study area generally occurs frommid of May to mid
of Septemberwith an average precipitation value of 1350–1450mm.Monthly rainfall
data collected from 1992 to 2016 which was collected frommetrological department
of Debre Tabor town was shown in Table 1a, b [5]. Based on the data available from
Central Statistical Agency (CSA), the total population in town is 72,937 no’s. The
main livelihood of the study area was agriculture and Teff.

4 Methodology

The following methodology was adopted for the assessment of suitable rainwater
harvesting structure in the study area using Thomas–Fiering model.

• In the first step, the total demand required by the students of DTU was calculated
individually per block by the consideration of both floating and fixed population.

• The demand was assumed as follows, for floating population it is considered as
10 L per capita per day (LPCD) and for fixed population as 40 LPCD. In this case,
the demand was assumed only for the working days of the university.
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Fig. 4 Validation of mean, standard deviation, correlation between historic and synthetic rainfall
data

• Thus, based on the total demand obtained from the above two steps the final
capacity of the collecting tank is fixed as 0.77m3. The plan for proposed collecting
tank was shown in Fig. 4.

• A value of 0.75 was taken as run-off coefficient for calculating the total volume of
surface run-off from buildings of the university. A lower value was considered due
to the reason that surface of channels, pipes connected from buildings to channels
are very rough.

• On the other hand, monthly rainfall data was collected for the past 25 years
(1992–2016) from the metrological station of Debre Tabor town.

• Using Ms Excel collected data was processed for the errors, if any and to find the
missing of rainfall data.

• Required parameters such as mean (μ), standard deviation (ρ) and correlation (σ )
values were calculated based on the historical data.

• The values of μ, ρ and σ show a larger impact during the forecasting of rainfall
data.

• At this stage, based on the inputs available Thomas–Fiering models are used for
the forecasting of rainfall data. The following formula was used [8]:

Xi, j+1 = μ j+1 + (
ρ j

) ∗ σ j+1

σ j
∗ (

Xi, j − μ j
) + (

ti, j+1
) ∗ (

σ j+1
) ∗

√
1 − ρ2

j

(1)

• The above equation is also called as first-order stationary Markov model. Some
of the following assumptions are made in the process of estimating the rainfall
data such as

• The process is stationary in mean, variance, and lag-one autocorrelation.
• This model is generalized to account for stationarity in hydrological data.
• Assumes standard deviation (µ) is equal to forecasted value for the first month

(X1).
• The values generated using the above formula are purely statistical only.
• Values for the forecasted rainfall shall be considered as zero (0), when the negative

values are obtained by using the above formula.
• Therefore, by the forecasted values obtained through the above equation and

considering the demand in the study area, tank capacity is determined.



572 G. V. Ramana et al.

• The data thus forecasted is then validated by using mean, variance and correlation
of the historic data which was collected from metrological department.

• The detailed procedure for the determination of demand from individual blocks
of the university is shown in Table 1.

5 Results and Discussion

A stochastic modelling procedure was implemented to stimulate monthly rainfall
data using Thomas–Fiering model. The values obtained from the above formula help
to fix the capacity of the tank for collecting and conservation of the rainwater. The
values of forecasted rainfall for a period of 20 years (2017–2036) and graphs for
validation of the forecasted data based on historic data were presented in Table 2
and Fig. 4. Following are some of the observations made based on the historic and
synthetic rainfall values (Table 3).

As mentioned above, the average values of rainfall in the study area lie between
1350 and 1450 mm, which is the same for both the historic and synthetic data of
rainfall with an intensity of 1359.51 mm and 1396.26 mm, respectively.

Further, the other additional parameters used in the above formula such as mean
(µ), standard deviation (ρ) and correlation (σ ) for both historic and synthetic rainfall

Table 2 Demand calculations from various buildings based on per capita demand for dormitories
in Debre Tabor University campus

S. No Block No Population
(No’s)

Per capita
demand

Total demand
( litres)

Remarks

1 47 50 10 500 Registrar block—floating
population

2 48 240 10 2400 Lecture hall—floating
population

3 49 240 10 2400 Lecture hall—floating
population

4 51 50 10 500 Dean block—floating
population

5 52 240 10 2400 Lecture hall—floating
population

6 143 50 10 500 H &
WRE—department—floating
population

7 Student
Lounge

750 10 7500 Floating population

Total demand per day (lit) 138,760 No. of days considered are
290, due to vacation in
summer time

Total demand per annum (lit) 40,240,400

Total demand per annum (m3) 40,240.4
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Fig. 5 Plan for the collecting tank in the study area for the collection of rainwater

data are approximately samewith an intensity of 126.948, 41.217, 0.111 and 124.432,
43.007, 0.059, respectively.

Hence based on the topography of the study area and the frequency of occurrence
of precipitation, a common collecting tank was constructed by connecting all the
channels in the university with a total capacity of 0.77 m3 on gravity basis for easy
collection of rainwater which was shown in Fig. 5.

Collecting tank was divided into three partitions as C—I, C—II and C—III for
which the primary treatment of water is provided for the collected water in order to
settle down the dust particles from the water.

6 Conclusions

Following are some of the conclusions drawn from this study:

• The forecasted values obtained using the above formula help to fix the capacity
of tank by calculating the total volume of water required.

• The volume of the water collected from the roofs of various buildings in the
university is sufficient to meet the demands of students and teachers.

• The values obtained from this model are purely statistical, and also, this does not
consider the influence of metrological parameters except rainfall.

• It can also be concluded that concluded the generated rainfall data is statistically
fit when compared with the historic values as the mean, standard deviation and
correlation are approximately same.

• The other advantage being that it can be acted as a supplement for the existing
water available already and shall also be used for irrigation use, indoor non-potable
water use.

• Hence, it can be concluded that Thomas–Fiering model was most suitable to
simulate monthly rainfall data even for a large period of time and also able to
generate a synthetic rainfall data which was similar to original data.
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A Novel Statistical Approach
for Infiltration Model Analysis

Sunith John David, K. U. Abdu Rahiman, and V. Subha

Abstract Infiltration of water below ground surface is one of the major components
of hydrological cycle which impart significant role in calculation of runoff volume
associated with any catchment area. Also, infiltration is the only method through
which groundwater replenishment is made possible thereby directly affecting the
groundwater table of a particular location. The hydrological component infiltration
is affected by various parameters, amongwhich soil properties and hydraulic conduc-
tivity predominantly affect the natural process. Even though conventional method of
infiltration measurement is available, various infiltration models can also be used to
find the percolation of water into soil. The consistency of such infiltration models
with conventional field experiment method needed to be evaluated and analyzed
for recommending better infiltration models for specific geographic conditions. The
present work analyzes the consistency between infiltration values estimated using
various infiltration models and field experiment with the aid of one-way ANOVA
analysis as statistical tool. Also, work is extended to determine the most reliable
infiltration model with filed infiltration data using statistical approach. Statistical
analysis shows Kostiakov model having better agreement with field infiltration data
in terms of significance level and decision factor.

Keywords Infiltration · Infiltration models · One-way ANOVA · Statistical
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1 Introduction

Infiltration capacity denotes the capacity of soil at particular land cover to seepage
or percolation water till a constant rate is achieved over a period of time usually
expressed as depth per rate. Infiltration capacity of a place normally depend on the
soil properties of the terrain andmeteorological combinations over the basin or catch-
ment area [1]. The conventional method of estimation of infiltration comprises of
double ring infiltrometer with two concentric rings inserted into soil and infiltra-
tion of water measured manually with respect to time using any conventional depth
measuring device. Infiltration models like Green-Ampt Model, Kostiakov Model,
Horton’sModel,ModifiedKostiakovModel, etc. are available to describe the process
of infiltration with respect to time [1]. One of the main drawbacks of field infiltration
test is that this process is too time consuming and tedious. Sometimes it is better
to rely on infiltration models to elaborate the variation of infiltration for particular
land use pattern than going for field infiltration test as it has mentioned disadvan-
tages. Development of new infiltration models by modifying existing ones are most
commonly adopted practice in hydrological investigations. Even though there are
possible methods to develop such models, these models need to be analyzed with
field infiltration values to confirm the results obtained [2]. Hence, the consistency
infiltration models to be evaluated with conventional field test [3]. The objective of
the present study is to find the significance value of different infiltration models with
field data using one-way ANOVA test and to suggest most reliable infiltration model
with filed infiltration data using statistical approach.

2 Methodology

The preliminary procedures commencewith double ring field infiltrometer test which
is one of the most commonly adopted experimental method to determine the field
infiltration values. The method is equipped with a double ring infiltrometer of 30 cm
inner diameter and 60 cm outer diameter respectively. The depth of water infiltrated
in the inner ring can be continuously recorded however the outer ring water helps
to prevent the lateral infiltration could happen from inner ring. The method was
continued till a constant rate of infiltration for the particular soil is reached [4].

2.1 Infiltration Models

Infiltration models explain the variation of field infiltration value with respect to
time over a terrain. The present work focuses following infiltration models for the
comparative analysis.

• Horton’s model
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The rate of infiltration and its exponential variation is mathematically explained
by

f = fc + ( f0 − fc)e
−kt (1)

where

f Variation of infiltration value over the time
t Time from the start of infiltration
f 0 Infiltration capacity of soil at beginning
f c Constant infiltration capacity
k Hydraulic conductivity of soil

• Green-Ampt Model

Green and Ampt presented an approach that is based on fundamental physics and
the equation is given as follows.

f = K [��θ/F + 1] (2)

where

f Variation of infiltration value over the time
F Cumulative Infiltration value from beginning till constant rate is achieved
Ψ Suction head of soil at wetting front
Δθ Representation of moisture Content
K Hydraulic conductivity of soil

• Kostiakov’s model

Kostiakov assumes the variation of infiltration over a time reduces with arbitrary
power function

f = Kt (−m) (3)

where

K, m Arbitrary power functions
F Variation of infiltration value over the time
t Time from the start of infiltration
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2.2 Statistical Parameters

One-way ANOVA
The one-way analysis of variance (ANOVA) compares the means of an independent
group and related dependent groups using the fundamental expression, Total sum of
squares = Sum of squares between groups + Sum of squares within groups.

Correlation Coefficient and Standard Error of Correlation Coefficient
The strength of two ormore values in fundamental statistics and relationship between
them varies in degree based on the value of the correlation coefficient. Also, very
low value of standard error indicates the low precision between the parameters that
under consideration.

Decision factor (Df )
Mathematically it is the difference between correlation coefficient and standard
error. Highest value of decision factor always implies better correlation or reflects
information toward best fit model in the relevant analysis.

3 Results and Discussion

The field infiltration test was performed in an agricultural land use area at Puthencruz
panchayath, Kochi, Kerala and with respect to obtained values infiltration models
was also developed. The various model parameters such as hydraulic conductivity,
soil suction head and moisture content are determined based on soil parameters after
performing hydrometer analysis [2, 3, 5]. Kostiakov model parameters are derived
from logarithmic graphical representation between infiltration and time [6]. The
respective values are tabulated in Table 1.

The variation in infiltration rate between field and models are plotted in Fig. 1.
One-way analysis of variance was performed to determine significance analysis

andwere tabulated in Table 2. All the data that we obtained are within the permissible
significance level of 0.05 and therefore the field infiltration values are reliable and
comparable with various infiltration models.

Byperforming thepearson correlation analysis, various statistical parameterswere
also determined and tabulated in Table 3. After pearson analysis it is observed that
the infiltration values obtained from filed when compared with the models doesn’t
follow a linear variation. A best fit line was attempted to relate the same parameters
which detailed in Fig. 2 ultimately reflects the linear relationship between various
infiltration values.
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Table 1 Field infiltration and model values

Time (min) Field infiltration
rate (cm/h)

Horton’s
infiltration (cm/h)

Green Ampt’s
infiltration model
(cm/h)

Kostiakov’s
infiltration model
(cm/h)

5 59.63 65.56 29.795 61.53

10 45.9 59.48 26.814 47.84

15 37.46 54.27 25.83 41.37

20 35.78 49.91 25.35 37.43

25 33.97 45.85 25.04 34.44

30 32.28 42.42 24.84 32.23

35 32.28 39.58 24.71 30.56

40 33.97 37.11 24.6 29.17

45 28.07 34.71 24.51 27.85

50 25.54 32.86 24.45 26.86

55 28.91 31.14 24.39 25.92

60 25.54 29.69 24.34 25.11

65 22.28 28.49 24.3 24.43

70 23.85 27.36 24.27 23.75

75 23.61 26.43 24.24 23.18

80 22.04 25.65 24.21 22.66

85 25.54 24.97 24.19 22.19

90 21.8 24.31 24.16 21.7

95 20.36 23.8 24.15 21.3

100 20.36 23.32 24.13 20.89

105 20.36 22.93 24.11 20.53

Fig. 1 Comparison of
Infiltration Capacity Curves
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Table 2 Significance
analysis of field infiltration
values with models

Models Significance

Kostiakov’s 0.001

Green Ampt’s 0.006

Horton’s 0.001

Table 3 Statistical Parameters after analysis

Models Correlation
coefficient
(R)

Coefficient of
determination
(R2)

Number of
observations
(n)

Standard
error

Df

Horton’s 0.952 0.906 21 0.070 0.836

Green Ampt’s 0.945 0.893 21 0.075 0.818

Kostiakov’s 0.982 0.964 21 0.043 0.921

Fig. 2 Line of best fit between field data and infiltration models

4 Conclusion

In the proposed methodology an attempt was made to study the significance of field
infiltration with other standard infiltration models during Rabi crop season period.
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Using statistical approach, the significance analysis and best fit model suggestion
was made by analyzing the field and infiltration model values. Based on statistical
analysis, Kostiakov’s model shows good agreement with field infiltration values for
the land use under study area with one-way ANOVA significance value less than
0.05 and maximum decision factor 0.921.
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Assessment of Groundwater and Lake
Water Quality at S. Bingipura Dumpsite

R. Manjunath, B. Umadevi, and E. T. Arasu

Abstract The study focuses on physical, chemical and biological parameters of
water and determining the Water Quality Index. Unscientific dumping of wastes
from commercial, industrial and anthropogenic activities has resulted in unscien-
tific dumping of waste at S. Bingipura dumpsite, South Bangalore. The seepage of
leachate and heavy metals are responsible for contamination of ground and surface
water at the site.Water sampleswere collected fromall the four directions of dumpsite
at a radial distance of 0.5 km, 1 km away from the dumpsites to assess contaminant
flow and degree of contamination. The samples were analyzed for pH value, elec-
trical conductivity, total dissolved solids, total alkalinity, chloride, dissolved oxygen,
BOD5, sulfate and nitrate. Heavy metals like manganese, iron, zinc, arsenic, lead,
and cadmiumwere analyzed as per the standard procedures of CPCB.Concentrations
of contaminants were higher for manganese of 0.9 mg/l, iron of 1.8 mg/l, arsenic of
0.08 mg/l and cadmium of 0.06 mg/l, respectively. The Weighted Arithmetic Index
methodwas used for the calculation ofWater Quality Index of ground and lake water.
The WQI for groundwater ranges between 75 and 100 indicating the water quality is
very poor and treatment is required before consumption. TheWater Quality Index for
lake water exceeds 100 hence unsuitable for drinking as per drinking Water Quality
Standards.

Keywords Physical · Chemical · Industrial waste · Total dissolved solids · Heavy
metals · Water Quality Index

1 Introduction

Water quality is one of the important key parameters in selecting sources for domestic
use, industrial uses, agricultural practices, recreational activities, etc. (1). The Water
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Quality Index is a representation of assessment of water resources which directly
depends on many parameters. It is a indicator pollution level in any water body and
one of theways to express the quality ofwater for different purposes (4).Groundwater
and surface water are the important natural resources. The heavy dumping of solid
waste in and around the S. Bingipura site has led to deterioration of groundwater
quality and lake water quality around it.

Study Area
S. Bingipura village is located in Anekal taluk, adjacent to Bettadasanapura main
road to the south of the Bangalore. Latitude: 12° 50′6′′ N Longitude: 77° 37′38′′ E.
It is spread over the area of around 40 acres. The land is owned by Bruhat Bengaluru
Mahanagara Palike (BBMP). S. Bingipura is 22 km away from district headquarter
Bengaluru. S. Bingipura’s gram panchayat is Hulimangala. The total area of the
village is 418.57 hectares. The population of the village is 1851 according to 2011
census and there are almost 463 houses in the village. The soil composition for S.
Bingipura dumpsite was well-graded silty sand (13). The soil classification carried
out according to Indian soil classification system.

2 Materials and Methods

The water samples were collected at all the 12 locations. The water samples were
collected in two season’s pre-monsoon and post-monsoon seasons. Two liters of
water sample were collected from each sampling point and were immediately tested
in the laboratory for analysis of all the considered parameters.

Water Quality Index represents the quality of particular source of water which
can be understood by any concerned authorities. The WQI I incorporate data from
multiple parameters into a mathematical equation that rates the quality of water
bodies with numbers from 1 to 100 which can be separated in five classes, each class
with a different quality state and with a different usage domain (6, 7) (Tables 1, 2;
Fig. 1).

Table 1 Index value intervals
and the corresponding quality

WQI VALUE Rating of water quality Grading

0–25 Excellent water quality A

26–50 Good water quality B

51–75 Poor water quality C

76–100 Very poor water quality D

Above 100 Unsuitable for drinking purpose E
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Table 2 Sampling locations near and around S. Bingipura dumpsite

Sl. No Sampling point Location Latitude Longitude

1 GW 1 (south 1.0 km radius,
bore well 690 ft)

Bingipura village (temple) 12° 49′26′′N 77° 36′29′′E

2 GW2 (south 1.0 km radius,
bore well 780 ft)

Bingipura village (home) 12° 49′41′′N 77° 38′19′′E

3 GW3 (west 0.5 km radius,
bore well 840 ft)

Bingipura village (hotel) 12° 50′06′′N 77° 37′38′′E

4 GW4 (west 1.0 km radius
bore well 810 ft)

Bingipura village (home) 12° 50′24′′N 77° 37′41′′E

5 GW5 (north 1.0 km radius
bore well 820 ft)

Bingipura village (home) 12° 50′26′′N 77° 37′39′′E

6 GW6 (north 0.5 km radius,
bore well 860 ft)

Bingipura village (home) 12° 50′23′′N 77° 37′43′′E

7 GW7 (north 0.5 km radius,
bore well 720 ft)

Bingipura village (farm) 12° 50′24′′N 77° 37′45′′E

8 GW8 (east 0.5 km radius,
bore well 840 ft)

Bingipura village (home) 12° 49′53′′N 77° 38′34′′E

9 GW9 (east 1.0 km radius,
bore well 880 ft)

Bingipura village (home) 12° 50′22′′N 77° 38′23′′E

10 GW10 (east 1.0 km radius,
bore well 860 ft)

Bingipura village (home) 12° 50′20′′N 77° 38′24′′E

11 SW (at lake) Bingipura village (lake) 12° 49′57′′N 77° 38′11′′E
12 SW (at lake) Bingipura village (lake) 12° 49′56′′N 77° 38′08′′E

3 Results and Discussions

The water samples from the water body will be collected at different time intervals.
Analysis of 12 physiochemical parameters by following the established procedures.
The parameters like- pH, electrical conductivity, dissolved oxygen, total dissolved
solids, total alkalinity, total hardness, total suspended solids, calcium, magnesium,
chloride, nitrate, sulfate and biochemical oxygen demand are analyzed in the labo-
ratory as per the standard procedures. Even heavy metal analysis is to be carried out.
TheWQI is calculated by using the standards of drinkingwater quality recommended
byWorld Health Organisation (WHO), Bureau of Indian Standards (BIS) and Indian
Council forMedical Research (ICMR) and Central Pollution Control Board (CPCB).
The weighted arithmetic index method will be used for the calculation of WQI of
the water body. Further the quality rating or sub-index “Qn” is calculated using the
following expression

Qn = (Vn − Vio) ∗ 100/(Sn − Vio) (1)

where
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Fig. 1 Water Sampling locations near and around S. Bingipura

Qn Quality rating for the nth water quality parameter.
Vn Estimated value of the nth parameter at a given sampling Station.
Sn Standard permissible value of the nth parameter
V io Ideal value of nth parameter in pure water [i.e., 0 for all other parameters

except pH and DO (7 and14.6 mg/l respectively)]. Unit weight was calculated
by a value inversely proportional to the recommended standard value Sn of
the corresponding parameter. The unit weight (Wn) values in the present study
are taken from Krishnan et al. (2013)

Wn = K/Sn (2)

where

Wn Unit weight for the nth parameters.
Sn Standard value for the nth parameters
K Constant for proportionality.
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Table 3 Calculation of constant of proportionality (K) and unit weight (Wn)

Sl. No. Parameters Standard values

1 pH 8.5 1.7365 0.2042

2 Electrical conductivity 300 0.005786

3 Total alkalinity 200 0.00868

4 Total hardness 300 0.005786

5 Total dissolved solids 500 0.003472

6 Calcium 75 0.02314

7 Magnesium 30 0.05786

8 Sulfate 200 0.00868

9 Nitrate 45 0.03857

10 Chloride 250 0.006944

11 BOD 5 0.3472

12 DO 6 0.28941
∑

Wn = 0.999718

k = 1
∑(

1
Sn

) K = 1
∑(

1
Sn

) (3)

The overall Water Quality Index is calculated by aggregating the quality rating
with the unit weight linearly (Table 3).

WQI =
∑

Wn ∗ Qn/
∑

Wn (4)

3.1 Calculation of WQI for Lake Sample (L1)

After the calculation of Quality Rating (Qn) of all the parameters of the sample (for
location L1, S. Bingipura lake) and substituting it in WQI formula

WQI =
∑

Wn ∗ Qn/
∑

Wn (5)

where Wn = Unit weight for the nth parameters.
We found

∑
Qn *Wn = 116.1219 and

∑
Wn = 0.999718.

Hence, WQI = 116.1547.
According to the suitability of WQI values for human consumption, the above-

found WQI exceeds the limit for drinking purpose. Same procedure of calculation is
adopted for all the sampling locations. For the calculation of WQI of the water, the
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weighted arithmetic index method has been used. For quality rating and sub index
(qn) was calculated according to the following.

BOD in all the samples varies with the maximum value of 8.35 mg/l [L1] for
first sample and for second sample is 8.5 mg/l [N1 (0.5)]. The minimum value for
the pre-monsoon sample is 5 mg/l [E1] having the mean value for first sample as
6.34 mg/l and that for post-monsoon is 5.1 mg/l [N1] having the mean value for
post-monsoon sample as 6.7 mg/l. BOD is an important indicator of overall water
quality (Fig. 3).

Table 4 Pre-monsoon sampling results Water Quality Index

Sl no pH EC TA TH Ca Mg Cl S NO3 DO TDS BOD WQI

L1 7.3 780 340 196 9.4 5.5 177.5 5.0 12.5 0.5 450 8.35 97.71

L2 7.2 850 326 170 8.6 4.0 88.75 0.8 27 3.5 509 8.01 105.22

S3 7.6 560 185 210 5.5 2.0 177.5 0.8 19 6.6 255 1.2 63.27

N2 6.8 280 282 231 6.8 3.0 230.75 2.1 22 5.3 301 7.2 109.79

N1 7.2 650 277 187 8.6 4.5 315.95 2.8 35.3 3.2 350 5.6 97.24

E3 7.5 980 253 181 7.0 2.5 71.0 3.5 30.1 5.4 314 5.9 103.66

S2 6.9 960 311 214 8.1 4.5 106.5 4.0 16.2 7.1 361 6.2 92.74

E1 6.5 430 280 197 6.7 3.0 195.25 5.9 43 4.9 235 5.4 72.46

W2 7.4 560 296 218 8.6 4.5 142 5.7 36.5 6.1 321 5.3 71.63

E1 6.7 860 270 205 9.5 5.5 88.75 3.1 32.2 5.8 241 5.0 87.69

N1 7.9 730 290 240 9.3 4.5 195.25 3.4 14.7 5.0 351 7.7 113.81

W1 7.2 970 302 153 6.2 3.0 124.25 2.7 38 6.0 327 6.0 96.24

Table 5 Post-monsoon sampling results of Water Quality Index

Sl.no pH EC TA TH Ca Mg Cl S No3 DO TDS BOD WQI

L1 6.5 890 357 205 4.9 2.5 102.95 0.5 15.0 4.1 515 7.2 108.38

L2 7.7 550 316 191 4.3 2.1 85.2 1.1 24.2 3.8 498 7.7 120.2

S3 6.3 650 285 202 3.9 1.5 198.8 1.5 22.1 4.2 355 6.9 59.50

N2 6.8 830 298 212 2.8 1.2 17.75 0.5 17.0 4.9 324 7.5 95.20

N1 7.1 460 258 241 1.8 1.1 159 1.0 24.7 3.0 314 5.1 80.45

E3 7.2 930 265 200 6.9 3.6 124.25 6.2 29.0 5.7 351 5.6 81.88

S2 6.6 870 283 224 2.5 1.3 230.75 0.5 21.1 6.4 333 6.7 93.48

E1 6.5 970 264 209 5.3 2.2 88 1.0 34.0 4.4 257 5.9 61.26

W2 7.5 540 309 219 5.9 2.5 159 0.5 32.2 5.8 365 7.6 67.24

E1 6.9 930 248 195 1.9 0.9 159 1.0 37.6 5.4 298 5.4 77.73

N1 7.7 930 294 225 5.5 2.6 71 0.5 22.4 5.3 345 8.5 120.83

W1 7.2 650 329 190 3.5 1.5 142 2.5 19.4 6.5 419 7.2 88.19
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Table 6 Pre-monsoon sampling results of heavy metals

Sl no Na CO3 As Pb Cd Zn Fe Mn Cu

Permissible
limit

20 60 0.01–0.05 0.01–0.1 0.003–0.01 5–15 0.03–0.3 0.1–0.3 0.05–1.5

L1 1.1 15 0.03 0.03 0.05 0.6 0.6 0.7 0.02

L2 0.4 15 0.05 0.02 0.06 0.2 1.2 0.9 0.01

S3 0.5 15 0.08 0.02 0.04 0.2 1.2 0.1 0.02

N2 0.9 15 0.02 0.05 0.02 0.8 1.8 0.2 0.01

N1 1.0 30 0.01 0.02 0.03 0.6 1.6 0.3 0.05

E3 1.1 75 0.02 0.06 0.06 0.5 0.5 0.2 0.03

S2 0.5 186 0.03 0.02 0.05 0.6 1.6 0.6 0.01

E1 0.3 15 0.05 0.01 0.06 0.3 0.3 0.9 0.02

W2 0.8 30 0.02 0.03 0.02 0.2 0.2 0.9 0.03

E1 0.2 15 0.03 0.05 0.05 0.3 0.3 0.4 0.01

N1 1.1 45 0.05 0.02 0.06 0.4 0.4 0.5 0.02

W1 1.1 30 0.02 0.04 0.01 0.4 0.4 0.8 0.04

Table 7 Post-monsoon sampling results of heavy metals

Sl. No. Na CO3 As Pb Cd Zn Fe Mn Cu

Permissible
limit

20 60 0.01–0.05 0.01–0.1 0.003–0.01 5–15 0.03–0.3 0.1–0.3 0.05–1.5

L1 18.15 0.3 0.02 0.04 0.01 0.4 1.7 1.6 1.1

L2 24 0.9 0.04 0.01 0.02 0.01 1.0 0.9 0.4

S3 19 0.4 0.04 0.02 0.03 0.02 1.3 0.8 0.2

N2 29 0.3 0.03 0.02 0.07 0.01 3.0 0.6 0.2

N1 67 0.4 0.01 0.02 0.03 0.03 1.5 1.6 0.2

E3 48 1.6 0.04 0.03 0.06 0.01 1.5 1.9 0.3

S2 102 1.8 0.03 0.04 0.03 0.02 1.8 0.9 0.2

E1 65 1.6 0.02 0.01 0.01 0.01 1.5 1.5 0.1

W2 12 0.6 0.02 0.01 0.02 0.02 1.7 1.7 0.2

E1 19 0.2 0.01 0.04 0.02 0.02 1.8 0.7 0.1

N1 36 1.2 0.05 0.01 0.01 0.01 1.9 0.6 0.2

W1 49 0.5 0.01 0.05 0.05 0.02 1.2 1.2 0.2

pH in all the samples varies with the maximum value of 7.9 [S3 and N1 (0.5)] for
the first sample and that for pre-monsoon sample is 7.5 [W2 (0.5)]. The minimum
value for pre-monsoon sample is observed to be6.5 [E1 andN2 (0.5)] having themean
value for pre-monsoon sample as 7.27 and the minimum value for post-monsoon
sample is 6.3 [S3] having the mean value for post-monsoon sample as 6.94. Beyond
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Table 8 Standard values of water quality parameter

Parameters Observed
value (Vn)

Ideal
value
(V io)

Standard
values (Sn)

Quality
rating (Qn)

Unit weigh
(Wn)

Qn *Wn

pH 7.3 7 8.5 20 0.2042 4.08

EC(µs/cm) 780 0 300 260 0.00578 1.50

Total alkalinity
(mg/l)

340 0 200 170 0.00868 1.47

Total hardness
as CaCO3
(mg/l)

196 0 300 65.33 0.00578 0.37

Total dissolved
solids (mg/l)

450 0 500 90 0.00347 0.31

Calcium (mg/l) 9.4 0 75 12.53 0.02314 0.29

Magnesium
(mg/l)

5.5 0 30 18.33 0.05786 1.06

Chlorides
(mg/l)

177.5 0 250 71 0.00694 0.49

Nitrate (mg/l) 12.5 0 45 27.77 0.03857 1.07

Sulfate (mg/l) 5.0 0 200 2.5 0.00868 0.02

DO (mg/l) 0.5 14.6 6 163.95 0.2894 47.44

BOD (mg/l) 8.35 0 5 167 0.3472 57.78
∑

Wn =
0.99

∑
Wn*Qn =

116.12

Fig. 2 Variation of BOD along different locations
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Fig. 3 Variation of pH along
different locations

the limit, thewaterwill affect themucousmembrane.Drinkingwaterwith an elevated
pH above 11 can cause skin and eye irritation (Fig. 4).

Magnesium in all the samples varies with themaximum value of 5.5mg/l [L1] and
[E1] for the pre-monsoon sample and that for the post-monsoon sample is 3.6 mg/l
[E3]. The minimum value of pre-monsoon sample is 2 mg/l [S3] having the mean
value of pre-monsoon sample as 3.875mg/l and theminimumvalue for post-monsoon
sample is 0.9mg/l [E1] having themean value for post-monsoon sample as 1.91mg/l.
Magnesium can cause suppression of the Central Nervous System when ingested in
the large amounts. Ingestion of a combination of magnesium and sulfate can result
in diarrhea (Fig. 5).

Manganese in all the samples varies with the maximum value of 0.9 mg/l [L2, E1
(0.5), W2 (0.5)] and that of post-monsoon sample is 1.9 mg/l [E3]. The minimum

Fig. 4 Variation of magnesium along different locations



594 R. Manjunath et al.

Fig. 5 Variation of manganese along different locations

value of pre-monsoon sample is 0.1 mg/l [S3] having the mean value of pre-monsoon
sample as 0.54 mg/l and the minimum value of post-monsoon sample is 0.6 mg/l [N1
(0.5), N2 (0.5)] having the mean value of second sample as 1.16 mg/l. Presence of
manganese causes Osteoporosis. It causes Anemia. Also it causes tremors (Fig. 6).

Iron in all the samples varies with the maximum value of 1.8 mg/l [N2 (0.5)]
and that of post-monsoon sample is 3.0 mg/l [N2 (0.5)]. The minimum value of
pre-monsoon sample is 0.2 mg/l [W2 (0.5)] having the mean value of pre-monsoon
sample as 0.84 mg/l and the minimum value of post-monsoon sample is 1.0 mg/l
[L2] having the mean value of post-monsoon sample as 1.65 mg/l. Presence of Iron
causes blood vomiting and also may cause death from liver failure. It gives nausea
feeling and causes vomiting (Fig. 7).

Arsenic in all the samples varieswith themaximumvalueof 0.08mg/l [S3] and that
of post-monsoon sample is 0.05mg/l [N1 (0.5)]. Theminimumvalue of pre-monsoon
sample is 0.01 mg/l [N1] having the mean value of first sample as 0.031 mg/l and the
minimum value of post-monsoon sample is 0.01 mg/l [N1, W1, E1] having the mean

Fig. 6 Variation of iron along different locations
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Fig. 7 Variation of arsenic along different locations

value of post-monsoon sample as 0.026 mg/l. Presence of Arsenic causes Breathing
problems and can also cause death if exposed to high levels. It also causes known
human carcinogen like lung and skin cancer, peripheral nervous system problems,
nausea, diarrhea and vomiting. Also results in Decreased intelligence (Fig. 8).

Lead in all the samples varies with the maximum value of 0.06 mg/l [E3] and that
of post-monsoon sample is 0.05 mg/l [W1]. The minimum value of pre-monsoon
sample is 0.01 mg/l [E1 (0.5)] having the mean value of pre-monsoon sample as
0.030 mg/l and the minimum value of post-monsoon sample is 0.01 mg/l [E1 (0.5),
L2,W2 (0.5),N1 (0.5)] having themean value of post-monsoon sample as 0.025mg/l.
Lead causes behavioral problems, kidney damage, high blood pressure, anemia. It
also causes Miscarriage and decreased sperm production. It leads to Memory and
learning difficulties and Reduced IQ (Fig. 9).

Fig. 8 Variation of lead along different locations
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Fig. 9 Variation of Cadmium along different locations

Cadmium in all the samples varies with the maximum value of 0.06 mg/l [E3, L2,
E1 (0.5), N1 (0.5)] and that of post-monsoon sample is 0.07 mg/l [N2 (0.5)]. The
minimum value of pre-monsoon sample is 0.01 mg/l [W1] having the mean value
of first sample as 0.0425 mg/l and the minimum value of post-monsoon sample is
0.01 mg/l [E1 (0.5), L1, N1 (0.5)] having the mean value of post-monsoon sample
as 0.03 mg/l. Ingesting very high levels severely irritates the stomach, leading to
vomiting and diarrhea. Long term exposure to lower levels leads to build up in the
kidneys and possible kidney disease, lung damage and fragile bones. Regulatory
limits.

4 Conclusions

• It was found that for the first sampling locations the Water Quality Index exceeds
100 for the locations L1 (surface water), L2 (surface water) and hence they are
unsuitable for drinking as per drinking standards ForW2 (0.5 km) (Groundwater),
E1 (0.5 km) (Groundwater) and S3 (Groundwater), N2 (0.5 km) (Groundwater),
N1 (0.5 km)(Groundwater), N1 (Groundwater), S2 (Groundwater), E1 (Ground-
water), E3 (Groundwater) and W1 (Groundwater), WQI lies between 75 and 100
the water quality is very poor and treatment is required before consumption.

• It was found that for second sampling locations the Water Quality Index exceeds
100 for the locations L2 (surface water) andN1 (0.5 groundwater), hence they are
unsuitable for drinking as per drinking standards.

• For L1 (surface water) N2 (0.5) (Groundwater), E1 (0.5 km) (Groundwater)
N1 (Groundwater), S3 (Groundwater), S2 (Groundwater), E3 (Groundwater),
W2 (0.5 km)(Groundwater), W1 (Groundwater), E1 (Groundwater) WQI lies
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between 75 and 100 the water quality is very poor and treatment is required
before consumption.
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Assessment of Contaminant Migration
Using MT3DMS Model

P. Anil Kumar, G. N. Pradeep Kumar, and M. J. Nandan

Abstract Tentacles of modelling are omnipresent. This has become more so with
the present day very fast and efficient computers with user demand being the final
output, which may be numerical, graphical or 3 D pictorial. Mass transport models
to study and analyze pollutant migration find enormous applications in the field
of environmental management. Rapid industrialization aggravated water pollution,
especially subsurface waters. This paper presents the results and inferences drawn
from studies on pollutant migration from chemical and pharmaceutical industries
established around the Choutuppal Industrial Area near Hyderabad. Partially efflu-
ents whether treated or untreated are being discharged from these industries directly
onto the surface, into streams, polluting surface and groundwaters. In order to esti-
mate the extent of pollution, an experimental study integrated with the application of
MT3DMS was carried out. As a part of experimental investigation, the close moni-
toring of groundwater level and water quality was carried out. The preparation of
Mass transport models was made using visual MODFLOW software with a discus-
sion on the spatial (vertical and horizontal) and temporal expansion of plume of
contamination of groundwater at different subsurface formations in the study area.
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1 Introduction

An upcoming problem in the present day is that of groundwater pollution. The causes
of pollution ofwater resources are such as indiscriminate disposal of industrial waste,
extensive use of fertilizers and pesticides and human interventions. Pollution after
affecting soils and surface water further reaches the free aquifer through down-
ward movement also lateral dispersion and advective migration. Fractures, fissures,
joints, etc. provide additional preferred pathways for a faster migration of pollu-
tants. Groundwater should be managed effectively. The ability which we require is
to predict subsurface flow and transport of solutes and the response of fluid and
solute flux to changes in natural and manmade stresses. With the increase in indus-
trialization and there is sharp increase in usage of groundwater, it is very essential to
study the movement of contaminants in an aquifer to predict their migration [1]. It
is immensely helpful for planners in working out necessary remedial and preventive
measures. Such studies also help evolve better directions for future planning of waste
disposal operations and for controlling the existing pollution plumes.

The evolvement of popular tool during last three decades is MT3DMS which
is deterministic, distributed parameter and a computer simulation model for solute
transport in groundwater systems [2, 3]. The add-ons such as pre-processing and post-
processing facilities made it more versatile. Present study illustrates the significance
of mass transport modelling for estimating groundwater contamination [4].

2 Materials and Methods

2.1 Study Area

Choutuppal Mandal, one of the drought prone mandals of Nalgonda district, Telan-
gana State lies between longitude 78°45′ and 79°E and latitude 17°10′ and 17°24′
N. Some villages of the mandals are affected with high concentration of fluoride in
groundwater. Temperature in summer differs from 30 to 46.5 °C and inwinter from16
to 29 °C. Highest elevation in the study area is 447 m (m) and the lowest elevation
is 323 m (MSL). Cotton, Paddy, Red grams and Castor are important crops. Since
surface water availability is less, dependency on groundwater for irrigation is more.
High dependency on groundwater is the major cause for the depletion of water table.
Toposheets (No: 56 k/15 and 56 k/16) collected from Survey of India are used in the
present study [5]. As shown in Fig. 1, nineteen (19) observation wells are selected
at random to collect the data for development of the model.
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Fig. 1 Location of observation wells in the study area

2.2 Geology and Hydrogeology

Study area is covered with weathered, medium to coarse grained, pink to grey
coloured granite, gneiss and dolerite rocks. Granitic rocks are found to be well
jointed. Further, the vertical distribution of the geology of the study area is obtained
through VES using Schlumberger method.

Top 19–21 m layer is made up of weathered rock overlain by a fractured rock
of same thickness. A relatively hard and impervious bed lies below fractured rock.
Therefore, for the development of MODFLOW and MT3DMS for the study area,
a conceptual model of two layers (weathered and fractured rocks) each of thick-
ness 20 m is used in the present study. Significant deformation has produced a
network of intersecting fractures to facilitate hydraulic continuity between the two
systems. Study area contains unconfined and confined aquifers. Groundwater is
present in both weathered and fractured zones. Since precipitation is the primary
source of groundwater recharge, rainfall data were collected fromAgriculture office,
Choutuppal.

2.3 Analysis Using Spectrophotometer

Using Spectrophotometer, groundwater quality parameters such as pH, TDS, Fluo-
rides, Nitrates and Sulphates are determined in the NGRI laboratory are as listed in
Table 1. Results have shown that the TDS and Fluoride concentrations are high [6].
Several persons were found affected from dental cavities and bone deformation.
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Table 1 Various water quality parameters

Observation
Well No

Location pH TDS
(mg/l)

Fluoride
(mg/l)

Nitrates
(mg/l)

Sulphates
(mg/l)

1 Tallasingaram 7.3 430 1.1 6 50

2 Ankireddygudem 8.0 410 0.45 26.5 40

3 Saidabad 7.4 600 0.55 26.5 105

4 Aregudem 7.6 920 3.65 4.5 50

5 Katrevu 7.6 790 5.3 7.5 55

6 Panthangi 7.3 820 0.85 8.5 120

7 Jilledchelka 7.6 760 1.3 6.5 260

8 Damera 7.1 720 2.15 30 105

9 Thangadpally 7.2 730 1.35 29.5 85

10 Chintalagudem 7.1 740 2.05 8 80

11 Koyyalagudem 7.1 930 0.45 60.5 310

12 Borrollagudem 7.6 540 1 43.5 65

13 Yellagiri 7.6 730 0.75 34 175

14 Mukudonibavi 8.2 550 1.1 19 130

15 Yellambavi 7.3 650 1.35 23.5 135

16 Dharmojigudem 7.1 1050 1 43.5 345

17 Lakkaram 7.5 990 1.3 27 270

18 Choutuppal (1) 7.2 900 0.65 14.5 135

19 Choutuppal (2) 7.6 970 1.95 4 125

3 Solute Transport Model

Partial differentiation equation describing three-dimensional transport of contami-
nant in groundwater is given by

∂(C)

∂t
= ∂

∂xi

(
Dij

∂�
∂xi

)
− ∂

∂xj
(CVi) + qs

n
Cs +

N∑
k=1

Rk (1)

where C is the concentration of contaminants dissolved in groundwater, t is the time,
xi is the distance along x-axis, Dij is the hydrodynamic dispersion coefficient, Vi is
the seepage velocity, qs is the volumetric flux of water per unit volume of aquifer
representing sources (positive) and sinks (negative), Cs is the concentration of the
sources or sinks, n is the porosity and Rk is the chemical reaction.

Transport of TDS has been investigated by using MT3DMS, which is a computer
model for simulation of advection, dispersion and chemical reactions of soluble
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Fig. 2 Source location and TDS concentration near Divi’s industries

contaminants in three-dimensional groundwater flow systems [7, 8]. The ground-
water velocity field has been computed from the flow model by assuming an effec-
tive porosity of 0.1. The computed groundwater velocity field indicates a maximum
groundwater velocity of 80 m/y and a minimum of 7 m/y. The same velocity field is
used for computing contaminant migration in the study area in the development of
mass transport model considering dispersion of contaminant. In the model, longitu-
dinal dispersivity was assumed as 20 m and the ratio of horizontal/longitudinal and
vertical/longitudinal dispersivity was assumed as 0.1 and 0.01 respectively [9].

In Choutuppal Mandal, Divis industry is the one which is in part of the watershed
area. The pollutant movement in the area and its variation with time, unit rate of
TDS concentration is assumed to be applied from a point where the industry is
located. Maximum TDS concentration was assigned of about 1500 mg/l reaching
groundwater table during its respective active period [10] (Fig. 2).

Computed TDS plume originating from the source have been found increasing
initially. The predicted TDS concentrations for various years present that the TDS
plume migration is limited to a small area not exceeding 200 m2 in the downstream
of Divis area. The concentration is shown in two layers for 1, 5, 20 and 50 years [11].

Mass transport modelling has demonstrated the contaminant migration from the
source location [12, 13]. The migration pattern of contaminant plume from the
MT3DMSmodel indicated that it may take about 20 years to attain the natural back-
ground condition. The vertical migration was predicated along Column 50 indicates
migration pattern with the depth is very slow and hardly restricted to 200–300 m
from the source area [14, 15].

Figure 3a, b illustrate the extent of plume formation pertaining to 1-year period
for the layers-I and II. A very close observation of the nature of plume indicates that
the colour concentration is NOT the same over the entire plume area. At the centre of
the plume, a very small extent of RED colour is found, indicating the area of spread
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Fig. 3 Predicted TDS (mg/l) plume in the mass transport model for 1 year in a 1st layer and b 2nd
layer

of TDS of 1400 mg/l in one year. Around this RED coloured area, is the area with
LIGHT GREEN spread over a relatively larger area. This indicates that, over this
area, the concentration of TDS in 1 year will be around 1100 mg/l. Further, around
this LIGHT GREEN area, there is a plume with DARK GREEN colour, indicating
the areal extent of TDS of 1000 mg/l [16, 17].

Similar to earlier observations the nature of plume indicates that plume has
different colour concentrations for different years in different layers.

Figure 5a, b indicates horizontal dispersion of pollutant, in terms of TDS, over a
period of 5 years in layer I and layer II respectively. The spreading of contaminants
over a greater region is clearly visible for 5 years.

It is noted that the spreading of contaminants over the same region is reduced
when reaches 50 years.

4 Results and Discussions

A simulation period of 18250 days (50 years) was applied. The same time was
subdivided into four time intervals. The contaminant plume was obtained for 1, 5,
20 and 50 years (365, 1800, 7300 and 18250 days). The results obtained from the
model are shown in Figs. 3, 4, 5, 6, 7, 8, 9, 10 and 11 near Divis Industries. From
the results, it is noted that the extent of the plume area various for different years.
The groundwater velocity is so small as the change in the conductivity affects the
velocity.

5 Conclusions

This paper presents a thorough understanding of the contaminant migration and the
factors governing the quality of groundwater in the aquifer system. The modelling
study has helped in gaining a better insight into the assessment of contamination
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Fig. 4 Predicted TDS (mg/l) plume along column 50 after 1 year

Fig. 5 Predicted TDS (mg/l) plume in the mass transport model for 5 years in a 1st layer and b 2nd
layer

Fig. 6 Predicted TDS (mg/l) plume along column 50 after 5 years

migration due to mass transport processes. It is observed that the higher concentra-
tion of TDS and Fluoride in the study area; due to various activities like domestic
effluents, agriculture and local anthropogenic activities are directed into the ground-
water, which would be the principal cause of increasing the concentration of the
ions in the water. Groundwater models are tools frequently used in studying aquifer
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Fig. 7 Predicted TDS (mg/l) plume in the mass transport model for 10 years in a 1st layer and
b 2nd layer

Fig. 8 Predicted TDS (mg/l) plume along column 50 after 10 years

Fig. 9 Predicted TDS (mg/l) plume in the mass transport model for 20 years in a 1st layer and
b 2nd layer

systems. Though the effect of contaminant migration is currently minimal, the model
which is developed in this study area shows the contamination of the well field. It is
found from the mass transport model predictions that migration of the plume is very
slow and hardly restricted to 200–300 m2 from the source area only.
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Fig. 10 Predicted TDS (mg/l) plume along column 50 after 20 years

Fig. 11 Predicted TDS (mg/l) plume in the mass transport model for 50 years in a 1st layer and
b 2nd layer
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Water Quality Analysis at Mancherial,
Jagdalpur and Konta Using
Non-parametric Methods

Chintalacheruvu Madhusudana Rao, Prakhar Modi, and D. Jhajharia

Abstract The present work aims to gain a better understanding of water quality
aspect in Godavari River, for which the temporal and spatial variations in the concen-
tration levels of Ca, Cl and Na is analyzed. A total of 3 gauging stations namely
Mancherial, Jagdalpur and Konta are chosen and their records of 25 years spanning
from 1981 to 2005, divided into Pre-Monsoon, Monsoon and Post-Monsoon seasons
annually is used. Normality test using Kolmogorov-Smirnov and Shapiro-Wilk test
is conducted which indicates the use of non-parametric Mann-Kendall’s and Sen’s
slope test to detect the presence of statistically significant trend in the concentrations
and its magnitude, respectively. The results of M-K test show a significant increasing
trend in Ca at Mancherial and Jagdalpur gauging station during all seasons, whereas
a significant decreasing trend is observed in concentrations of Cl in different seasons.
No significant trend is detected in the concentrations of Na. It is found out that no
parameter behaves similarly during all three seasons. The Sen’s slope test shows
that there is an average increase of 0.65 unit per year in the concentration of Ca and
an average decrease of 2.2 unit per year in the concentration of Cl seasonally. The
present study also uses a second order auto-regressive model (AR (2)) to generate
and forecast the concentrations of various water quality parameters. The concentra-
tions of parameters were forecasted for the next 25 years using AR (2) model. The
accuracy of AR (2) model to generate the concentrations is assessed using NSE and
R2 values which are found to be more than 0.85 in both calibration and validation
periods. The value of MSE was also found well within the limits to verify the accu-
racy of the model. So, the results of the present study may provide some guidance
to monitor the water quality in Godavari river.

Keywords Normality test ·Mann-Kendall test · Sen’s Slope test · Auto-regression
model · Godavari river
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1 Introduction

The assessment of river water quality is a subject of great concern in the present
times. The understanding of various processes and factors that affect river water
quality is of major importance. It is very important to understand the pattern in the
variations of various water quality parameters in order to understand and predict
the changes in various hydrological processes. However, the process of analyzing
changes in long term water quality parameters can be a very exigent task. One of
the major developments in the field of river water quality analysis is thus acquisition
and storage of reliable long term water quality data records, which can possibly be
used to detect significant trends [10]. To detect temporal and spatial changes in water
quality parameters is themost important task in river water quality monitoring. Trend
analysis in the concentrations of water quality parameters can be used to identify
the deterioration in river water quality and accordingly can be used to rectify the
causes. The detection and estimation of possible trends are complicated by problems
related to characteristics of water quality data. These characteristics are presence of
seasonality, skewness, kurtosis, correlation, non-normal data, outliers and missing
values [11, 12], therefore some special statistical tests are developed to deal with
these possibilities.

The primary purpose of trend analysis is to determine whether the values of
random variable generally increases (or decreases) over a period of time in statis-
tical terms [9]. Various statistical approaches broadly, parametric and non-parametric
tests, are currently available to detect and estimate trends present in a time series. If a
parametric test is used, it requires data to be normally distributed and it restricts anal-
ysis for annual data series, for which independence assumptions are acceptable [9].
In non-parametric test, fewer assumptions are made about the data [15] and it is not
necessary to assume a distribution. However, many of these tests still trust assump-
tions of independence. Several researchers have used the non-parametric methods
with fewer assumptions to detect trends in the water quality parameters [12, 19, 21,
22]. Antonopoulos et al. [1] detected trends in water quality and quantity data for
Strymon river in Greece. Drapela and Drapelova [5] used Mann-Kendall test and
Sen’s Slope estimates to detect trend in deposition data.

Predicting the potential change in the concentrations of water quality parameters
could be a vital step in preparing oneself for unforeseen future water quality prob-
lems. In fact, it will be much convenient if the concentrations of these water quality
parameters can be forecasted for the future. Various time series model has been
used to simulate the observed concentration of water quality parameters so that the
model can be used to forecast with high accuracy. ARIMA models have been used
for time series analysis to study the water quality in rivers [6, 8, 16]. Jalal Kamali
[13] also used time series models to evaluate monthly inflows in Jiroft dam. Dalme
and Yalcin [3] applied time series model in Mississippi River for flood forecasting.
Jassby et al. [14] formulated a time series model considering inter annual variability
for Secchi depth in Lake Tahoe, the USA for Secchi depth. The time series method
can be used to determine concentration that is measured over certain time intervals.
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Auto-Regressive (AR) is one of the widely used time series methods, that can be
used for forecasting the concentrations of water quality parameters. In the present
study, water quality analysis has been conducted in Godavari River. Trend analysis
in the concentration of Ca, Cl and Na have been conducted using non-parametric
methods at three water quality gauging stations. Second order auto-regressive model
is used to generate and forecast the concentrations of water quality parameters.

2 Study Area

In the present study, three stations are chosen from three different sub-basins namely
Godavari lower sub-basin, Indravati sub-basin and Pranhita and other sub-basin
which comprises of Konta, Jagdalpur and Mancherial stations respectively as shown
in Fig. 1.

Godavari lower sub-basin incorporates around14.7%of areawhereas the Indravati
and Pranhita incorporates 12.6% and 11.9% area respectively of total Godavari basin
[2]. Mancherial is located on Godavari river whereas Jagdalpur lies on Indravati
river and Konta lies on Sabari river which are the two major tributaries of Godavari.
There are various industries and mines situated near the gauging stations which

Fig. 1 Location map of study area
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causes heavy disposal of wastes, due to which parameters Ca, Cl and Na is selected
for the water quality analysis. From the observed data, Mancherial shows highest
concentration of all parameters as compared to other two stations. It may be due to
the various industries situated upstream of Mancherial in Maharashtra and Andhra
Pradesh and also due to the presence of mines in Mancherial district. The principal
source of Godavari river pollution is sewage which constitutes about 84–92% and
industrial waste which constitute about 8–16% [4].

3 Methodology

A total of 25 years (1981–2005) of water quality data, which includes Calcium (Ca),
Chlorine (Cl) and Sodium (Na), were collected seasonally at Mancherial, Jagdalpur
and Konta station for water quality monitoring in Godavari River basin. The data
have been collected annually for three seasons namely Pre-Monsoon (March–May),
Monsoon (June–October) and Post-Monsoon (November–February).

As it is important to check the normality of a data distribution because it provides
a sense in selecting proper trend detection method. In the present study, the most
commonly used Kolmogorov-Smirnov (K-S) test and Shapiro-Wilk (S-W) test is
employed to check the normality of the time series. Both the test compares the
distribution of the time series with normal distribution with same mean and standard
deviation as of the given time series to determine the normalitywithin the significance
level. Although, some researchers have recommended the S-W test as best for testing
the normality of a distribution [18, 20].

The series of seasonal annual concentrations of Ca, Cl and Na are then tested for
monotonic increasing or decreasing trend using the non-parametric Mann-Kendall
trend test [7]. The Sen’s Slope test [17] is used to test the magnitude of the M-
K test. It is used to estimate the change per unit time in time series that shows a
monotonic trend. The M-K test can be used if the possible trend in the data series
can be considered monotonic and should not be characterized by seasonality. If the
p-value of the test is smaller than the significance level than the null hypothesis
H0 of no trend is rejected and alternate hypothesis H1 of presence of increasing or
decreasing trend is accepted. In the present study, the null hypothesis has been tested
against 5% significance level.

In the present study, second order auto-regressive model (AR (2)) is used
to generate and forecast the concentration of water quality parameters. The
auto-regressive model AR (2) can be expressed as,

xt = ϕ1xt−1 + ϕ2xt−2 + ξt (1)

Here, the ϕ1, ϕ2 are the parameter of the process which depends on serial corre-
lation coefficient of respective order and ξt is an independent process, i.e. a random
variate that follows normal distribution. The xt−1 and xt−2 are the concentrations at
previous time levels.
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The AR (2) model is used to generate and forecast the concentration of water
quality parameters. A total period of 25 years was divided into 10 years (1981–
1990) as calibration period and 15 years (1991–2005) as validation period for AR
(2) model. The model is also used in forecasting the concentrations for next 25 years
(2006–2030) and the performance of themodel was assessed using indicators such as
Nash-Sutcliffe efficiency (NSE) and Coefficient of Determination (R2). To evaluate
forecast accuracy, Mean Square Error (MSE) is computed.

4 Result and Discussion

The concentrations of all the parameters were tested for normality conditions using
Kolmogorov-Smirnov and Shapiro-Wilk test at a significance level of 5%. The results
of K-S test with Lilliefors significance correction and S-W test are presented in Table
1. It can be seen that both the tests show similar results for most of the concentrations,
unlikeKonta in post-monsoon season forCa showsnormality only as per theS-W test,
also Jagdalpur in post-monsoon season for Cl and Konta in pre-monsoon season for
Na shows normality only in accordance with K-S test. The difference in K-S and S-W
testsmay be due to the fact that K-S test has been applied using Lilliefors significance
correction. The normality test highlights non-normal distribution seasonally for a
parameter. At a particular station, a parameter shows normal distribution for a season
and non-normal distribution for another season.

As most of the stations have non-normal distribution, so non-parametric trend
tests such as Mann-Kendall’s test and Sen’s Slope test is used to detect a trend in
concentrations of water quality parameters seasonally. The results of non-parametric
Mann-Kendall’s and Sen Slope tests are summarized in Table 1. If the p-value found
is less than or equal to significance level 0.05, then the corresponding estimates of
Sen Slope are statistically significant, else it is statistically insignificant and no trend
condition exists.

A significant increasing trend is only detected in the concentrations of Ca at
Mancherial and Jagdalpur stations for all three seasons. The Sen slope estimates show
the increase in concentrations ofCa at an average rate of 0.65units per year seasonally.
The increase in concentration of Ca atMancherialmay be caused due to the limestone
mine situated in Mancherial district and at Jagdalpur, it may get dissolved frommost
of the soil and rocks found there. On the other hand, in Konta the increasing trend
in Ca only prevails during the pre-monsoon season. A significant decreasing trend
is observed in Cl for all stations in different seasons. The decrease in concentration
of Cl was estimated at an average rate of 2.2 units per year seasonally. The decrease
in Cl concentration can be the result of reduction in agricultural activities or due
to dilution factors. No statistically significant trend was found in concentrations of
Sodium (Na) at all three stations in all seasons. The concentration of sodium shows
an independent behaviour and its concentration cannot be predicted with any proper
evidence.
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Table 1 Normality test, M-K trend and Sen’s slope estimator results for all parameter

Parameter Station Season K-S test
(p-value)

S-W test
(p-value)

Kendall’s
test
(p-value)

Sen’s
slope
estimates

Nature
of
trend

Ca Mancherial Pre-monsoon 0.200* 0.690 0.026 0.442 I

Monsoon 0.099 0.721 0.020 0.6 I

Post-monsoon 0.200* 0.209 0.003 0.833 I

Jagdalpur Pre-monsoon 0.015 0.007 0.000 0.782 I

Monsoon 0.200* 0.080 0.000 0.341 I

Post-monsoon 0.002 0.014 0.000 0.892 I

Konta Pre-monsoon 0.068 0.213 0.013 0.178 I

Monsoon 0.005 0.043 0.096 0.049 N

Post-monsoon 0.024 0.070 0.308 0.077 N

Cl Mancherial Pre-monsoon 0.009 0.001 0.543 −0.116 N

Monsoon 0.001 0.000 0.045 −0.228 D

Post-monsoon 0.200* 0.506 0.112 −0.19 N

Jagdalpur Pre-monsoon 0.030 0.022 0.042 −0.183 D

Monsoon 0.200* 0.682 0.401 −0.1 N

Post-monsoon 0.200* 0.027 0.123 −0.1 N

Konta Pre-monsoon 0.023 0.000 0.096 −0.121 N

Monsoon 0.010 0.000 0.304 −0.065 N

Post-monsoon 0.157 0.142 0.006 −0.2 D

Na Mancherial Pre-monsoon 0.200* 0.586 0.283 −0.306 N

Monsoon 0.200* 0.516 0.362 −0.254 N

Post-monsoon 0.200* 0.703 0.375 −0.132 N

Jagdalpur Pre-monsoon 0.024 0.005 0.167 0.044 N

Monsoon 0.004 0.000 0.591 0.031 N

Post-monsoon 0.200* 0.212 0.722 0.017 N

Konta Pre-monsoon 0.078 0.010 0.590 −0.021 N

Monsoon 0.000 0.000 0.325 0.033 N

Post-monsoon 0.004 0.000 0.859 0.013 N

*Lower bound value of true significance I increasing trend, D Decreasing trend, N No trend
The bold p-values shows statistically significant results. Statistically significant shows that the
results are caused not only by chance. It shows the validity of null hypothesis, which hypothesizes
that there is nothing more than random chance

Table 2 show the details of performance indicators used namely N-S efficiency
and R2 to assess the potential of the AR (2) model to simulate the concentration
of water quality parameters. The AR (2) model is used to generate and forecast
the concentrations of water quality parameters. A calibration period of 10 years
(1981–1990), validation period of 15 years (1991–2005) and forecasting period of
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Table 2 Performance indicators and MSE of AR (2) model

Parameter Station Season NSE R2 MSE

Cal Val Cal Val Cal Val

Ca Mancherial Pre-monsoon 0.994 0.991 0.997 0.993 0.152 0.228

Monsoon 0.994 0.994 0.994 0.994 0.15 0.191

Post-monsoon 0.993 0.996 0.994 0.996 0.175 0.162

Jagdalpur Pre-monsoon 0.966 0.996 0.973 0.996 0.142 0.208

Monsoon 0.924 0.972 0.929 0.983 0.219 0.22

Post-monsoon 0.96 0.998 0.978 0.998 0.117 0.142

Konta Pre-monsoon 0.982 0.954 0.983 0.959 0.139 0.175

Monsoon 0.925 0.879 0.948 0.936 0.163 0.165

Post-monsoon 0.963 0.97 0.968 0.971 0.151 0.182

Cl Mancherial Pre-monsoon 0.995 0.993 0.996 0.993 0.141 0.187

Monsoon 0.987 0.966 0.995 0.967 0.227 0.275

Post-monsoon 0.988 0.983 0.99 0.984 0.145 0.105

Jagdalpur Pre-monsoon 0.966 0.973 0.967 0.976 0.234 0.253

Monsoon 0.899 0.963 0.935 0.966 0.149 0.228

Post-monsoon 0.878 0.978 0.967 0.98 0.17 0.191

Konta Pre-monsoon 0.962 0.991 0.968 0.992 0.1 0.088

Monsoon 0.882 0.962 0.946 0.964 0.085 0.109

Post-monsoon 0.977 0.978 0.979 0.979 0.068 0.105

Na Mancherial Pre-monsoon 0.999 0.998 0.999 0.998 0.141 0.151

Monsoon 0.998 0.998 0.999 0.998 0.104 0.14

Post-monsoon 0.996 0.992 0.996 0.995 0.174 0.188

Jagdalpur Pre-monsoon 0.954 0.952 0.956 0.962 0.203 0.158

Monsoon 0.919 0.965 0.951 0.967 0.202 0.149

Post-monsoon 0.964 0.957 0.974 0.959 0.106 0.141

Konta Pre-monsoon 0.961 0.903 0.964 0.923 0.073 0.097

Monsoon 0.935 0.96 0.942 0.964 0.072 0.076

Post-monsoon 0.953 0.961 0.981 0.975 0.074 0.112

25 years (2006–2030) is adopted in AR (2) model simulations. It is evident from the
results of N-S efficiency and R2 that the model is capable of simulating the observed
concentrations to a satisfactory level. The values of NSE and R2 is more than 0.90
during both calibration and validation periods except at some stations where the
values are above 0.85. It can be inferred that the model is performing well in both
calibration and validation periods for all seasons at all three stations. Table 2 also
show the details of errors associated with the evaluating forecast accuracy of AR (2)
model using MSE. It shows that as the value of MSE is less than 0.2 for most of
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Fig. 2 Results of AR (2) simulation at Mancherial station in monsoon season

the concentrations, so it can be inferred that model can also be used for forecasting
purposes.

Figures 2, 3 and 4 shows sample result plots of AR (2) simulation at Mancherial,
Jagdalpur and Konta for monsoon, pre-monsoon and post-monsoon season respec-
tively of all three parameters. It can be inferred that AR (2) model is capable to
simulate the concentrations of water quality parameters with acceptable level of
accuracy.

5 Conclusions

The water quality analysis in Godavari river basin using Ca, Cl and Na at three
gauging stations shows quite a variety of results. The result of K-S and S-W test
reveals non-normal distribution in the concentrations of various water quality param-
eters, which suggests the use of non-parametric test. The Mann-Kendall test detects
significant increasing trend for Ca and significant decreasing trend for Cl at various
stations. The increase in Ca concentration may lead to an increase in hardness and
also may form some toxic compound which is harmful to living organisms. Also,
as Cl is used for purifying water, its decreasing trend is also an alarming issue. The
Sen’s slope test estimates the magnitude of significant trends. It is seen that the trends
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Fig. 3 Results of AR (2) simulation at Jagdalpur station in pre-monsoon season

in a parameter vary from season to season at a particular station. The concentration of
Na does not show any trend. Finally, the second order auto-regressive AR (2) model
is successfully used to generate and forecast the concentrations in succeeding time
steps.
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Fig. 4 Results of AR (2) simulation at Konta station in post-monsoon season
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Assessment of Water Quality of River
Mutha for Onsite Treatment of Polluted
River Water

Rohini More and Sameer Shastri

Abstract Water is one of the elements of Panch Mahabhutas and precious gift by
the nature. Rivers play an important role in social and economic development. Rivers
are frequently worshiped in India, however even with this greater recognition closer
to rivers, we are unable to preserve their purity, cleanliness, and bodily well-being.
Human activities are the primary sources for the contamination of water bodies like
rivers, lakes, seas, and groundwater. The pollution in the river has direct as well as
indirect impacts on the living species. The solution to reduce pollution of rivers can be
proposed by providing online non-mechanized treatment system. Rivers downstream
of the Dams, when flow through Pune city, receives discharge of partially treated
or untreated sewage. Proper water quality assessment of such polluted rivers is the
basic step before implementing any treatment system. This work highlights the water
quality assessment carried out for polluted River Mutha which will be the basis for
the proposed online treatment. There are many conventional methods for treatment
of water which have been designed and used. All the treatment methods require
high capital cost, maintenance cost, and labor cost. Therefore, a non-mechanized
system needs to be evolved and studied. Like many cities, Pune also has sewerage
network as well as STPs. However, 100% collection, conveyance, and treatment of
sewage is not happening and untreated sewage finds its way into the River Mutha.
There is a possibility of online treatment of rivers which will result in considerable
improvement in water quality. The present findings of water quality will be helpful
to check the feasibility of proposed system.
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1 Introduction

Rivers play an important role in social and economic development [1]. Human activ-
ities are the number one reasserts for the infection of water bodies like rivers, lakes,
seas, and groundwater. Human societies have settled down at the bank of rivers, this is
the primary reason for pollution of rivers. The flowing rivers are getting polluted due
to human activities and effluents from industries [2]. Around 80% of the domestic
usedwater comes aswastewater. Themost important reason for pollution is untreated
domestic waste water discharged into the river due to inadequate sewerage system,
ascent of population still as open evacuation on watercourse banks.

Due to rapid increase in Globalization and Industrialization, providing quality
water to the public is the main challenge faced by the country. The disposal of
untreated point and non-point sources pollutants into the rivers causing more number
of rivers to get polluted. The performing our bodies including municipalities are
dealing with the issues to deal with river water to secure degrees and distribute it
to human beings for domestic use. In terms of its fast growth and development,
increasingly more humans from outside towns and cities are migrating into Pune
metropolis, as it is one of the fastest developing cities in India. During the last two
decades, the population rate has increased by 29% in Pune city and is particularly
rapid with resultant impact at the boom of water pollutants level [3]. As per Pune
Municipal corporation, 744 million liters per day (MLD) of waste generated by Pune
through sewage and different means. Out of 744MLD, 177MLD of waste is entering
the river without any treatment [4]. Total 9 sewage treatment plants are there in Pune
city to serve the vast population of 7.4 million in the city, which is 2nd biggest city in
the state of Maharashtra and 8th most popular metropolis in India [4]. The untreated
effluent is commonly discharged into River Mutha.

River Mutha is one of every of the foremost vulnerable watercourse of Pune city
from pollution perspective [3]. The River Mutha watercourse is flowing in western
Maharashtra, India. It arises in the Western ghats and it flows eastward till it merges
with a River Mula in the city of Pune [1]. River Mutha originates from Khadakwasla
dam and it passes throughNandedCity, Vitthalwadi, RajaramBridge,MhatreBridge,
Z-bridge, Junabazzar, Pune RTO and ends at Sangamwadi. River Mula originates
from Mulshi Dam and it passes through Paud, Wakad, Balewadi, Baner, Aundh,
Khadki, Vishrantwadi and ends at Sangamwadi. Each River Mula and River Mutha
merged at Sangamwadi and in addition, joined through River Indrayani and River
Bhima [3]. River Mutha is flowing through the foremost areas of Pune city. Due to
population growth as well as settlement on the banks of river, the pollutants load into
river Mutha has been increased. Various large scale industries, as well as small scale
industries, are not maintaining the effluent standards before discharging it into the
River Mutha which may lead to pollution.

As increasing water pollution may be a major issue in Mutha river, there is a
need to reduce the pollution level of river. Non-Mechanized treatment ways like
phytoremediation [1], oxidation ponds, etc. can be used to minimize the load of
sewage treatment plants. However, it requiresmore space. Themodel can be designed



Assessment of Water Quality of River Mutha for Onsite Treatment … 623

in which the construction of bunds with staggered openings will be provided in such
a way that the water is allowed to flow in zigzag pattern with maintained velocity.
It is essential to study out analysis of hydraulic parameters like velocity, discharge
of the flow, it may cause harmful effect on banks of river which further may cause
severe damages to the banks. Proper water quality assessment of such polluted rivers
is the basic step before implementing any treatment system.

2 Study Area

Pune is situated at 18°31’ N and 73°51’ E, is the city with three rivers (Mula, Mutha,
and Pavana) flowing through heart of the city [5]. River Mutha is a lifeline of Pune
town. It arises inside theWesternGhats and flows eastward andmergeswith the River
Mula in the Pune City. Panshet Dam is constructed on the Ambi River which is used
as a supply of ingesting water for Pune town and irrigation. The water launched right
here is dammed once more at Khadakwasla and is an essential supply of ingesting
water for Pune City [6]. One greater dam has been constructed while on the River
Mutha at Temghar. After becoming a member of the River Mula in Pune, it flows as a
RiverMula-Mutha to enroll in the River Bhima. RiverMutha starts from downstream
of Khadakwasla dam to Sangamwadi Bridge. The Total distance from downstream
of Khadakwasla dam to Sangamwadi Bridge is around 22 km (Fig. 1).

Fig. 1 Stretch of River Mutha source Google earth
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3 Water Quality Assessment

The overall method of evaluation of the physical, chemical, and biological charac-
teristics of the water is understood as Water quality assessment. Water quality of
stream could vary due to Environmental conditions, Climatic conditions, Vegetation
cover, and so on [4]. Assessment can be carried out by testing the parameters such
as TS, TSS, TDS, pH, D.O., B.O.D., and C.O.D. There are several standard ways
for treatment of impure water is used, however these treatment methods need high
capital value, maintenance cost, and labor cost. Therefore, a non-mechanized system
has to be evolved and studied. Proper water quality assessment of such polluted rivers
is that the basic step before implementing any treatment system.

3.1 Sample Collection

Environmental testing is carried out on collected samples from Onkareshwar, a
place in Pune City. The river water samples were collected in Summer Season
on 13/02/2019, 15/02/2019, 05/03/2019, and 07/03/2019 and for rainy season on
13/06/2019, 20/06/2019, 21/06/2019, and 24/06/2019 examined withinside the labo-
ratory for specific Physical, Chemical, and bacteriological parameters. Figure 2
shows the sampling station, i.e., onkareshwar from where the water samples were
collected at morning and Fig. 3 shows the collected sample from onkareshwar before
the testing was done in the laboratory.

3.2 Parameters for Water Quality Assessment

WaterQuality is classed through chemical parameters including pH,D.O,B.O.D, and
C.O.D. Physical evaluation is executed through parameters includingTotal Dissolved
Solids, Total suspended solids, and total solids.

• TS–Total Solids determination classifies wastewater as weak (350 mg/l), moder-
ately strong (around 700 mg/l), and strong (around 1200 mg/l). Total solids for
selected sampling stations are in the range of 460–720 mg/l for Summer Season,
whereas the range is 360–510 mg/l for Rainy Season.

• TSS—Total Suspended Solids constitute the whole suspended stable which are
undissolved in water. After experimentation, observed values for TSS are 40–
260 mg/l for Summer Season and 35–310 mg/l for Rainy Season.

• TDS—Total Dissolved Solid way general awareness of dissolved solids in shape
water. TDS shows the suitability of wastewater for irrigation and fish culture.
After experimentation, observed values for TDS are 260–460 mg/l for Summer
Season and 155–365 mg/l for Rainy Season.
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Fig. 2 Sampling station

• pH—pH is an important parameter as it determines the acidity and alkalinity of
waters [7]. The pH of selected sampling station is in the range of 6.80–7.12 for
Summer Season and 6–6.25 for Rainy Season. The permissible value for pH is
6.5–8.5. pH tiers commonly range because of environmental effects specifically
Alkalinity.

• C.O.D.—It is any other key indicator parameter to evaluate the diploma of pollu-
tion. By the action of strong oxidation agent, the amount of oxygen (mg/l) which
is consumed under specified conditions in the oxidation of organic and oxidizable
inorganic matter, the range of COD observed at sampling stations are 136 mg/l to
244 mg/l for Summer Season and 187–217 mg/l for Rainy Season.

• DO—Dissolved oxygen refers to the extent of free, non-compound oxygen found
in water. It is an important parameter for assessment of water quality. DO value
decreases with a rise in temperature, rise in salt concentration, and rise in organic
concentration. DO below 3 mg/l is not suitable for aquatic life. The range of
DO Observed at sampling stations is 1.084–2.956 mg/l for Summer Season and
18–2.1 mg/l for Rainy Season.
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Fig. 3 Collected sample

• B.O.D.—The quantity of dissolved oxygen utilized by aerobic microorganisms,
while oxidizing decomposable natural matter found in wastewater. Permissible
limit for BOD is 2–3 mg/l. The range of BOD Observed at sampling stations are
59 and 112 mg/l for Summer Season and 54–75 mg/l for Rainy Season.

4 Results and Discussion

Increasing Water pollution is the first rate difficulty in the rivers of India. Pollution
is the contamination of water which is the biggest health risk for humans as well
as for aquatic life. Total solids, Total Suspended Solids and Total Dissolved Solid
for selected sampling station are in the range of 460 mg/l to 720 mg/l for Summer
Season and 360 mg/l to 510 mg/l for Rainy Season, 40 mg/l to 260 mg/l for Summer
Season and 35 mg/l to 310 mg/l for Rainy Season, 260 mg/l to 460 mg/l for Summer
Season and 155 mg/l to 365 mg/l for Rainy Season respectively. The pH of selected
sampling station is in the range of 6.80–7.12 for Summer Season and 6–6.25 for
Rainy Season. The range of COD, DO and BOD observed at sampling stations are
136 mg/l to 244 mg/l for Summer Season and 187 mg/l to 217 mg/l for Rainy
Season, 1.084 mg/l to 2.956 mg/l for Summer Season and 18 mg/l to 2.1 mg/l for
Rainy Season, 59 mg/l to 112 mg/l for Summer Season and 54 mg/l to 75 mg/l
for Rainy Season respectively. The evaluation and results sincerely show that river
water quality of River Mutha has deteriorated mainly due to discharge of domestic
treated, untreated, and partially treated waste water. It clearly indicates that there
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Table 1 Results of environmental testing for summer season

Environmental parameters 13/02/2019 15/02/2019 05/03/2019 07/03/2019

pH 7.12 7 6.80 7.1

DO 1.084 2.956 1.87 2.76

COD 136 244 232 240

BOD 59 96 110 112

TS 460 540 720 580

TDS 420 300 460 260

TSS 40 240 260 320

is a load of pollution in the River Mutha. There is very much need to do a proper
collection of waste and treatment of sewage to regulate and modify the flow. Tables 1
and 2 shows the results for Water Quality Assessment for Summer Season and Rainy
season respectively. Figures 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 and 17 shows the

Table 2 Results of environmental testing for rainy season

Environmental parameters 13/06/2019 20/06/2019 21/06/2019 24/06/2019

pH 6 6.12 6.25 6.19

DO 2.06 1.8 2.20 2.1

COD 187 217 192 205

BOD 64 75 62 54

TS 360 510 480 400

TDS 155 200 195 365

TSS 205 310 285 35

Fig. 4 pH for summer season
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Fig. 5 DO for summer season

Fig. 6 COD for summer season

graphical variation of all Environmental Parameters for Summer Season and Rainy
Season. Water Quality Assessment shows following results:

• The Water Quality Assessment done in Rainy Season does not show much
difference of Assessment done in summer season, due to delayed monsoon.

• River Mutha is highly polluted. Hence, some measures like 100% collection,
conveyance, and treatment of sewage should be practiced.

• This being an extremely difficult task, some alternatives like online treatment
could be a feasible option for which the first step is characterization of River
Water, same has been carried out in the current study. This will act as a base for
further study.
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Fig. 7 BOD for summer season

Fig. 8 TS for summer season

5 Conclusion

It is concluded that, except pH, all other parameters are on the unacceptable side, e.g.,
DO is less than 3 mg/l, which is not suitable for the survival of aquatic life. BOD,
COD, and Solids, all values are higher than recommended values as per MOEFCC.
As there is no water available for dilution, the untreated water goes further to Ujjani
dam. Farmers are using this water for agriculture as well as drinking purposes which
can be harmful to the health of humans.
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Fig. 9 TDS for summer season

Fig. 10 TSS for summer season

Fig. 11 pH for rainy season
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Fig. 12 DO for rainy season

Fig. 13 COD for rainy season

Fig. 14 BOD for rainy season
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Fig. 15 TS for rainy season

Fig. 16 TDS for rainy season

Fig. 17 TSS for rainy season
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Comparative Study of Physical
and Chemical Parameters of Lakes
in Medchal District

R. Suresh Kumar, Ch.V. S. S. Sudheer, G. Venkata Ramana,
and N. Sri Ramya

Abstract In present project, four lakes selected in such a way that Dundigal lake in
growing village, Nizampet lake in city, and Bowrampet lake in village. Water quality
characteristics were determined for four lakes (Dundigal, Nizampet, Mallampet, and
Bowrampet) in the Quthbullapur mandal of Medchal district, Telangana state. In
this study, water quality was determined on the basics of various physical–chem-
ical parameters like pH, color, turbidity, alkalinity, hardness, suspended solids,
dissolved solids, total solids, dissolved oxygen, chloride content, chemical oxygen
demand, biological oxygen demand, and total load of bacteria. The process involves
various methods/experiments/equipment’s for evaluation of contaminants in the
above-selected four lakes to know the presence of various contaminants. Therefore,
it offers as a significant value to physio-chemical water quality standards.

Keywords Temperature · pH · Color · Turbidity · Alkalinity · Biological oxygen
demand · Chemical oxygen demand · Dissolved oxygen

1 Introduction

Throughout the years, expanding populace urbanization and development in farming
has head in the logical misuse of groundwater making a water pressure condition
the basic issues of ecological contamination in view of over urbanization and just as
industrialization it prompts water shortage issues. The groundwater quality has been
sullied because of contamination and amount is additionally diminished because
of overexploitation. The over extraction of groundwater drives inability to revive
the groundwater table. Water quality testing has an answer job since it prevents
water-borne illness and distinguishes contaminants.Majorly,water quality testmakes

R. S. Kumar · Ch.V. S. S. Sudheer · G. V. Ramana (B)
Department of Civil Engineering, Institute of Aeronautical Engineering, Dundigal, Hyderabad,
Telangana 500 043, India

N. S. Ramya
Aurora’s Technological and Management Academy, Moula—Ali, Hyderabad, Telangana, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
C. M. Rao et al. (eds.), Advanced Modelling and Innovations in Water Resources
Engineering, Lecture Notes in Civil Engineering 176,
https://doi.org/10.1007/978-981-16-4629-4_44

635

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4629-4_44&domain=pdf
https://doi.org/10.1007/978-981-16-4629-4_44


636 R. S. Kumar et al.

conformation that water is portable and satisfies neighborhood and international
water standards [1, 4]. Water assessment results can give the second qualities and
help in deciding of particularwater bodywith a best game-plan, regardless ofwhether
a treatment is required or an air circulation framework ought to be introduced [6].

Water quality assessment is considered as basic issue as of late particularly where
freshwater getting one of scant asset in future. Water quality appraisal at the bowl
scale requires not just countless variable and relating assessment factors, yet addi-
tionally a spatial dissemination of contamination levels dependent on each factor
and assessment factor. Generally, quality water implies to the physical, pathogenic,
chemical, and radiological characteristics of water [2].

The most normal gauges utilized to water quality evaluation identify with ecosys-
tems being good level, safety for contacting with social beings, and drinking water
[3, 7]. These risks are engaged with evaluation of water quality not only complex
but also vast. They are contrasted with a chain of around twelve connections, and the
disappointment of every last one of them can debilitate the entire evaluation.

1.1 Parameters for Drinking Water Quality

Quality of drinking water typically falls within three groups:

• Physical parameters: These included (turbidity, taste, temperature, odor, etc.) are
finding by impressions of sight, touch, smell, and taste.

• Chemical parameters: The chemical parameters of water are pH, total solids (TS),
total dissolved solids (TDS), total suspended solids (TSS), total hardness, calcium
hardness,magnesiumhardness, nitrates, phosphates, sulfates, chlorides, dissolved
oxygen (DO), biological oxygen demand (BOD), and chemical oxygen demand
(COD) [2, 5].

• Biological parameters show the presence of coliform and other microorganisms.
• The degree temperature of water influences qualities and some significant phys-

ical properties of water: warm limit, thickness, consistency, explicit weight,
surface strain, saltiness and dissolvability, and so on. Concoction and natural
counteraction rates rise with expanding temperature.

• Color of water is basically a concern to water quality for esthetic explanation.
Colored water will give appearance of unpleasant to drink, despite the truth
that water capability be totally ok for free use, color shows closeness of natural
particles, for example, humid mixes, or algae.

• Odors and taste are human consideration of quality of water. Human consideration
to taste incorporates salty (sodium chloride), sweet (sucrose), sour (hydrochloric
acid), and bitter (caffeine).

• Human detect organic substances dispersed straightforwardly into water, for illus-
tration, shedding leaves, spillover, and so on, which are some reasons of tastes
and smell—making fusion release during microorganisms degradation [9, 10].
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2 Objectives

The main objectives of this research include:

• To determine water quality characteristics of lakes namely (Dundigal, Nizampet
Mallampet, and Bowrampet) in the Quthbullapur mandal of Medchal district,
Telangana state.

• Present studywas intended to find outwater quality (physical and chemical param-
eters) of a lake in order to ascertain the quality of water for public and mention
contamination control measures if needed.

• To classify lake water quality with respect to water quality index.

3 Study Area

• Dundigal: It is inMalkajgiri revenue division ofMedchal district. Outer ring road
(ORR) is nearby village with population 13,465 in 2011. Dundigal lake is located
in geographical south of village and is 2 km far from our college. Outer ring road
construction duly increased cost of Barren lands and residential area expenditure.
This village has noticeable transportation facility. Usually, Dundigal lake water is
used for cleaning heavy vehicles and domestic animals (cow, buffalo). Less quan-
tity of water is used for agriculture purpose. Great assortments to freshwater are
as of now experiencing floods of phosphorus and nitrogen from outside sources.
The developing centralization of attainable phosphorus helps plants to acclimatize
high nitrogen before the phosphorus is washed out into quarter, and some portion
of Dundigal lake is secured with vegetation.

• Mallampet: It is located in Quthbullapur mandal, Medchal locale, Telangana,
India. It is 2 km away Bachupally, 6 km from Nizampet intersection, and 10 km
far from Kukatpally, with population of 2832 as per 2011.This lake is located in
northeast direction of village. Prevailing quality of a peri-urban site is its progress
out of an agrarian economy because of industrialization and urbanization. This
generally shows itself as agrarian land either left desolate or sold for formative
exercises and ranchers and farming workers searching for an elective wellspring
of vocation. One of our examination towns, Mallampet, presents a valid example
in Mallampet, and the move has happened through a blend of the two sorts of
variables. In the mid-2000s, the outer ring road (ORR) came up near Mallampet,
with which came a surge of industrialization and commercialization in and around
the town. By then, a great deal of ranchers was lured into selling their territory
for a singular amount measure of cash. Ranchers would take a very long time to
make that measure of cash through farming, and henceforth, this is filled in as
the most grounded pull factor that pulled in them out of agriculture. Lake act as
internal storage for Infiltration of Water.

• Nizampet: The once desolate lake is secured with greenery now all around.
In one year, they planted more than 6000 plants which have developed well.
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The lake where once in a while walker ought to visit has present gotten one
of most loved strolling points of the Nizampet zone containing very nearly 300
footfalls consistently. Additionally, one able to watch various types of feathered
creatures and butterflies near to lake which unquestionably makes that appealing.
Quiet, plantations and trees are to the center of our ecosystem, they can change
our lives familiar, and they have changed Nizampet lake. It is quickest developing
rural areas around IT hallway of Hyderabad, in light of moderately contamination
free situations with just issue of water shortage; big haulers convey water to lofts
and other lodging states which is normal sight here. It has a populace of 6931
individuals in 2011.

• Bowrampet: It is a village in Medchal district, Telangana. It is a panchayat
under Quthbullapur municipality. Village is forming into a significant private and
business rural in light of outer ring road, nearness to the IT passageway of city
and contamination-free condition. Bowrampet lake is situated in the focal point
of the village. In the present mechanical social orders, prerequisites for water, a
lot of which is gotten from lakes, incorporate its utilization for weakening and
evacuation ofmetropolitan andmodern squanders, for cooling purposes, for water
system, for power age, and for neighborhood entertainment and stylish showcases.
It has a population of 2247 as per 2011. In Bowrampet village, three lakes are
present; water sample for this project is collected from larger lake, and one side
of lake is nearer to road which connects Suraram to Bowrampet village. Lake
water is not used for any of domestic purpose. The bird eye view of all the lakes
mentioned above are shown in Fig. 1.

Fig. 1 Bird eye view of the study area
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4 Methodology

The following methodology was adopted and shown in the figure below for the
identification of physical, chemical, biological, and other properties of the water
samples collected through the four lakesmentioned above. Surfacewater samples are
gathered from the lakes. The collected samples are checked for the potentiality to use
as alternate water source. Water quality observed assist specialists with anticipating
formal procedures on the land and decide human trappings upon biological system.
These figuring endeavors can likewise assist reconstruction methods that are assured
natural principles which are able to meet. These measurements are sententious not
elegantly to surface water explorations of the lakes, sea, and waterways, with regard
to groundwater and prevailing procedures too [8].

• Initially each lake water samples are collected in plastic bottle of volume 1000ml.
• Inspecting, safeguarding, transportation, and examination of water tests will be

done by the individual tests.
• Based on water quality index, four samples are analyzed for their water quality.
• It is suggested that whether lake water is suitable or not as alternative source of

water.
• All the bottles were washed with diluted water in order to make bottles clean.
• In laboratory, samples will be tested for physical, chemical, and biological

parameters with suitable equipments (Fig. 2).

5 Results and Discussion

It is extremely basic and essential to try things out ahead it is outlined for drinking,
domestic, agrarian, or modern probability. Water should be beat with various physio-
compound framework. Water contains various kinds of coasting, broke down,
suspended, and microbiological just as bacteriological impurities. Some physical
test ought to execute the examining its physical appearance such as pH, turbidity,
and temperature where chemical analysis must be conducted to determine dissolved
oxygen, alkalinity, biological oxygen demand, chemical oxygen demand, and other
characters.

5.1 Physical Parameters

• Temperature: Temperature has control on aquatic life. On the off chance that
general water internal heat level is modified, oceanic network move might exist
normal. Higher when water is more than 300 °C, a concealment to every benthic
creature can be normal. Additionally, assortment tiny fish gatherings will develop
under various temperatures. After downpours, lake temperature varies in range
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Fig. 2 Flowchart for the methodology

of 27.2–28.6 °C. For instance, green algae exist at 30 35 °C, cyano-microbes live
above 35o C, and diatoms exist at 20–25 °C.

• pH: The concentration of hydrogen ion assumes critical job in the natural proce-
dures of practically all amphibian life forms. For nearness of sea-going life, pH
range ought to be exist in between 6.5 and 8.5, and for water system, it ought to
be 6.0–8.5. In the current examination, the Dundigal, Nizampet, and Bowrampet
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Table 1 Physical properties of the lakes

S. no Lake name Color Odor Temperature Turbidity

1 Dundigal Greenish Objectionable 29.5 24.8

2 Mallampet Greenish Objectionable 31.1 19.9

3 Nizampet Greenish Objectionable 27.5 16.3

4 Bowrampet Greenish Objectionable 28.6 49.8

lakes show that this is because of expanded photosynthetic osmosis of disinte-
grated inorganic carbon by tiny fishes. After the underlying downpours, the pH
esteem is from 6.94 to 8.53.

• Turbidity: Turbidity is a proportion of water which loses its straightforward-
ness due to presence of suspended particulates. The more the absolute suspended
particles in water, the muddier it appears and the higher the turbidity (Table 1).

The chemical properties of the four lakes are presented in Table 2.

6 Conclusions

Water quality test adds advantage in water quality and purpose where it can be used;
preventive measure and remedy can draw from water parameter results.

This process is very essential for new or existing water bodies as a source of water
consumption for various purposes.

• Thewater quality of four lakes can be utilized as a helpful apparatus for watershed
the board and amphibian body checking. Based on the above-mentioned conver-
sations, it is presumed that the water quality index (WQI) for all the four lakes
were found as unsatisfactory for drinking reason.

• Release of untreated metropolitan sewage, modern waste water into these lakes,
and strict exercises like inundation of Gods and Goddess icons made by Plaster
of Paris (POP) are answerable for the sullying of these four lakes.

• From those numerical, it is seen that the water of lakes is not consumable without
treatment because of the low dissolved oxygen (DO), and high nitrates and phos-
phates fixations, however, can be utilized for universally useful just as recreational
reason.

• Higher values were recorded after starting downpours because of character-
istic and anthropogenic sources, for example, run-off containing salts, land fill
leachates, septic tank effluents, and creature takes care of is higher in first flush.

• It is additionally seen that the nitrate, water turbidity, and phosphorous levels are
great in four lakes.

• It is because of the expansion of supplement level and the water hyacinth nearness
in the lakes. In this manner, it is important to expel the water hyacinth from the
lakes to clear the water.
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An Experimental Study on Removal
of Cadmium Using Annona Squamosa
Seed Powder and Phyllanthus Acidus
Seed Powder

T. Aruna Devi, R. Jeykumar, and R. Ilangovan

Abstract Groundwater is a major source of freshwater which is being effectively
used for various purposes such as in household works and in industries. India is
the larger extractor of groundwater in the world. Increase in industrialization has
resulted in the over exploitation of groundwater. Due to this, the concentration of
contaminants is increased in the groundwater and resulted in the heavy metal pollu-
tion in the groundwater. Heavy metals such as cadmium, chromium, arsenic, lead,
nickel, and mercury are the major threat present in the water. Cadmium from the
aqueous solution was adsorbed using Anana squamosa seed powder and Phyllan-
thus acidus seed powder as biosorbents. The biosorbent was characterized by X-ray
diffraction (XRD) technique. The optimumdosage, initial concentration of cadmium,
and contact time of the solution were examined in a systematic manner. Adsorption
kinetics was performed namely pseudo-first-order kinetics and pseudo-second-order
kinetics. Among them, pseudo-second-order kinetics was found to be effective. The
equilibriumdatawere analyzed using adsorption isothermmodels. Results concluded
that Anana squamosa was effective in removing cadmium compared to Phyllanthus
acidus, and both biosorbents were economically of low cost and eco-friendly.

Keywords Anana squamosa · Phyllanthus acidus · Cadmium · Adsorption
isotherms · Adsorption kinetics

1 Introduction

Water, which covers about two-third of the Earth’s surface, is declared as a scarce
source for drinking. The main sources of water to the people are groundwater and
surface water. The groundwater in India had been depleted due to the over usage of
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the groundwater. Increase in industrialization is also a major cause for ground water
depletion andgroundwater contamination [1].Heavymetals pollution in groundwater
is a major problem due to the direct disposal of effluents from the industries into the
environment [2].

The well-known fact is that the industrial effluents containing heavy metals have
adverse effects on human and aquatic life. Metals are notable for their wide environ-
mental dispersion from industries and their tendency to accumulate in tissues of the
human body and their overall potential to be toxic even at relatively minor levels of
exposure.

The seventh most toxic metal as per Agency for Toxic Substances and Disease
Registry (ASTDR) is cadmium [3]. It is generally a by-product from the zinc produc-
tion. It is found naturally as an impurity of zinc or lead. Nowadays, it is used in
rechargeable batteries, for production of special type of alloys, and is present in
tobacco smoke. Cadmium is more toxic compared to lead and chromium.

The cadmium is mixed with the natural groundwater due to the fertilizers that are
sprayed on the ground. The concentration of cadmium should be less than 1 mg/l
in the groundwater. If the permissible limit of cadmium is more than 1 mg/L, it
may cause diseases like kidney damage, increase in blood pressure level, itai—itai
disease, and flu disorders [4]. The cadmium in water can be removed by the locally
available indigenous plants.

2 Materials and Methods

AAS is used for the analysis of cadmium present in the aqueous solution. Microsoft
Excel is used for plotting the graphs. XRD analyses are done to determine the
characteristics of the biosorbents before and after adsorption process.

3 Preparation of Annona Squamosa and Phyllanthus
Acidus Seed Powder and Synthetic Solution

The seeds were air dried at 40° C for two days. The seeds were then grounded to
convert them into powder form. The seed powders are then heated in a furnace
to remove the moisture content. The seed powders are then sealed in an air-tight
container until usage. Standard cadmium solution is prepared by mixing 1.7911 g of
CdCl2 in 1000 ml of double distilled water.
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4 Result and Discussion

After the calibration of AAS, batch adsorption study is carried out for the determina-
tion of optimum dosage, initial concentration of cadmium, and contact time for the
maximum adsorption of cadmium. The percentage of adsorption obtained by both
the adsorbents are determined. XRD analysis is done for the biosorbents before and
after adsorption process to determine the characteristics of the adsorbents. Adsorp-
tion kinetics model and adsorption isotherm models are also analyzed for the design
of the adsorption process.

4.1 XRD Analysis of Annona Squamosa

XRD analysis is done for Annona squamosa seed powder before and after treat-
ment. The XRD patterns of Annona squamosa before adsorption process and after
adsorption of cadmium are shown below.

Figure 1 represents theXRDpatterns of untreatedAnnona squamosa seed powder.
This shows that the seed powder is amorphous, that is, it does not have a regular
shape. Figure 1a represents the XRD patterns of Annona squamosa seed powder
after adsorption of cadmium. The powdered sample before adsorption is found to be
poorly crystalline, whereas, after adsorption, the powdered sample obtained a peak
at an angle 68.1319° with d spacing is found to be 1.37517° which indicates the
adsorption of cadmium by the adsorbent. The relative intensity is found to be 100%.

4.2 XRD Analysis of Phyllanthus Acidus:

XRD analysis is done for Phyllanthus acidus seed powder before and after treat-
ment. The XRD patterns of Phyllanthus acidus before adsorption process and after
adsorption of cadmium are shown below.

The measurement conditions for the analysis of the seed powder are,

• Minimum step size : 0.001
• 2 theta angle start position : 10.0084
• 2 theta angle end position : 79.9804
• Step size : 0.0170
• Scan step time : 5.7150 s
• Scan type : Continuous
• Measurement temperature : 25 °C

Figure 2 represents the XRD pattern of Phyllanthus acidus seed powder before
adsorption of the heavy metals. It is shown that the seed powder is amorphous or
poorly crystalline before the adsorption process. Figure 2 represents the XRD pattern
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Fig. 1 XRD analysis of Annona squamosa seed powder before adsorption process. XRD analysis
of Annona squamosa seed powder after adsorption of cadmium

ofPhyllanthus acidus seed powder after adsorption of cadmium. The peak is obtained
at an angle of 26.6077 ° at a height of 674.55 cm with d spacing 3.34746° and the
relative intensity is found to be 100%. This indicates the adsorption of cadmium
by the adsorbent. The graph is compared between the adsorbent before and after
adsorption process.
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Fig. 2 a XRD pattern of Phyllanthus acidus seed powder before adsorption. b XRD pattern of
Phyllanthus acidus seed powder after adsorption of cadmium

4.3 Determination of Optimum Dosage

The optimum dosage for adsorption of cadmium by Annona squamosa seed powder
is found to be 5 g, and the percentage adsorption of cadmium by the seeds is 80.3%.
Here, the agitation rate, temperature, and pH is kept constant as 120 rpm, 32 °C and 4,
respectively. The optimum dosage for adsorption of cadmium by Phyllanthus acidus
seed powder is found to be 1.0 g and the percentage adsorption of cadmium by the
seeds is 80.12%. Here, the agitation rate, temperature, and pH are kept constant as
120 rpm, 32 °C, and 4, respectively. The decrease in efficiency at higher biosorbent
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Fig. 3 a Graphical representation of cadmium adsorption by Annona squamosa seed powder,
b Graphical representation of cadmium adsorption by Phyllanthus acidus seed powder

concentration could be explained as a consequence of partial aggregation of adsorbent
which results in a decrease in effective surface area of the metal uptake.

Figure 3a, b represents the graphical representation of cadmium adsorption by
Annona squamosa seed powder and Phyllanthus acidus seed powder, respectively.

4.4 Determination of Initial Concentration of Cadmium

The initial concentration of cadmium for the maximum adsorption of Annona
squamosa seed powder is found to be 5 ppm, and the percentage adsorption of
cadmium by the seed powder is 80.86%. Here, the dosage of the biosorbent, agitation
rate, temperature, and pH are kept constant as 5 g, 120 rpm, 32° C, and 4, respectively.
The initial concentration of cadmium for the maximum adsorption of Phyllanthus
acidus seed powder is found to be 5 ppm, and the percentage adsorption of cadmium
by the seed powder is 80.8%. Here, the dosage of the biosorbent, agitation rate,
temperature, and pH is kept constant as 1.0 g, 120 rpm, 32° C, and 4, respectively.
The decrease in adsorption of hexavalent chromium at higher concentration is due
to the saturation of active binding sites.
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Fig. 4 a Graphical representation of percentage adsorption of cadmium with respect to its concen-
tration when Annona squamosa is used as a biosorbent, b Graphical representation of percentage
adsorption of cadmium with respect to its concentration when Phyllanthus acidus is used as a
biosorbent

Figure 4a, b represents the graphical representation of percentage adsorption of
cadmium with respect to its concentration when Annona squamosa seed powder and
Phyllanthus acidus seed powder are used as biosorbents, respectively.

4.5 Determination of Time of Contact for Cadmium
Adsorption

The contact time is varied from 30 to 240 min. The optimum time required for the
maximum adsorption of cadmium is found to be 180 min. Here, the agitation rate,
temperature, and pH is kept constant as 120 rpm, 32 °C, and 4, respectively. The
concentration of cadmium contact time is varied from 30 to 240 min. The optimum
time required for the maximum adsorption of cadmium is found to be 180 min. Here,
the agitation rate, temperature, and pH is kept constant as 120 rpm, 32 °C, and 4,
respectively. The concentration of cadmium is also varied. The adsorption rate is
found to be constant after the equilibrium condition. This indicates that adsorption
rate is more in Annona squamosa seed powder compared to Phyllanthus acidus seed
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Fig. 5 a Graphical representation of percentage adsorption of cadmium with respect to time when
Annona squamosa is used as a biosorbent. b Graphical representation of percentage adsorption of
cadmium with respect to time when Phyllanthus acidus is used as a biosorbent

powder. The optimum time required for getting themaximum adsorption of cadmium
when both the biosorbents are used is represented in Fig. 5a, b.

4.6 Freundlich Adsorption Isotherm Model for Cadmium

The constants in the Freundlich adsorption isotherm can be determined by plotting
log (x/m) versus log Ce (to get the linear form) or by plotting x/m versus Ce (for
nonlinear form).

Log(x/m) = log Kf + 1/n logCe (1)
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The constants Kf and n are determined by slope (1/n) and intercept (log Kf ).
In Fig. 6a, the qe or x/m value increases gradually. This is because the adsorption

of cadmium occurred later at maximum adsorbent dosage. The correlation coefficient
value is 0.984, and the constants such as K and n are determined from the equation in
the graph. In Fig. 7a, the slope is found to be negative as the x/m value decreases with
the Ce. This is because, the optimum dosage of the seed powder is obtained earlier,
and hence, the adsorption rate decreases with increase in adsorbent dosage. Table
1 represents the Freundlich parameters for cadmium when both the biosorbents are
used.

The n value indicates the degree of nonlinearity between the concentration of the
solution and adsorption. If ‘n’ value is equal to 1, then the adsorption is said to be
linear; if ‘n’ value is less than 1, the adsorption is said to be a chemical process; if
‘n’ value is greater than 1, the adsorption is then said to be a physical process. A
relatively slight slope and small value of 1/n indicate that the biosorption is good
over the entire range of adsorption. The value of ‘n’ when Annona squamosa is used
as a biosorbent is 9.12 which is greater than 1, and hence, the adsorption is said to be
a physical process. The value of ‘n’ when Phyllanthus acidus is used as a biosorbent
is 0.62 which is less than 1, and hence, the adsorption process for this seed powder
is found to be a chemical process.

4.7 Langmuir Adsorption Isotherm Model for Cadmium:

Langmuir adsorption isotherm model is a monolayer adsorption model on homoge-
neous adsorbent surface. The adsorbent reaches the maximum adsorption capacity
when a saturated monolayer occurs on the adsorbent surface. The constants in the
Langmuir adsorption isotherm can be determined by plotting 1/qe versus 1/Ce.

x/mor qe = qmbCe
1+ bCe

(2)

where

qe is the mass of adsorbate adsorbed per unit mass of adsorbent, (mg adsorbate/
g adsorbent).

b is an empirical constant.
Ce is the equilibrium concentration of adsorbate in the solution after adsorption

(mg/l).
qm is the maximum biosorbent capacity of the adsorbent (mg/g)

1

qe
= 1

qmbCe
+ 1

qm
(3)
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Table 1 Freundlich
parameters for cadmium

Freundlich parameters

For Annona squamosa K 0.827

1/n 0.1096

R2 0.984

For Phyllanthus acidus K 3.83

1/n 1.6125

R2 0.9972

The constants qm and b are determined from the intercept (1/qm) and slope
(1/qmb) of the line, respectively. The essential characteristics of the Langmuir
isotherm parameters can be used to predict the affinity between the biosorbate and
biosorbent which is calculated using following equation [5–8];

RL = 1

1+ bCi
(4)

where

b is the Langmuir constant.
Ci is the maximum initial concentration of hexavalent chromium.

The value of separation parameters RL provides important information about the
nature of adsorption. The value of 1q2 indicated the type of Langmuir isotherm
separation factor or dimensionless equilibrium parameters, RL expressed as in the
following equation: to be irreversible (RL = 0), favorable (0 < RL < 1), linear (RL

= 1), or unfavorable (RL > 1) [9–14].
In Fig. 7b, the slope is found to be negative because the adsorption of cadmium

decreases with increase in the adsorbent dosage as the optimum dosage of one of the
biosorbent is obtained earlier. In Fig. 6b, the slope is found to be positive because
the adsorption of cadmium increases with increase in the adsorbent dosage as the
optimum dosage of one of the biosorbent is obtained later. Table 2 represents the
Langmuir parameters for both the adsorbents. The value of RL is found to be in the
range of 0.038–0.009 for the concentration of 5–20 ppm of cadmium when Annona

Table 2 Langmuir
parameters for cadmium

Langmuir parameters

For Phyllanthus acidus qm 0.4357

b 1.036

R2 0.8776

For Annona squamosa qm 0.988

b 5.048

R2 0.927
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squamosa is used as a biosorbent, since they are in the range between 0 and 1, which
indicates the favorable condition. The value of RL is found to be in the range of
0.16–0.046 for the concentration of 5–20 ppm of cadmium when Phyllanthus acidus
is used as a biosorbent since they are in the range between 0 and 1, which indicates
the favorable condition.

4.8 Dubinin—Kaganer—Radushkevich (DKR) Adsorption
Isotherm Model for Cadmium

DKR is a multilayer adsorption isotherm. The equation for Dubinin—Kaganer—
Radushkevich adsorption isotherm can be written as,

lnqe = lnqm − βε2 (5)

where

qm is the maximum biosorption capacity,
ẞ is the activity coefficient related to mean biosorption energy.
1 is the Polanyi potential

ε = RTln(1+ 1/Ce) (6)

Equilibrium data for the adsorption is plotted as ln qe versus 12. The two constants
such as ẞ and ln qm are determined from the slope (ẞ) and intercept (ln qm). The
values of adsorption energy (E) is obtained from the following relationship,

E = 1
√−2β

(7)

The mean free energy gives information about biosorption mechanism whether it
is physical or chemical biosorption. If E value is between 8KJmol−1 and 16KJmol−1,
then the biosorption takes place chemically. If E value is less than 8KJmol−1, then
the biosorption process in physical in nature [15–19].

Figure 6c and 7c represents the Dubinin—Kaganer—Radushkevich adsorption
isotherm for cadmiumwhenAnnona squamosa andPhyllanthus acidus seed powders
were used as biosorbents, respectively. Table 3 represents the parameters of Dubinin–
Kaganer–Radushkevich adsorption isotherm.

Based on the adsorption capacity, the biosorption energy is varied, and so the
activity coefficient also gets varied. In Fig. 7c, the ẞ value is found to be positive as
the adsorption capacity increases with increase in the Polanyi potential. In Fig. 6c,
theẞvalue is found to be negative as the adsorption capacity decreases with increase
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Table 3 Dubinin–Kaganer–Radushkevich parameters for cadmium

Dubinin–Kaganer–Radushkevich parameters

For Phyllanthus acidus ẞ 7E-07

qm 0.485

E 0.845

R2 0.9749

For Annona squamosa ẞ −5E-08

qm 0.9656

E 3.162

R2 0.8426

in the Polanyi potential. The mean free energy (E) value for cadmium when Phyl-
lanthus acidus is used as a biosorbent is 0.845 kJ/mol. Since it is less than 8 kJ/mol,
biosorption of hexavalent chromium ions onto Phyllanthus acidus seed powder is
of physical in nature. The mean free energy (E) value for hexavalent chromium
when Annona squamosa is used as a biosorbent is 3.162 kJ/mol. Since it is less than
8 kJ/mol, biosorption of hexavalent chromium ions onto Annona squamosa seed
powder is of physical in nature [20–24].

4.9 Temkin Adsorption Isotherm Model for Cadmium

TheTemkin isothermequationpresumes that the adsorbent and adsorbate interactions
cause a linearly decrease in heat of adsorption of all the molecules in the layer.
Linearized Temkin adsorption isotherm is given by the equation,

qe = RT
bT

lnAT + RT
bT

lnCe (8)

where

bT is the Temkin constant related to heat of biosorption (J/mol).
AT is the Temkin isotherm constant (L/g).
R is the universal gas constant.
T is the temperature in kelvin.

Equilibrium data for the adsorption is plotted as qe versus Ce. The two constants

bT andAT are calculated from the slope
(
RT
bT

)
and intercept

(
RT
bT
ln AT

)
, respectively.

Figures 6d and 7d represents the Temkin adsorption model for cadmium when
Annona squamosa and Phyllanthus acidus seed powders are used as biosorbents,
respectively. Table 4 represents the Temkin parameters for adsorption of cadmium
when the seed powders are used as a biosorbent.
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Table 4 Temkin parameters
for cadmium

Temkin parameters

For Annona squamosa bT 3816.63

AT 3.013

R2 0.9223

For Phyllanthus acidus bT 897.3

AT 0.278

R2 0.9013

4.9.1 Adsorption Kinetics for Cadmium

Adsorption kinetic study for the cadmium provides valuable information regarding
the mechanism of adsorption process and the reaction pathways. The mechanism of
adsorption depends on the physical and chemical characteristics of the adsorbents.
Thekinetics of adsorption explains the rate of uptake of cadmiumonto the biosorbents
such as Annona squamosa seed powder and Phyllanthus acidus seed powder and its
rate control at the equilibrium time. The kinetic model is explained with the help of
pseudo-first-order kinetics and pseudo-second-order kinetics.

Pseudo-First-Order Kinetic Model for Cadmium

The pseudo-first-order kinetic model for adsorption of cadmium is determined by
the formula [25–29],

ln(qe − qt) = lnqe −K1t (9)

where

qe is the adsorption capacity of the biosorbent in the solid phase concentration at
equilibrium (mg/g).

qt is the adsorption capacity of the adsorbent in the solid phase concentration
(mg/g) at time, t (minute).

K1 in (1/minute).

For the determination of pseudo-first-order kinetics, the graph is plotted between
ln (qe−qt) and time (t). If the adsorption follows pseudo-first-order kinetic model,
then the plot should be a straight line. Kinetic biosorption of pseudo-first-ordermodel
occurs chemically and involves valency forces through ion sharing or exchange of
electron between biosorbent and the ions adsorbed onto it [30]. The values of K1

and ln qe are calculated from the slope (K1) and intercept (ln qe), respectively.
Figures 8a and 9a represents the pseudo-first-order kinetic model for cadmium when
both the biosorbents are used. Table 5 represents the parameters of pseudo-first-order
model for cadmium when Annona squamosa seed powder and Phyllanthus acidus
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Fig. 8 a Pseudo-first-order kinetic model for cadmiumwhen Annona squamosa is used as a biosor-
bent, b pseudo-second-order kinetic model for cadmium when Annona squamosa is used as a
biosorbent

seed powder are used as biosorbents, respectively. The correlation coefficient of
Phyllanthus acidus seed powder is found to be 0.9867 which is higher than Annona
squamosa seed powder.

Pseudo-Second-Order Kinetic Model for Cadmium

Pseudo-second-order kinetics is determined by the formula,

t
qt

= 1

K2q2
e
+ t

qe
(10)

where K2 is in (g.mg−1.min−1).
The graph is plotted between t/qt and time (t). The values K2 and qe are calcu-

lated from the slope (1/qe) and intercept (1/K2qe
2), respectively. Figures 8b and 9b

represents the pseudo-first-order model for cadmium when Annona squamosa seed
powder and Phyllanthus acidus seed powder are used as biosorbents, respectively. In
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Fig. 9 a Pseudo-first-order kinetic model for cadmium when Phyllanthus acidus is used as a
biosorbent, b pseudo-second-order kinetic model for cadmium when Phyllanthus acidus is used as
a biosorbent

Table 5 Pseudo-first-order
model parameters for
cadmium

Pseudo-first-order model

For Annona squamosa K1 0.0143

qe 0.137

R2 0.9433

For Phyllanthus acidus K1 0.0124

qe 0.743

R2 0.9867

this kinetic model, the value of t/qt changes linearly with respect to time. This shows
that the adsorption process obeys pseudo-second-order model. Table 6 represents the
pseudo-second-order kineticmodel for cadmiumwhen both the biosorbents are used.
It is found that the correlation coefficient is higher in pseudo-second-order kinetic
model for cadmium compared to pseudo-first-order kinetic model for cadmium.
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Table 6
Pseudo-second-order model
parameters for cadmium

Pseudo-second-order model

For Annona squamosa K2 0.27

qe 0.81

R2 0.9994

For Phyllanthus acidus K2 0.047

qe 4.01

R2 0.9995

5 Conclusion

From the experiment, it is concluded that the efficiency of Annona squamosa seed
powder is higher than Phyllanthus acidus seed powder. From the batch adsorption
study, the adsorption of cadmium by Annona squamosa seed powder is found to be
greater than Phyllanthus acidus seed powder. XRD analysis of the biosorbents is
done, and the characteristics of the biosorbents are identified. The biosorbents are
best suited for the removal of cadmium from thewater sample. Freundlich adsorption
isotherm is found to be best suited for the design of adsorption process as the correla-
tion value is higher. Adsorption kinetic models are also analyzed and pseudo-second
order is found to be suitable for the adsorption of cadmium.
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A Comparative Study on Environmental
Impact Assessment of Recirculating
Aquaculture System and Raceway
System

Pradeep Ramesh, Mohammad Tanveer, R. S. Dharani Shrree, and R. Gokul

Abstract The aquaculture industry is one of the sunshine industries, growing all
over the world. India is a peninsula country with large coastal areas of about 8120
sq. km, which relies significantly on marine resources. The aquaculture industries
serve as the most promising way of meeting the demand for a variety of seafood.
Technological advancement leads to the adoption of upcoming technology in the
aquaculture sector to boost production to fulfill the food requirement of the increasing
population. However, the actual concern for policymakers or government is to utilize
themarine and freshwater resources in an eco-friendlymanner. Hence, themachinery
used in the aquaculture industry must be evaluated for its impact on environmental
sustainability. In this study, the focus has beenmademainly on twomajor aquaculture
and its allied production units viz recirculating aquaculture systems and raceways.
The results obtained from the present study show that there is a significant impact
by these systems to the environment viz ionizing radiation (107.12 × 10–2 KBqU-
235 eq), aquatic eco-toxicity (426.54× 10–2 kg TEG eq to water), and water scarcity
(166.9 × 10–2 m3 world eq). Thus, it necessitates us to understand and improve our
process condition to develop and adopt machinery in a manner to mitigate adverse
impacts on the environment.

Keywords Environmental impact assessment · Aquaculture · Recirculating
aquaculture system · Raceway system

1 Introduction

India has a significant interest on aquaculture. Besides having a vast coastal line,
Indian fisheries have a considerable potential to bloom in culture fisheries by
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employing aquaculture. It helps in attaining the nutritional stability of the country,
providing employment for various groups of people associated with its activity, and
sustaining the livelihood of the fishers. The aquaculture advancement made its tech-
nical side stronger. It helps in increasing productivity by reducing the risk of culture in
every possible way by employing scientific solutions. Some of the advanced systems
are recirculating aquaculture system, raceway, biofloc, aquaponics, etc. In the recent
trends of zerowater exchange and low toxicity level, recirculating aquaculture system
(RAS) is introduced with advanced biofiltration techniques. Other filtration equip-
ments and environmental control are also necessary to maintain quality water and
provide a suitable habitat for fish [2]. The main benefit of RAS is the ability to
reduce the water exchange and maintaining a healthy habitat for fish. The commer-
cial RAS with higher stocking densities are economically profitable [13]. Thus,
many researchers are currently engaged in determining the RAS as a viable form
of intensive aquaculture. It is also imperative to find the impacts caused by types of
machinery used in the RAS system. Hence, the environmental impact assessment
for the RAS system can be examined by using the life cycle assessment (LCA)
tool for improvement of the system. A raceway is a culture unit used for raising
aquatic animals. Raceway systems are one among the oldest aquaculture techniques
used for inland aquaculture [7]. A raceway consists of rectangular basins or canals
made of concrete, constructed with an inlet and outlet. A water recirculation mode is
maintained to retain the standards of water quality to raise aquatic animals at higher
stocking density within the raceway. In its process, it is essential to access the impacts
caused by the machinery used in the raceway [4]. Besides, advantages and needs for
EIA study on types of machinery used [1], it is essential to note that several kinds of
research have already been carried out in both the systems in EIA aspects.

d’Orbcastel et al. [8] conducted study on the EIA of rainbow trout in RAS using
the SimaPro—life cycle assessment tool. Environmental impacts were analyzed
using the following categories viz eutrophication potential, acidification potential,
global warming potential, net primary production use, and non-renewable energy
use. Pelletier et al. [10] analyzed salmon feeds using the SimaPro life cycle assess-
ment tool to analyze the gross nutritional energy result with the system. Pelletier and
Tyedmers [11] conducted a study on EIA of tilapia culture system to find out the
gross nutritional energy based on the previous studies conducted in the year 2009.
Gronroos et al. [3] conducted research on EIA on the net cage system to find out
the gross nutritional energy. The functional unit was set as a metric ton of un-gutted
rainbow trout after slaughtering. This process includes raw material production for
feed, feed manufacturing, packaging production, manufacturing, package, hatchery,
fish farming, and operation of slaughtering. The environmental impact categories
include climate change, acidification, aquatic eutrophication, tropospheric ozone
formation, and depletion of fossil fuels.

Shainee et al. [12] conducted study on EIA of the net cage system to analyze
the economics of the system. Iribarren et al. [5] conducted study on EIA of the raft
system to find out the environmental impacts. Other studies are as integrated farming
system to analyze its economics, and Papatryphon et al. [9] assessed environmental
impacts associated with different feed for rainbow trout production. The study was
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based on the amount of feed required for the production of one metric ton of rainbow
trout. The four analyzed feeds were considered in terms of a normalized nutrient
profile to allow comparison on equivalent basis.

Hence, the present study aims to access the environmental impacts caused by the
types of machinery used for the production of fishes using advanced aquaculture
systems like raceway and recirculating aquaculture systems. The detailed system
description was given in the next section.

2 Material and Method

2.1 Site Information

The environmental impact study was carried out at the raceway and recirculating
aquaculture system available at Advanced Research Farm Facility owned and admin-
istered by Tamil Nadu Dr. J. Jayalalithaa Fisheries University, Nagapattinam. The
facility is established at Madhavaram region of Chennai city, Tamil Nadu, India. The
site possessed with suitable environmental conditions for culturing aquatic organ-
isms and enough water facility. Since it is entirely an indoor facility, the research
work can be carried out without the influence of external conditions at any cost.

2.2 System Description

The raceway and recirculating aquaculture system do not differ significantly on
their structural designs. Only, the operating conditions and the machinery capacity
are the responsible variables in deciding the effectiveness of both the systems. As
discussed, the raceway has the advantage of washing out the feed waste and fecal
waste effectively, and it can give an active environment for the fishes to grow. As
the fishes belong to the category called nektons, it always tends to move against the
water current, and thereby, raceway helps in maintaining the active growth of fishes.

The recirculating aquaculture system has advantage of removing all the waste
materialwith the help ofmechanical and biological filters. Hence, itmakes the culture
easier and improves growth by maintaining the quality of water. The operations are
similar in both the cases, except the machinery capacity and waterway structure in
racewaywhich allows thewater toflow through it.However, recirculating aquaculture
system (RAS) and raceway systems are essentially a technology for farming fish or
other aquatic organisms by reusing the water meant for better production strategies.
These technologies take such advantage by the usage of mechanical and biological
filters. Hence, these can be applied for any aquaculture species such as finfishes,
crustaceans, and oysters [6]. The process flow and descriptions of both the system
where inventories contributed are discussed in detail.
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2.2.1 Culture Tank

The culture tank must help the fish in the sense of quality of water it contains and
tank design. Hence, to design a tank, the parameters viz size, shape, water depth,
and the self-cleaning process should be considered with at most priority. In a circular
or square tank with cut corners, the water moves in the circular pattern making the
whole water in the tank move around the center. The self-cleaning effect depends on
tank design and its hydraulic patterns. A vertical inlet having horizontal adjustment
is a significant way to control the water currents. Hence, in this study, a tank with an
inlet at the upper slope side and an outlet at the lower slope side was used. All the
inlet and outlet are provided with a vertical axis in this study.

2.2.2 Drum Filter

A drum filter is a mechanical filter, to remove the solid waste from the outlet water of
the culture tank. Almost all recirculating aquaculture system filters the outlet water
from the tanks with the so-called microscreen fitted with filter cloth of typically
35 to 100 microns. This filter consists of a drum, rotating in a tank of liquid to be
filtered. The water to be filtered enters the drum and filtered through the drum’s filter
elements. The difference in water level inside/outside of the drum acts as the driving
force for the filtration. As the drum rotates through the water, the vacuum sucks
liquid and solids on to the drum precoat surface. Then, the solid particles present
in the water get trapped by the filter elements, and then, the filtrate will be pumped
away.

2.2.3 Biofilter

Biofilters used in recirculating systems can be of two types, either fixed bed or
moving bed type. It can be worked in submerged water. In the fixed bed filter, the
plastic media present is fixed, and it is not moving. The water in the media runs
through in laminar flow to make contact with the bacterial film. In the moving bed
filter, the plastic media moves inside the biofilter by current created by air pumping.
Because of the constant movement of the media, a moving bed filter gives a higher
turnover rate per m3 of the biofilter. A fixed bed filter removes microscopic organic
material and leaving the water very clear. It helps to maintain the water quality by
removing ammonia, nitrates, and dissolved organic solids in the water.

2.2.4 UV Sterilization Unit

UV sterilization unit works by applying light of a particular wavelength to destroy
the DNA of biological organisms. Especially, pathogenic bacteria and one-celled
organisms are targeted in aquaculture. The best control in the UV sterilization unit is
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achievedwhen effectivemechanical filtration is combinedwith thorough biofiltration
to effectively remove organicmatter from the processwater, making theUV radiation
work effectively. The efficiency depends on size, species to be targeted, and turbidity
of the water. In order to inactivate about 90% of the microorganisms, the water needs
to be treated with 2000–10,000 µWs/cm2. Fungi require 10,000–100,000 µWs/cm2,
and small parasites require 50,000–200,000 µWs/cm2. UV lighting used in this
aquaculture system works underwater to give maximum efficiency.

2.2.5 Cartridge Filter

The cartridge filter is an auto oil filter, having replaceable plastic media to traps
solids. It has a specialized application in recirculating aquaculture systems (RAS)
to remove sediment, metal components, and microorganisms from the water. The
filter should be correctly sized for the required flow of water. Otherwise, the water
blockage may happen. Filters containing very loose media need to be used, where
there is a significant quantity of sediment in the water or higher concentrations of
iron and manganese components.

The schematic diagram of raceway and recirculating aquaculture system is given
in Figs. 1 and 2.

2.2.6 Waterway Channel—Raceway

Figure 2 shows an exclusive structure of raceway system. The waterway structure is
designed to allow the flow of water along the length of the tank. The depth of the tank
is allowed to be at a considerable level, and it was kept as 1.5 m in this study. The
baffle-type waterway is usually followed for this raceway system since it occupies
minimum space. The waterway channel is fitted with a pump, water inlet, aerator,
and water outlet structure.

2.3 Environmental Impact Assessment (EIA)

EIA is a broad term, which includes many aspects related to the impact characteriza-
tion for a particular system. The life cycle analysiswas carried out as per the standards
of ISO 14,040–2006, which defines to include the goal and scope definition, inven-
tory analysis, impact assessment, and interpretation of the result. The OpenLCA
software v(1.9) is used for this study, and it contains the necessary database to carry
out the study.
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Fig. 1 Schematic diagram of RAS setup

2.3.1 Goal and Scope Definition

The principal goal of this impact analysis study is to analyze the impacts caused
by the types of machinery mentioned above with an ultimate aim to evaluate the
efficiency of the system in terms of its environmental sustainability. Furthermore,
this will help in identifying the potential component causingmore significant impacts
to improve the system sustainability.

2.3.2 System Boundaries

The present study focuses on the manufacturing part, components used, and end-of-
life product types ofmachinery used in the systems. The used phase of the component
is also considered with utmost concentrations to analyses the impact in particular.
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Fig. 2 Schematic diagram of raceway setup

2.3.3 Methods

There are two LCA impact methods used to analyses the data viz environmental
footprint indicator method and Impact 2002. The impact analyzed with endpoint
indicators like acidification terrestrial and freshwater, cancer under human health
effects, climate change, and ionizing radiation.

2.3.4 Functional Unit

The functional unit of 15 years of operation was set as the standard value. It helps
in conducting the study during the process of operation in 15 years. The 15 years of
product lifespan is based on the practical experience and reliable assumption. The
types of machinery analyzed mainly includes complex components and structural
components. Hence, the detailed analysis was carried out in that aspect, and the
main parameters used for manufacturing and the process are cement, steel, plastics,
alloy material, UV light, copper, bronze, aluminum, rubber, and water.
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Table 1 Primary inventories
for the life cycle analysis

S. no Category RAS Raceway

Quantity used Quantity used

1 Steel 380 kg 30 kg

2 Copper 18 kg 22 kg

3 Bronze 7 kg 10 kg

4 Aluminum 105 kg 86 kg

5 Plastic <1 kg 3 kg

6 Cement 250 m3 425 m3

7 Concrete 515 m3 680 m3

8 Electricity 810 Kwh 740 Kwh

9 Water 580 m3 380 m3

10 Estimated life 15 years

2.3.5 Inventory Analysis

It is the foremost and important step in every environmental impact analysis study.
It comprises of all the element which takes part in the process of production of
components, uses, and final discard. The total life span of types of machinery used
is assumed based on reliable assumption of 15 years as discussed in 2.3.4. The
inventories are described in Table 1.

3 Environmental Impact Assessment and Result
Interpretation

As discussed in Sect. (2.3), the impact analysis was carried out with the machinery
used in the culture systems. The results obtained with environmental footprint indi-
cator were mentioned below in Table 2 and with Impact 2002 are mentioned in Table
3. Focusing on the issues of environmental factors, for the assessment of the afore-
mentioned impact categories, databases called Agribylase and Ecovinent v2.2 are
used.

The results obtained in the analysis and the combined classification of impacts
are depicted in Figs. 3 and 4. The figure clearly shows that the impacts are not
very different and almost same in every category except eco-toxicity, which results
because of the improper accumulation of waste and other solids. Then impactful
factors caused by the usage of machinery are classified into two such categories
called human-associated impacts and ecological issues. Both the systems render
almost common impacts with approximately the same values.

The land use impact will be higher in case of raceway since it is a flow-through
channel, which is given in Table 2. The material and components used to categorize
the major impacts when compared to the use of case impacts. It is clearly shown
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Table 2 Impact assessment with environmental footprint indicator method

S. no Impact category RAS impact Raceway impact Indicator/Unit

1 Cancer human health effects 1.59 × 10–8 1.534 × 10–8 CTUh

2 Eco-toxicity freshwater 23.35 × 10–4 2.357 × 10–4 CTUe

3 Eutrophication marine 5.86 × 10–7 5.9 × 10–7 Kg N eq

4 Eutrophication terrestrial 6.61 × 10–4 6.68 × 10–5 Mole of N eq

5 Ionizing radiation 10.4 × 10–4 107.12 × 10–4 KBqU-235 eq

6 Land use 1.89 × 10–4 0.087 × 10–4 Pt

7 Non cancer health effects 1.1 × 10–6 1.12 × 10–6 CTUh

8 Resource use, minerals, and metals 3.45 × 10–8 3.4 × 10–9 Kg Sb eq

9 Respiratory inorganics 4.6 × 10–7 4.6 × 10–7 Death

10 Water scarcity 166.9 × 10–4 48.12 × 10–4 m3 world eq

Table 3 Impact assessment with Impact 2002 method

S. no Impact category RAS impact Raceway impact Indicator/Unit

1 Aquatic eco-toxicity 426.54 × 10–2 13.02 × 10–2 Kg TEG eq to water

2 Aquatic eutrophication 1.25 × 10–4 1.2 × 10–4 Kg PO4 eq to water

3 Carcinogen 7.18 × 10–1 20.2210–1 Kg C2H3cl eq to air

4 Ionizing radiation 106.89 × 10–2 10.45 × 10–2 Bq C-14 eq to air

5 Non-carcinogen 1.83 × 10–1 1.832 × 10–1 Kg C2H3cl eq to air

6 Respiratory effect 3.512 × 10–3 3.548 × 10–3 Kg PM-2.5 eq to air

7 Terrestrial eco-toxicity 52.55 × 10–2 5.68 × 10–2 Kg TEG eq to soil

Fig. 3 Graphical representation of impacts by EFP method
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Fig. 4 Graphical representation of impacts by Impact 2002 method

in Fig. 3 that terrestrial eco-toxicity, respiratory effects, ionizing radiation, resource
use, minerals, and metal impacts are the categories which are purely dependent on
the machinery components.

The human-associated impact categories such as ionization, a carcinogen is found
to be present in the considerable limit; however, it is under the limit as shown in Fig. 4.
Since these production systems are ultimately aiming to produce seafood for human
consumption, it gives considerable nutritional output with minimum impactful cate-
gories. When compared the impacts of both the systems, it has no such significant
difference in machinery aspects. However, the impact values of culture practices in
both the systems vary considerably.

4 Conclusion

In this study, the detailed machinery and product description were analyzed, and the
most important of any system from its environmental aspects called environmental
impact assessment were also studied. TheOpen LCA tool, which is the reliable open-
source software used with Agribylase and Ecovinent v2.2 databases was used, and
the results are analyzed. From the results.

1. As a whole, it is observed that there is no such significant difference in systems,
and the systems are not considerably impacting when compared to its advantage
of producing protein food for the country. However, the process of systems
has to be improved or altered with some innovative techniques viz precision
farming, Aqua Intelligent to decrease the impacts even lower. The results help
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in understanding the environmental suitability of the systems along with its
direct output benefit.

2. The results help to prove the systems analyzed which are eco-friendly in nature,
and it can be outreached across the length and breadth of the country making
the fisheries community self-reliant.

3. This paper helps to understand the aquaculture systems properly and obtain
intuition on its working and impact causing nature to the environment.

4. The future scope of the study can include the increased boundary limits, and
also the analysis can be carried out for outdoor units by considering culture
variables also.
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Exploring the Efficacy of Anammox
Hybrid Reactor Technology Towards
Nitrogen Removal: A Promising
Alternative to Conventional Nitrogen
Removal Systems

Swati Tomar, S. K. Gupta, and R. K. Verma

Abstract Successful application of anammox has revolutionised the field of biolog-
ical nitrogen removal and offers potential promise over conventional nitrification–
denitrification processes owing to considerable saving in aeration costs, absence of
external carbon sources and significantly low sludge production. For the purpose of
study, anammox process was established in a hybrid reactor configuration, which
integrates the concept of attached and suspended microbial growth for the treatment
of nitrogen-laden effluents. To evolve themost economical design of bioreactor, HRT
study was performed at different HRTs varying from 3.0 to 0.25 days. The study
revealed best reactor performance at an optimal HRT of 1 day with a corresponding
nitrogen removal efficiency (NRE) of 95.1%. Filter media (FM) in anammox hybrid
reactor (AHR)benefitted the overall reactor performance in termsof additional 15.4%
ammonium removal and enhanced biomass retention. The mass balance of nitrogen
in AHR dictated major chunk (79.1%) of influent nitrogen conversion to N2 gas, in
addition to 11.25% accounting for biomass synthesis. The novel anammox process
offers immense opportunities for dealingwith nitrogen-richwastewater; however, the
field-scale applications are restricted by organic matter (OM) presence in wastew-
ater streams. To overcome this, a novel strategy of seeding anaerobic granular sludge
was investigated to achieve simultaneous OM and nitrogen removal in AHR. The
study deciphered outstanding performance of AHR at optimal COD/N ratio of 0.54
accounting for both OM and nitrogen removal of 94.8% and 96.8%, respectively.
Haldane model was used to investigate the kinetics of substrate inhibition in AHR,
which was attributed to the presence of OM, nitrite and free ammonia. The inocula-
tion strategy of anaerobic granular sludge not only proved to be a boon for anammox
sustenance in severely high organic loads but also expedited simultaneous removal
of both the pollutants.
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Keywords Anammox · Hybrid reactor · Nitrogen removal · Organic matter ·
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1 Introduction

Nitrogenous compounds, particularly, ammonium from various industrial, agricul-
tural and domestic sources, finds its way to our precious water bodies leading to
eutrophication and their subsequent contamination. The effluent from these indus-
tries, viz., leachate, coke oven, hoggery andmeat processing companies, pharmaceu-
ticals, tanneries, monosodium glutamate and fertiliser wastewaters is rich in ammo-
nium content, found in the range 116 to 2600 mg-NH4-N/L [1–6, 30–32]. This
nitrogen-laden wastewater is not only detrimental to human health but also poses
severe threat to aquatic flora and fauna. Thus, industries are looking forward to
viable nitrogen elimination technologies in terms of higher removal efficiency and
sound economic viability.

The conventional nitrification and denitrification process demands high energy
with organic carbon donors and is characterised by increased operational cost and
limitation of sludge disposal. Ammonium stripper shows limited applicability owing
to relatively reduced efficiency of stripping (50–65%) coupled with the menace
of air pollution. ANaerobic AMMonium Oxidation (anammox) is a novel micro-
bial process that has revolutionised the field of conventional nitrogen removal and
industrial wastewater treatment by carrying out single-step oxidation of ammonium
under strictly anaerobic environment using nitrite, and the process is accomplished
in complete absence of external carbon sources.

The intensified application of anammox technology is attributed to low sludge
production, significantly reduced cost of aeration coupled with exogenous electron
donor saving which makes this process competent and economically viable over
conventional technologies. Various laboratory-scale anammox reactors have demon-
strated super high-rate performance with a nitrogen removal rate (NRR) of 26.0–76.7
kgN/m3d [7, 8], indicating anammox as a most suitable approach for the treat-
ment of nitrogen laden wastewaters. Present study investigated anammox process
in a unique configuration of hybrid reactor, which conglomerates the promising
features of both attached and suspended growth systems. Filter media (FM) consti-
tutes attached growth and facilitates enhanced biomass retention and boosts nitrogen
removal performance many folds.

While this novel microbial process offers immense opportunities for the treat-
ment of nitrogen laden wastewater, its industrial applications are restricted by the
presence of various inhibitors, such as dissolved oxygen (DO), nitrite, free ammonia
(FA), other toxic and recalcitrant organic matter (OM) compounds, heavy metals,
sulphide and phosphate in the effluent streams [9]. Moreover, the process is also
limited by its delayed start-up in biological systems due to long start-up period of
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anammox bacteria. Hence, there is an acute need to evolve a strategy for early start-
up and efficient control of inhibiting factors to facilitate industrial application of the
technology.

Integrating anammox with organic pre-treatment is a viable approach to deal with
actual industrial effluent [10]. However, stable process performance coupled with
higher substrate removal efficiency is still the major bottleneck of this process owing
to the sensitivity of anammox bacteria to various factors, viz., DO, influent organic
matter, suspended solids other refractory organics [11–13]. Several researchers
emphasised that the strategy of extensive acclimation coupled with intermittent
seeding can greatly reduce the impact of inhibition factors on anammox activity.
Ni et al. [14] demonstrated the robust application of granular anammox sludge in his
bio-setup and achieved ammonium removal efficiency (ARE) of 80% at higher C/N
ratio of 3:1 owing to high tolerance of acclimatised consortia to OM. Henceforth,
a novel strategy of seeding anaerobic granular sludge was devised in the study to
establish proficient symbiosis amongst different bacterial communities and facilitate
simultaneous removal of both OM and nitrogen. None of the researchers have so far
attempted this strategy to achieve degradation of both the pollutants and establish its
industrial acceptance. Furthermore, the inhibition kinetics was evaluated employing
OM, free ammonia (FA) and nitrite as inhibitors with the help of Haldane model.

2 Material and Methods

2.1 Bioreactor Set-Up and Inoculum Sludge

The bioreactor set-up used for experimental analysis (Fig. 1B) was fabricated as
per the guidelines of [15], using a sheet of transparent acrylic plastic of diameter
10 cm and height 65 cm. The capacity of the reactor was 5 L. Polyvinyl chloride
(PVC) carriers (55 nos.) served as filtermedia and constituted attached growth system
in anammox hybrid reactor (AHR). The bioreactor conglomerated the advantages
of both attached and suspended growth. FM in the uppermost section provides an
active surface area for attachment of biofilms while sludge blanket in the lower
section forms suspended growth system (Fig. 1A). To avoid the algal growth and
oxygen evolution, AHRwas covered with black sheet all across its surface (Fig. 1B).
Synthetic wastewater was fed to the reactor [16], and a constant flow rate was ensured
using a peristaltic pump. Activated and anoxic sludge in the ratio 1:1 (v/v) served as
an inoculum for early start-up of AHR. The mixed seed culture was grey in colour
and contained VSS of 1.68 g/l.
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a b

Fig. 1 Anammox hybrid reactor A Diagrammatic illustration B Bioreactor set-up for experiment

2.2 Strategy of Reactor Operation

To establish anammox activity in AHR, optimal NO2/NH4 ratio (1:1) wasmaintained
at an HRT of 1d, and bioreactors were fed with ammonium and nitrite concentration
each of 100 mg/l. The performance of the reactors was monitored till pseudo-steady
state (PSS) was achieved, which was apparently a period of 30 days. Later, the
influent concentration (ammonium and nitrite) were stepped up to 600 mg/l each and
maintained constant thereafter. For HRT study, bioreactor performance was analysed
at differentHRTs (3.0–0.25 d), so as to explore the optimalHRT for its efficient design
and economical operation. To achieve the objective, the reactors performance was
monitored for 15 days, after which stable performance was reached and the average
values of the PSS removal was reported pertaining to each HRT. The contribution
of FM towards nitrogen removal and reduced sludge washout was worked out by
collecting effluent samples from outlets I and II, one above and one below the filter
media. Mass balance of nitrogen was assessed to analyse the fate of input nitrogen
and determine its conversion into different forms using Eq. (1):

Nin f = Nef f + Ngas + Nsyn (1)

where N inf and Neff represent the nitrogen concentrations in the influent and effluent,
respectively, and Ngas refers to the nitrogen contributing towards nitrogen gas
production, while N syn indicates utilisation of nitrogen for biomass synthesis.

After HRT study, the reactors were inoculated with anaerobic granular sludge (1:5
v/v), from a high-rate UASB reactor treating coke oven wastewater. The mixture was
then acclimatised to higher influent COD (50 to 1000mg/L) with gradual supplement
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of simulated wastewater fed with glucose and COD/TN ratio was varied from 0.04 to
0.83, till the attainment of process inhibition in AHR. Haldane model was used in the
study to investigate inhibition kinetics employing nitrite, FA and COD as inhibitors.

2.3 Methods of Analysis

The analysis of physico-chemical parameters, viz., pH, alkalinity, ammonium, COD,
nitrite, nitrate, VSS and TSS was carried out in the experimental study [17]. Water
displacement method was used to measure the volume of gas liberated in AHR, and
its composition was checked using gas chromatograph (GC), operated at injector and
detector temperatures of 120 ºC and 150 ºC, respectively. The carrier gas used was
H2 @ 20 ml/min, and the detector to analyse gas samples was thermal conductivity
detector.

2.4 Quality Assurance /quality Control Procedure (QA/QC)

Triplicate sample analysis was used to maintain the precision during the entire exper-
imental study. Relative percentage difference (RPD) was calculated and cross veri-
fied between two parallel samples. In case of RPD value >5%, the samples were
re-analysed. The final value marked the average of the triplicate readings. Injection
of every ten samples was followed by continuous calibration checks. If the RPD was
>10%, the instrument was recalibrated.

2.5 Haldane Inhibition Kinetics

Haldane model to describe bacterial inhibition kinetics is illustrated by Eq. (2):

q = qmax

1+ Ks
S + S

Ki

(2)

where q represents specific conversion rate (1/d) and qmax denotes maximum specific
conversion rate (1/d); Ks is half saturation constant (mg/L); Ki represents substrate
inhibition constant (mg/L) with S as the substrate concentration (mg/l).
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3 Results and Discussion

3.1 Investigating the Impact of HRT on Bioreactor
Performance

Optimal HRT is essential to benefit the design of bioreactor in terms of higher effi-
ciency and cost effective operation. Figure 2 depicts the bioreactor performance under
varying HRTs from 3 to 0.25d. At an HRT of 2.25 day, AHR achieved maximum
nitrogen removal of 97.5% at a NLR of 0.53 kg N/m3d. However, further decline in
HRT (from 2.25 days to 1 day) resulted depreciation in nitrogen removal efficiency
(NRE), but the rate was marginal. Hence, optimal performance of AHR was regis-
tered at an HRT of 1.0 day deciphering nitrogen removal of 95.1%.With further drop
in HRT to < 1 day, NRE showed a sharp decline to 78.6% corresponding to an HRT
of 0.25 day. Ammonium removal also depicted a similar profile. However, there was
no appreciable change in nitrite removal efficiency (NiRE) with decline in HRT. The
substrate removal efficiency observed in our study is found to be appreciably higher
than reported [18, 19], which might be attributed to the role of filter media, which
significantly enhances the biomass retention in AHR.

Xing et al. [20] also observed a similar occurrence in multi- and single-fed UASB
reactors, wherein NRE declined for both the reactors and were found to be 55.7%
and 60.4%, respectively, with decrease in HRT. A possible reason could be sudden
increase inNLRat a lowerHRT,which could have perturbed the reactor performance,
indicating susceptibility of anammox bacteria to hydraulic shocks. Furthermore,
other operational parameters including, pHof the reactorwas 8.8± 0.2 at anHRTof <
1day,whichmight have elevated theFAconcentration (9.4mg/l to 15.7mg/l) inAHR,
resulting decline in ARE. However, the strategy of extensive acclimation adopted in
our study led to high nitrogen removal coupled with weakened FA inhibition.
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3.2 Effect of Filter Media on Nitrogen Removal and Biomass
Retention

Filter media in AHR provides active surface area for attachment of the biofilms and
fosters enhanced biomass retention. Figure 3A depicts ammonium removal (ARE)
and nitrite removal (NiRE) profile of AHR at two different outlets. The average ARE
at outlets I (87.8%) was significantly higher than at outlet II (72.4%), and NiRE
also showed a similar profile at both the outlets. This might be due to the evolved
feature of FM in AHR, which enhanced ammonium removal by 15.4%. The sludge
washout rate, which pertains to biomass retention and governs the overall process
efficiency, was also determined at both the outlets. The results indicated that the
average value of sludge washout rate was reported lower for outlet I (0.22 g/d) than
outlet II (0.30 g/d) (Fig. 3B). A possible reason could be the presence of the FM,
which catches the active biomass cells and leads to considerable reduction (29%) in
the sludge washout from AHR. Thus, hybrid configuration of the bioreactor adopted
in this study not only improved nitrogen elimination from the effluent but also reduced
the washout of active biomass from AHR. Several researchers have advocated the
applicability of hybrid reactors over conventional UASB systems for the treatment of
variable refractory organics such as TCE, phenols, cyanides and other toxic organic
compounds. Duan et al. [19] adopted hybrid reactor configuration with non-woven
carrier as FM and reported pronounced biomass retention (2.8%) in addition to high
NRR (8.1%). In a similar study attempted in an upflow biofilter (UBF), string-shaped
plastic filter media enhanced the nitrogen removal to 89.5% [21].

3.3 Stoichiometry of Nitrogen Conversion in AHR

Mass balance was performed to analyse the fate of nitrogen and its utilisation into
different forms inAHRby defining its stoichiometry. The study revealedmajor chunk
(79.1%) of influent nitrogen was converted into N2 gas (79.1%), followed by 11.25%
accounting for biomass synthesis and 4.56% going into the treated effluent as nitrate
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Fig. 4 Mass balance of nitrogen in AHR

(Fig. 4). Very meagre amount was remaining in the effluent as NH4-N (2.82%) and
NO2-N (1.81%) and 0.51% remained unclassified. Limited research focussed on
evaluating the mass balance of nitrogen in anammox chemistry. However, in a study
by Ni et al. [22], relatively lower fraction (68.5%) of influent nitrogen was found to
be converted into N2 gas and a comparatively larger portion (15.4%) got eliminated
as nitrate. Higher fraction of input nitrogen being converted into N2 gas was possible
in our study due to the hybrid reactor configuration, and the use of the FM in AHR.
The FM increases the active surface area to enable attachment of the biofilms and
subsequently enhances the biomass retention, which results in higher conversion
efficiency of influent nitrogen into N2 gas, and minimises nitrate production in the
treated effluent. Formation of nitrate is triggered by excess concentration of nitrite
in the treated effluent. The possibility of nitrite conversion into nitrate was ruled out
in our study due to consistently higher NiRE.

3.4 Impact of Inoculation Strategy on OM and Nitrogen
Removal

Extensive acclimation of sludge coupled with intermittent seeding can greatly
improve the tolerance of anammox bacteria to OM concentrations. COD/TN ratio is
considered instrumental in controlling the process performance and efficiency of the
bioreactor. The study indicated that therewas no appreciable change inNREobserved
as the COD/TN ratio was increased from 0.04 to 0.54 (Fig. 5). On the contrary,
the COD removal efficiency (CRE) registered an increment consistently up to a
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COD/TN ratio of 0.54. Both the pollutants were removed simultaneously in the study.
This could have been possible due to the association of symbiosis existing between
bacterial communities such as anammox, denitrifiers and anaerobes. However, with
further increase in COD concentration (>650 mg/l), both nitrogen and OM removal
registered a decline as observed with decrease in NRE and CRE, respectively. This
suggested that optimal COD/TN ratio for simultaneous removal of both the pollu-
tants was 0.54. Anammox activity registered a decline with increase in organic load
as was observed by decreased nitrate in the treated effluent coupled with increase in
alkalinity in the effluent samples. Several researchers advocated the adverse impact
of OM load on anammox activity with inhibitory COD concentration reported in
the range of 292 to 300 mg/L [23, 24]. However, the anammox activity in AHR
showed a robust tolerance and outcompeted others with a COD sustaining capacity
of 650 mg/L. A possible reason could be an appropriate inoculation strategy which
might have fostered the optimal ratio of anaerobes, anammox and denitrifiers in the
anaerobic granular sludge, leading to attainment of proficient symbiosis between
operational the pathways. Not only this, the robustness of the bioreactor to sustain
high COD load was evident from comparatively higher COD removal in our study
than others [25, 26].

3.5 Investigating Inhibition Kinetics Using Haldane Model
Along with Model Validation

Kinetics of inhibition for various substrates, primarily COD, nitrite and FA was
evaluated using Haldane model. The model plot indicated highest correlation for
COD and was followed by NH4-N and NO2-N (Fig. 6). The maximum specific
conversion attained in our study (for NH4-N and NO2-N) was comparatively lower
than the values reported in literature (Table 1). A possible reason could be OM
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inhibition in additional to low nitrogen loading rate (NLR). Half saturation constant
was appreciably higher forNO2-N [29] andwas almost similar forNH4-N. This could
have been possible due to excess nitrite utilisation in denitrification and anammox
pathways. The bioreactor demonstrated highest tolerance for NH4-N followed by
COD and nitrite as is evident from their respective Ki values, which were in line
with the ones reported [14, 24, 28, 29]. Suitably, the Haldane model fit for different
substrates viz., ammonium, nitrite and COD can be well depicted by Eqs. (3–5)

q = 17.49

1+ 45.81
S + S

930.2

(3)

q = 22.56

1+ 73.55
S + S

220.8

(4)

q = 32.92

1+ 184.2
S + S

354.9

(5)

Themodels validation was performed taken into consideration ammonium, nitrite
and COD in the effluent. Figure 7 demonstrates a very strong correlation between
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Fig. 7 Haldane model validation A NH4-N B NO2-N C COD

observed and predicted values for COD followed by NH4-N, indicating COD as
the most influential parameter which is responsible for causing bacterial inhibition
in AHR. The value registered in case of NO2-N was appreciably poor. This can
be explained with the fact that nitrite was continuously utilised in anammox and
denitrification pathways, leading to its higher removal, and hence, the possibility
of nitrite inhibition can also be curtailed in the study. FA inhibition was minimised
in the study due to optimal pH conditions maintained in the reactor. Thus, Haldane
model can could perform well in determining the fate of COD inhibition in AHR.
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4 Conclusion

The bioreactor offers immense potential for nitrogen removal (95.1%) in its hybrid
configuration at optimal HRT of 1 day. FM contributes to additional 15.4% nitrogen
removal and leads to enhancement in biomass retention by 29%. The major chunk of
the input nitrogen was converted into nitrogen gas followed by some portion utilised
in biomass synthesis, and a relatively small fraction going as nitrate in the effluent.
The strategy of seeding granular anaerobic sludge facilitated symbiosis between
anammox and anaerobes resulting in appreciable removal of both the pollutants.
The bioreactor showed robust performance up to an influent COD load of 650 mg/l,
beyond which substrate inhibition was observed. Haldane model could suitably be
used to evaluate inhibition kinetics in AHR with COD as the prime inhibitor. The
study works out a novel strategy to overcome OM inhibition in laboratory-scale and
opens the door for industries and academicians for its field-scale implementation.
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Smart and Water-Efficient Automatic
Drip Irrigation System

Sanmit P. Nalawade and Pravin A. Manatkar

Abstract In the farming or agricultural sector, water shorting was one of the big and
common problems which all farmers are facing nowadays all over the country. So
it is very important to improve and increase the efficiency of irrigation methods so
that the maximum farm area will be covered and irrigate will be done with less water
quantity. The improved method will also reduce the wastage of water. Presently
farmers are using drip irrigation method to minimize the water use and irrigate
maximum area of field. But technically this method was not efficient as all. We can
improve and increases the efficiency of this irrigation method by taking the help of
technology and installing some useful sensors on our farm. But existing system has
lot of disadvantages. It only irrigates the land by sensing moisture of soil. The new
improved method is named as “smart and water-efficient automatic drip irrigation
system.” This system provides facilities to the farmers to irrigate the land equally
with the available water quantity at resources. This system also provides the facility
of selecting rate of water discharging, choosing water requirements of crops, etc. It
has few new sensors that analyze the weather condition and control the system.

Keywords Automatic drip irrigation system · Forecasting of weather ·Moisture
content ·Weather conditions ·Water requirements · Sustainable irrigation · Smart
farming

1 Introduction

In nowadays, all the farmers along the country in need to apply water and irrigate
there is farm very efficiently, due to the current water lacking issue. With respect to
that there are numbers of research to find a solution andmake irrigation as possible as
more efficient to overcome this problem. The current condition of water shorting in
India is very critical; the water shorting issue was already affected on large number of
population. There are many international places which suffering from same problem
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but they had overcome this problem nicely by effective use of water. Comparing this
issue with those countries, we have to need to find some solution and overcome that
issue. So we can able to use available water for 12 months without facing any issue.

Irrigation was the main factor for cultivating and harvesting the crops to meet our
daily needs of food. In agricultural sector, there are number of irrigation methods
like surface irrigation method, flood irrigation method, sprinkler and drip irrigation
method. The flood irrigation method is not as efficient because of uneven spreading
and distribution of water taken place. Also, the quantity of water required is more.
Drip irrigation method and sprinkles irrigation method are the efficient in some way
due to less water requirement. In drip irrigation method, water was pumped and
directly applies near the roots of crops, and in sprinkler irrigation method, water was
pumped in high pressure with a special pump and passes over toward the sprinkler.
Sprinklers are equipped with nozzles which spray the water toward the sky in the
air, when sprayed comes down toward the earth it falls like a rain. But if the water
contains some dissolved impurities, salt damages the plant. It is very big drawback of
this system. A disadvantage of sprinkler irrigation is that many plants are touchy to
foliar damagewhen sprinkledwith salinewaters. Also, the installation costmaintains
and repairing cost of sprinkler irrigation method was much more therefore farmers
who have less land cannot afford it [1].

In drip irrigation method, water was distributed at very less discharging rate, i.e.,
approximately 5–20 L/Hour. The water will be directly distributed nears the roots
of crops so the water requirement was very less. In drip irrigation method, water is
continuously supplied at root zone in form of droplets by the help of plastic drip
pipes and plastic drippers. In drip irrigation method, there is negligible water loss,
and due to this, we can achieve about 85%-90% efficiency [1–5] (Fig. 1).

2 System Module

2.1 Working Steps

The following steps are involved in the proposed “Smart, Water-Efficient Automatic
Drip Irrigation System.”

Step i. —Installation of Sensors.
The various useful necessary sensors are placed in appropriate location.
Soil moisture content counting sensor will be installed below the top
surface inside the soil at square, pentagonal, and hexagonal forms, it
continuously observing the value of moisture content in the soil. Rain
sensors, temperature sensor, and humidity measuring sensors are installed
above the ground level. This all sensors reordered various counts and
forward this counts to the microprocessor.

Step ii. —Data Processing.
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Fig. 1 Typical layout of existing drip irrigation system [9]

The processing unit was analyzed and processes the received data, and the
readable counts send to the farmers on his mobile. Then farmers give them
any command about switching on and switching off the water pumps.
After getting command from the farmers, these commands send to the
microcontroller. Microcontroller controls the water pumps by switching
them on and off.
If the farmer gives auto control command thenmicroprocessor reprocesses
the obtained values. If the obtained values were less than specified values,
then it informs to microcontroller about switching on the water pumps.
If the obtained values were more than specified values, then it informs to
microcontroller about switching off the water pumps. The all the informa-
tion and status off water pumps and sensors values are sent to the farmers
on his mobile.

Step iii. —Switching On/Off the pumps.
As per the instruction given by data processing unit, the microcontroller
switching on and off the water pump. Also, it was sent back the status of
the water pump to the data processing unit.
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2.2 Working Principle off Automatic Mode

• If the sensors observed and detect the less value count of moisture content of soil
and humidity present in the air, the microprocessor analyzed the count and send
the command to the microprocessor, microcontroller will automatically start the
water pump.

• After getting the water to the crops, till value reaches the specified value the
water pump remains in on condition. When values reached at specified limit, the
microprocessor sends the command about turning off to the microcontroller. It
will automatically turn off the water pump.

• If the automatic mode is turned on, and it sensors detected more temperature and
less humidity than specified values, system was also start the pump and stay as
on “ON” condition till the valves of moisture content of soil reach the specified
limit.

• If the weather forecasting or climate prediction system turn on, and it receives the
information about the possibility of rain, the microcontroller automatically turns
off the water pump and the information and status of pumps to the farmers on
their mobiles. It will avoid the damage of crops and also avoid the deposition of
excess water in farms.

• There is facility of energy backup. By providing recharging battery with the solar
energy harvesting system, the automatic irrigation system stays as on if the supply
of electric energy is cut. This method is also useful in remote area where the
creating of network of electricity is and very difficult and costly. By using solar
harvested energy, we can reduce in electric energy supply bill.

2.3 Hardware Requirements

We can require the following hardware components for use and run the proposed
smart, water-efficient automatic drip irrigation system [8].

(a) Microcontroller
(b) Processing unit
(c) Various sensors
(d) Voltage regulator
(e) GSM module
(f) Motor starter and relay
(g) Electromagnetic valve

2.4 Software Requirements

We can require the following software installed in microprocessor for use and run
the proposed smart, water-efficient automatic drip irrigation system [8].
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Fig. 2 Flow diagram of “smart, water-efficient automatic drip irrigation system”

(a) Keil compiler
(b) Language: Embedded C (Fig. 2).

3 Physical and Hydrological Parameters of System

3.1 Physical Parameters

This proposed smart and water-efficient automatic drip irrigation system is designed
by considering the low-cost materials available in the local market. The following
materials are required for experimental setup. [10]

1. Submersible Pump:

A pump is used to lift the water from the sources by mechanical energy. This pump
requires 12 V DC of power supply. The whole assembly is submerged in the water.
The main advantage of this type of pump is that it prevents pump cavitations, a
problem associated with a high elevation difference between the pump and the fluid
surface. Submersibles pumps are more efficient than jet pumps.

2. Emitters/Drippers:

This dripper can be connected to the tubing or can be inside the tubing and deliver
water at a slow, consistent rate, usually, 5–20 L/Hour.
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3. Drip Pipe:

There are generally two types of pipes, polyethylene tubing and rigid PVCwhich are
used. The internal diameter of pipe “1/4 inch,” “1/2 inch,” “3/4 inch” which delivers
the water to the emitters.

4. Electromagnetic Valves:

We can use automatically operated electromagnetic control valves to control the
water supply on and off. This valve needs to connect to the microcontroller.

5. Pressure Regulator:

These pressure regulators reduce the pressure of arriving water to the ideal pressure
for the smooth working of drip irrigation system. This pressure is usually less than
20 PSI.

6. Filter:

All drip irrigation systems have needed some type of water filter to remove dirt and
debris from clogging the emitters. For this proposed system, we can use any suitable
filter. The size of filter is 1.5” × 20” and approximate filter capacity is 10 m3/hr.

3.2 Hydrological Parameters

There are mainly two sources of irrigation water, and they are canal water and well
water. This water contains considerable amount of unnecessary or unwanted impuri-
ties dissolved from that may ill affect on soil and reduce soil fertility and crop growth
[11].

These unwanted impurities resulted reduce in the water quality. The main
parameters are as follows:-

1. Electrical conductivity (EC)
2. Total dissolved solids (TDS)
3. Sodium adsorption ratio (SAR)
4. Residual sodium carbonate (RSC) (Table 1).

4 Future Implementations of System

By using this automatic drip irrigation system, we can reduce the consumption of
the water, electricity, and manpower considerably. The smart, water-efficient auto-
matic drip irrigation system will request and encourage more farmers to install it in
their farm for the purpose of increasing productivity and reduced the maintaining
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Table 1 Irrigation water quality standards [11]

Water quality EC @ 25 °C
(Micromhos/cm)

TDS
(mg/L)

SAR
(meq/L)

RSC
(meq/L)

Excellent <250 <160 <10 <1.25

Good 250–750 160–500 10–18 1.25–2.5

Medium 750–2250 500–1500 18–26 >2.5

Bad 2250–4000 1500–2500 >26 -

Very Bad >4000 >2500 >26 -

cost. After the number of experiment performed on it, it is seen that the automatic
drip irrigation method consumes less water and less electric energy. Also, very less
manpower is required to run this system. The installation cost of the systems was
also affordable and maintains that cost is also low. In future, it is possible to add
more sensors [7].

Major challenges nowadays to develop the automatic drip irrigation system that
also runs on low water pressure and provides the uniform flow rate with pressure
compensating emitters. This problem is very common problem all over. So we need
to find out the solution and overcome this problem by redeveloping this system.
During design process of this system, the main pressure of water at inlet, size of
network pipes, filtration rate of water, and pressure at vacuum vents are considered
[8].

Also, there are scopes to develop the proposed automatic drip irrigation system
which drives the water pumps and maintains water distribution based on the require-
ment of water of crops. These water requirements are varying with the types of
soil and types of crops. Due to variation in that this is required to give an option
of selecting type of seasons, type of field, type of plants, and delta required for that
crops to the users. Also scope to devolve this system in that way, the system is run and
controls on voice commands of the farmers. The proposed system makes decisions
based on the growth period of the crop [8].

As one step ahead built a system that senses the interruption of wild and domestic
animals in the field, and automatically starting to honking and making sound makes
scary environment so the animals go away, as well as system sends information of
that animals. The possible damage of the field and loss of crops are easily avoided.

One more step ahead in developing of this proposed system, we can make this
system capable to measure the quantity of soil parameters and analyze the physical
properties and chemical properties of soil. By this data, users can easily understand
the requirement of soil and mix the fertilizers as per requirements. Due to this, the
excess cost on fertilizer and damages of land due to the fertilizer can be avoided.

There is also scope to develop this system which observing the breeding of any
diseases spreading insects, larvae, and other crops eating flies and gives the infor-
mation about that to the users. So the users can easily apply suitable medicine or
insecticides and avoid loss.
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The system should also be capable to prevent damage of the water pump from
dry and over load, as well as problems like failure of energy supply. This system
controls the water supply by switching and operating specially equipped valves made
by electromagnet or valves that are connected to small motor. The operation of
system is totally depending upon the observation and data collecting by sensors.
Also, the role of farmers is very important, because no one who understands more
than farmers about his field. A farmer was well known, well aware, and well updated
about condition of his field. This system supports real-time information system, and
the users can receive real-time information. So he is well known and updated about
the status of the water pump and conditions of the field.

5 Benefits of Proposed Smart, Water-Efficient Automatic
Drip Irrigation System

Traditional irrigation methods are not suitable to handle the water shorting situation.
Now this advanced irrigation technique with modern technology will be beneficial
to all farmers and meet the all requirements of all farmers. It has the following
advantages [6].

• Productivity increases.
• Water efficient.
• Reduce rate of nutrient leaching and soil erosion.
• Low maintains cost.
• High-quality crop production.
• All weathers sustainable system.
• Reduce cost of fertilizations.
• Reduce loss due to various diseases.
• Reduce cost of insecticides.
• Reduction in the electricity bills.
• Reduce weeds growths.
• Reduce runoff of fertilizers into groundwater.
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7 Conclusion

The system has low maintains and installation cost. It should also be capable to
prevent damage of the water pump from dry and over load, as well as problems
like failure of energy supply. Also, this advanced irrigation technique with modern
technologywill beneficial to all farmers andmeets the all requirements of all farmers.
This system is water-efficient and increases the productivity of crops. Reduce the
rate of nutrient leaching and soil erosion also reduces the cost of fertilizations.

With advanced techniques, the system detects the breeding of diseases causing
insects and informs the users so the users can apply suitable insecticides so the cost
of that was decreased. It results in high-quality products from field. The system was
all weathers’ system. So by using solar power, it reduces the electricity bills.
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Analytical Study of Scour Mechanism
Around Immersed Rectangular Vane
Structures

Priyanka Roy, Subhasish Das, Anupama Dey, and Rajib Das

Abstract The intricacy of sedimentation and its transport in alluvial channels is a
matter of great apprehension in the arena of hydraulic engineering. In this perspective,
a submergedvane plays a dynamic part by providing an effective and efficient solution
of sediment management. An immersed vane structure acts as a vortices-generating
contrivance that can be employed for controlling the channel bed erosion in streams.
Theflowpattern downstreamof the vane can be transformedbyfixing the vanes on the
streambed at a certain angle, resulting in themodification of shear stress and sediment
redistribution on the channel bed. Immersed vanes have found numerous functions in
channel hydraulics, but commonly, immersed vanes are applied to generate optimal
riverbed depth, to diminish unnecessary scour or sediment deposition, and an overall
improvement of navigability. In the present study, four clearwater experiments are
performed using rectangular single, double, and triple vanes arrangements to analyze
the equilibrium scour pattern around the vanes positioned at 150 angle of attack
The contours of scouring holes developed around the immersed vanes are plotted.
From the evaluation of the scour geometries and contours morphology around such
arrangements of submerged vanes, it is observed that for each set of arrangement,
there is a variation in the scour formation in the upstream and downstream side of
the flow, which in turn gives a clear idea about the scour patterns around them. The
scours are observed to bemore for the downstream vanes in the case ofmultiple vanes
in comparison with a single vane. The horseshoe vortex and wake vortex are much
stronger at the place near to the vane. The experimental study provides an insight into
the proper design and placement of vanes which could be further utilized for more
effective channelizing of sediments toward the bank, enhancing the navigability of
the channel.

Keywords Scour mechanism · Submerged rectangular vane · Scour contour ·
Sediment channelizing
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1 Introduction

An immersed vane is a vortices-generatingmechanism that is able to control the emer-
gence of a channel bed at natural streams. The immersed vane is basically a baffle
of low height placed at the bottom of the river or channel at a certain diversion angle
that redirects flow movement of the concerned channel and thus produces resulting
currents in main-stream channels. As a result, the intensity of redirected flow and
bottom shear stresses directions are simultaneously modified, and thereby, sediments
are reallocated throughout the channel cross section. Therefore, these immersed vane
structures have received numerous applications for channel hydraulics, for instance
protecting banks from curved sections, protecting bridge pillars, and preventing sedi-
ment drifting in hydro-power and irrigation channel sections. In addition, they can
produce an optimal depth of riverbed, also reduce unnecessary flooding or erosion,
improve river flow completely, settle braided and wandering rivers by removing bars
and debris, and thereby form suitable habitation for aquatic animals.

An immersed vane is an effective way to manage sediment in alluvial rivers.
By inserting multiple vanes in the streambed angling to flow, the pattern of flow
movement at the bottom of the immersed vane is transformed and shear pressure on
the channel bed is newly redistributed. Accordingly, the bed sediments are moved
randomly across the section across the channel. With the proper arrangement of
immersed vanes, a definite segment of streambed influenced by immersed vanes
can sensibly be updated into any pre-designated profile which is highly preferred
for channel managing. The effectiveness of controlling sediment using an immersed
vane is associated with its three dimensions, submergence nature, and form. Most
immersed vanes in-ground applications are basically rectangle plates, mainly owing
to their plainness for designing and constructing. Some difficult designs tested in
laboratory studies have air-foil type sectional profiles. It is evident that vanes are
structures to divert the flow of a river, however, like a structure placed on the riverbed
and local scour aroundwhich is also a common phenomenon. Local scouring forming
around structures is the prime cause of the obliteration of countless manmade struc-
tures inside channels. An approximation ofmaximumprobable scouring surrounding
any manmade structure is essential for channels’ safe design.

Inmany smaller channels, it is noticeable that due to the depositionof sediment, the
depth of the channel reduces a great extent. This makes it difficult to navigate. Hence,
if the sediments could be shifted to one side of the bank of the smaller channels, it
can help to navigate. And the proliferation of bank erosion and deposition in smaller
channels is a prime resource managing problem. Bank erosion usually occurs at
the curves of stream channels, where definite interaction between the vertical grade
of velocity and subsequent curvature of flow produces a purported secondary or
rotational flow.

Numerous researches report on predicting the geometries of scouring and flow
characteristics around structures and various estimates developed by various inves-
tigators [1–15]. Extensive research was presented that contains the temporary emer-
gence of large flow elements around the circular structures placed in a sedimentary
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bed [2, 3]. Similar results were obtained from a semi-circular structure arrangement
placed next to the channel bank wall [4]. Experimental investigation of the scour
hole geometries and circulations for horseshoe and wake vortex system at circular
structures, with data measured by a velocimeter [5–7]. Velocity vector structures
and vorticity pathways of the developed flow field in the upper and lower plane
of measurement were presented. Vortex characteristics around circular, square-like
structures was compared [8]. The variations of geometry of scouring at structures
having diverse effectual widths were observed [9, 10]. Other investigations on many
structures were extended to double identical structure configurations like inline,
sidewise, eccentric, focused on the predicting velocity fields, turbulence fields, scour
geometries, etc. [11–15]. How eccentric structures placed inline, can increase sedi-
ment movement rate considerably toward channel bank flowing downward was well
described [14–16].

The above-mentioned works of literature confirm that numerous studies on
scouring around structures had been carried out, however, especially scour around
vanes are very less. Most of the studies are mainly about scouring around bridge pier-
like structures. Few studies carried out earlier showed that vanes can be efficiently
used for controlling the movement of sediments [17–19]. A procedure was expanded
for rational designing of immersed vanes system to manage proper depth in alluvial
channels and rivers. The vane structures were vertical frames with small character-
istic ratio foils mounted on channel bed at 10°–15° diversion angle concerning the
flow. Their total height was 1/5 to 1/2 times the depth of water in the flow design. The
process described for banking protections was a feasible and sensible approach to
traditional strategies like riprap, rock, spur dikes, etc. Also, flow field measurements
at immersed vanes at a high diversion angle were performed [19]. The immersed
vane for about 40° diversion angle develops the strongest circulation. Flow features
that cause sediment transportation were reported for vane structures with diversion
angles of a wide range [20].

The effect of the immersed vane was studied as a counter-strategy on the local
scale on the cylindric structure [21]. An attempt was made where single-arm rock
vane structures angled with flow through the pitch streambed in such a way that
the tip of the vane is immersed yet at low flow [22]. The focus was on developing a
morphological simulation system capable of simulating the effect of immersed vanes
on the alluvial bed [23]. The maximum scouring reduction was obtained with an 8.5°
diversion angle and 20 cm flow depth for a 0 cm immersed vane height while the
maximum lift occurredwith an 18.5° diversion angle and 10 cmflow depth for 5.7 cm
height of an immersed vane. The investigation was continued using 20° diversion
angle to observe the effect of the immersed vane position on the protection of river
banks [24]. The angled type and curved type vanes compared to plane type vanes
are found more effectual in protecting river banks by 20 and 35%, correspondingly.
Four types of immersed vanes were hydraulically tested at the leading edges in 30°,
45°, and 60° concerning the base [25]. An attempt was made to check whether the
sediment particles could be transported and shifted to one side of the vane attached
structure at four vane alignments of 0° (with no vane), 15°, 30°, and 45° [26]. Several
laboratory experiments were done without and with immersed vane structures. A
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single immersed vane fixed with abutment upstream nose was found effective in
reducing, modifying, and protecting erosion [27]. The attempt was made to evaluate
and confirm the findings on immersed vanes in [17] using CFD [28].

From the literature, it is clear that most of the studies are mainly about the flow
fields around the pier-like structures of different shapes. But some previous studies
showed that vanes can be efficiently used to control the movement of sediments. It
can be done by proper design and location of vanes on the riverbed. The efficient
design of vanes also helps in bank protection.

In the present study, a rectangular immersed vane structure is used to find out the
flow structure around it alongwith its scour geometry. Single vane, double vanes, and
triple vanes are placed on a sand bed of a flume at a constant angle, depth, and flow
condition to observe the scour geometry. Analysis of velocity pattern made around
the vane which enables us to understand why the bed materials are shifted from the
upstream side and deposited to the downstream, which in turn gives a clear idea
of the scour phenomena, and we can be able to understand and diminish the non-
navigability of stream in the practical field. The experiments were carried out with a
fixed angle of 150 with the direction of the flow at a constant flow depth of 10.5 cm
and constant discharge of 25 l/sec. The study also aims at the determination of the
velocity profiles and the contours of the longitudinal, lateral, and vertical velocities
at four horizontal planes 6, 4, 2, and 1 cm above the bed before the experimental run
while observing the comparison between scouring pattern around vane.

2 Materials and Methods

The analytical study reported herein is based on experiments carried out in Fluvial
Hydraulics Laboratory of School of Water Resources Engineering at the Jadavpur
University using a physical hydraulic model. A recirculating flume of 11 m (length)
× 0.81 m (width) × 0.60 m (height) size was used (Fig. 1). The study is confined
to uniform cohesionless bed material and clearwater flow conditions. Three vanes
having identical dimensions of 157.5 mm length, 84 mm height, and 5 mm thickness

Fig. 1 Sectional view of the recirculating flume
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were used for this study. All experiments were carried out for 24 h of flow duration
with a vane having a dimension of 157.5 mm (length) × 84 mm (height) × 5 mm
(thickness) placing at a constant angle of 150 with the direction of the flow with
constant water depth and discharge of 105 mm and 25 l/sec correspondingly. A
tailgate was used to fix the water-surface depth (h) as 105 mm for all immersed
vane experiments at bed slope maintained consistently at 0.00042. Using Manning’s
equation, mean-flow velocity was determined.

Here, the coefficient of roughness (n)was determined by usingStrickler’s formula.
The average diameter (d) of sand is set as 0.825 mm. Considering the constant flow
of uniformity in a rectangular flume, the working bed shear stress (Ʈ) is calculated
by γBhS/(B + 2 h) for the channel with a small bed slope where B is flume internal
width. At air–water interfaces, the resistance is reasonably small for a smooth water
surface that can be expediently neglected. The critical stress (Ʈc) was determined
using the Shields parameter expression. Then, equation of critical stress becomes as
Ʈc = 0.0319�ργd/ρ = 0.4084 N/m2.

The height of the functioning vane is calculated by the vane height-to-water depth
ratio according to [17]. The angle of attack is kept 150 as for this angle, separation of
the flow is minimum, and the scour is maximum for a specific width (effective width)
of the vane [17–20]. The length of the vane (L) is calculated by the effective vane
width (W ) and angle of attack (θ ). The formula for calculating vane length is W /L
= sin θ. These tests were performed under precise conditions clearwater scouring.
When a small (≤1 mm) difference in scouring depth was recorded within two hours
interval, it was thought to have reached the equilibrium phase of the scouring hole.
Though, the minimum experiment duration was 24 h long enough to achieve the
quasi-equilibrium scouring. Past the experiment, the maximum scouring was noticed
at the bottom of the immersed vane and was precisely assessed by a Vernier gage
with a round nose point having 0.1mmprecision. The contour plots of scouring at the
immersed vane/vanes are plotted using a software tool. Velocity vector and velocity
contour lines of the different velocities around the vane are plotted by OriginPro
software 9.1 version. The flume water was drained from the scouring zone around
the vane structure. When the scouring sand bed became convincingly dry, water
mixed glue was sprinkled homogeneously over the scouring zone for stabilizing and
solidifying. The scouring sand bed was adequately moistened with the diluted glue
when left to sit for a minimum of three days. After drying for up to four days, the
profile of the scouring bed became stiff, making it easier to use a velocimeter. The
salinity of the water was measured (=0.63 ppt) by a portable multi-parameter water
analysis kit, and the value was given as an input to ADV to measure the velocities
considering it.

An azimuthal coordinate system for a single immersed vane experiment has been
used for representing the flow patterns. A four-beam down-looking Vectrino-Plus
probe (ADV laboratory model with 10 MHz acoustic frequency), by Nortek, was
taken for measuring immediate velocity components around a single immersed vane
arrangement only. The 100Hz sample rate and the variable sample volume of 5.5mm
wide with a sample height of 2–5 mm are chosen for gauging. The 2 and 5 mm
height samples are used to measure in and out of the interfacial layer, respectively
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[29]. The measuring area was 0.05 m below the velocimeter probe. The sample time
of 120–300 s is considered as a guarantee of the velocity of the independent time
scale. Sample times were taken too long near the bed. The continuous horizontal
adjustment of the ADV scales was 10 mm. Vector profiles in Fig. 7 do not illustrate
all test data in the lowest decree for avoiding overlaps or very congested plotting.
Measurement made with velocimeter was beyond the range 3mm above the scouring
bed, as velocimeter requires a minimum 90 mm3 measuring volume. Velocimeter
outputs are with minimum SNR and correlation of 17 and 65%, correspondingly.
The external radius of the velocimeter was around 30.25 mm with four transducers,
to receive velocimeter signals, fixed on small arms at 90° gaps, making it easy to
measure the flow at a distance of 30 mm from the immersed vane boundary. The case
of measuring with velocimeter at 20 mm away from the vane was done by rotating
it 450.

3 Results and Discussion

Experiments were carried out for the scour geometry and scour morphology with a
single vane, double vane, and triple vane arrangement with 150 diversion angle to
the longitudinal direction of flow [Fig. 3]. The longitudinal center to center spacing
between the two successive sets of vanes (one at the upper end and another one at
the lower end) was 0.75Els where Els is the net lengths of scouring and sediment
deposition for a single immersed vane arrangement) [12, 14]. The eccentric gap
between to lower vanes was three times their width [5, 6]. Also, the flow field pattern
around the scour holewasmeasured. In the case of flowfieldmeasurement test around
the single placing vane, the ADV velocimeter was taken for measuring longitudinal,
transverse, vertical, and time-averaged absolute velocities at different planes. Table
1 lists the scouring values acquired from Vernier gauge measurements for the three
different arrangements of vanes. The scour-affected zone around the different vane
arrangements and the respective contours, plotted with Surfer, of the scouring holes
around the immersed vanes are shown in Fig. 2(a-c), and Fig. 3(a-c), respectively.

In the case of the single immersed vane layout, it was detected that the scouring at
the upstream and dune at the lower end of the immersed vane is symmetric. Also from

Table 1 Scour geometry for single vane, double vane, and triple vane arrangement

Vane
arrangement

Vane angle
(degree)

Flow
depth
(cm)

Discharge
(lit/sec)

Maximum
scour depth
(cm)

Maximum
scour length
(cm)

Maximum
scour width
(cm)

Single vane 15 10.5 25 3.5 122 27

Double vane 15 10.5 25 3.1 111 25

Triple vane 15 10.5 25 1.8 64 20
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(a) (b)

(c)

Fig. 2 Scour-affected zones around the a single vane, b double vane, and c three vanes arrangement

the contour map, it can be concluded that the scour is higher toward the upstream tip
of the vane.

For double vane arrangement, the scour occurred at the upstream sides of both
the vanes and dune formed toward the downstream sides of both the vanes. It was
observed from the contour map that the depth of scouring is higher at the upstream
sides of the second vane (which is situated at the downstream side of the flow) than
the first vane (which is situated upstream of the flow).

The scour width of the second vane is also greater than the scour width of the
first vane. In the case of triple vane arrangement, scouring occurred at the upstream
sides of both the vanes and dune formed toward the downstream sides of both the
vanes. From the contour map, it can be addressed that the flow separation is more
in this arrangement than the double vanes arrangement. Also, the scouring depth
is more in the upstream tip of the second immersed vanes set (which is situated at
the downstream side of the flow) than the first immersed vane (which is situated at
the upstream side of the flow). The deposition heights for single, double, and triple
immersed vanes are 0.83 cm, 1.21 cm, and 1.75 cm, respectively. Therefore, the
deposition height is maximum for the immersed triple vanes structure. The scouring
heights for single, double, and triple immersed vanes are 3.5 cm, 3.1 cm, and 1.8 cm.

Single vane causes maximum scouring that helps to increase and maximize sedi-
ment transportation compared to double and triple vanes. It also shifts sediment
efficiently toward the bank wall as well. The deposition is also lowest for single
vane, but it spreads on a large area compared to double and triple vanes. It may
cause aggradations of larger areas of bed which may trouble the navigation facility.
On other hand, to cause more erosion for transporting sediments and keeping the
bed navigable at larger areas as well, double vane arrangement (Fig. 2) is better
than single and triple vanes as it removes sediment almost at equal depth to single
vane but with a much smaller deposition area. Therefore, double vane arrangement
is the actually optimum choice, here, compared to single and triple vanes for both
increasing erosion to move the sediment along the lower channel and shift sediment
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(c)

(b)

(a)

Fig. 3 Contour map of the scour for a single vane, b double vane, and c triple vane arrangement,
respectively (units: cm)

simultaneously near the channel bank wall. Double vane is also better for channels
promoting navigational support as it deposits less sediment in height compared to
triple vane and less sediment is spread in terms of bed area.
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4 Flow Fields for Single Vane Arrangement

4.1 Longitudinal Flow Velocity (U)

Here, from Fig. 4, it is observed that for longitudinal velocity contour the velocities
away from the vane (in transverse directions) are higher compared to the area which
is closer to the immersed vane (for all the horizontal planes). Since the flow is
obstructed at the vane, so the longitudinal component of the velocity (u) gets very
low in that region. It is also observed that the corresponding velocities are getting
lower with the water depth toward the bed level. For the first two planes from the
free water surface, the values of longitudinal velocities varied less, but in the other
two bottom planes, the longitudinal velocities reduced by 50–60% compared to the
upper planes. It is because of viscous effect is predominant at the bottom compared
to the turbulence effect. It is observed that the variation of velocities is less away
from the vanes in all planes as there are no considerable obstructions.

Fig. 4 Longitudinal velocity contours plotted for the plane h = 6 cm, 4 cm, 2 cm, and 1 cm,
respectively (Here, abscissa and ordinate denote x-axis and y-axis with units in cm)



712 P. Roy et al.

Fig. 5 Transverse velocity contours plotted for the plane h = 6 cm, 4 cm, 2 cm, and 1 cm,
respectively

4.2 Transverse Flow Velocity (V)

From Fig. 5, it is observed that the flow is obstructed by the vane and it gets separated
and the velocities are positive at the left bank of the vane and negative on the right
bank and give the idea of separation of the flowwith the help of the right-hand thumb
rule.

(Here abscissa and ordinate denote x-axis and y-axis with units in cm).
Velocities are higher at the starting point of flow separation (upstream edge of

vane), and then, it decreases gradually away from the vane. Separation velocities are
higher at the upper planes compare to the bottom. The velocity of the upper-most
plane increases by almost 60–70% compared to the bottom plane.

4.3 Vertical Flow Velocity (W)

It is observed from Fig. 6, that the vertical velocity −w is positive in the right bank
of the immersed vane and negative in the left bank of the immersed vane for all the
planes. A positive valuemeans the velocity is in an upward direction, and a negative is
in a downward direction. So from the contour plot of this velocity in different planes,
it is observed that in the scour-affected zone the vertical velocity is in a downward
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Fig. 6 Vertical velocity contours plotted for the plane h = 6 cm, 4 cm, 2 cm, and 1 cm, respectively
(Here abscissa and ordinate denote x-axis and y-axis with units in cm)

direction, whereas in the dune part it is in an upward direction. Though, it is very
obvious as horseshoe vortices form in the contact part of the immersed vane, so, w
moves downward helping to scour the bed particles and for the up-flow event, a dune
is formed in the lower side of immersed vanes, which is known as wake vortex. It
is observed from the contour plots that the velocity increases gradually toward the
bottom planes compare to the upper plane.

4.4 Velocity Vector

From Fig. 7, it can be determined that the vector velocity pattern around the vane gets
more deviated in the bottom two planes compared to the other upper two planes. It
gives a clear idea about the direction in which the fluid particles (water) are moving
along the horizontal. From the time-averaged absolute velocity contours (not shown
here), it is evident that the velocity away from the vane (in lateral directions) is much
higher compared to the area close to the vane (for all the horizontal planes). As the
flow is restricted to the vane, so the longitudinal portion of the velocity (u) decreases
significantly in that region, so that the effect is also reduced. The absolute velocity
decreases from the top horizontal plane to the bottom-most horizontal pane. In the
first two planes, the values of absolute velocities vary slightly, but when for the third
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Fig. 7 Horizontal velocity vector plotted for the plane h= 6 cm, 4 cm, 2 cm, and 1 cm, respectively
(Here abscissa and ordinate denote x-axis and y-axis with units in cm)

and fourth planes, it decreases significantly. In some places of third and fourth planes,
time absolute velocities are reduced by 50–70% compared to the higher planes. It is
due to the shear effect of the near-top layer on the lower plane.

Immersed vanes usually cause sediment deposition immediately at the down-
stream nose of vanes, cause scouring around them, and shift the sediment particles
with the downflow. Vane alignment, size ratio, submergence, and intermediate densi-
ties (spacings) all play an important role in these cases. In the present study, vane
was aligned at 15° to maintain similarity [19, 20, 26], vane height-flow ratio was
set 0.8 following the range of 0.35–0.85 given in [30]; size ratio of 0.53 was also
set keeping parity with the range 0.5–1.5 [30]. The majority of the parameters were
set following the conditions adopted during the field experiments conducted earlier
[17–20, 30] . For all immersed vane experiments, the scour was 25–35% less in the
right bank compared to the left bank. This observation was consistent with previous
field research [20]. However, when using the present results directly into the field
experiments, the scaling issue may make a deviation between the views as made in
the present study. Quantitative analysis should be performed to address the scaling
issue. Moreover, the present study was performed under clearwater, whereas in the
field less scour forms under live-bed conditions compared to clearwater. Therefore,
on the scouring aspect, the present study may be useful. In the future, however, field
experiences, as well as additional exploratory and theoretical studies, will lead to an
improved understanding of the immersed vane functioning and improved designing.
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5 Conclusion

From the scouring geometrymeasurements,morphology, andflowfieldmeasurement
around the different layouts of immersed vanes, it can be reached in many interesting
conclusions. Different directions—longitudinal, transversal, and vertical—velocities
of different magnitude and directions around the vanes have been observed. It also
provides a clear view of the scour pattern and flow pattern around the immersed
vanes structures.

The maximum scour depth and width were observed to be the highest near single
immersed vane structures, compared to immersed double and triple vane structures.
In single vane structure, there was a similarity between the upstream scour and
downstream dune. Also, more scour occurred near the upstream tip of the vane.
With double vane structure, the scour and dune were formed upstream and down-
stream, respectively, for both vanes. More scour depth was observed upstream of
the immersed double vane rather than the immersed single vane. For the triple vane
structure, more flow separation was seen compared to the double vane structure.
Also, more scour depth was found in the upstream tip of the double vane structure
than the single vane. The scour was found more near the lower vanes of the three
vane structure. From these observations, it is clear that for both increasing erosion to
move the sediment along the lower channel and shift sediment simultaneously near
the channel bank wall, the double vane structure is the best choice among the single,
double, and triple vane structures. Double vane structure is also better for channels
that improve maritime support as it incorporates less sediment deposition compared
to triple vane structure and a smaller spread of sediment across the bed area.

The separation of transverse velocity was significantly increased in presence of
the vanes. The longitudinal velocity was disturbed more or less away from the
vane structures. It confirms no appreciative effect of the immersed vane on flow.
From the observed size of the vertical velocity component in vortex areas, it can
be concluded that the horseshoe vortices and wake vortices are the strongest in the
vicinity of the immersed vane. In this experimental process, different vane config-
urations were considered and followed by subsequent scour patterns and velocity
patterns surrounding the vanes.

On the riverbed, it can be done by finding the best location and proper construction
of suchflowguidingvanes.Thewell-designedvanes also help protect the riverbed and
banks. With the proper design and layout, sediments can be properly directed to the
bank with the vane structures that can increase or maintain the channel navigability
and flow.
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Riverbank Erosion for Different Levels
of Impurity of Water—A Micro-analysis

Debasish Biswas, Arijit Dutta, Sanchayan Mukherjee, and Asis Mazumdar

Abstract Themechanism of riverbank erosion is largely impacted by wide varieties
of forces acting on the soil grains as well as some micro-level parameters, e.g. water
content index angle, inter-granular distance, wetted surface area and contact angle.
All these players make the entire mechanism of extremely complex nature. Here, role
of all these parameters has been studied for the determination of escape velocity of
the sediments in micro-level. This velocity is indicative of volumetric erosion rate in
macro-level. The dominant forces that are considered here are the force of cohesion,
pore-pressure force, force due to weight of the sediment grains and hydrostatic force.
The already-established “Truncated Pyramid Model (TPM)” has been applied to
envisage the micro-structural arrangement of the grains. The quantitative effect of
the contact angle on sediment escape velocity for different wetted surface areas has
been studied and plotted for different inter-granular distances. The varying contact
angle is a measure of impurity of water. The results show the adverse effect of the
contact angle on sediment escape velocity and, consequently, the bank erosion.

Keywords Escape velocity · Inter-granular distance · Contact angle · Water
content index angle

1 Introduction

For its predominant impact on the way of life, economy and agricultural land, river
morphology is a subject of incredible enthusiasm to the researchers for long. River-
bank erosion is significant as the bank disintegration wrecks the agrarian land as
the human habitat depends on the stream. The erosion mechanism of the riverbank
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surface is, to a great extent, affected by wide varieties of micro-structural parame-
ters including forces acting on the soil grains and the flowing water impurity. So, it
throws up an immense challenge to the researchers to build up a summed up idea for
a generalized investigation of bank erosion.

For quantifying erosion of the bank, numerous analysts have performed rigorous
experimentation [1–3]. These experimental analyses differ from case to case as river
morphology changes. But micro-scale analysis for the investigation of the different
forces acting on the soil grains and the effect of the different physical parameters
and water salinity or impurity on the bank erosion are not so familiar as yet. In this
study, the primary focus is on the micro-scale analysis and to evolve on generalized
hypothesis for the bank erosion. Here, amount of erosion of the bank surface has been
determined in terms of sediment escape velocity which is the essential variable for
measuring volume of bank erosion in macro-scale. Higher sediment escape velocity
suggests higher force requirement by the soil grains to get displaced from the surface
of the bank. This signifies lower rate of the erosion of bank surface in macro-scale.
For the microstructural arrangement of the soil grains, the well-established TPM
developed by Mukherjee and Mazumdar [4] has been utilized in the present inves-
tigation. The forces which are considered in the present study are the inter-granular
force of cohesion, pore-pressure force, force due to weight of the soil grains under
suspension and the hydrostatic force due to entrapped water. The micro-structural
view of the soil grain in TPM is shown in Fig. 1.

Stability of the bank surface has been analysed by Darby and Thorne [5] and
Osman and Thorne [6] by considering pore-pressure force and hydrostatic force.
Cohesive force between two soil grains has been described by Soulie et al. [7] through
the following expression

Fig. 1 TPM with adjacent soil grains magnified view (Mukherjee and Mazumdar [4])
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FCs = πσ × Rs ×
[
exp

(
al × D

Rs
+ bl

)
+ cl

]
(1)

Here, Rs is the larger radius between those of two soil grains. In the present
analysis, it has been assumed that both grains have the same radius. The radius of
the soil grain has been chosen as 400 µm going by Duan [8]. Also, the value of the
surface tension coefficient σ for impure water has been considered to be 0.0681 N/m
as per Poorni et al. [9]. The coefficients al, bl and cl are strong functions of the
volume of the liquid bridge as below

al = −1.1

( ∀l

R3
s

)−0.53

(2a)

bl =
[
−0.148 ln

( ∀l

R3
s

)
− 0.96

]
φ2 − 0.0082 ln

( ∀l

R3
s

)
+ 0.48 (2b)

cl = 0.0018 ln

( ∀l

R3
s

)
+ 0.078 (2c)

Here, φ is the contact angle, and it depends on the impurity (e.g. salinity) of the
liquid (i.e. water). In the present investigation, variation of contact angle has been
chosen from 15º to 50º, as proposed by Bakker et al. [10], to study the effect of
salinity. Again, in the analysis done by Mu and Su [11] it has been shown that the
volume of liquid bridge depends on wetted surface area as follows:

∀l = πRs

2
× [

H 2(bw) − D2
]

(3a)

Here, H(bw) is a function of inter-granular distance (D) and wetted surface radius
(bw) as follows:

H(bw) = D + b2l
2

(3b)

and the wetted surface radius (bw) from the Fig. 1 can be determined as a function
of water content index angle (β) as

bw = Rs × sin β (3c)

Likos and Lu [12] have expressed micro-scale pore-pressure force as

FPw = π × r2 × (2 × σ + Pw × r2) (4a)

Pore-water pressure (Pw) value from Likos and Lu [12] has been taken as 10 kPa
(1.02 m of water column). And r2 in the above equation can be determined as a
function of water content index angle (β) and radius of the soil grain (Rs) as
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r2 = Rs × [1 + tan β − secβ] (4b)

2 Forces on a Soil Grain

The soil grain 11 in Fig. 1 is of the primary concern for analysis as it is in direct
contact with free surface of water. Free body diagram of the soil grain 11 has been
depicted on Fig. 2.

Here, FGs is the submerged weight of the soil grain, FGw is the fluid block weight,
and FHR is the resultant hydrostatic force which makes an angle θ with the abscissa.

2.1 Escape Velocity Calculation

Conservation of angular momentum principle has been applied for finding soil grain
escape velocity. In Fig. 2, point N is the contact point of the grain 11 with the grain
21. So the point N is the topple point of the soil grain 11. So, moment of momentum
has been taken about the point N to calculate escape velocity. So, taking moment and
applying angular momentum principle,

FGs × NS + FCs × (
NE + N P

) + FHR × N R + FPw × (
NE + N P

) = IN × αs

(5)

Fig. 2 Forces acting on soil
grain 11 after submergence
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Planar analysis has been considered to calculate hydrostatic force. Horizontal
hydrostatic force can be calculated as:

FHx = Pavg × Ax = hc × ρw × g × Ax (6)

Vertical hydrostatic force (upward) can be calculated as:

FHy = h × ρw × g × Ay (7)

Liquid block weight (downward) can be calculated as:

FGw = ρw × g ×
[
FE × NE − πR2

s

6

]
(8)

So, upward directional net vertical hydrostatic force:

FHv
= FHy − FGw (9)

FHR =
√
F2
Hx

+ F2
Hv

(10)

and

θ = tan−1

(
FHv

FHx

)
(11)

Solving Eq. (5), the final expression for the soil grain angular acceleration is given
by

αs =
FGs
2 + √

3 × (FCs + FPw) + FHR × sin(60 − θ)

7
5

(
4
3πR4

s ρs
) (12)

Here, soil grain density (ρs) has been taken as 2650 kg/m3, and density of saline
water (ρw) has been considered to be 1025 kg/m3 as suggested by Bakker et al. [10].
Now the expression for soil grain acceleration is

fs = αs × Rs (13)

Now, from the work of Duan [8], the final expression of soil grain escape velocity
is

Ves = [
2 × 10−6 × fs × Rs

]1/2
(14)

Here, in the above expression, the value of Rs is taken as 400 µm.
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3 Results and Discussion

In the present investigation, variation of soil grain escape velocity with the contact
angle has been studied for different inter-granular distances (D) and for different
water content index angles (β), for both the situations of falling and rising water
level for submerged soil grains. Four different variations (145, 155, 165 and 175µm)
of inter-granular distance and three different variations (15º, 30º and 45º) of water
content index angle have been investigated. The graph of these variations has been
plotted subsequently.

3.1 Sample Calculation

A sample calculation for 145µm inter-granular distance and β = 15º is shown below.

Cohesive force between two soil grains
FCs = 3.68999 × 10−5 N.

Pore-pressure force
FPw = 2.9207 × 10−4 N.

Horizontal hydrostatic force
FHx = 3.7347 × 10−3 N.

Vertical hydrostatic force
FHy = 1.5011 × 10−3 N.

Liquid block weight
FGw = 4.47948 × 10−4 N.

So, upward directional net vertical hydrostatic force
FHV = 1.0531 × 10−3 N.
FHR = 3.88 × 10−3 N.
And θ = 44.25◦.
Now, soil grain angular acceleration αs = 8246254.9 rad/s2.
Impending acceleration fs = 3298.5m/s2.
And escape velocity Ves = 1.6244389m/s.
Variation of soil grain escape velocity with contact angle for different conditions

has been shown in all the above figures. Risingwater level situation has been depicted
in Figs. 3, 4 and 5; Similarly, Figs. 6, 7 and 8 show the falling water level situation.
From all the figures, it is clear that the contact angle has an adverse effect on soil
grain escape velocity. This implies that the increase in impurity or salinity will reduce
the soil grain escape velocity, hence loosen the grain structure and, consequently,
enhance the bank erosion in macro-scale. Four variations of inter-granular distance
show the adverse effect of it on soil grain escape velocity. Again, if a comparison
is made between the conditions of water level rising and falling, it can been seen
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Fig. 3 Escape velocity versus contact angle for β = 15º

Fig. 4 Escape velocity versus contact angle for β = 30º

that the soil grain escape velocity is less for falling condition. A positive moment
prevents detachment of a grain when the water is on the rise. On the other hand,
gravity is responsible for dislodging a grain when the water level drops. This results
in less escape velocity. From the above analysis, it is also clear that water content
index angle has a favourable effect on the soil grain escape velocity. These findings
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Fig. 5 Escape velocity versus contact angle for β = 45º

Fig. 6 Escape velocity versus contact angle for β = 15º

have a practical implication as the higher contact angle reduces the capillary pressure
weakening the capillary action and, ultimately, enhancing bank erosion.
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Fig. 7 Escape velocity versus contact angle for β = 30º

Fig. 8 Escape velocity versus contact angle for β = 45º

4 Conclusions

Conclusions that can be drawn from the present analysis are as follows:



728 D. Biswas et al.

• It is clear that the contact angle has an adverse effect on soil grain escape velocity.
This is because higher contact reduces the capillary pressure weakening the capil-
lary action. This results in reduction in soil grain escape velocity. This, in turn,
enhances the riverbank erosion in macro-scale.

• Inter-granular distance has a negative impact on soil grain escape velocity. As
the gap between the soil grains increases, capillary cohesion between the grains
drops.

• While comparing the conditions ofwater level rising and falling, it is found that the
soil grain escape velocity is less in falling condition. This is because the negative
moment helps the grain to get dislodged from the bank surface during fall of water
level.

• Water content index angle has a positive impact on the soil grain escape velocity.
Increase in the water contact index angle increases the wetted surface area, which
enhances the binding force between two grains. This increases the escape velocity
of the soil grain and reduces the erosion of the bank surface.
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Optimizing Irrigation Requirement
of Soil Test-Based Fertilizer
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Abstract Yield target-based fertilizer recommendation, on the basis of soil test
values, remained the most logical platform which avoids possibilities of over appli-
cation of fertilizers and related environmental pollution. This model is successful
with assured irrigation and good crop management. The arsenic pollution of the
groundwater and risk of accumulation of the pollutant in crops through irrigation
water drives us to relook to further optimization of irrigation requirement without
compromising yields significantly. In this purview, an attempt has been made in
the present study, to manipulate moisture flexibility in yield target-based fertilizer
recommendation models. Field experiments were conducted in a Typic Fluvaquept
soil (23°N, 89°E) of West Bengal, India, with broccoli and cabbage in two consecu-
tive winters of 2015–16 and 2016–17. With due cognizance of STCR recommended
NPK doses, elevated and reduced fertilizer levels were administered across varied
available soil moisture deficits (ASMD). To assume a possible crisp crop–nutrient–
moisture relationship, we adopted the fuzzy linear regression model. Yields of broc-
coli and cabbage under applied nutrient and moisture interventions ranged from 3.90
(no fertilizer, 60% ASMD)—21.8 (NPK-285:40:115; 40% ASMD) tha−1 and 14.0
(no fertilizer, 30% ASMD)—84.0 (NPK-350:175:300; 30% ASMD) tha−1 respec-
tively. The water productivity (WP) also varied widely (from 13.4 to 35.75 kgm−3

in broccoli and 4.57–109.97 kgm−3 in cabbage). Interestingly, a moderate moisture
stress was observed to manage a good balance among WP and yield. Such water
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flexible fertilizer models designed toward a compromisable yield target may help in
rendering environmental safeguard by reducing use of contaminated groundwater.

Keywords STCR · Moisture · Fuzzy linear regression modeling · Broccoli ·
Cabbage

1 Introduction

Possibility of “prescriptionmethod” of fertilizer use for obtaining high yields, empir-
ical values of nutrient availability from soil and fertilizer was first illustrated byTruog
[1]. Field-specific balanced amounts of N, P and K were prescribed based on crop-
based estimates of the indigenous supply of N, P andK and bymodeling the expected
yield response as a function of nutrient interaction [2, 3]. Simple linear model for
fertilizer recommendationwas first introduced byRamamoorthy during 1965–67 [4].
Later, Ramamoorthy andVelayutham [5] have elaborated this inductive approach and
the soil test crop response (STCR) field design, also quoted by Black [6]. The exper-
imental data from STCR were used for developing fertilizer recommendations for
desired yield targets of crops [7–9].

In targeted yield approach, it is assumed that there is a linear relationship between
grain yield and nutrient uptake by the crop, as for obtaining a particular yield, the
plantmust take up a definite amount of nutrients. Once the requirement is known for a
given yield level, the fertilizer needed can be estimated taking into consideration the
contribution from soil available nutrients [10]. Conceptually, targeted yield equations
for fertilizer recommendations on the basis of soil test results are functional where
adequate irrigation facilities are available, and such protocols have never been tested
inmoisture stresses. Impositionofmoisture stresses has pronounced effect onnutrient
availabilities either from native or from applied fertilizers [11]. Consequently, there
may be chances of over/under-estimation of fertilizer prescriptions through soil test-
based targeted yield equations until moisture component is considered when the
model equations are generated. No attempt was taken in any level to incorporate
the moisture component in conjunction with fertilizer for developing prescription
equations. But rational fertilizer rate was determined to a large extent by soil water
supply. Bolton [12] suggested a recommendation rate of N fertilizer for wheat based
on precipitation. It is evident that there is an intense interaction between available
water and fertilizer, and one being changed will likewise lead to the change of the
other [13]. For promoting water and nutrient to fully play their role, one of the
important things is to fully understand and utilize water-nutrient positive interaction
[14, 15].

Full potentiality of such model equations is, thus, unexplored and achieving fixed
target in many cases remained inconsistent. The present investigation will make a
modest attempt to include the soil moisture as a factor in the conventional STCR-
based fertilizer adjustment equations to extract the full advantage of such equations
by increasing the efficiencies of fertilizer and water in upcoming climate change
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scenario. This study further aims at addressing the priorities of environmental safe-
guard as well. Optimizing the levels of irrigation water ensures better use efficiency
of the nutrients and minimizes percolation loss of nitrate and other nutrients to
groundwater aquifer and pollution thereof. Further, the current study area lies in
a zone deeply ravaged by arsenic contamination. The high water use by the crops
renders entry of the contaminant into soil–plant–human food chain continuum [16];
thus, optimizing the crop water requirement in the arsenic endemic zone can obtain
greater dividends.

Cabbage (Brassica oleracea var. capitata) is an important winter season vegetable
grown throughout the country. It is one of the most important energy vegetable crops
throughout theworld and consumed fresh as salad and cooked as vegetable or utilized
as processed product. West Bengal is the largest producer of cabbage (2207.24 MT)
with a productivity of 28.10% and occupies 20.7% of the total cabbage growing area;
Nadia is the second leading cabbage-producing district and accounts 16% of the total
cabbage-growing area [17]. India is the second largest cauliflower- and broccoli-
producing country next to China, accounting 36% of the world’s production [17].
Realizing the tremendous potential of broccoli (Brassica oleracea var. italica) in
domestic and foreign markets, the cauliflower growers of Terai zone ofWest Bengal,
India, are gradually adopting the broccoli cultivation [18].

Considering the present importance and future prospects, we have selected these
two vegetables for our experiment with existing STCR-based targeted yield equa-
tion to address the importance of balancing moisture and nutrient component for
augmenting agricultural productivity while safeguarding the environment through
nutrient and water use efficiency under varying levels of moisture and operative
fertilizer-moisture-yield equations for selected vegetables in a Typic Fluvaquept soil.

2 Materials and Methods

2.1 Selection of Experimental Site

Field experiments were conducted in Research Farm of Bidhan Chandra Krishi
Viswavidyalaya (latitude 23°N and longitude 89°E) with broccoli in 2015–16 and
with cabbage in 2016–17 to develop fertilizer adjustment (targeted yield) equations
flexible to available moisture in soil. The initially collected soil sample was air-
dried, ground and stored in packet, and various physico-chemical characterizations
of the soil were carried out following their standard methodologies. The surface soil
(0–15 cm) of this research site is characterized by sandy clay loam texture (Typic
Fluvaquept) with about 24.49% clay [19], a neutral pH (7.2) and electrical conduc-
tivity (EC) of 0.35 dSm−1 [24] and medium range of oxidizable organic carbon
(0.72%) [20]. Further, the soil has low-to-medium levels of plant-available alkaline
potassium permanganate (KMnO4-N) nitrogen [21] varied 190–225 kg ha−1; Olsen
extracted (NaHCO3-P) phosphorus [22] from 15–22 kg ha−1 and ammonium acetate
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extracted (NH4OAc-K) potassium [23] from 140 to 155 kg ha−1. The study area
represents sub-humid tropic where the average annual rainfall usually diverges from
1200 to 1500mm, relative humidity from36 to 85%, and themaximumandminimum
temperature by average is about 37.5 °C and 12 °C.

2.2 Experimental Details

The soil of the experimental field pertains to New Alluvial Zone of West Bengal is
characterized by good drainage and water holding capacity. Elevated and reduced
levels of NPK fertilizers were administered along with standard (STCR recom-
mended) levels to both the vegetables which were simultaneously subjected to varied
levels of available soilmoisture deficits (ASMD).The availablemoisture of the exper-
imental plots was determined with an AQUAPRO sensor-based soil moisture meter
every day, and moisture stresses were allowed up to 20/30, 40/50 and 60/70 per cent
available moisture for broccoli/cabbage. The available moisture has been calculated
on the basis of values of field capacity (20.07% w/w) and permanent wilting point
(9.54% w/w) determined in priori of the experiments. The standard levels of N, P
and K fertilizers were applied based on STCR-recommended doses calculated on the
basis of the targeted yield equations: FN= 1.24 T- 0.45SN; FP2O5 = 0.47 T- 0.23SP
and FK2O= 0.53 T- 0.16SK [for broccoli (cv. Centauro)] and FN= 0.79 T- 0.56SN;
FP2O5 = 0.68 T- 0.30SP; FK2O = 0.64 T- 0.16SK [for cabbage (cv. Millennium
101)]. Apart from the standard fertilizer dose of 285:60:115 kg ha−1 for broccoli
and 350:175:300 kg ha−1 for cabbage, two lower levels of fertilizers, viz. 200:40:70
and 250:50:90 kg ha−1 for broccoli and 250:100:200 and 300:125:250 kg ha−1 for
cabbage (designated as N1,P1,K1 and N2,P2,K2) and one higher level of fertilizer
325:75:140 kg ha−1 for broccoli and 400:200:350 kg ha−1 for cabbage (designated
as N3,P3,K3), were employed in 15 different combinations of 3 m × 4 m plots. The
same 15 combinations were subjected to normal irrigation and moisture stresses of
20%, 40% and 60% ASMD for broccoli and 30, 50 and 70% ASMD for cabbage.
Half of N and full dose of P and K (broccoli) and one-third of N and full dose of P
and K (cabbage) were applied as basal, while the remaining N was applied in 1 and
2 split doses for broccoli and cabbage, respectively.

2.3 Irrigation Water Use and Potential Arsenic Entry

Employing stress condition to the cultivated crops resulted in a decrease in the number
of irrigations and corresponding water use as elucidated in Table 1. Consequently
for a specific concentration of arsenic in irrigation water of the site, the potential
entry of the carcinogen arsenic into the plant system was calculated by multiplying
the arsenic concentration with the total water use by the two crops under study.
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Table 1 Irrigation and water use by the crops

Broccoli (2015–16)

No stress 20% ASMD 40% ASMD 60% ASMD

No of irrigation 5 4 2 1

Water use (ha-mm) 310 248 124 59

Cabbage (2016–17)

No stress 30% ASMD 50% ASMD 70% ASMD

No of irrigation 6 4 2 1

Water use (ha-mm) 350 235 117 55

2.4 Sampling of Plants and Analytical Techniques Adopted

Plant samples of broccoli/cabbage were collected at three sampling stages (45/48
DAT, 75/60 DAT and 86/92 DAT). Heads were harvested from the area earmarked
for yield recording of each plot at maturity, and economic yield was recorded in
tha−1. Plant samples were dried, ground and analyzed for accumulation/uptake of
nutrients. Total Nwas estimated by digesting plant sampleswith concentratedH2SO4

acceleratedwith a digestionmixture for 1- 2 h at 420° Candback-titratedwith 0.005N
H2SO4. For total plant P and Kmeasured, amount of plant samples was digested with
tri-acid mixture (HNO3: H2SO4: HClO4:: 10:1:4), filtered and analyzed through a
standard spectrophotometer or flame photometer, respectively, following Jackson
[24]. A number of efficiency parameters have been determined while categorizing
the experiment, viz.

a. Nutrient Use Efficiency [25, 26]

Agronomic efficiency (AE) ∼= kg crop yield increase per kg nutrient applied.
Partial factor productivity (PFP) ∼= kg crop yield per kg nutrient applied.

b. Water Productivity

Estimates of water productivity are appearing with increasing frequency in the
issues relating to water management and water policy. Water productivity is crop
(economic) yield per volume of water supplied or used, say, kg m−3 or kg ha−1

mm−1 [27].

2.5 Development of Targeted Yield Equation Under
Simulated Moisture Domains Through Linear
Regression Models

Although linear regression hasmany applications, problems can occurwhen observa-
tions are inadequate (small dataset), vagueness of the relationship between input and
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output variables, ambiguity of events or degree to which they occur and inaccuracy
and distortion introduced by linearization.

Development of targeted yield equation through soil test crop response correlation
has been postulated by Ramamoorthy [28] through multiple linear regression rela-
tionship of targeted yield with soil–plant–fertilizer indices under assured irrigation.
We assumed that subjecting such models to simulated moisture stresses (domains)
may lead to vagueness of the relationship of targeted yield with soil–fertilizer–plant
parameters, and outputs may not be crisp as it was in the previous model. Due to
the assumption of crisp relationship, some information may be lost; therefore, the
technique “fuzzy regression” is well suited to this type of situation which can be
applied to solve agricultural problems [29].

Fuzzy regression analysis [30] is an extension of the classical regression analysis
that is used in evaluating the functional relationship between the dependent and
independent variables in a fuzzy environment. In general, fuzzy regression models
the input and output data are fuzzy, the relationship between the input and output data
is given by a fuzzy function and the distribution of the data is probabilistic. In the
usual regression model, deviations between the observed values and the estimated
values are supposed to be due to observation errors. We assume, on the contrary, that
these deviations depend on the indefiniteness of the system structure.We regard these
deviations as the fuzziness of system parameters. In fuzzy regression methodology,
parameters are estimated by minimizing total vagueness in the model, i.e., sum of
radii of predicted intervals. Simplex procedure [31] is usually employed to minimize
such vagueness of the linear programming.

In the present experiment, the multiple linear and fuzzy linear regressions for
dependent variable yield with soil nutrient, fertilizer nutrient and volumetric mois-
ture content were generated through Statistical Analysis System (SAS version 9.2)
in OPTMODEL linear programming module. In order to compare performance of
both approaches, viz. multiple linear regression methodology and fuzzy regression
methodology, width of prediction intervals corresponding to each observed value of
response variable is computed.

3 Results and Discussion

3.1 Crop Nitrogen Dynamics Under Simulated Moisture
Condition

The availabilities of nitrogen and accumulation by broccoli and cabbage, subjected to
simulated moisture stresses and administered with graded doses of NPK fertilizers,
have been recorded in Table 2.We observed better N availabilities in soil and utiliza-
tion by both broccoli and cabbage with limited water stresses (20/30% ASMD). The
nitrogen use efficiencies (NUE) in terms of partial factor productivity (PFP) and agro-
nomic efficiencies (AEs) of broccoli and cabbage under influence of graded doses
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Table 2 Effect of simulatedmoisture situations andgraded doses of fertilizer application onnutrient
uptake by broccoli and cabbage at harvest

Broccoli Cabbage

N uptake
(kgha−1)

P uptake
(kgha−1)

K uptake
(kgha−1)

N uptake
(kgha−1)

P uptake
(kgha−1)

K uptake
(kgha−1)

No Stress 94.05 10.82 73.58 No Stress 137.97 7.37 131.10

20%
ASMD

99.48 10.15 82.88 30%
ASMD

124.47 6.87 127.65

40%
ASMD

102.31 11.40 85.58 50%
ASMD

100.78 5.23 104.24

60%
ASMD

77.01 6.51 60.55 70%
ASMD

95.22 4.98 79.00

SEm(±) 3.264 1.108 4.621 SEm(±) 3.66 0.37 4.50

CD at 5% 11.293 NS 15.991 CD at 5% 12.67 1.29 15.59

N0P0K0 24.96 2.11 19.77 N0P0K0 26.06 1.39 23.47

N0PSKS 27.92 3.78 21.48 N0PSKS 26.04 2.05 29.99

N1PSKS 95.49 10.83 82.11 N1PSKS 113.35 6.03 130.91

N2PSKS 103.23 8.00 89.62 N2PSKS 143.38 7.90 131.89

N3PSKS 115.32 12.71 75.75 N3PSKS 154.24 6.12 146.83

NSP0KS 107.18 10.66 79.53 NSP0KS 134.49 7.17 128.03

NSP1KS 98.85 13.39 78.45 NSP1KS 121.24 4.64 114.05

NSP2KS 99.66 12.35 89.78 NSP2KS 115.16 5.09 92.37

NSP3KS 105.88 14.93 74.30 NSP3KS 122.12 8.74 122.37

NSPSK0 99.71 8.90 87.95 NSPSK0 111.71 5.68 66.09

NSPSK1 106.00 9.53 87.51 NSPSK1 132.96 7.69 146.63

NSPSK2 99.50 9.74 90.87 NSPSK2 129.05 7.39 124.89

NSPSK3 108.72 8.85 92.81 NSPSK3 150.11 7.52 161.06

NSPSKS 112.63 10.27 89.13 NSPSKS 124.58 8.20 128.35

SEm(±) 3.048 1.626 6.094 SEm(±) 12.65 0.93 11.060

CD at 5% 8.860 4.728 17.714 CD at 5% 36.78 2.71 32.15

of N fertilizer application and imposition of moisture stresses have been presented
in Table 3 which is observed to reduce substantially with increasing levels of N
fertilizer application while both efficiencies reduced considerably with increasing
moisture stress beyond 20/30% ASMD in broccoli and cabbage.

Similar findings suggest that dry conditions substantially reduce crop nitrogen
uptake, even if there is presence of mineral N in root vicinity [32]. For any crop,
its critical growth stage derives significance, and if proper soil–water storage and
thereafter its crop availability are ensured, efficiency of fertilizer and farm resources
augment [33]. Cauliflower and broccoli have a high uptake of nitrogen, but their
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Table 3 Partial factor productivity (PFP) and agronomic efficiencies (AE) of broccoli and cabbage
under graded levels of NPK fertilizer and simulated moisture stresses

Broccoli

PFPN AEN PFPP AEP PFPK AEK

No stress N1 85.85 58.10 P1 446.62 42.03 K1 301.33 38.64

N2 84.00 47.28 P2 399.00 31.66 K2 248.79 29.91

NS 69.49 41.32 PS 366.40 31.36 KS 208.17 25.65

N3 54.38 37.30 P3 248.00 24.47 K3 185.06 21.32

Mean 73.43 46.00 365.01 32.38 235.84 28.88

20%ASMD N1 87.62 60.42 P1 434.00 55.54 K1 256.98 36.28

N2 81.22 58.23 P2 407.23 48.23 K2 206.80 32.23

NS 75.52 56.43 PS 358.71 42.55 KS 187.16 28.91

N3 69.31 35.85 P3 307.77 33.45 K3 144.54 22.62

Mean 78.42 52.73 376.93 44.94 198.87 30.01

40%ASMD N1 83.32 51.12 P1 412.37 32.12 K1 257.43 24.43

N2 78.67 47.33 P2 386.98 28.57 K2 219.39 22.32

NS 71.45 40.11 PS 339.38 22.12 KS 177.07 21.14

N3 62.36 36.35 P3 286.90 18.35 K3 132.47 19.18

Mean 73.95 43.73 356.41 25.29 196.59 21.77

60%ASMD N1 100.47 41.42 P1 416.75 24.23 K1 244.94 29.51

N2 74.00 36.16 P2 287.14 20.78 K2 183.00 22.78

NS 62.04 30.83 PS 351.52 17.59 KS 183.40 21.98

N3 41.52 27.09 P3 205.06 12.31 K3 124.70 18.14

Mean 69.51 33.88 315.12 18.73 184.01 23.10

Cabbage

PFPN AEN PFPP AEP PFPK AEK

No stress N1 280.00 206.40 P1 714.29 42.23 K1 391.32 39.87

N2 223.26 161.92 P2 533.43 39.35 K2 348.46 38.33

NS 193.02 140.45 PS 386.04 40.52 KS 225.19 34.58

N3 194.44 148.44 P3 344.00 38.33 K3 228.57 31.29

Mean 222.68 164.30 494.44 40.11 298.39 36.02

30%ASMD N1 257.97 200.37 P1 600.00 63.23 K1 276.61 48.11

N2 240.00 198.86 P2 564.78 59.87 K2 173.06 45.77

NS 235.90 187.90 PS 531.74 51.45 KS 280.00 39.55

N3 212.32 141.27 P3 316.68 48.37 K3 190.47 40.32

Mean 236.55 182.10 503.30 55.73 230.04 43.44

50%ASMD N1 192.00 135.00 P1 440.00 54.63 K1 308.00 48.55

N2 173.33 128.00 P2 389.97 41.11 K2 227.20 42.11

(continued)
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Table 3 (continued)

Broccoli

PFPN AEN PFPP AEP PFPK AEK

NS 148.57 120.00 PS 345.67 32.48 KS 173.33 30.03

N3 135.67 102.86 P3 224.50 28.63 K3 171.43 24.12

Mean 162.39 116.95 350.04 39.21 219.99 36.20

70%ASMD N1 166.54 136.00 P1 445.65 28.75 K1 280.00 23.67

N2 162.14 108.27 P2 333.49 22.32 K2 233.06 21.41

NS 156.27 102.00 PS 312.53 18.58 KS 182.31 17.58

N3 148.00 92.94 P3 302.43 19.23 K3 171.43 18.23

Mean 158.24 92.94 348.53 22.22 216.70 20.22

nitrogen conversion to produce is less than cabbage and Brussels sprouts [34]. West-
erman andTucker [35] suggested undermoist period,mineralN of soil reduces exten-
sively possibly either due to microbial immobilization or atmospheric loss. Better
N availabilities (and utilization) at limited level of water stress followed by irriga-
tion may be attributed to an activated mineralization by sudden water availability
after a dry spell [42]. Dry period results in the death of plant roots and microbes,
elevating the soil organic matter to augment immobilization and nitrification upon
rewetting [36]. Clearly based on this, NUE related to Nitrogen Nutrition Index is
highly impacted by shortage of moisture. Such effect was visualized in wheat by Fan
and Li [13]. Gajri et al. [37] propounded the relationship between N and water to
favor better yield, WUE and NUE of crops.

3.2 Crop Phosphorus Dynamics Under Simulated Moisture
Condition

The availabilities of phosphorus and accumulation by broccoli and cabbage,
subjected to simulated moisture stresses and administered with graded doses of NPK
fertilizers, have been recorded in Table 2.We observed better P availabilities in soil
and utilization by both broccoli and cabbage with limited water stresses (20/30%
ASMD). The partial factor productivity (PFP) and agronomic efficiencies (AEs) of
broccoli and cabbage under influence of graded doses of P fertilizer application and
imposition of moisture stresses have been presented in Table 3 which is observed to
reduce substantially with increasing levels of P fertilizer application, while both effi-
ciencies reduced considerably and become least when subjected tomoisture stress up
to 70% ASMD in cabbage. Both the efficiencies in broccoli did not vary much with
increasing moisture stresses and remained least when subjected to moisture stress
up to 60% ASMD. Efficiencies (AE and PFP) were maximum in broccoli subjected
to moisture stress up to 20% ASMD and in cabbage up to 30% ASMD.
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The results reveal P supplementation in water stress can improve crop yield [38].
Similar to nitrogen, the P use efficiency (PUE) and its Nutrition Index are highly
impacted by shortage of moisture. Hammond and Broadley [39] propounded water
deficit and low P application can improve the PUE. P application to soil reaps the
benefits of improved rooting depth and density to favor water and P uptake. This
phenomenon further improves WUE and helps the plant to grow optimally even
when there is limited availability of moisture [40].

3.3 Crop Potassium Dynamics Under Simulated Moisture
Situations

We observed better K availabilities and utilization by both broccoli and cabbage
(Table 2)with limitedwater stresses (20/30%ASMD). The partial factor productivity
(PFP) and agronomic efficiencies (AEs) of broccoli and cabbage under influence of
graded doses of K fertilizer application and imposition ofmoisture stresses have been
presented in Table 3 and observed to reduce substantially with increasing levels of K
fertilizer application, while both efficiencies reduced considerably with increasing
moisture stress. Such efficiencies remained maximum when the broccoli/cabbage
was subjected to moisture stresses up to 20/30% ASMD.

Foliar K application is most effective in grain filling stage although its application
in other critical stages can also favor crop yield [41]. Better K availabilities (and
utilization) at limited level of water stress followed by irrigation may be attributed
to an activated mineralization by sudden water availability after dry period [42]. K
as a growth promoter performs vital plant physiological functions and often used as
an amendment to tide over water stress [43]. Like N and P, KUE and its nutrition
index are severely impacted by severe shortage of water. Enhanced uptake of potash
fertilizer reduces water loss through transpiration [44].

3.4 Yield and Water Productivity of Broccoli and Cabbage
Under Simulated Moisture Situations

The head and curd yields of broccoli and cabbage as influenced by graded doses of
NPK fertilizer application and imposition of moisture stresses have been recorded in
Table 4. Increasing doses of NPK fertilizer application significantly increased yields
of broccoli heads and cabbage curds. Imposition of moisture stresses up to levels of
40% ASMD in broccoli increased yield significantly, while further intense moisture
stress (up to 60% ASMD) reduced the head yield. Cabbage subjected to moisture
stress recorded significantly reducedyields fromno stress situation.Yields of broccoli
and cabbage with varying levels of fertilizer and moisture stresses remained in the
range of 3.90 (no fertilizer, 60% ASMD)—21.8 (NPK-285:40:115; 40% ASMD)
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Table 4 Crop–water relations in broccoli and cabbage

Crop–water relations in broccoli Crop–water relations in cabbage

Stress Fertilizer Yield
(tha−1)

WP
(kg.m−3)

Stress Fertilizer Yield
(tha−1)

WP
(kg.m−3)

No stress
( total
water use
=
71.43 mm)

N0P0K0 4.16 1.34 No stress
( total
water use
=
85.71 mm)

N0P0K0 16.00 4.57

N0PSKS 5.55 1.79 N0PSKS 18.40 5.26

N1PSKS 17.17 5.54 N1PSKS 70.00 20.00

N2PSKS 17.37 5.60 N2PSKS 66.98 19.14

N3PSKS 17.67 5.70 N3PSKS 77.78 22.22

NSP0KS 17.39 5.61 NSP0KS 66.67 19.05

NSP1KS 16.86 5.44 NSP1KS 71.43 20.41

NSP2KS 17.92 5.78 NSP2KS 64.68 18.48

NSP3KS 16.00 5.16 NSP3KS 68.80 19.66

NSPSK0 20.50 6.61 NSPSK0 60.00 17.14

NSPSK1 20.09 6.48 NSPSK1 78.26 22.36

NSPSK2 17.39 5.61 NSPSK2 87.11 24.89

NSPSK3 18.91 6.10 NSPSK3 80.00 22.86

NSPSKS 18.94 6.11 NSPSKS 67.56 19.30

Mean 16.14 5.21 Mean 63.83 18.24

20%
ASMD
(total water
use =
57.14 mm)

N0P0K0 5.76 2.32 30%
ASMD
(total water
use =
57.14 mm)

N0P0K0 14.00 5.96

N0PSKS 5.44 2.19 N0PSKS 14.40 6.13

N1PSKS 17.52 7.07 N1PSKS 64.49 27.44

N2PSKS 19.06 7.69 N2PSKS 70.77 30.12

N3PSKS 17.09 6.89 N3PSKS 70.91 30.17

NSP0KS 20.11 8.11 NSP0KS 80.00 34.04

NSP1KS 15.67 6.32 NSP1KS 60.00 25.53

NSP2KS 17.36 7.00 NSP2KS 58.34 24.82

NSP3KS 20.68 8.34 NSP3KS 63.34 26.95

NSPSK0 17.95 7.24 NSPSK0 43.26 18.41

NSPSK1 17.49 7.05 NSPSK1 55.32 23.54

NSPSK2 18.61 7.50 NSPSK2 34.89 14.85

NSPSK3 20.24 8.16 NSPSK3 66.66 28.37

NSPSKS 17.52 7.07 NSPSKS 84.00 35.74

Mean 16.46 6.64 Mean 55.74 23.72

40%
ASMD
(total water
use =
28.57 mm)

N0P0K0 4.48 3.61 50%
ASMD
(total water
use =
28.57 mm)

N0P0K0 14.80 12.65

N0PSKS 5.55 4.48 N0PSKS 16.00 13.68

N1PSKS 19.00 15.32 N1PSKS 48.00 41.03

N2PSKS 19.67 15.86 N2PSKS 52.00 44.44

(continued)
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Table 4 (continued)

Crop–water relations in broccoli Crop–water relations in cabbage

Stress Fertilizer Yield
(tha−1)

WP
(kg.m−3)

Stress Fertilizer Yield
(tha−1)

WP
(kg.m−3)

N3PSKS 20.27 16.34 N3PSKS 70.00 59.83

NSP0KS 19.20 15.48 NSP0KS 36.00 30.77

NSP1KS 21.85 17.62 NSP1KS 44.00 37.61

NSP2KS 19.35 15.60 NSP2KS 36.74 31.40

NSP3KS 21.52 17.35 NSP3KS 44.90 38.38

NSPSK0 17.78 14.34 NSPSK0 56.00 47.86

NSPSK1 16.32 13.16 NSPSK1 61.60 52.65

NSPSK2 19.74 15.92 NSPSK2 44.80 38.29

NSPSK3 18.55 14.96 NSPSK3 60.00 51.28

NSPSKS 20.36 16.42 NSPSKS 52.00 44.44

Mean 17.40 14.03 Mean 45.49 38.88

60%
ASMD
(total water
use =
14.29 mm)

N0P0K0 3.90 6.61 70%
ASMD
(total water
use =
14.29 mm)

N0P0K0 16.80 30.55

N0PSKS 4.95 8.39 N0PSKS 18.40 33.45

N1PSKS 20.09 34.06 N1PSKS 41.64 75.70

N2PSKS 15.51 26.29 N2PSKS 59.20 107.64

N3PSKS 13.49 22.87 N3PSKS 59.20 107.64

NSP0KS 16.76 28.40 NSP0KS 54.22 98.58

NSP1KS 11.48 19.45 NSP1KS 56.00 101.82

NSP2KS 14.36 24.33 NSP2KS 60.00 109.09

NSP3KS 15.38 26.07 NSP3KS 60.49 109.97

NSPSK0 16.16 27.38 NSPSK0 56.47 102.68

NSPSK1 17.15 29.06 NSPSK1 52.00 94.55

NSPSK2 15.08 25.56 NSPSK2 58.26 105.94

NSPSK3 17.46 29.59 NSPSK3 60.00 109.09

NSPSKS 21.09 35.75 NSPSKS 54.69 99.44

Mean 14.49 24.56 Mean 50.53 91.87

tha−1 and 14.0 (no fertilizer, 30% ASMD)—84.0 (NPK-350:175:300; 30% ASMD)
tha−1. Deficit irrigation strategy, a practice that deliberately allows crops to sustain
some degree of water deficit with marginal yield loss, has the potential to increase
water use efficiency and save water [45]. They also observed that implementing
deficit irrigation (75% ETc) could save water (16%) although a moderate decrease
in yield (12%) and head size is expected.

Productivity of resources is an important issue often characterized as the ratio
among its unit output and input.Water productivity (WP) can be expressed in general
physical or economic term. The numerator is the sum of the yield of crops, while in
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denominator the water input can be used. The observations relating to water produc-
tivities of broccoli and cabbage were recorded in Table 4. Observed values for water
productivity varied widely as influenced by varying levels of NPK fertilizers and
moisture stresses (from 1.34 to 35.75 kg m−3 in broccoli and 4.57–109.97 kg m−3 in
cabbage). There are many reports that nitrogenous fertilizer enhances water produc-
tivity [46]. Moisture stress hugely affected the crop WP as evident in cotton by
the study of Prieto and Angueira [47]. Another important study in this regard [48]
envisioned positive relation among irrigation and nitrogen that can ultimately favor
wheat yield, productivity and NUE. Higher crop water productivity is possible either
by increasing production or better use efficiency of water resource. Farmers tend to
improve productivity and profitability leaving aside the scope for maximizing water
productivity. Thus, the time has come to take a thorough relook into the basics of
irrigation science, water management and allocation of basin water resources and
transform the agriculture from “maximum irrigation-maximum yield” goals to a
more precise and resource-friendly “less irrigation-maximum CWP” policy [49].

3.5 Arsenic Uptake by the Selected Crops Under Simulated
Moisture Conditions

The biggest advantage in terms of environmental safeguard that the current study
can usher is the diminution of the arsenic entry from the water-soil–plant pathway to
ultimately the human health continuum. The decrease in the water use of the crops
broccoli and cabbage under irrigation at 20, 40, 60% and 30, 50, 70% has been
elucidated in Table 1. The total arsenic content of the irrigation water of the site
following Sparks et al. [50] was found to be 0.32 mg l−1. Accordingly, the lower
water use mediated curtailed arsenic load of crop has been presented in Fig. 1.

Water management plays a significant role in controlling arsenic bioavailability
in the soil–plant system [51]. Water-saving practices are usually associated with
variations in the soil redox status, and the partial flow of oxygen promotes oxidative
reduction to arsenite, the highly soluble, bioavailable and toxic form is shrinked [52,
53]. Moreover, the reduction in water application can on a simple sense reduce the

Fig. 1 Percent reduction in anticipated as accumulation in edibles by reducing water use
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bulk of flow of arsenic in plant system and thus save the human population from the
carcinogen to some extent.

3.6 Generation of Targeted Yield Fertilizer Use Equation
Through Linear and Fuzzy Regression Model

It is known that yield of a crop is a function of several factors, whichmay be expressed
as Yield = f (crop, soil, climate, management). The linear functional relationship
between nutrient uptake and yield implicates obtaining of a definite yield. The fertil-
izer recommendations are usually based on response curves obtained under different
soil and climatic conditions. Two different approaches were established to develop
model equations for optimizing the N-P-K fertilizers rates. In the first model, a
study for optimization of fertilizer doses was performed under graded doses of fertil-
izers to develop a targeted yield equation model-based fertilizer recommendation
for judicious fertilizer application in high nutrient required crop like cabbage and
broccoli. Early results established that the relationship between crop yield and the
total crop nutrient uptake followed a linear relationship implying that, for obtaining
a given yield, a definite quantity of nutrients must be absorbed by the plant. The
multiple regression approach had been used to develop relationship between crop
yields on one hand, and soil test estimates and fertilizer inputs, on the other. Various
combinations of the levels of nitrogen (N), phosphorus (P) and potassium (K) to
represent different levels of soil fertility from the field experiments which had been
performed for both the vegetable crops to capture their optimal nutrient requirement
under different moisture stress situation. These characteristics and functional rela-
tionship were then applied from thewhole datasets of soil nutrients, soil moisture and
plant uptakes under different irrigation-nutrient treatment combinations. The objec-
tive was to establish and compare two independent precision models, viz. common
multiple linear regression (MLR) model used in many cases along with fuzzy linear
models (FLR) which is not used earlier in soil or irrigation research for making a
close prediction in fertilizer requirement or crop yield.

Multiple linear regression (MLR) was used with a mathematical relationship
among dependent variables, viz. soil nutrient content (SN/SP/SK), fertilizer appli-
cation dose (FN/FP/FK) and volumetric soil moisture content while crop yield as
independent variable with some linear objective functions focusing to certain linear
limitations with a view to explore the optimum solution. The main innovation with
this experimentwas including the agendaof considering the soilmoisture as oneof the
inclusive factors that may influence precisely the workability of the existing targeted
yield (fertilizer adjustment) multiple linear regression equation models generated
through soil test crop response correlation study. In such we have simulated wide
moisture conditions in experimental field by exposing our test crops broccoli and
cabbage to varying moisture stresses throughout the growing season. These equa-
tions are more comprehensive and include more variability for predicting crop yield



Optimizing Irrigation Requirement of Soil Test-Based Fertilizer … 743

or crop–soil-specific fertilizer application requirements for all three major plant
nutrients.

We have also established the relationship of yield with soil nutrient, fertilizer
nutrient and volumetric soil moisture content playing across the entire moisture
strata (Table 5) advocated in the present experiment. In the newly introduced second
models, all the fuzzy linear equations emerge in the form of:

FNPK = [Y − A2S(NPK) + A3M]/A1 (1)

where Y: yield (tha−1) and M: volumetric soil moisture content (%) and SN, SP, SK:
available soil NPK (kgha−1). It can be envisaged that we have added a weighted
(A3/A1) value of volumetric moisture content (m3.m−3) to get the actual fertil-
izer recommendation over the existing STCR recommended levels (which does not
consider soil moisture parameters) in fuzzy model.

Table 5 Multiple (Mlr) and fuzzy linear regression (Flr) functional relationshipmodels for cabbage
and broccoli

Broccoli N Mlr Y = (9.513 ± 2.691) + (0.040 ± 0.003)FN + (0.005 ± 0.011)SN +
(-0.165 ± 0.087)M

Flr Y = (14.482 ± 0.00) + (0.035 ± 0.00)FN + (-0.026 ± 0.008)SN +
(-0.193 ± 0.035)M

Broccoli P Mlr Y = (17.395 ± 4.945) + (0.054 ± 0.030)FP + (0.249 ± 0.497)SP +
(-0.414 ± 0.162)M

Flr Y = (10.82 ± 5.91) + (0.018 ± 0.00)FP + (0.299 ± 0.312)SP + (-0.041
± 0.00)M

Broccoli K Mlr Y = (15.015 ± 7.96) + (0.033 ± 0.014)FK + (0.022 ± 0.039)SK +
(-0.451 ± 0.147)M

Flr Y = (10.429 ± 6.046) + (0.007 ± 0.00)FK + (0.008 ± 0.003)SK +
(0.031 ± 0.089)M

Cabbage N Mlr Y = (19.231 ± 3.026) + (0.125 ± 0.137)FN + (0.060 ± 0.052)SN +
(0.467 ± 0.086)M

Flr Y = (14.582 ± 7.221) + (0.109 ± 0.046)FN + (0.015 ± 0.00)SN +
(0.232 ± 0.126)M

Cabbage P Mlr Y = (17.395 ± 4.945) + (0.054 ± 0.030)FP + (0.249 ± 0.497)SP +
(-0.414 ± 0.162)M

Flr Y = (10.8293 ± 5.91) + (0.018 ± 0.00)FP + (0.299 ± 0.312)SP +
(-0.041 ± 0.00)M

Cabbage K Mlr Y = (62.997 ± 20.879) + (0.061 ± 0.024)FK + (-0.042 ± 0.07)SK +
(-1.123 ± 0.725)M

Flr Y = (87.708 ± 26.586) + (0.04 ± 0.237)FK + (-0.195 ± 0.00)SK +
(-0.470 ± 0.00)M

Y- yield (tha−1); SN, SP, SK: available soil NPK (kgha−1); FN, FP, FK: applied fertilizer NPK
(kgha−1); M: volumetric soil moisture content (%)
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Table 6 Fitting of both models (Mlr and Flr) for three nutrient applications in cabbage and broccoli

Average width of prediction intervals

Nitrogen Phosphorus Potassium

Mlr Flr Mlr Flr Mlr Flr

Broccoli 12.806 9.050 24.560 16.238 37.262 16.012

Cabbage 92.690 44.953 24.560 16.238 105.688 65.049

To compare performance of both approaches, viz. multiple linear regression (Mlr)
methodology and fuzzy regression methodology (Flr), width of prediction intervals
corresponding to each observed value of response variable is computed. The average
width of prediction intervals was recorded (Table 6) which showed that average
widths for linear regression models as compared to their fuzzy counterparts are
much higher. Thus, fuzzy regression methodology is more efficient than multiple
linear regression technique in reducing the vagueness of the observations and also
capable of handling situations in which predictor variables are highly correlated.

Such equations, either dedicated for a precise moisture situation or playing across
varying moisture situations, may be used in computing fertilizer recommendations
for a targeted yield where assured irrigation facilities are not available, and fertilizer
prescriptions need to be dovetailed considering the availability of irrigation.

4 Conclusion

The most logical protocol for formulation of fertilizer recommendation for crops
uses the soil test crop response (STCR) model to arrive at targeted yield (fertilizer
adjustment) equations under assured irrigation and good management practices. We
thought of the possibilities if such fertilizer prescriptions model can be made flexible
to situations where crops are often exposed to deficit irrigation (stresses) since a large
area of our state is rain-fed or contaminated through polluted groundwater irrigation.

Planning such, we felt it is necessary to include a soil moisture parameter in the
existing STCR equation which itself is a multiple linear regression model where the
underlying relationship is assumed to be crisp or precise, as it gives a precise value of
response for a set of values of explanatory variables. Therefore, we preferred a fuzzy
linear relationship since in a realistic situation, where the underlying relationship is
not a crisp function of a given form; it contains some vagueness or impreciseness.

At the end of the day, fuzzy regression methodology emerged more efficient than
multiple linear regression technique in reducing the vagueness of the observations
and we obtained a set of fertilizer adjustment equations that can play across varying
regimes of moisture situations, empirically.
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Drip Fertigation with Fertilizer
Prescription Through
STCR—IPNS—AWay Forward
Towards Climate Change Mitigation

Santhi Rangasamy, Maragatham Subramaniyam,
Praveena Katharine Stephen, and Pradip Dey

Abstract Climate change worsens the serious challenges faced by the agricul-
tural sector worldwide, more particularly in developing nations where the food
production remains low, leading to poverty, weakness and food insecurity. Even
as we move towards higher productivity, due emphasis has to be laid on agricul-
tural systems which would positively reduce the emission of greenhouse gases and
mitigate the environmental impact. This has remained as the long-term interest of
the researchers, policy framing governments, agribusinesses and more importantly,
the farming community. Cotton is the most widespread profitable non-food crop. In
TamilNadu, urea is themain formofN fertilizer, and it also contributes forN2O emis-
sion from soils. In this context, this paper puts forth the most relevant and promising
climate change mitigating agricultural technology by addressing twin issues of water
scarcity and nutrient use efficiency through drip fertigation with decision on fertil-
izer application based on the fertilizer prescription equations (FPEs). The FPEs were
derived based on the concept of Integrated Plant Nutrition System employing Soil
Test Crop Response model (STCR-IPNS). The fertilizer nitrogen requirement for an
yield target of 3.50 t ha−1 ranged from 140 to 164 kg ha−1 with fertilizer savings
of 24–48 kg N ha−1 when compared to general nitrogen recommendation. STCR-
IPNS approach indirectly avoids wastage of fertilizer and reduces the nitrous oxide
emission. This is effective as a climate change mitigation tool and also improved the
crop yield and quality. The findings of this study proved the supremacy of STCR-
IPNS-based fertilizer optimization for improving crop yield and quality, with limited
water resource and fertilizer input without compromising climate change mitigation
strategies.
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1 Introduction

Climate change has a pronounced effect on global food security by reducing the food
production, its availability and access and also affects the foodquality [1].Agriculture
is more prone to the rise in temperature, vagaries of monsoon and fluctuations in
precipitation patterns. The extreme weather events leading to water scarcity results
in the decline of agricultural productivity and interrupts the food delivery resulting
in spikes in food prices. The increase in temperature also can cause frequent food
spoilage and contamination. Climate change worsens the serious challenges faced
by the agricultural sector worldwide, more particularly in developing nations where
the food production remains low, leading to poverty, weakness and food insecurity.

Global surface air temperature is expected to increase the tune of 1.8–4.0 °C in
the next few years resulting in severe yield reductions throughout the world [2].
One of the causative parameters of human-induced climate change is the emission
of greenhouse gases (GHGs). About 10–14% of global GHG emissions is brought
about by agriculture-related activities [3, 4],mostly frommethane as a result of enteric
fermentation, nitrous oxide, due to the application of synthetic fertilizers and carbon
dioxide emitted during tillage operations [5]. As far as agriculture is concerned,
the mineral fertilizers serve as a major source for the emission of greenhouse gases
[6]. Escalating global warming could be considerably reduced by the reduction of
methane and nitrous oxide emissions from agriculture.

Over two billion people living in severely water-stressed countries suffer water
scarcity. This number would multiply in the next few decades as the population
increases and the need for water grows [7]. The intensification of climate change
results in frequent occurrence of unprecedented weather incidents and the variability
of rainfall increases. These subsequently reflect on the food security, and the worst
hit is the rainfed agriculture.

The researchers are now facing the herculean task of satisfying the demands
of the exorbitantly increasing population amidst worsening climate change. Priority
concern has to be given for the development of climate smart crops and improved crop
and agronomic practices as thesemay pave the way for the researchers and farmers in
mitigating the impending adversaries. Even as we move towards higher productivity,
due emphasis has to be laid on agricultural systems which would positively reduce
the emission of greenhouse gases and mitigate the environmental impact. This has
remained as the long-term interest of the researchers, policy framing governments,
agribusinesses and more importantly, the farming community.

In this context, this paper puts forth a most relevant and promising climate change
mitigating agricultural technology, wherein drip fertigation is done based on soil test-
based fertilizer prescription equations developed for desired yield targets of the crops
under Integrated Plant Nutrition System (IPNS) adopting inductive-cum-targeted
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yield model. This technology besides being effective as a climate change mitigation
tool also improves the crop yield and quality. Deficit irrigationmanagement practices
have become the need of the hour in places where water resources are dwindling.
Emission of nitrous oxide from agricultural fields can be minimized by reducing the
quantity of nitrogenous fertilizers, improving the efficiency of these fertilizers and
synchronizing the timing of fertilizer application based on the crop demand. Thereby
the CO2 emissions associated with the manufacture of synthetic fertilizers can also
be reduced. The findings of this study proved the superiority of fertilizer prescription
equations developed based on STCR-IPNS targeted yield model, in improving crop
yield and quality, with limited water resource and fertilizer consumption without
compromising climate change mitigation strategies.

2 Methodology

2.1 Description of the Research Soil and Site

In this study, the fertilizer prescription equations under IPNS for cotton under drip
fertigation on Vertic Ustropept—mixed black calcareous soil were developed, and
the validation experiments were conducted at five locations in the state of Tamil
Nadu, South India, India, viz. Tamil NaduAgricultural University, Coimbatore (loca-
tion I), two farmers’ holdings at Thalavaipatti, Attur Taluk, Salem district (loca-
tion II and III), farmer’s holding at A. Karadipatti, Pethanaickenpalayam block,
Attur Taluk, Salem district (location IV) and Vadugathanpatti Pethanaickenpalayam
block, Attur Taluk, Salem district (location V) (Fig. 1). Analysis on initial soil
fertility revealed low available Nitrogen (190–232 kg ha−1), high available phos-
phorus (23.3–40 kg ha−1) and high available potassium (548–602 kg ha−1). The
available micronutrient Zn was in the range of 0.96–1.32 mg kg−1, Fe was in the

Overview of Greenhouse Gas Emissions (2018) Sources of Greenhouse Gas Emissions (2018)

Source: US-EPA (2020)  
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Fig. 2 Field experiments on cotton at different locations of Tamil Nadu, South India

range of 3.08–4.68 mg kg−1, Cu in the range of 1.30–2.04 mg kg−1 and Mn in the
range of 7.64–10.70 mg kg−1 of soil.

Various cotton hybrids were chosen for different locations. There were ten treat-
ments, viz. blanket (RDF alone), blanket (RDF + FYM@12.5 t ha−1), STCR-NPK
alone (T= 3.0, 3.5 and 4.0 t ha−1), STCR-IPNS (T= 3.0, 3.5 and 4.0 t ha−1), farmer’s
practice and absolute control. Based on the initial soil nutrient status of available N, P
and K and the quantities of N, P2O5 and K2O supplied through FYM, fertilizer doses
were calculated and applied for various yield targets. STCR-NPK alone treatments
received only inorganic fertilizers based on STCR equations, while STCR—IPNS
treatments received FYM @ 12.5 t ha−1 basally, and NPK fertilizers were applied
after adjusting the nutrients supplied through FYM based on STCR-IPNS equations.
At all the locations, fertilizer doses were given according to the treatments, and ferti-
gation was scheduled from 14 days after sowing on weekly basis. All the improved
agronomic operations were done periodically (Fig. 2).

2.2 Basic Concept—Inductive-Cum-Targeted Yield Model

The methodology adopted for the research is based on the procedure for the recom-
mendation of fertilizers by Truog [8] and Ramamoorthy et al. [9] as “inductive-
cum-targeted yield model”. This concept was adopted as a scientific tool to develop
fertilizer recommendation equations. The layout design and the treatment structure
followed in the research work were based on “inductive-cum-targeted yield model”
[9]. The field was divided into three strips, and fertility gradient was made intention-
ally among the three plots by adding graded doses of fertilizers. For this purpose,
a gradient experiment with fodder maize was raised prior to the test crop, cotton.
Thereby the variation in the soil biology can be minimized, and similar manage-
ment practices could be adopted under prevailing climatic conditions. The inductive
approach and the field design were elaborated by Ramamoorthy and Velayutham
[10] and are also quoted by Black [11].
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At maturity, yield of various treatments was recorded, and NPK uptake values are
computed. Using the data on seed cotton yield and fertilizer doses applied, certain
derived parameters, viz. per cent achievement {(yield obtained / aimed yield target)
× 100} and response ratio (response in kg ha−1/quantities of fertilizer N, P2O5 and
K2O applied in kg ha−1) were worked out to arrive at fertilizer recommendations for
desired yield targets of crops and maximum profit. In addition, benefit-cost ratio was
also worked out.

2.3 Essential Parameters for Deriving the Fertilizer
Prescription Equations

The basic parameters necessary for developing the fertilizer prescription equations
are nutrient requirement of the crop (NR), contribution of soil nutrients towards plant
uptake (Cs), contribution of fertilizer nutrients towards plant uptake (Cf) and contri-
bution from organics, viz. farmyard manure towards plant uptake (Cfym). These
were calculated using the seed cotton yield, total N, P and K uptake by the crop,
initial soil available nitrogen, phosphorus and potassium and the doses of fertilizer
N, P2O5 and K2O applied, following Ramamoorthy et al. [9].

Fertilizer prescription equations were developed using the basic parameters
computed. Using the fertilizer prescription equations, doses of fertilizers at different
soil nutrient levels were calculated and recommendations provided. Fertilizer recom-
mendations can be achieved for the desired targets of seed cotton yield both under
inorganics alone (NPK alone) as well as under Integrated Plant Nutrition System.

3 Results and Discussion

3.1 Fertilizer Prescription Equations for Cotton

From the data obtained from the test crop experiment, the fertilizer prescription
equations were derived. The fertilizer doses were calculated using these equations.
These equations were developed making use of the basic parameters. The nutrients
required for producing one quintal of seed cottonwere calculated whichwere 4.43 kg
of N, 2.20 kg of P2O5 and 4.83 kg of K2O. Seed cotton production requires higher
quantities of potassium nutrient compared to nitrogen and phosphorus. The findings
are similar to the nutrient requirement of beetroot as reported by Santhi et al. [13].

The soil contributed 24.65% of available N (SN), 48.95% of available P (SP)
and 11.06% of available K (SK), respectively, towards plant uptake. Similarly,
N,P,K contribution from fertilizer nutrients (Cf) and FYM (Cfym) was 52.01, 49.89
and 73.35 and 38.19 (ON), 16.43 (OP) and 40.35 (OK), respectively, for cotton
(Table 1).
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Table 1 Fertilizer
prescription equations for
cotton—inorganics and IPNS
[12]

Fertilizer requirements in kg per ha for desired yield target (T)

STCR—IPNS

N = 8.51 T–0.47 SN–0.73 ON

P2O5 = 4.41 T–2.25 SP–0.75 OP

K2O = 6.59 T–0.18 SK–0.66 OK

3.2 Fertilizer Dose Prediction for Desired Yield Targets (T)
of Seed Cotton

Fertilizer doses can be predicted using the fertilizer prescription equations for
predicting for specific seed cotton yield targets (T) for different levels of soil avail-
able nutrients. Sherene [14] has developed similar fertilizer prescription equations
under rainfed condition for hybrid cotton [14].

The validation trials conducted confirmed the achievement of targeted yield using
equations developed. Among the treatments, seed cotton yield was maximum in
STCR—IPNS (T = 4 tha−1), (4.14 t ha−1, 3.95 t ha−1, 3.82 t ha−1, 3.80 t ha−1 &
3.92 t ha−1 respectively for five locations) followed by STCR-NPK alone (T = 4 t
ha−1) (3.99 t ha−1, 3.80 t ha−1, 3.70 t ha−1, 3.64 t ha−1 and 3.74 t ha−1).

However, STCR-inorganics alone (T= 3 t ha−1) recorded relatively lower yields
over blanket at few locations, and the response ratio andbenefit-cost ratiowere higher.
Even among the STCR treatments, fertilization through IPNS recorded higher yield,
response ratio and benefit-cost ratio (Table 2).

The percentage reduction in the consumption of inorganic nitrogen fertilizers
when substituted with organic manures is given in Table 3. Nitrous oxide emissions
are lower when inorganic nitrogen fertilizers are applied in combination with organic
manures (IPNS). Substituting synthetic fertilizers with organicmanures increases the
crop yield and productivity apart from ensuring crop and environmental protection
by reducing nitrous oxide emissions. In a broader sense, for any source of fertilizer,
excess application than the crop requirement results in greater N2O emissions.

Fertigationwhich provides a solution to the dwindlingwater resource also reduces
nitrous oxide emission as the fertilizers are applied at the close proximity of crops
ensuring greater nutrient absorption.

4 Summary and Conclusion

The research findings proved the supremacy of the FPEs developed for cotton under
drip fertigation in terms of yield, uptake, RR and BCR. The yield increase due to
STCR-IPNS (T = 4 t ha−1) over blanket (RDF + FYM @12.5 t ha−1) and farmer’s
practice were 36.45 and 42.39 per cent, respectively. Thus, fertilizer prescription
equations developed adopting STCR-IPNS, i.e. application of nitrogen, phosphorus
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Table 2 Mean and range values for the five validation experiments on hybrid cotton

Treatments Fertilizer doses (kg ha−1) Yield (t
ha−1)

% achvt RR (kgkg−1) BCR

N P2O5 K2O

Blanket 120–188 60–75 60–188 2.88 – 3.97 1.95

STCR-NPK
alone (T =
3.0 t ha−1)

146–166 42–80 89–99 2.92 97.4 5.03 2.05

STCR-NPK
alone (T =
3.5 t ha−1)

189–209 64–102 122–132 3.34 95.44 4.84 2.25

STCR-NPK
alone (T =
4.0 t ha−1)

231–251 86–124 155 -165 3.77 94.16 4.76 2.46

STCR-IPNS
(T = 3.0 t
ha−1)

101–121 38–58 49–59 3.06 102.12 5.49 2.11

STCR-IPNS
(T = 3.5 t
ha−1)

144–164 42–80 82–92 3.48 99.36 5.18 2.34

STCR-IPNS
(T = 4.0 t
ha−1)

186–206 64–102 115–125 3.93 98.06 5.06 2.55

Farmer’s
practice

110–250 55–110 60–150 2.76 – 3.52 1.88

Absolute
control

0 0 0 1.37 – – 1.08

Table 3 Reduction in nitrogen fertilizer consumption due to the adoption of IPNS for various yield
targets

Target Inorganic N fertilizer (kg ha−1) Inorganic N + FYM 12.5
tha−1 (kg ha−1)

Per cent reduction

3.0 t ha−1 146–166 101–121 27.0–30.8

3.5 t ha−1 189–209 144–164 21.53–23.8

4.0 t ha−1 231–251 186–206 18.0–19.5

and potassium fertilizers based on soil nutrient levels along with FYM@12.5 t ha−1,
can be recommended for achieving higher yield, response ratio and BCRwith cotton
under drip fertigation on Vertic Ustropept soil series. Nitrous oxide emissions can be
considerably reduced by adopting nutrient application based on fertilizer prescription
equations wherein excess application of inorganic fertilizers is avoided.

Further adoption of Integrated Plant Nutrition System established its supremacy
in terms of seed cotton yield, benefit-cost ratio and reduction in nitrous oxide emis-
sion. Fertigation which provides a solution to the dwindling water resource also
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reduces nitrous oxide emission as the fertilizers are applied at the root zone preventing
denitrification losses of nitrogen.

STCR-IPNS approach avoids wastage of fertilizer and thereby reduces the poten-
tial of nitrous oxide emission. This is effective as a climate change mitigation tool,
besides improving the crop yield and quality. Hence, the findings of this study
proved STCR-IPNS-based fertilizer optimization as the best practice for improving
the crop yield and quality, with limited water resource and fertilizer input, without
compromising climate change mitigation strategies.
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Effective Utilization of Water Resources
Through Floating Solar Photovoltaic
(FSPV) Technology: An Emerging Idea
of Sustainable Development

Mehebub Alam

Abstract Nowadays, the availability of land has become a burning problem due
to population growth. On the other hand, the penetration of renewable energy has
become essential considering the environmental aspect. However, in order to meet
the increasing demand of electricity, solar energy ismost suitable due to ease of avail-
ability and sustainability. In this context, the water resources can be used effectively
through novel floating solar photovoltaic (FSPV) technology. In this study, brief idea
on the FSPV technology is highlighted. Furthermore, the techno-economic analysis
of FSPV technology is outlined, and simple payback period is found 7.61 years. The
benefits and challenges associated with the implementation of FSPV technology are
also highlighted. The potential of generation through FSPV considering the major
reservoir in India is also discussed. Finally, the possible recommendations are also
provided for the implementation of the FSPV so that the water surface can be used
in an effective manner.

Keywords Floating solar photovoltaic (FSPV) · Reservoir · Sustainability

1 Introduction

The hindrances to fast moving advancements and developments of civilization are
the limitation of natural resources and environmental degradation. To overcome this
situation and make our development “sustainable”, we need innovative ideas and
upgradation in our technology. Energy is the basic necessity for growth, and devel-
opment of a nation and per capita energy consumption is considered as development
index across the globe. Till date, production of energy around the world is based on
fossil fuels mostly which is depleting day by day. Apart from this, excessive use of
fossil fuels causes environmental degradation rapidly. It is worth noting that the stock
fossil fuel is limited, and thus, alternative way of power generation has drawn the
attention of researchers since past few years. Over the last few decades, it is a matter
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of high concern and every country is striving to produce energy from renewable
sources to ensure sustainable development.

The solar energy is easily available, and thus, the harnessing of solar energy is
the best option to meet the growing demand of electricity. The solar energy can
be converted through photovoltaic (PV) modules. The Government of India (GOI)
has set the target of generating 100 GW [1] solar energy by 2022. To achieve this
target, various initiatives, policies, and incentive schemes have been formulated by
the government [2]. However, the installation of PV modules on the ground has
become a challenging issue due to land requirement. Considering the issue of land
requirement and population growth, the available water surface can be utilized for
installation of PV module. This technology is known as floating solar PV (FSPV)
technology [3–5] which is an innovative emerging way of producing the clean energy
by utilizing the water bodies like lakes, reservoirs, canals, dams, etc. This novel
FSPV technology attracted the researchers as well as planners to look into deeply for
possible implementation in the practical environment. The efficiency of the FSPV
plant is comparatively higher than the ground-mounted PV plant due to cooling
effect. Moreover, the growth of algae is also reduced due to the shading effect. Till
date, a large number of FSPV plants have been installed around the globe.

In this study, a brief report on the emerging FSPV technology is outlined. The
different types of FSPV along with techno-economic analysis are elaborated. The
benefits, challenges aswell as possible recommendations relatedwith the FSPVplant
are also discussed.

2 Basic Idea of FSPV

The different components [3] of FSPV plant are discussed below:
Floating system: It is basically a floating body (structure alongwith floater)which

helps to float the PV module.
Mooring system: This helps to adjust the position along with fluctuation of water

level.
PV system: This basically consists of PV modules, electrical junction boxes, etc.
Cable connection: Cables are required to transfer the power from PV panel to

the grid or substation. Therefore, accurately designed cables and water proof IP67
junction boxes are required in the FSPV plants.

It is interesting to note that the structure should be capable to adjust the position
along the water level. The recyclable floating materials are used. The special features
of the structures are:

• The materials must be completely non-toxic, resistant to salt water and alkalis
acids.

• It should withstand temperatures ranging from −60 °C to 80 °C.
• The materials must be recyclable.
• Life time should be high, i.e. around 30 years.
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Fig. 1 Floating tracker cooling concentrator (FTCC) system, Italy

2.1 Types of FSPV

The different types of FSPV plants are available in literature. Some of these are
discussed below:

The floating tracker cooling concentrator (FTCC) (Fig. 1) technology employs
the reflectors in order to increase the efficiency during different time slot of the day.
The plant is designed in such a way that is free to track the movement of the sun and
utilize the cooling effect of the water surface. This system is benefitted from lower
ambient temperature due to evaporation of the water. The whole system comprises of
floating unit, cooling unit, tracking unit along with concentrator in order to maximize
the electrical output. The single modules rating varies from 1 to 300 Wp depending
on the type of modules and configuration. The installation can be classified into two
categories:

• Fixed installation (main objective is to cover maximum area in this design)
• Tracking installation (key objective is to maximize the electrical output).

In submerged PV system (Fig. 2), the modules are immersed in water. In this
design, the efficiency is increased approximately 20% in summer season compared
to a normal weather condition.

Another FSPV concept is called SUNdy (2012), realized by Det Norske Veritas
(Fig. 3). In this design, a number of PV panels connected together and hexagonal
structure are formed. The panels are laminated and adhered to a flexible foam surface
which provides the panel’s buoyancy. A transformer is located at the centre from
which the electrical power is delivered to the shore. Between each vertices and
centre, walkways are present which are used for cleaning and other maintenance
activities. The whole structure is like spider web design and capable to maintain the
shape in spite of the wave variation.

Liquid solar array (LSA) (Fig. 4) was invented by Mr. Phil Connor, Execu-
tive Director and Chief Technology Officer of the Australian solar power company
Sunengy Pvt Limited. The solar energy is focused through lens and converted into
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Fig. 2 Submerged FSPV system, Australia

Fig. 3 Floating hexagonal PV system design

Fig. 4 LSA operated and protected position
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electricity. There is tracking mechanism which helps the lens to track the movement
of the sun. A wind sensor is also connected, and this sensor helps to move the panels
in accordance with the wind.

The large-scale project completed by Kyocera Corporation and Century Tokyo
Leasing Corporation at Nishihira and Higashihira Ponds in Kato city. The entire
project durationwas only sevenmonths, and the installed 11,250modules are capable
to generate 33,000Mwh/year. In accordancewith theKyoceraCorporation, the FSPV
installation is typhoon proof (due to high-density polyethylene and array design) and
yields better performance compared to the land-mounted PV installation.

3 Advantages and Challenges

The advantages of FSPV technologies compared to the ground-mounted PV plant
are discussed below:

• PV panels are naturally cooled by water, and hence, higher efficiency is achieved
[6].

• Minimal land and set-up cost;
• The LSA technology can produce the same amount of energy of a typical hydro

dam by using only 10–20% of the surface area.
• For tropical monsoonal hydropower stations, during high rainfall periods, the

solar power generation will be less and vice versa.
• Hydropower with FSPV combination is less dependent on water and therefore

can produce reliable power than hydropower alone. During sunshine periods, the
power will be generated through FSPV and there will be no water consumption.

• The systems can also improve water quality. By shading the water, the growth of
algae is reduced. Therefore, water treatment and labour costs are minimized.

• The evaporation is reduced by up to 70%. A FSPV system installed on a 3-acre
reservoir will lead to the saving of 4 million gallons of water per year [5].

• The implementation is easy, and installation time is comparatively low. Therefore,
the cost is also low due to limited requirement of site preparation [7].

• The water is easily available for cleaning the modules [8].

Various challenges associated with FSPV technology are:

• Electrical connection at the different points needs to be done carefully. Therefore,
the safety issue with the electrical connection is challenging.

• The legal restrictions are to be handled properly.
• Different regulations such as Environment Preservation Act, Protection of Wild

Fauna and Flora Act, etc. are to be taken care of judiciously.
• The installation and maintenance of FSPV are affected by the different factors

such as water level fluctuation, snow formation during winter season, inflow of
floating matters, accessibility, etc.

• The velocity of the water should be limited up to 2 m/s.
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Table 1 Techno-economic
analysis of 1 MW FSPV plant

Total capacity of plant 1 MW

Capacity of each module 250 W

No. of modules 4000

Total installation cost 8 Crores

Average generation hour/day 6 h

Total generation hrs 2190

Total generation in MU/day 0.006

Total annual generation in MU/year 2.19

Total selling cost@ Rs 6/Kwh 1.314 crores

Total O&M cost(20% selling cost) 0.2628 crores

Earning per year 1.0512 crores

Simple payback period (SPP) 7.61 years (approx)

SPP indicates the recovery period of investment and it is marked
bold for getting better attraction

• The FSPV plant should be able to deal with water level variation, water
temperature, water quality, algae growth, etc.

• The panels operate properly within certain temperature limit which is between
-5 °C and 50 °C.

• The FSPV plant can withstand the wind velocity up to 210 km/h.
• The performance may be affected by the moisture content [9].
• The salt content in the water may degrade the performance of FSPV plant.
• The PV panels may be degraded due to corrosion or other environmental effect

[10].
• During initial year, the cost of production may be ten times than the fossil fuel-

based generation [10]. However, in the long run FSPV will be beneficial.

4 Techno-economic Analysis

Techno-economic analysis [4] of a typical 1 MW FSPV plant is demonstrated in
Table 1. For analysis purpose, 250 W module has been chosen and electricity cost is
chosen Rs. 6 per Kwh. The average generation period is considered 6 h per day.

5 Government Support and FSPV Potential Study

Through Jawaharlal Nehru National Solar Mission (JNNSM), the Government of
India (GOI) has set the target to install 100 GW [1] through solar energy by 2022.
Plenty of solar power projects were commissioned by the previous government in
last couple of years. Various bodies like Solar Energy Corporation of India (SECI),
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Central Power Research Institute (CPRI), and Ministry of New and Renewable
Energy (MNRE) [11] have been formulated to look into the progress of solar energy.
Moreover, different incentive mechanisms and policies are formulated to promote
the solar energy. It is interesting to note that 30% subsidy support from National
Clean Energy Fund (NCEF) has been proposed by the GOI in order to promote the
solar energy utilization. This subsidy will be disbursed in the following manner.

• After installation and commissioning of the project, 20% subsidy will be
disbursed.

• After one year of operation of the plant, 5% subsidy will be given.
• After two years operation of the project, the balance 5% subsidy will be provided.

It is worth noting that 100 kWp FSPV plant was commissioned under “Make
In India” initiative, at Rajiv Gandhi Combined Cycle Power Plant (RGCCPP) in
Kerala’s Kayamkulam district. This FSPV project was indigenously developed by
the R&D arm of NTPC which is the giant player in the Indian power sector.

It is interesting to note that a large number of reservoirs are located at different
locations in India. In this context, there is a good scope of utilization of the water
resources of these reservoirs through FSPV technology. Therefore, a survey has been
conducted to check the potential of FSPV installation by utilizing themajor reservoirs
in India. If the potential of the water surface is utilized in a proper way, the power
generation through sustainablemeanswill be an added advantage in the Indian power
sector.

The potential of solar energy and water saving [5] considering Indian major reser-
voirs is given in Table 2. The calculation is done considering 1250million litres water
saving per square Km area per year and 40 MWp potential per square Km area [5].
Here, a typical study is presented without considering the weather variability which
is left as the future scope of this work.

6 Future Prospects and Recommendations

Thepopulationgrowth is increasingdaybyday throughout theworld.At this juncture,
land availability has become a crucial factor and challenging task. Therefore, FSPV
project has the bright future especially in the densely populated countries like China,
India, Japan, USA, Korea, etc. where the land shortage issue persists. The cost of
water is very less compared to the cost of land, and therefore, the demand of FSPV
is expected to increase rapidly all over the world. Moreover, the demand supply
gap of electricity can be compensated through solar energy in a sustainable manner.
Therefore, the GOI has also formulated different policies and incentive mechanisms
to promote the solar energy. In a nutshell, the FSPV technology is an attractive and
innovative way to produce the solar energy by utilizing the water resources. The few
installations of FSPV plants are described in Table 3.

Two FSPV plants each having capacity 10 MW will be set up in the states of
Andhra Pradesh and Kerala. Each project is expected to entail an investment of Rs.
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Table 2 Solar energy production and water saving potential in Indian major reservoirs

Name of reservoir Area in Sq. Km FSPV potential (GWp) Yearly water saving (million
litres)

Nagarjun Sagar 284.9 19.943 356,125

Sriram Sagar 450.82 31.5574 563,525

Srisailam 616.42 43.1494 770,525

Somasila 212.28 14.8596 265,350

Manimata Hasdeo 188.47 13.1929 235,587.5

Pong 260 18.2 325,000

Salal 93.56 6.5492 116,950

Maithon 106.19 7.4333 132,737.5

Panchet 153 10.71 191,250

Tenughat 64.8 4.536 81,000

Krishnaraja Sagar 129 9.03 161,250

Tungabhadra 378.13 26.4691 472,662.5

Bhadra 117.25 8.2075 146,562.5

Linganamakki 316.65 22.1655 395,812.5

Malaprabha 129.5 9.065 161,875

Hidkal 78.04 5.4628 97,550

Hemavathy 91.62 6.4134 114,525

Supa 123 8.61 153,750

Almatty 754.25 52.7975 942,812.5

Cheruthoni 59.83 4.1881 74,787.5

Gandhi Sagar 660 46.2 825,000

Tawa 200.55 14.0385 250,687.5

Bargi 267.97 18.7579 334,962.5

Indira Sagar 913.48 63.9436 1,141,850

Koyna 115 8.05 143,750

Paithan 398 27.86 497,500

Ujjani 336.5 23.555 420,625

Totladoh 77.71 5.4397 97,137.5

Hirakud 743 52.01 928,750

Rengali 378 26.46 472,500

Upper Kolab 122 8.54 152,500

Indravati 110 7.7 137,500

Ranapratap Sagar 198.29 13.8803 247,862.5

Mahi Bajaj 134 9.38 167,500

Bisalpur 218.36 15.2852 272,950

(continued)
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Table 2 (continued)

Name of reservoir Area in Sq. Km FSPV potential (GWp) Yearly water saving (million
litres)

Mettur 153.46 10.7422 191,825

Rihand 468 32.76 585,000

Matatila 138.85 9.7195 173,562.5

Rajghat 2453 171.71 3,066,250

Kangsabati 124.32 8.7024 155,400

Total 909.05 16,233,187.5

Table 3 Few installation of FSPV plants

Sl. No Company name Capacity Location/features

1 NHPC Ltd. 50 MW Kerala

2 Vikram solar Pvt. Ltd. 10 kW New town in West Bengal

3 Kyocera TCL solar 13.4 MW Yamakura, Japan

4 Balbina hydroelectric plant 350 MW Brazil

5 Saitama Prefecture, Japan 2786 panels of 255 Wp 43%(0.81 ha) of coverage on
water regulation pond, Japan

6 Hyogo prefecture, Japan 3392 panels of 250 Wp World’s 1st floating PV of
37%(0.91 ha) coverage

70 crores ($10.7 million) and will be funded by World Bank. Both these projects
will be implemented either by the corresponding state governments or SECI. The
National Hydro Power Corporation (NHPC) is planning to set up 600 megawatts of
FSPV plant at the hydro power project.

The government, researchers as well manufacturers should come forward to
address the following issues:

• Thorough investigation is required on the effect of salt water on the PV modules
and other structures.

• Improvement in the solar tracking system is utmost needed so that the tilt and
azimuth angle of FSPV system can be adjusted.

• Extensive research on the flexible thin film technology for PV panels needs to be
explored so that the harsh weather condition can be dealt with.

• Various factors such as maximum wind speed, water current, temperature limit,
snow load, cyclone, and typhoon are to be considered during designing of the
FSPV plant.

• Development of the new technology for the floating structures is also to be
researched.

• The modern remote sensing and GIS-based tools may be adopted to identify the
potential site for the FSPV project.
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7 Conclusions

In this study, a comprehensive overview of the FSPV technology is discussed. The
FSPV modules basically float on the water surface and the modules are naturally
cooled by the water. Therefore, efficiency of the FSPV plant is comparatively higher
than the conventional land-mounted PV plant. In spite of the various challenges
are associated with the FSPV plant, it is an attractive and well-proven modern tech-
nologywhich can resolve the energy crisis utilizing thewater resources. Furthermore,
the techno-economic analysis of FSPV project is also highlighted to quantify the
economic benefit. Undoubtedly, the FSPV technology would prove to be an innova-
tive way as it could solve land requirement problem. The water resources can be used
effectively through FSPV technology, and the huge amount of water can be saved by
reducing the evaporation. This FSPV technology could be a game changer for India.
Therefore, FSPV technology is an attractive option, and government should imple-
ment it in a well-planned way by considering various social, technical, and economic
issues by utilizing the available water resources of India effectively. Moreover, it will
help to meet the solar target and achieving the sustainability of power thus ensure
sustainable development.
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Pumped Hydrostorage (PHS) Plant:
A Scheme for Overall Efficiency
Improvement by Recycling the Water

Mehebub Alam

Abstract The demand of the electricity is varying in nature, and this variability
in the demand requires the suitable storage scheme which will meet the additional
demand during peak hours. Although several energy storage schemes are available,
the pumped hydrostorage (PHS) scheme is widely accepted for large-scale energy
storage purpose. The PHS is operated by recycling the water through pumping mode
and generating mode. In this study, the mathematical model of PHS plant is elabo-
rated. Furthermore, the cost–benefit analysis is also highlighted considering a typical
case study. The cost analysis of the already installed PHS plants in India is also
discussed. In a nutshell, this study will be helpful to the researchers and planners
for possible adoption of the PHS technology to improve the overall efficiency of the
generation system.

Keywords Pumped hydrostorage (PHS) · Frequency regulation · Central
electricity authority (CEA)

1 Introduction

The bulk energy storage schemes are growing attention day by day to meet the peak
load demand. Moreover, the significant amount of renewable energy penetration into
the modern grid necessitates the suitable energy storage schemes. In this context,
two schemes, namely compressed air energy storage (CAES) and pumped hydros-
torage (PHS), are the promising technology.However, the application ofCAES is still
limited due to topological restriction [1] and few installations are available world-
wide. On the other hand, the PHS is comparatively matured technology and widely
used [2, 3] for bulk energy storage. In India, 12 pumped storage plants are in oper-
ational condition with installed capacity of 5804 MW. Among 12 pumped storage
plants, only six plants are operating in both modes, i.e., generation and pumping
modes [4]. In India, 8 h pumping and 6 h generation are suggested but less pumping
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hour has been noticed till 2002 [5]. A comprehensive review on PHS schemes is
described in [6]. The mathematical model of PHS scheme for house building is
outlined in [7]. Gradually, the increasing peak demand, the spinning reserve require-
ment, and renewable energy introduction into the grid singly or combined given a
thrust for thinking about bulk storage option. However, the cost–benefit analysis is
essential for implementation or installation of the storage plant.

In this study, an overview of PHS plant is outlined. The mathematical model of
PHS plant along with cost–benefit analysis is also explained.

2 Overview of the PHS System

Basically, the PHS plant is used to enhance the overall efficiency of the thermal plant.
During low demand period, the excess energy is used to pump the water and this is
known as pumping operation mode. On the other hand, during peak demand period,
the same water is used to drive the generator in order to produce the electricity and
this is known as generation mode. Therefore, the water is recycled through the PHS
plant by operating in pumping and generation mode.

2.1 Indian Grid System and Potential

The Indian grid frequency was varying from 47.8 Hz to 50.5 Hz before 2003 [8]. In
this context, the sufficient powerwas not available for pumping operation.After 2003,
the operating range was decreased to 49–50.5 Hz. Therefore, increased pumping
operation was observed. Later on, the frequency band was further reduced; i.e.,
lower limit was changed from 49 Hz to 49.5 Hz and upper limit was changed from
50.5 Hz to 50.2 Hz. The reduction of the frequency band improves the efficiency and
stability of the large interconnected grid. The change in frequency band in Indian
power system is summarized in Table 1. The Indian power system has the following
special features.

• There is imbalance between hydrogeneration and thermal generation

Table 1 Operating range of
frequency as per Indian grid
code

Period Frequency range (Hz)

Upto 31st March 2009 49.0–50.50

From 1st April 2009 upto 2nd May
2010

49.2–50.30

From 3rd May 2010 upto 16th Feb.
2014

49.5–50.20

With effect from 17th Feb 2014 49.7–50.05
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• Shortage of peak demand
• Shortfall in spinning reserve
• Considerable gap between generation and demand.

Total of 63 sites have been identified by Central Electricity Authority (CEA) for
installation of PHS plant with projected capacity 96,5000 MW [9]. Among these, 12
PHS plants have been installed so far with capacity 5804 MW. For flexible operation
of the system, the hydrothermal mix should be 40:60 but it has not been achieved
so far. As per National Electricity Policy, the spinning reserve should be 5% of the
installed capacity but only the 60% of the requirement has been achieved so far [10].

3 Mathematical Model of PHS Plant

For operation of the PHS plant, two reservoirs at different heights are required. A
typical diagram of PHS plant is shown in Fig. 1. In this section, brief mathematical
model [7] of PHS is described.

The water will be stored at higher reservoir during pumping operation. On the
other hand, during generation mode, the water will flow from upper pondage to the
lower pondage through a turbine and power is generated. Therefore, stored energy
E(J) can be written as

E = ρVgh (1)

Here the density of water is represented by ρ, the volume of water at upper
reservoir is represented by V, g denotes the acceleration (m/s2), and h represents the
difference of height between two reservoirs (m). Now, considering 1000 kg/m3 water
density and 9.81 m/s2 acceleration, the stored energy E (kWh) can be expressed as.

Fig. 1 Schematic layout of PHS plant
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E ≈ V h/365 (2)

LCOE =
∑N

n=0
(Cn/(1 + d)n)/

∑N

n=0
(Eout/(1 + d)n) (3)

Here Cn represents the cost in n − th year. The generated energy in n − th year is
denoted by Eout (kWh). Further, d represents the real yearly discount rate (%) and N
is the project duration in year. The total costCn basically consists of two components,
i.e., the purchase cost of electricity at a price Pin and the capital cost in first year (C0).
It is assumed that the system efficiency (ηtotal) and the generated energy Eout (kWh)
remain constant. Considering this, the levelized cost of electricity (LCOE) can be
written as

LCOE = C0

Eout(
(1+d)n−1
d(1+d)N

)
+ P in

ηtotal
(4)

Nowweconsider two assumptions; i.e., project durationN is 25 years and discount
rate d is 5%. Considering these two assumptions, the LCOE will be

LCOE ≈ C0

14 × Eout
+ P in

ηtotal
(5)

From Formula (5), it is seen the dependence of LCOE on the different factors.
One factor is the generated energy Eout which must be maximized in order to dilute
the capital cost and reduce the LCOE. The other factor is the system efficiency; i.e.,
higher system efficiency will lead to the reduction of LCOE.

4 Cost–Benefit Analysis

For cost–benefit analysis, a typical 1000 MW capacity is chosen with 3 h operation
per day. The cost of energy is calculated from the latest unscheduled interchange (UI)
rate (Fig. 2) determined by the Central Electricity Regulatory Commission (CERC)
[11]. The efficiency is chosen 75% [8]. The detailed calculation is represented in
Table 2. The PHS is used to store energy during off-peak period, and this energy is
fed back to the grid during peak load period. In Table 2, off-peak hour is considered at
50.05 Hz frequency and peak hour is considered at 49.9 Hz frequency. At 50.05 Hz,
frequency UI rate is very less; therefore, it will be economical to store the energy
instead of feeding into the grid. In view of this, cost of energy stored is calculated
with Rs. 2.5/kWh which also includes the O&M cost. The cost of energy fed into the
grid during 49.9 Hz frequency is taken Rs.4/kWh with reference from CERC rate.

This is a typical calculation considering full load operation of PHS. Actually, the
profit may vary depending on the following factors:
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Fig. 2 CERC latest UI rate

Table 2 Cost–benefit analysis of a typical PHS plant

Rating of PHS 1000 MW

Hours of operation/day 3 h/DAY

Energy stored during off-peak hour (A)@Frequency
50.05 Hz

1000*3*1000 = 3,000,000 kWh

Efficiency of the system 75%

Energy feedback to grid during peak hours @Frequency =
49.9 Hz (B)

A*0.75 = 2,250,000.00 kWh

Cost of energy stored @ Rs. 2.5/kWh(Includes O&M
Cost)(C)

A*2.5 = RS 7,500,000

Cost of energy delivered to the grid @Rs 4/kWh(D) B*4 = RS 9,000,000

Benefit/Day (E) = D-C D-C = RS 1,500,000 = 15 lakhs

Yearly benefit 365*E = 54.75 Crores

• Frequency range at which storage and trading is done (as per CERC UI rate)
• No of hours and days of operation
• Variation of O&M costs
• Operation with full capacity or partial capacity.

5 Practical Indian Case Study

The capital cost of six major PHS plants is represented in Table 3 [5]. The capacity
of the Srisailam PHS plant is the highest, and Bhira PHS plant is lowest. Further, the
generation, capital investment, and cost/kWh of four major plants, i.e., Kadamparai,
Srisailam, Ghatghar, Purulia PHS plant, are summarized in Table 4 [5]. It is seen
from Table 4 that cost/kWh is the highest for Ghatghar PHS plant and the lowest
for Kadammparai PHS plant. The generation cost and sale cost of energy from
Kadamparai PHS plant are represented in Table 5 which shows that considerable
amount of profit can be achieved throughPHS scheme. The bulk energy is represented
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Table 3 Capital cost of major PHS plants in India

Sl. No Names of PHS Installed
capacity (MW)

Commissioned
year

Capital cost
(million) Rs.

Capital cost in
2013

1 Kadamparai 400 1987 2250 13,809.3

2 Srisailam 900 2003 26,200 51,602.7

3 Ghatghar 250 2008 19,280 23,751.2

4 Purulia 900 2008 26,388.2 36,734

5 Kadana 240 1998 3425 7997.1

6 Bhira 150 1995 2570 6943.3

Table 4 Generation cost and capital investment of major PHS plants

Features Kadamparai Srisailam Purulia Ghatghar

Installed capacity (MW) 4*100 6*150 4*225 2*125

Design energy in Million Unit (MU) 797 1400 1700 470

Year of commissioning 1987 2003 2008 2008

Capital Investment on commissioning (Rs. × 107) 225 2620 2638.82 1578.90

Capital Investment adjusted to 2013 (Rs. × 107) 1380.93 5160.27 3673.40 2375.12

Annual Fixed Charge (20% of investment), Rs. ×
107

276.19 1032.05 734.68 475.02

Cost/kWh in Rs.(U)

U for 100% design energy 3.47 7.37 4.32 10.11

U for 50% design energy 6.93 14.74 8.64 20.21

Table 5 Generation and sale
cost (paise/kWh) of
Kadamparai PHS plant [5]

Financial year Generation cost Sale cost

2006–2007 90.75 310.16

2007–2008 95.60 317.03

2008–2009 132.71 311.19

2009–2010 81.82 311.08

2010–2011 41.96 415.87

2011–2012 115.46 362.88

2012–2013 251.66 483.85

in million unit (MU) here (1 MU = 10ˆ6 kWh). The designed energy refers to the
maximum amount of energy that can be generated from that plant. Actual energy
generation is always less than designed energy.
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6 Future Prospects

It isworth noting that out of 12 PHSplants, 5 plants are not presently in operationwith
pumpingmode. Therefore, they are basically operating as normal hydrogenerator. For
example, due to want of tail race pool, Sardar Sarovar, Nagarjunasagar, and DVC
(Panchet hill valley); these three plants are also not operating in pumping mode.
Moreover, the vibration issue has made the Kadana PHS inoperational. Furthermore,
due to non-availability of tail race pool, the Bhira PHS is also not operating via
pumping mode. Ujjain and Paithan (12 MW) stations are operating depending on
irrigation demand. In this context, it is to be noted that if efforts are being made
to make all these plants to be operated in pumping mode, then the overall system
efficiency will be improved.

Further, the following suggestion are recommended for better utilization of the
PHS plants:

• The government should formulate flexible policy for installation and operation of
the PHS plants.

• The subsidy mechanism is to be introduced as it helps to stabilize the grid
• The variable speed operation may be adopted to achieve the better perfor-

mance. The variable speed technology is widely adopted throughout the world
for efficiency improvement, and it has been witnessed in Kadamparai PHS plant.

• One important factor of poor performance is less pumping operation. Therefore,
effort is to be made to increase the pumping operation. As the government is
introducing various schemes for renewable energy integration into the grid, the
pumping operating is expected to increase in near future. The improvement in
performance (Fig. 3) with the pumping operation is also verified at Kadamparai
PHS plant.

Fig. 3 Performance of Kadamparai PHS plant considering 10 year interval period [5]
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It is interesting to note that nowadays the government is promoting renewable
energy, and various schemes have been formulated for smooth execution of renew-
able energy generation. Moreover, different government bodies and ministries have
been set up to look into the progress of renewable energy sectors across the country.
However, the renewable energy generation pattern in quite uncertain and depen-
dent on the weather condition. In this context, the energy generated from renewable
sources can be stored during off-peak period through PHS scheme. On the other
hand, the electrical energy can be produced from stored energy during peak demand
of electricity. Therefore, the stability of the power grid will be achieved and system
reliability will be improved.

7 Conclusions

It is to be noted that PHS plants are to be installed considering the geographic and
topological condition of the system. In the developed countries, the cost of energy
from PHS plant is fixed based on electricity trading as they have separate tariff
policies. However, in India, such commercial policies have not been formulated yet.
Presently, the PHS plants are operating for peak load management and improving
grid reliability. The improvement in the performance of PHS plants is achieved after
introduction of stringent frequency band. This case study shows that the PHS plants
not only meet the peak demand but also they are economical considering the latest
UI rate prescribed by CERC. Therefore, the government and policymakers must look
into thematter carefully for possible implementation of the PHS plant at the potential
sites in order to harness the benefit in today’s competitive market.
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Identification of New Sites
for Micro-Compost Centers: A Predictive
Study for Erode Urban Region
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Abstract Municipal Solid Waste (MSW) generation gets expanded day by day due
to fast urbanization and expand in population. This creates an unfavorable impact on
surroundings due to the fact it pollutes nature and also acts as medium for breeding
of flies. Currently, Erode District, which situated in Tamil Nadu state, India, is addi-
tionally going through this problem. The Municipality Corporation of Erode has
hooked up 18 new Micro-Compost Center (MCC) in function to reduce the quantity
of Municipal Solid Waste (MSW) but by taking population growth into considera-
tion the current MCCs will not be sufficient in future,so there will be a need of new
MCC. This paper aim is to establish the new sites that will be appropriate for erection
of new MCC in future by integrating the geospatial data of MCC into Geographic
Information System (GIS) for GIS-based analysis.

Keywords Municipal solid waste · Urbanization ·Micro-compost center ·
Geographic information system

1 Introduction

Due to expand in population and fast urbanization the need ofMunicipal SolidWaste
(MSW) management has been improved relatively in India [1]. In latest times, the
humans had migrated from rural areas to city for employment and improved health
care. This has additionally expanded the stress on present resources and contributed
to more waste. The majority of waste generated is due to the fact of the sophisticated
lifestyles fashion in city region. In India, extra than three fourth ofMSWis contributed
by way of urban area [2]. The produced MSW is hard to manage, they also act as
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medium for breeding of flies and it also motives terrible scent which is very hard
to bear [3]. The above cited problem will also be relevant to Erode city which is
located in Tamil Nadu. Due to the developmental things to do in this city the per
capita waste era have been multiplied from 1 to 1.3 and it is also growing each
year. The Municipal Corporation of Erode is taking the critical steps to control the
waste by way of gathering it and then segregating into extraordinary components
for transporting and treating them in dump yard [4]. They have additionally initiated
the system known as composting in 18 new Micro-Compost Center (MCC). These
MCC helps a lot to decrease the volume of MSW by using incorporating worms
and also creating the medium which is favorable for their increase however taking
the population increase and city sprawl into account, it is growing over a length of
time [5, 6]. It is additionally relevant for Erode city which ought to be viewed by
using comparing the census of 2001 with 2011. Therefore, the current MCCs will be
definitely insufficient in future so there will be need for newMCCs. To map existing
MCC in Erode urban region and to identified site for establishing new MCC.

New sites will be chosen such that it should satisfy all the requirements of MCC.
But certain type of lands should not be taken forMCCsbecause they have been termed
as conservative lands. In order to overcome it Geographic Information System (GIS)
can be used [7]. GIS primarily based evaluation of Web site determination will be
useful in identifying newWeb sites forMCC [8]. It is used as quantitative methods in
records collection. Digitizing and buffering are used to map eligible sites reachable
for finding MCCs in Erode. The designated picture of study place is extracted from
Google Earth seasoned and then it is digitizing, buffered using ArcGIS 10.5 followed
via overlaid is completed the use of ArcGIS 10.5 to produce the suitability map. The
spatial distribution of presently existing MCCs is brought to map to get clear view
of its existence [9]. To add records to quantitative techniques, qualitative methods
that included interviews, questionnaires, observations and literature had been used
to praise the quantitative methods. Results of the research, introduced a suitability
map which showed the feasible suitable sites for New MCCs.

1.1 Study Area

The Erode urban area has been chosen as the find out about location due to the fact
it comes under the list of smart cities selected in India for improvement underneath
fourth phase and also quickest developing metropolis in Tamil Nadu. The district is
bounded via Chamarajnagar district in Karnataka to north and throughCauvery River
to the East. Erode District is landlocked and is situated at between one hundred 36’N
and 110 58’ N latitude and between 760 49’ E and 770 58’ E longitude. The whole
geographical area is 5,722 km2. The common temperature in Erode is 28.3 0C and
about 700 mm of precipitation falls annually. The population in Erode is 2,251,744
(as per 2011 census) with 37,511 homes and about 5635 commercial building, 60
schools. In addition, there are about 20,000 floating populace in Erode town. These
make contributions to the generation of 135 metric lots of strong waste every day.



Identification of New Sites for Micro-Compost Centers … 781

1.2 Software Used

• Google earth pro.
• Arc GIs.
• ERDAS 10.

2 Methodology

Data collection.

2.1 Primary Data

The fundamental facts of this paper consists of getting data on the system carried out
in MCC’s which ought to be got by way of conducting questionnaire survey and then
the geocoordinates of all facilities is recorded using Garmin GPS. The distribution
of population waste generation detail of Erode District at follows,

• The total number of wards 60
• Total number of population 5,94,341.
• Ward wise high and low population W7,25,352 and W60, 6504.
• Total waste generation 1,07,020 (MT).
• %waste various from min and max value W22,165 and W17,5211.

2.2 Questionnaire Survey

Questionnaire survey is conducted in MCC to get the details about the working
process in centers and also to get the coordinates of location of these centers. This
questionnaire survey is answered by the staffs in charge in the centers and by the
people who are working there the survey included the questions of date of interview,
number of staffs working there, methodology carried out in center, space required
for erecting the center, number and name of the wards for which the waste processed
there in centers, capacity of center and cost involved in processing the waste. This
survey helps us to identify the nature of the center and locations of existing MCC
(Table 1).
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Table 1 Geographical coordinates of existing MCC’S

S.NO Zone MCC Name Longitude Latitude

1 1 BP Agraharam 77.713161 11.377447

2 Vairapalayam 77.725266 11.370479

3 2 Kolathupalayam 77.64878 11.356251

4 VOC Park 1 77.719491 11.352912

5 VOC Park 2 77.719491 11.352912

6 3 Karuvil Palayam 11.345449 11.345449

7 Kamaraj Nagar 77.686002 11.324769

8 Therkupallam 77.683543 11.306033

9 Lakshmi Garden 77.720706 11.312658

10 Muthampalayam 1 77.706039 11.318598

11 Muthampalayam 2 77.70594 11.318598

12 Talukaa Police Station 77.691275 11.299601

13 Nethaji Nagar 77.713895 11.32731

14 4 Kaveri Road 77.743783 11.358071

15 Mohan Thottam 77.740343 11.336526

16 Vendipalayam 77.743407 11.33117

17 Anna Nagar 77.713763 11.31566

18 Muthuswamy Colony 77.717487 11.314959

2.3 Process Carried Out in MCC

• Thewaste from the designatedward is accruedwith the help of battery automobile
and Tata Ace by using door-to-door process.

• Then the waste is transported to MCC via the above said vehicle. The employee’s
current in the middle will weigh the waste the use of weight balance and it is
recorded in register.

• If any drywaste or any other non-degradable waste is present in the accruedwaste,
it is gathered into dustbin and then dumped into dump yard.

• After doing foremost procedures, the true manner starts off evolved through
grinding the waste the use of Maxin India grinding machine and the grinded
sparkling waste is dumped into series tank.

• Before dumping into tank, the tank is conditioned by means of use bagasse and
cow dunk.• After dumping the waste into tank it is left for one week with stirring
the tank for each three days.

• Then the waste is dumped into storage tank after a week earlier than that EM balls
and leachate is sprinkled over it to make certain rapid rate of manure conversion
and the system is persevered again for three times.

• Then the waste dumping is stopped however waste is stirred for each three days
until the retention duration of 48 days after that the waste will be transformed into
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manure it is then taken out and weighted and in the end given to the farmer at free
of cost.

• Totally there had been 12 tanks. One tank is used for one day. 12 tanks are break
up into two sets. After finishing one set of tank any other set of tank will be used.

2.4 Secondary Data

The secondary information of this paper consists of the system carried out in GIS
whichwill be useful in figuring out theWeb sites for newMCC’s. In order to newWeb
sites forMCCpreliminary steps like gettingmap fromGoogle earth pro accompanied
with the aid of digitizing the map and then the buffer is created to certain distance
eventually extraordinary maps are overlapped to get the new Web sites.

3 Result and Discussion

3.1 Boundary Creation for Erode Urban Region

The boundary map for Erode city vicinity is created to differentiate its border from
other region. Thiswill assist us to recognize the spatial details of the Erode city region
more truly from other region and also help us to identify the locations that falls below
the manipulate corporation. From this boundary map, we may want to genuinely see
that the Erode city area as multiplied over a location of 768 km2. Figure 1 suggests
the boundary map of Erode vicinity.

3.2 Generation of Ward Map of Erode Region

The Erode urban region has been divided into four zones and every zone consists of
fifteen wards. These wards are digitized one at a time and then it is merged together.
Each ward has one-of-a-kind populace and additionally generates the specific extent
of the waste. By categorizing the district map in phrases of wards, we will be capable
to recognize how an awful lot waste is generated in all wards accurately. Figure 2
suggests the Ward map of Erode city.
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Fig. 1 Study area boundary

3.3 Generation of MSW Distribution Map of Erode Urban
Region

With reference to the above map, the waste generated within Erode urban vicinity is
dispensed alongside wards smart and the produced waste in every ward is tabulated
and a map is generated. This generated map shows the density of waste produced
alongside ward wise. This will helps us to detect the most effective Web site online
for the MCC. Suggests the distribution of population and waste generation small
print. Figure 3 suggests ward-wise waste generation.
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Fig. 2 Ward map

3.4 Location of Existing MCC

It is indispensable that we have to no longer provide extra of MCC to unique place as
it might reduce the effectively of technique so there is a want of knowing the region
of existing MCC. The recorded area of MCC with the aid of GPS is imported into
GIS software program and pinned inside the ward map. The distribution of existing
MCC is denser in south-west facet of the map, so it is very clear that there is a need
for new MCC. Figure 4 suggests location of currently existing MCCs.
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Fig. 3 Ward wise waste generation

3.5 Buffer Generation for Existing MCCs

After locating the existing MCC centers in Erode ward map a buffer region of radius
1 km with MCC as a center point is created around each MCC to know the area
covered by all MCC, by creating the buffer zone we could see some of the buffer
regions of MCCs getting overlapped as shown in Fig. 5. This shows that the waste
produced in those regions are managed by both MCCs and also we could see some
of the regions are not covered by any MCC so there is a need of new MCC in those
region.
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Fig. 4 Currently existing MCCs

3.6 Locating of New MCC

By thinking about the waste technology in all wards and location of existing MCCs,
A complete of eight new MCCs is proposed to help the existing eighteen MCCs.
These MCCs are provided due to the fact the waste generated in that place is extra
that it cannot be handled by using nearer MCC or the nearer MCCmay be away from
the waste technology supply so it reasons high transportation cost. Totally nine sites
are proposed for new MCC in that 6 Web sites are placed in agricultural vegetation
and three Web sites are placed in urban place. The proposed new MCC’s are plotted
in a ward map and shown in Fig. 6.



788 S. Anandakumar et al.

Fig. 5 Buffer generated for existing MCC

3.7 Location of Current and Proposed Sites for MCCs

By seeing the existing MCCs we could conclude that the current MCCs are dense in
south-west region of Erode taluk and very much low in north-east region of Erode
city so there is a need of establishing new MCCs there so we have chosen certain
sites in those wards and numbered them as N1 to N9 these sites are chosen based
on visiting sites and these sites should not interfere in residential area. like existing
MCC for new MCC that we have proposed, we have created buffer regions around
them in order to calculate the area covered by new MCCs. Figure 7 shows the buffer
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Fig. 6 Identified new MCCs

region of existing and new MCC. from this Fig. 7 we could see that the combination
of old and new MCC could cover all regions of Erode taluk.

4 Conclusion

This learn about objectives at offering new sites for setup of MCCs in Erode city
place thru GIS-based analysis. Google Earth Pro presents the high quality updated
images, for this reason being an efficient device for ERDAS and ArcGIS to pick
out new sites. Analysis of main records with integration of GIS technology will be
beneficial for identifying new sites. After a spatial willpower of an ultimate web page
vicinity environmental monitoring allows and ensures ideal and environmentally



790 S. Anandakumar et al.

Fig. 7 Location of current and proposed MCCs for Erode urban region

sound operations at the MCCs. More significance has been given to sustainable
improvement while planning to choose web page for MCC. The spatial place of
present day MCC may be environmentally pleasant but by incorporating GIS and
gotWeb sites forMCC are environmentally friendly andmotives no dangerous to any
human beings or animals. GIS and RS are vital environmental planning and problem-
solving equipment as they had been used for trying out the suitability of the modern
MCC as well as mapping the doubtlessly suitable Web sites for establishing a new
MCC in Erode city. Through digitizing statistics for a range of key environmental
parameters used to be obtained from Google Earth. The received data was once then
converted the usage of ArcGIS from Keyhole Markup Language (KML) and it is
manipulated the usage of ArcGIS10.5. Using a perfect framework of buffer distance
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the parameters were buffered with their respective buffer distances then again with
consideration of the relative measurement of the urban area. From the buffers, a
conclusion that the current is no longer most appropriate to raise out all the manner
for waste management. An overlay evaluation of all parameters produced a map of
about 9 achievable sites for establishing a newMCC. Therefore the effect of the find
out about has concluded that wards of 1,2,3,5,10,16,18,30,42 with a whole of 9 new
MCC can be furnished to help present MCCs.

5 Annexure

Micro-Compost Centre (Mcc) Questionaaire For Predicting New Sites ForMcc.

MCC name Kolathupalayam MCC

Location name kolathupalayam main road

Name of the Respondent sadam

Collection ward

No of Wards 5

Name of Wards 16,17,18,19,20

Working days 6 Days

Working hours 10.30 am to 3.30 pm

Date of interview 11/01/2020

No of workers

Workers for collection 60

Workers for processing 4 (same Workers for collecting)

MCC Capacity 2TPD (2 tonnes/day)

Area of MCC 11 Cent

Collection process Door to Door

Mode of Collection TATA ACE

Kind of Waste Collection Vegetable waste, plastic waste

Process carried out in MCC The waste from above said Waste is collected and
weighted in MCC. Dry Waste and other
non-bio-degradable waste is dumped into dustbin and thin
dumped into dump yard. The workers present in site for
maintain and process will first grind the waste using
maxin India grinding maintain and then poured the waste
into collection tank that day. Totally, there are six tanks
one tank for one day. Sunday is leave. The tank is stirred
of the 5 days from dumping day. The process is done for
3 weeks. One tank can hold waste for surety held every
time dumping the waste, and seed balls are sported in
order to boos up the decomposition process using worm

(continued)
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(continued)

MCC name Kolathupalayam MCC

Quantity of waste Collected per day

E-Waste –

Recyclable waste 50 kg/day

Bio-Degradable waste 1.8–2 tonnes/day

Process cost rs 13,200/day

Selling cost –

Mode of Transportation TATA ACE

References

1. Gupta N, Yadav KK, Kumar V (2015) A review on current status of municipal solid waste
management in India. J Environ Sci 37:206–217

2. Kawai K, Osako M, Matsui S, Dong NT (2012) Identification of junk buyers’ contribution to
recycling of household waste in Hanoi, Vietnam, through a physical composition analysis.Waste
Manage Res 30(7):681–688

3. Kawai K, Osako M (2013) Advantages and disadvantages of a municipal solid waste collection
service for citizens of Hanoi City Vietnam. Waste Manag Res 31(3):327–332

4. Ramesh N, Meenamabal T, Murugan K (2009) Quantification, characterization and leachate
analysis of the municipal solid waste from Erode Municipality, Tamilnadu India. Nat Environ
Pollut Technol 8(1):21–28

5. Sudhira HS, Ramachandra TV, Jagadish KS (2004) Urban sprawl: metrics, dynamics and
modelling using GIS. Int J Appl Earth Obs Geoinf 5(1):29–39

6. Xiao J, Shen Y, Ge J, Tateishi R, Tang C, Liang Y, Huang Z (2006) Evaluating urban expansion
and land use change in Shijiazhuang, China, by using GIS and remote sensing. Landsc Urban
Plan 75(1–2):69–80

7. Lathrop RG Jr, Bognar JA (1998) Applying GIS and landscape ecological principles to evaluate
land conservation alternatives. Landsc Urban Plan 41(1):27–41

8. Jerie S, Zulu S (2017) Site suitability analysis for solid waste landfill site location using
geographic information systems and remote sensing: a case study of Banket Town Board
Zimbabwe. Rev Soc Sci 2(4):19–31

9. Oh K, Jeong S (2007) Assessing the spatial distribution of urban parks using GIS. Landsc Urban
Plan 82(1–2):25–32


	Contents
	About the Editors
	Hydrological Modelling
	 Trends of Rainfall and Temperature over Chhattisgarh During 1901–2010
	1 Introduction
	2 Study Area
	2.1 Climate of Chhattisgarh
	2.2 Data Used

	3 Methodology
	3.1 Study of Time Series
	3.2 An Analytical Method for Analyzing Trends
	3.3 Thiel Sen’s Slope
	3.4 Monthly Trend Analyzes

	4 Results and Discussion
	4.1 Magnitude of Trend:

	5 Conclusion
	References

	 Estimation and Simulation of Flows into an off-Taking Canal Using ANSYS
	1 Introduction
	2 Literature Review
	3 Methodology
	3.1 Analytical Analysis
	3.2 Simulation Analysis

	4 Results and Discussions
	5 Conclusions
	References

	 Drought Evaluation of Tiruchirapalli City, India, Using Three Meteorological Indices
	1 Introduction
	2 Study Area
	3 Methodology
	3.1 Statistical Z score (SZs)
	3.2 China-Z Index (CZI)
	3.3 Standard Precipitation Index (SPI)

	4 Results and Discussion
	5 Conclusion
	References

	 Forecasting of Meteorological Drought Using Machine Learning Algorithm
	1 Introduction
	2 Materials and Methodology
	2.1 Study Area
	2.2 Methodology

	3 Results and Discussion
	4 Conclusion
	References

	 Assessment of Economic Value of Doddabommasandra Lake Using Contingent Valuation Method and Travel Cost Method
	1 Introduction
	2 Review of Literature
	2.1 Willingness to Pay
	2.2 Non-Market Valuation Techniques
	2.3 Ecology and Economy
	2.4 Regression Analysis
	2.5 Findings from the Literature
	2.6 Objectives

	3 Methodology
	3.1 Evaluation of Lake Water
	3.2 Sampling Plan
	3.3 Questionnaire and Response Collection
	3.4 Compilation
	3.5 Travel Cost Method
	3.6 Contingent Valuation Method

	4 Data Collection and Analysis
	4.1 Data Collection
	4.2 Analysis Using Contingent Value Method
	4.3 Analysis Using Zonal Travel Cost Method

	5 Results and Discussion
	5.1 Result from Contingent Value Method
	5.2 Discussion on Result from Contingent Value Method
	5.3 Results from Zonal Travel Cost Method
	5.4 Discussion on Results from Zonal Travel Cost Method

	6 Conclusions
	References

	 Meteorological Drought Analysis Using SPI-6 for Marathwada Region, Maharashtra State, India
	1 Introduction
	1.1 Drought Definition
	1.2 Drought Classification
	1.3 Drought Indicators/Indices
	1.4 Characterization of Meteorological Drought Using SPI

	2 Methodology
	2.1 6-Month Standardized Precipitation Index
	2.2 Definition of Drought Properties

	3 Results and Discussion
	3.1 Study Area Details
	3.2 Drought Characterization
	3.3 Blockwise Drought Vulnerability Assessment Using SPI 6

	4 Conclusion
	References

	 Analysis and Comparison of Fuzzy Logic and Neural Network Based Study for Rainfall Predictions and Hydrological Modelling: A Case Study of Ahmedabad
	1 Introduction
	2 Literature Reviews
	3 Study Area and Data Collection Details
	4 Methodology Adopted
	5 Comparison Analysis and Discussion of Models
	6 Conclusion
	References

	 A Synoptic-Scale Assessment of Flood Events and ENSO—Streamflow Variability in Sheonath River Basin, India
	1 Introduction
	2 Study Area and Data Used
	3 Methodology and Results
	3.1 Flood Event Identification
	3.2 Significant Synoptic Features
	3.3 ENSO—Streamflow Variability

	4 Conclusions
	References

	 Effect of Climate Change on Spring Discharge Management System of the Himalayan Region in India
	1 Introduction
	2 Overview on Himalayan Region and Its Springs Resource
	2.1 Classification of Springs
	2.2 Characteristics of Springs Are [10]

	3 Case Study on the Spring Discharge Management System
	4 Challenges Towards Spring Shed Management
	5 Climate Impacts on the Spring System
	6 Concluding Remarks
	References

	 Assessment of Digital Elevation Models Based on the Drainage Morphometric Parameters for the Tawi River Basin
	1 Introduction
	2 Study Area
	3 Data Used and Methodology
	3.1 Data Used
	3.2 Methodology

	4 Results and Discussions
	4.1 Comparison of the Stream Network and Sub-Watersheds
	4.2 Comparison of the Drainage Morphometric Properties
	4.3 Comparison Based on the Hypsometric Analysis

	5 Conclusions
	References

	 Comparison of HEC-HMS and SWAT Hydrological Models in Simulating Runoff at Machhu River Catchment, Gujarat, India
	1 Introduction
	2 Study Area
	3 Data Collection and Analysis
	4 Methodology
	5 Model Results
	5.1 Average Rainfall
	5.2 Estimation of Runoff
	5.3 Evaluation of Rainfall-Runoff Relation
	5.4 Evaluation of Performance of Models

	6 Concluding Remarks
	References

	 Flood Hazard Assessment of Baitarani River Basin Using One-Dimensional Hydrodynamic Model
	1 Introduction
	2 Study Area and Data Collection
	2.1 Study Area
	2.2 Flood Frequency of Study Area in Baitarani River
	2.3 Data Collection

	3 Methodology
	3.1 Pre-processing Application
	3.2 Model Execution in HEC-RAS
	3.3 Post-processing in HEC-GeoRAS
	3.4 Flood Hazard Analysis

	4 Results Outcomes and Discussion
	4.1 Results of Unsteady Flow Analysis
	4.2 Results of the Flood Hazard Analysis

	5 Conclusions
	References

	 River Geometry Extraction from Cartosat-1 DEM for 1D Hydrodynamic Flood Modeling Using HEC-RAS—A Case of Navsari City, Gujarat, India
	1 Introduction
	2 Study Area and Data
	2.1 Study Area
	2.2 Data

	3 Methodology
	3.1 Extracting River Geometry
	3.2 Hydrodynamic Flood Modeling Using HEC-RAS (Hydrological Engineering Center-River Analysis System)
	3.3 Model Execution in HEC-RAS

	4 Results
	4.1 Error Analysis of Cartosat-1 DEM

	5 Discussion
	6 Validation
	7 Summary and Conclusions
	References

	 Impact Assessment of Environmental Flows Using CORDEX Regional Climate Models: Case Study of Nagarjuna Sagar Dam, Krishna River, India
	1 Introduction
	1.1 Hydrological Methods
	1.2 Hydraulic Rating Methods
	1.3 Habitat Simulation Methods
	1.4 Holistic Methodologies

	2 Study Area
	3 Methodology and Data
	3.1 Multiple Linear Regression
	3.2 Estimation of Environmental Flows Using Flow Duration Curve Method
	3.3 Data

	4 Results and Discussion
	5 Conclusions
	References

	 Trend Analysis of Annual, Seasonal, and Monthly Streamflow in Naula Watershed, Uttarakhand (India)
	1 Introduction
	2 Materials and Methods
	2.1 Study Site and Data Acquisition
	2.2 Mann–Kendall (MK) Method
	2.3 Modified Mann–Kendall (MMK) Method
	2.4 Kendall Rank Correlation (KRC) Method
	2.5 Theil–Sen’s Slope (TSS) Method
	2.6 Simple Linear Regression (SLR) Method

	3 Results and Discussion
	3.1 Trend Investigation at Naula and Kedar Stations

	4 Conclusion
	References

	 Hydrologic Response Estimation Using Different Descriptors for Upper Baitarani River Basin
	1 Introduction
	2 Study Area
	3 Methodology
	3.1 SWAT Model Setup
	3.2 FDC and FDIs
	3.3 Landscape and Climate Descriptors
	3.4 Water Balance Component and Dryness Index

	4 Results and Discussion
	4.1 SWAT Model Performance
	4.2 Descriptor Identification and Relation
	4.3 Water Balance Application

	5 Conclusion
	References

	 Temperature and Precipitation Towards the End of the 21st Century in Pecan Producing Areas of Mexico
	1 Introduction
	2 Materials and Methods
	2.1 Study Region
	2.2 Observations
	2.3 Model
	2.4 Regional Climate Simulations
	2.5 Growing Degree days
	2.6 Ensembles

	3 Results and Discussion
	3.1 Reference period
	3.2 Future Period
	3.3 Possible Causes of Changes on Temperature and Precipitation
	3.4 Potential Implications of Temperature and Precipitation Changes

	4 Conclusions
	References

	Water Resources System Planning and Management
	 Effect of Water Distribution Network Pipes Size on Flow Rate of a House Connection and Its Hydraulic Analysis
	1 Introduction
	2 Methodology
	2.1 Example Network

	3 Conclusion
	References

	 Leakage Optimization of Water Distribution Network Using Artificial Intelligence
	1 Introduction
	2 Case Study
	2.1 Study Location
	2.2 Study Area Data Collected

	3 Methodology
	3.1 Hydraulic Model Parameters
	3.2 Hydraulic Model Simulation by EPANET
	3.3 Hydraulic Model Performance for the Study Area
	3.4 Comparative Study of Hydraulic Models by EPANET and WaterGEMS
	3.5 Mathematical Model for Optimization
	3.6 Optimization Using Genetic Algorithm (GA)
	3.7 Genetic Algorithm (GA) Flow Chart in MATLAB for Optimization
	3.8 Genetic Algorithm Code in MATLAB
	3.9 Parameters for Genetic Algorithm

	4 Results and Interpretations
	5 Conclusions
	References

	 The Effect of Pipe Age and Piping Materials on Chlorine Decay in a Pilot Loop Water Distribution Network
	1 Introduction
	2 Materials and Methods
	2.1 EPANET Model and Water Distribution Network
	2.2 Water Quality Modeling
	2.3 Water Distribution Network Operation

	3 Results and Discussion
	3.1 Effect of Pipe Age
	3.2 Effect of Piping Material

	4 Conclusion
	References

	 Hydraulic Analysis of Drinking Water Distribution Network Using WaterCAD Simulation: Case of Purba Medinipur in West Bengal
	1 Introduction
	2 Study Area
	3 Overview of Simulation Software
	4 Methodology
	5 Results and Discussion
	6 Conclusions
	References

	 Comparison Model Study Using WaterGEMS and EPANET Software Programs for Clearwater Rising Main at Bhangar in West Bengal
	1 Introduction
	2 Study Area
	2.1 Piped Water Supply Scheme Detail
	2.2 Location of the Study Area

	3 Methodology
	4 Result and Discussions
	5 Comparison of Losses
	6 Conclusions
	References

	 A Conceptual Approach toward Water Management with Aquaponics
	1 Introduction
	2 Condition of Urban Waters and Water Reuse Potency
	3 Aquaponics System
	4 Proposed Methodology
	5 Discussion
	6 Summary
	References

	 Water Distribution Network Analysis Using EPANET: A Case Study of Surat City
	1 Introduction
	2 Study Area
	3 Overview of EPANET Software
	3.1 Modelling Capabilities of EPANET
	3.2 Applications of EPANET

	4 Methodology
	4.1 Data Required
	4.2 Data Collected

	5 Results and Discussion
	6 Conclusions
	Bibliography

	 Impact of Different Parameters in the Development of Operating Policies of a Reservoir Using Stochastic Dynamic Modelling Technique
	1 Introduction
	2 Methodology and Development of Model
	2.1 Stage
	2.2 Discretization of Inflow and Storage
	2.3 Different Inflow Serial Correlation Assumptions
	2.4 The Markov I Inflow Process Assumption
	2.5 State Transformation Equation
	2.6 Physical Constraints
	2.7 Objective Function
	2.8 Recursive Equation
	2.9 The Convergence Conditions

	3 Case Study
	3.1 Reservoir Characteristics

	4 Experiment Result and Discussion
	4.1 Experiment 1
	4.2 Experiment 2
	4.3 Experiment 3
	4.4 Experiment 4

	5 Conclusion
	References

	 Feasibility Analysis and Design of Water Distribution System for Ghadara (East Singhbhum District) Using Water Gems
	1 Introduction
	2 Model Development
	2.1 Collection of Data
	2.2 Filling Input Data
	2.3 Validation of the Network
	2.4 Computation

	3 Study Area
	4 Results and Discussion
	5 Conclusion
	Bibliography

	Remote Sensing/Geospatial Techniques in Water Resources
	 Identification of Flood Vulnerable Area for Kharun River Basin by GIS Techniques
	1 Introduction
	1.1 Factors of Flood
	1.2 Flood Inundation Mapping
	1.3 Study Area
	1.4 Data Used
	1.5 Gauge and Discharge Data
	1.6 Land Use Land Cover (LULC)

	2 Review of Literature
	3 Methodology
	4 Flood Modeling
	5 Results and Discussion
	6 Validation
	7 Conclusion
	References

	 Seepage of Water Quality Analysis of a Concrete Gravity Dam Using Langlier and Aggressive Index
	1 Introduction
	2 Area of Investigation
	3 Role of Chemical Analysis
	4 Chemical Analysis of Seepage Water
	5 Study Methodology
	5.1 Langlier Index
	5.2 Aggressive Index

	6 Results
	7 Conclusions
	References

	 Application of GIS and Geostatistical Interpolation Method for Groundwater Mapping
	1 Introduction
	2 Overview of Interpolation Methods
	2.1 Inverse Distance Weighted (IDW)
	2.2 Ordinary Kriging (OK)
	2.3 CoKriging (CK)

	3 Literary Survey Methods
	4 Comparison of IDW, OK, and CK
	5 Conclusion
	References

	 Estimation of Glacier Ice Velocity and Thickness Using Optical Remote Sensing
	1 Introduction
	2 Study Area
	3 Data Used
	4 Overview of Methodology (Surface Velocity)
	4.1 Pre-processing
	4.2 Image Pair Selection
	4.3 Coregistration and Orthorectification

	5 Measuring Displacements
	6 Analysis and Interpretation
	7 Depth Estimation
	8 Results
	8.1 Snout of Gangotri Glacier
	8.2 Ablation Zone of Gangotri Glacier
	8.3 Accumulation Zone of Gangotri Glacier
	8.4 Velocity Profile Along the Center Line of the Glacier

	9 Ice Thickness Estimation for Gangotri Glacier
	10 Results Validation
	References

	 Groundwater Quality Indexing Using Weight Overlay Analysis and GIS—A Case of Rel River Catchment
	1 Introduction
	2 Study Area
	3 Methodology
	3.1 Data Sampling
	3.2 Testing

	4 Result and Discussion
	4.1 Mathematical Modelling
	4.2 Geospatial Techniques

	5 Conclusion
	References

	 Flood Damages Assessment Using Remote Sensing and GIS: A Case Study of 2018 Kodagu Floods
	1 Introduction
	2 Literature Review
	3 Methodology Adopted
	3.1 Inputs Given in the Study
	3.2 Downloading the Data
	3.3 Pre-processing Using Snap
	3.4 Post processing Using QGIS

	4 Results
	5 Discussions
	6 Conclusion
	References

	 Groundwater Heavy Metal Contamination Mapping Using Geographic Information System (GIS): A Case of Nashik Thermal Power Station, Eklahare, Nashik (M.S.), India
	1 Introduction
	2 Material and Methods
	2.1 Study Area
	2.2 Groundwater Sampling and Analysis
	2.3 Groundwater Quality Mapping for Heavy Metals

	3 Results and Discussion
	3.1 Analysis of Coal, Fly Ash, and Groundwater Samples
	3.2 Spatial Distribution Mapping of Heavy Metals in the Groundwater

	4 Conclusions
	References

	 Using Earth Observations and GLDAS Model to Monitor Water Budgets for River Basin Management
	1 Introduction
	1.1 GRACE-FO
	1.2 GLDAS

	2 Materials and Method
	2.1 Study Area
	2.2 Earth Observation Remote Sensing
	2.3 Land Surface Models of GLDAS-2.2
	2.4 Land use Map

	3 Results and Discussion
	3.1 MODIS Land cover

	4 Earth Observation Remote Sensing
	5 GLDAS 2.2 Observation
	6 Discussion
	7 Conclusion
	References

	 Utility of Geomatics in Land Use Land Cover Change Detection and Accuracy Analysis
	1 Introduction
	1.1 Objectives of the Present Study
	1.2 Study Area and Data Input
	1.3 Data Input

	2 Methodology
	2.1 Change Detection Using Satellite Images
	2.2 Accuracy Assessment

	3 Results and Conclusions
	4 Conclusions
	References

	Ground Water and Water Quality Models
	 Urbanization Implications on Local Climate and Groundwater Levels Using Index-Based Techniques
	1 Introduction
	2 Study Area
	3 Data and Methodology
	3.1 Data
	3.2 Methodology

	4 Interpretation of Results
	4.1 Analysis of Changes in Built-Up Area
	4.2 Spatial and Temporal Distribution of Temperature
	4.3 Spatial and Temporal Distribution of Rainfall
	4.4 Spatial and Temporal Distribution of Groundwater Levels
	4.5 Relationship Between Urbanization and Other Variables

	5 Conclusions
	References

	 Seasonal Groundwater Table Depth Prediction Using Fuzzy Logic and Artificial Neural Network in Gangetic Plain, India
	1 Introduction
	2 Materials and Methods
	2.1 Study Region and Data
	2.2 Fuzzy Logic (FL)
	2.3 Artificial Neural Network (ANN)
	2.4 Development and Evaluation of Models

	3 Results and Discussions
	3.1 Prediction GWTD Using FL and ANN Methods

	4 Conclusion
	References

	 An Identification of Suitable Location to Construct Underground Sump for Rooftop Rainwater Harvesting in the Campus of Debre Tabor University
	1 Introduction to Rainwater Harvesting (RWH)
	1.1 Generation of Synthetic Flow Data
	1.2 Justification for Hydrological Modelling

	2 Objectives
	3 Study Area
	4 Methodology
	5 Results and Discussion
	6 Conclusions
	References

	 A Novel Statistical Approach for Infiltration Model Analysis
	1 Introduction
	2 Methodology
	2.1 Infiltration Models
	2.2 Statistical Parameters

	3 Results and Discussion
	4 Conclusion
	References

	 Assessment of Groundwater and Lake Water Quality at S. Bingipura Dumpsite
	1 Introduction
	2 Materials and Methods
	3 Results and Discussions
	3.1 Calculation of WQI for Lake Sample (L1)

	4 Conclusions
	Bibliography

	 Assessment of Contaminant Migration Using MT3DMS Model
	1 Introduction
	2 Materials and Methods
	2.1 Study Area
	2.2 Geology and Hydrogeology
	2.3 Analysis Using Spectrophotometer

	3 Solute Transport Model
	4 Results and Discussions
	5 Conclusions
	References

	 Water Quality Analysis at Mancherial, Jagdalpur and Konta Using Non-parametric Methods
	1 Introduction
	2 Study Area
	3 Methodology
	4 Result and Discussion
	5 Conclusions
	References

	 Assessment of Water Quality of River Mutha for Onsite Treatment of Polluted River Water
	1 Introduction
	2 Study Area
	3 Water Quality Assessment
	3.1 Sample Collection
	3.2 Parameters for Water Quality Assessment

	4 Results and Discussion
	5 Conclusion
	References

	 Comparative Study of Physical and Chemical Parameters of Lakes in Medchal District
	1 Introduction
	1.1 Parameters for Drinking Water Quality

	2 Objectives
	3 Study Area
	4 Methodology
	5 Results and Discussion
	5.1 Physical Parameters

	6 Conclusions
	References

	Environmental Modelling
	 An Experimental Study on Removal of Cadmium Using Annona Squamosa Seed Powder and Phyllanthus Acidus Seed Powder
	1 Introduction
	2 Materials and Methods
	3 Preparation of Annona Squamosa and Phyllanthus Acidus Seed Powder and Synthetic Solution
	4 Result and Discussion
	4.1 XRD Analysis of Annona Squamosa
	4.2 XRD Analysis of Phyllanthus Acidus:
	4.3 Determination of Optimum Dosage
	4.4 Determination of Initial Concentration of Cadmium
	4.5 Determination of Time of Contact for Cadmium Adsorption
	4.6 Freundlich Adsorption Isotherm Model for Cadmium
	4.7 Langmuir Adsorption Isotherm Model for Cadmium:
	4.8 Dubinin—Kaganer—Radushkevich (DKR) Adsorption Isotherm Model for Cadmium
	4.9 Temkin Adsorption Isotherm Model for Cadmium

	5 Conclusion
	References

	 A Comparative Study on Environmental Impact Assessment of Recirculating Aquaculture System and Raceway System
	1 Introduction
	2 Material and Method
	2.1 Site Information
	2.2 System Description
	2.3 Environmental Impact Assessment (EIA)

	3 Environmental Impact Assessment and Result Interpretation
	4 Conclusion
	References

	 Exploring the Efficacy of Anammox Hybrid Reactor Technology Towards Nitrogen Removal: A Promising Alternative to Conventional Nitrogen Removal Systems
	1 Introduction
	2 Material and Methods
	2.1 Bioreactor Set-Up and Inoculum Sludge
	2.2 Strategy of Reactor Operation
	2.3 Methods of Analysis
	2.4 Quality Assurance /quality Control Procedure (QA/QC)
	2.5 Haldane Inhibition Kinetics

	3 Results and Discussion
	3.1 Investigating the Impact of HRT on Bioreactor Performance
	3.2 Effect of Filter Media on Nitrogen Removal and Biomass Retention
	3.3 Stoichiometry of Nitrogen Conversion in AHR
	3.4 Impact of Inoculation Strategy on OM and Nitrogen Removal
	3.5 Investigating Inhibition Kinetics Using Haldane Model Along with Model Validation

	4 Conclusion
	References

	 Smart and Water-Efficient Automatic Drip Irrigation System
	1 Introduction
	2 System Module
	2.1 Working Steps
	2.2 Working Principle off Automatic Mode
	2.3 Hardware Requirements
	2.4 Software Requirements

	3 Physical and Hydrological Parameters of System
	3.1 Physical Parameters
	3.2 Hydrological Parameters

	4 Future Implementations of System
	5 Benefits of Proposed Smart, Water-Efficient Automatic Drip Irrigation System
	6 Acknowledgements
	7 Conclusion
	References

	 Analytical Study of Scour Mechanism Around Immersed Rectangular Vane Structures
	1 Introduction
	2 Materials and Methods
	3 Results and Discussion
	4 Flow Fields for Single Vane Arrangement
	4.1 Longitudinal Flow Velocity (U)
	4.2 Transverse Flow Velocity (V)
	4.3 Vertical Flow Velocity (W)
	4.4 Velocity Vector

	5 Conclusion
	References

	 Riverbank Erosion for Different Levels of Impurity of Water—A Micro-analysis
	1 Introduction
	2 Forces on a Soil Grain
	2.1 Escape Velocity Calculation

	3 Results and Discussion
	3.1 Sample Calculation

	4 Conclusions
	References

	 Optimizing Irrigation Requirement of Soil Test-Based Fertilizer Recommendation Models for Targeted Yields of Cabbage and Broccoli in a Typic Fluvaquept Soil
	1 Introduction
	2 Materials and Methods
	2.1 Selection of Experimental Site
	2.2 Experimental Details
	2.3 Irrigation Water Use and Potential Arsenic Entry
	2.4 Sampling of Plants and Analytical Techniques Adopted
	2.5 Development of Targeted Yield Equation Under Simulated Moisture Domains Through Linear Regression Models

	3 Results and Discussion
	3.1 Crop Nitrogen Dynamics Under Simulated Moisture Condition
	3.2 Crop Phosphorus Dynamics Under Simulated Moisture Condition
	3.3 Crop Potassium Dynamics Under Simulated Moisture Situations
	3.4 Yield and Water Productivity of Broccoli and Cabbage Under Simulated Moisture Situations
	3.5 Arsenic Uptake by the Selected Crops Under Simulated Moisture Conditions
	3.6 Generation of Targeted Yield Fertilizer Use Equation Through Linear and Fuzzy Regression Model

	4 Conclusion
	References

	 Drip Fertigation with Fertilizer Prescription Through STCR—IPNS—A Way Forward Towards Climate Change Mitigation
	1 Introduction
	2 Methodology
	2.1 Description of the Research Soil and Site
	2.2 Basic Concept—Inductive-Cum-Targeted Yield Model
	2.3 Essential Parameters for Deriving the Fertilizer Prescription Equations

	3 Results and Discussion
	3.1 Fertilizer Prescription Equations for Cotton
	3.2 Fertilizer Dose Prediction for Desired Yield Targets (T) of Seed Cotton

	4 Summary and Conclusion
	References

	 Effective Utilization of Water Resources Through Floating Solar Photovoltaic (FSPV) Technology: An Emerging Idea of Sustainable Development
	1 Introduction
	2 Basic Idea of FSPV
	2.1 Types of FSPV

	3 Advantages and Challenges
	4 Techno-economic Analysis
	5 Government Support and FSPV Potential Study
	6 Future Prospects and Recommendations
	7 Conclusions
	References

	 Pumped Hydrostorage (PHS) Plant: A Scheme for Overall Efficiency Improvement by Recycling the Water
	1 Introduction
	2 Overview of the PHS System
	2.1 Indian Grid System and Potential

	3 Mathematical Model of PHS Plant
	4 Cost–Benefit Analysis
	5 Practical Indian Case Study
	6 Future Prospects
	7 Conclusions
	References

	 Identification of New Sites for Micro-Compost Centers: A Predictive Study for Erode Urban Region
	1 Introduction
	1.1 Study Area
	1.2 Software Used

	2 Methodology
	2.1 Primary Data
	2.2 Questionnaire Survey
	2.3 Process Carried Out in MCC
	2.4 Secondary Data

	3 Result and Discussion
	3.1 Boundary Creation for Erode Urban Region
	3.2 Generation of Ward Map of Erode Region
	3.3 Generation of MSW Distribution Map of Erode Urban Region
	3.4 Location of Existing MCC
	3.5 Buffer Generation for Existing MCCs
	3.6 Locating of New MCC
	3.7 Location of Current and Proposed Sites for MCCs

	4 Conclusion
	5 Annexure
	References


