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Abstract In recent years, speech emotion recognition (SER) has engrossed more
attention in speech processing because of its potential in various speech-based intel-
ligent systems. In deep learning algorithms to capture discriminative features of the
audio emotion samples, a large number of features are required, which increases the
computational complexity of the network.This paper presents a three-layered sequen-
tial deep convolutional neural network (DCNN) based on mel frequency log spectro-
gram (MFLS) for emotion recognition. Mel frequency log spectrogram that confines
the salient information from the emotion speech corpus and two-dimensional DCNN.
Exploratory outcomes on the Berlin Emo-DB dataset show that the proposed method
gives 95.68 and 96.07%accuracy for the speaker-dependent and speaker-independent
approaches. The performance of the proposed method is compared with CNN and
CNN-LSTM on the Berlin Emo-DB dataset and results in improved accuracy.

Keywords Speech emotion recognition · Deep convolutional neural network · Mel
frequency log spectrogram

1 Introduction

Speech emotion recognition (SER) is a crucial part of human–computer interaction
(HCI) as speech is an efficient, fast and essential way of human interaction. This
system eases the natural communicationwith themachine utilizing voice instructions
rather than traditional input devices [1]. SER has widespread applications such as
audio conferencing, interactive robot, call centre dialogue, aboard vehicle driving
system, interactive game designing, medical psychological analysis, online learning
and tutoring system [2, 3].

Determination of human speech emotion is an idiosyncratic task and can be used
for any standard for any SER system. Human speech signal consists of verbal and
para verbal information. The verbal information describes themeaning and context of
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the speech, whereas the para verbal information describes the tacit information such
as the emotion expressed in the speech signal. The speech signal consists of different
emotions like happiness, sadness, anger, fear, surprise, joy, disgust, boredom and
neutral. The paralinguistic information is usually independent of the lexical content,
language and speaker [4, 5].

Different emotion has an immense effect on the various characteristics of the
speech signal such as short-term features like energy, pitch and format [6], long-
term features like mean and standard deviation [7]; and prosodic features like pitch,
speaking rate, intensity, voice variation and quality [8].

Traditional, machine learning (ML)-based SER systems have two major phases,
such as feature extraction and classification. The performance of ML-based
approaches is highly dependent on handcrafted features. In the past, many feature
extraction techniques for SER system are implemented such as mel frequency
cepstrum coefficients (MFCC) [9], principal component analysis (PCA), linear
predictor coefficients (LPC), Gaussian mixture model (GMM), perceptual linear
prediction coefficients (PLP) and hidden Markov model (HMM). The classification
phase learns the extracted features and depicts the correct emotion. SER system used
various classifications algorithms such as support vector machine (SVM), K-nearest
neighbour classifier (KNN) and artificial neural network (ANN). The performance of
theML classifiers depends upon raw features, database size, professional knowledge
and manual tuning of features which are labour expensive [10].

In recent years, deep learning (DL) emerges as the advanced field for SER, which
represents the low-level speech features into the high-level hierarchical features.
JianweiNiu et al. presentedDNNfor themodelling of complex and nonlinear features
of emotion speech training data. It resulted in 92.1% accuracy for the five-layered
DNN with MFCC features [11]. Huang et al. presented CNN for the representation
of salient hierarchical features in two stages. It achieved better accuracy for speaker-
dependent approach [12]. Zheng et al. presented deep CNN (DCNN) for SER, which
uses PCA for dimension reduction and interference suppression of the input log
spectrogram. It resulted in an accuracy of 40% for IEMOCAP database [13]. Abdul
Malik Badshah et al. presented an SER system based on DCNN with three fully
connected layers that used spectrogram. It resulted in 84.3% accuracy of the Berlin
Emotion database [14]. Jianfeng Zhao et al. presented 1D CNN-long short-term
memory (1D-CNN-LSTM) and 2DCNN-LSTM (2D-CNN-LSTM) to discover local
and global emotion-specific features. It resulted in 95.33 and 95.89% accuracy on
the Berlin Emo-DB database for speaker-dependent (SD) and speaker-independent
(SID) approaches [15].

DL algorithms have several advantages such as the capability to dealwith complex
speech structure and features; ability to deal with un-labelled data; no need for
feature tuning; and ability to handle more massive datasets. Though SER has made
tremendous progress still, it faces many challenges such as variability in individual,
variability in environmental conditions and effect of noise, generalizing the model
for the distinct dataset and recognition of subtle expression. Therefore, there is a
need for the design of a robust SER system that can overcome these limitations.
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This paper presents three-layered sequential deep convolutional neural network
(DCNN) for the speech emotion recognition that accepts two-dimensional mel
frequency log spectrogram (MFLS) as input. For the performance evaluation Emo-
DB database, this consists of seven acted emotions samples such as anger, boredom,
disgust, fear, neutral, happiness and sadness.

This paper is systematized as follows: Sect. 2 illustrates the proposed method-
ology, along with implementation details of MFLS and DCNN implementation
in detail. Section 3 focuses on the discussion of simulation results. Finally, the
conclusion and future perspectives are given in Sect. 4.

2 Proposed Methodology

The proposed SER based on a three-layered sequential DCNN consists of three
CNN layers for emotion recognition (see Fig. 1). For the two-dimensional CNN
mel frequency log spectrogram is given as the input which helps to capture salient
features of the speech signal and minimization of the random noise present in the
signal. Each CNN layer comprises three essential layers, such as the convolution
layer (CL), exponential linear layer (ELU) and max pooling layer (MP). The fully
connected (FC) layer followed after the MP layer of the third CNN and softmax
classifier followed by a fully connected layer classifies the emotion speech signal.

2.1 Mel Frequency Log Spectrogram (MFLS)

The human emotion speech signal is one-dimensional. Thus to avail, the simplicity
and advantages of the two-dimensional CNN, input emotion speech signal are
converted into two-dimensionalmel frequency logarithmic spectrum (seeFig. 2).Mel
frequency gives the relation between the human ear and sound perception frequency
[16]. The mel frequency scale (Mel) can be obtained from the linear frequency (f)
using Eq. 1.
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Fig. 1 Detailed process architecture of the proposed system
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Fig. 2 Flow diagram of mel frequency log spectrogram (MFLS) process

Mel( f ) = 2595 log

(
1 + f

700

)
(1)

Complete processing ofMFCC is time-consuming, and the application of discrete
cosine transform (DCT) provides a higher frequency resolution but a lower spatial
relationship. Thus, we formulated part ofMFCC that can be input to two-dimensional
DCNN can maintain better frequency and spatial relationship [17].

Pre-emphasis. The pre-emphasis filter suppresses the random noise and amplifies
the high-frequency components of the speech emotion signal. The equation for the
pre-emphasis filter H(z) is given by Eq. 2.

H(z) = 1 − β.z (2)

where β is a pre-emphasis coefficient that lies between 0 and 1.
Framing and Windowing. The speech emotion signal is non-stationary; there-

fore, to process stable speech components, it is split into frames of the 40ms.Toobtain
a smooth changeover between frames, 50% overlapping of frames is used. Further,
Hamming window is used to collect the closest frequency components together and
avoid the leakage phenomenon. The Hamming window W (n) for α = 0.46 and N
samples can be expressed by using Eq. 3.

W (n) = (1 − α) − α · cos
(

2πn

N − 1

)
, 0 ≤ n ≤ N − 1 (3)

Discrete Fourier Transform (DFT). DFT is used to transform the time-domain
speech emotion signal into the frequency domain. The DFT X (k) of the speech
emotion signal x(n) given is using Eq. 4.

X (k) =
N−1∑
n=0

x(n) · e
− j2πnk/N , 0 ≤ n, k ≤ N − 1 (4)

The emotion power spectrum is by taking the square of the modulus of X (k) as
given in Eq. 5.
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P(k) = 1

N
|X (k)|2 (5)

MelFilterBank. Themel spectrum can be obtained by passing the emotion power
spectrum P(k) through the mel-scale triangular filter bank. The product of P(k)
and Hm(k)Hm (k) is computed at each frequency. Triangular filter bank frequency
response Hm(k) for M = 32 filters is computed using Eq. 6. We have considered M
= 32, which can cover the frequency components between 133 and 3954 Hz.

Hm(k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0, k < f (m − 1)

k − f (m − 1)

f (m) − f (m − 1)
, f (m − 1) ≤ k ≤ f (m)

f (m + 1) − k

f (m + 1) − f (m)
, f (m) ≤ k ≤ f (m + 1)

0, k > f (m + 1)

(6)

where f (m) stands for the centre frequency of the mel frequency filter.
Mel Frequency Logarithmic Spectrum. The logarithmic energy spectrum S(m)

for each frame is computed using Eq. 7.

S(m) = loge

(
N−1∑
k=0

P(k).Hm(k)

)
, 0 ≤ m ≤ M (7)

where P(k) represents the power spectrum, Hm(k) is a triangular filter bank response,
and M is a number of filters.

2.2 Deep Convolutional Neural Network

Two-dimensional CNN is popular for images processing ability which represents
the internal correlation and saliency information of the local region of two- or three-
dimensional image. It also helps to describe the spatial, temporal and frequency
domain representation of two-dimensional data [18]. Mini batch gradient descent
method is employed for the learning of the DCNN. In this architecture, each feature
map is convolved with each kernel filter at every layer. Various layers of CNN are as
follows:

Convolution Layer. In the convolution layer, the mel frequency spectrogram
convolved with the convolution filter bank. Convolution layer describes the spatial
local connectivity and correlation of the local region of the mel frequency spectro-
gram. In the convolution layer, two-dimensional mel frequency spectrogram S(m)
convolved with the convolution kernel w(i, j) having a size (p × q) as given in Eq. 8.
The weights of kernel w(i, j) are initialized randomly.
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C(i, j) = S(i, j) ∗ w(i, j) =
p∑

m=0

q∑
n=0

S(m, n).w(i − m, j − n) (8)

Exponential Linear Unit (ELU). ELU removes the negative weights from the
convolution layer output and normalizes the convolution layer output using Eq. 9.

E(i, j) = { C(i, j), if C(i, j) > 0
eC(i, j), if C(i, j) ≤ 0 (9)

Maximum Pooling Layer (MP). The maximum pooling layer acts as a nonlinear
function, and it only considers the salient information of non-overlapping local sub-
region. It increases the robustness of features against distortions and noise. Max
pooling also helps to reduce the feature dimension. In this implementation, the
maximum pooling window of 2 × 2 pixels is used with a stride of 2 × 2.

FullyConnectedLayer (FC). The FC layer is similar to themultilayer perceptron
network (MLP) that combines each neuron of a single layer to every neuron of other
layers. The flattened output of the pooling layer is given to the FC layer as input.

Softmax Classifier. Softmax classifier is used for the multiclass emotion clas-
sification, which is the generalized framework of the logistic regression. Softmax
function provides the probability of the predicted class (Pi), and the output class
label (Y ) is decided based on the maximum of Pi as given in Eq. 10–12.

Pi = softmax(z)i = ezi∑n
j=1 e

zi
(10)

Y = max
i

(Pi ) (11)

zi =
i∑
j

h j .Wji (12)

where zi is the output of an FC layer and input to the soft-max classifier, hj is the
activation function of the penultimate layer, andWji weight connecting penultimate
and softmax layer.

Learning algorithm. For the learning of proposed DCNN, mini-batch gradient
leaning method, which is a combination of stochastic gradient descent (SGD) and
batch gradient descent (BGD) is used. It is robust and computationally cheaper [19].
In this, n samples are break up in smaller batches b. The error function for updating
the weights (w) of DCNN is given in Eq. 13.

Et [ f (w)] = 1

b

tb∑
i=(t−1)b+1

f (w, xi ) (13)
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where xi is an ith sample of the training data, the weights are revised usingmini-batch
gradient update rule considering learning rate μ as given in Eq. 14.

wt+1 = wt − μ∇wE[ f (wt )] (14)

3 Experimental Results and Discussion

The proposed method is simulated usingMATLAB software on a personal computer
with a Core i5 CPU with 4 GB RAM on Windows environment. For the experimen-
tation, Berlin Emo-DB speech emotion public database is used which consists of
535 utterances of 10 actors for seven emotions such as anger, boredom, fear, disgust,
neutral, happiness and sadness [20]. The sampling rate used for data collecting is
16,000 Hz. We have considered the 5-s long speech samples to keep the uniformity
in the mel frequency log spectrogram. If the sample length is less than 5 s, then it
is padded to 5 s long using original signal. Otherwise, the samples are cropped to
5 s. The MFLS has the dimension of M × F = 32 × 249 where M is number of
triangular filter banks, and F is the number of frames for the 5-s signal for 40 ms
duration and 50% frame-shift.

In the first CNN, input MFLS (32 × 249) convolved with the six kernels of 3 ×
3 filter with the stride of one pixel and without zero-padding followed by ELU and
max pooling. Each feature map of every layer is convolved with each filter kernel.
The feature dimensions for various layers of DCNN are given in Table 1. The output
layer has seven neurons that correspond to the output labels of seven emotions.

Table 2 shows the % accuracy for SER based on the speaker-dependent and
speaker-independent approaches is considering the direct audio clip and MFLS as

Table 1 Details of feature map of various layers of proposed work

Layer Sub-layer Kernel size Stride Feature map

Input layer Mel frequency log spectrogram – – 32 × 249

CNN layer 1 Convolution Layer 1 3 × 3 × 6 1 29 × 247 × 6

ELU Layer 1 – – 29 × 247 × 6

Max Pooling Layer 1 2 × 2 2 14 × 123 × 6

CNN layer 2 Convolution Layer 2 3 × 3 × 6 1 12 × 121 × 36

ELU Layer 2 – – 12 × 121 × 36

Max Pooling Layer 2 2 × 2 2 6 × 60 × 36

CNN layer 3 Convolution layer 3 3 × 3 × 6 1 4 × 58 × 216

ELU layer 3 – – 4 × 58 × 216

Max pooling layer 3 2 × 2 2 2 × 29 × 216

FC Layer – – – 12,528 × 1
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Table 2 % accuracy for SER based on Emo-DB database

Emo-DB
emotion

Speaker-dependent approach Speaker-independent approach

Audio spectrogram as
input

MFLS as
input

Audio spectrogram as
input

MFLS as
input

Anger 94.49 100 96.06 100

Boredom 88.88 93.83 97.54 98.76

Disgust 84.78 97.82 78.19 91.31

Fear 89.85 94.2 94.2 97.1

Happy 89.43 91.55 73.83 93.66

Neutral 100 92.4 77.21 94.93

Sad 93.55 100 93.04 96.78

Average
accuracy

91.56 95.68 87.15 96.07

Table 3 Comparison of the proposed method with the previous implementation based on %
accuracy (Emo-DB)

Research work Method Speaker-dependent
approach

Speaker-independent
approach

Huang et al. [12] CNN 88.30 85.20

Zhao et al. [15] CNN-LSTM 95.33 95.89

Proposed work MFLS + DCNN 95.68 96.07

the input. When simple speech spectrogram is provided to the system, it resulted
in 91.56% and 87.15% accuracy for speaker-dependent and speaker-independent
modes, respectively.While whenMFLS is provided as an input to the system, it gives
a better improvement in performance and results in 95.68 and 96.08% accuracy for
speaker-dependent and speaker-independent modes, respectively.

When the proposed method performance is assimilated with other implementa-
tions on the Berlin Emo-DB database for speech emotion recognition based on %
accuracy, it is noticed proposed method has given satisfactory results as shown in
Table 3.

4 Conclusion and Future Scope

This paper has presented the SER system based on the mel frequency log spec-
trogram (MFLS) and three-layered sequential deep convolutional neural network
(DCNN). MFLS extracts the salient information from the raw speech emotion
signal, which further boosts the discriminative feature extraction ability of two-
dimensional DCNN. The performance of the proposed system is estimated on the
Emo-DB database considering speaker-dependent (SD) and speaker-independent
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(SID) approaches. The proposed method has resulted in 95.68 and 96.07% accu-
racy for the speaker-dependent and speaker-independent approaches when MFLS is
provided as the input to the proposed DCNN. Our future work consists of an inves-
tigation of a proposed method for noisy database and spontaneous emotion speech
database.
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