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Preface

The Fundamental and Applied Sciences Department, Universiti Teknologi
PETRONAS, is honoured to host the Virtual Event of 6th International Conference
on Fundamental and Applied Sciences (ICFAS 2020) from 13 to 15 July 2021. It is
our pleasure to welcome delegates from Malaysia, Indonesia, Kazakhstan, Nigeria,
Vietnam, Pakistan, Ghana, New Zealand and Brunei to share and exchange ideas
on the latest advancement in mathematics, chemistry and physics with the theme
of “Innovative Science towards Sustainability and Industrial Revolution 4.0”. This
conference has certainly provided a platform for sharing and discussion on recent
advances in sustainable chemistry, nano and sustainable technology, and mathemat-
ical and analytical methods in science and technology. The conference topics include
greenmaterials,molecularmodelling, catalysis, nanodevices and nanosystems, smart
materials applications, solar cell technology, computational mathematics, data anal-
ysis and visualization, but not limited to numerical analysis. It is our hope that the
contents of this book will benefit researchers, postgraduate students and industrial
practitioners in the areas of mathematics, physics and chemistry as most of the topics
are in line with IR 4.0. On behalf of the sponsors and the Conference Committees, we
would like to gratefully acknowledge all the keynote and invited speakers, presenters
and participants in contributing to the success of ICFAS 2020. Special appreciation
and thank you to all the reviewers for providing their expertise in improving the
quality of the papers, without which this book will not be possible. Finally, thank
you to Springer for publishing our conference in Springer Proceedings inComplexity.

Seri Iskandar, Malaysia Samsul Ariffin Abdul Karim
Mohd Fadhlullah Abd Shukur

Chong Fai Kait
Hassan Soleimani
Hamzah Sakidin
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Acoustic Performance of Mixing EFB
and OPF Low-Density Fibreboards
in Different Thickness

Mageswaran Ravi Chandran, Ewe Lay Sheng, Mohammad Nazhan Nasir,
Yew Weng Kean, and Zawawi Ibrahim

Abstract Fast growth of worldwide oil palm industry and nation’s economics have
affected the environment for the mishandling of oil palm waste, which has endan-
gered the flora and fauna that surrounds it. The wastes of oil palm can be turned
into good source of material for sound absorption or other usages. Furthermore, the
awareness about the harmful effects of fibreglass as sound absorbing material has
certainly increased and the demand of replacing it with natural fibres are growing
day by day. This research highlights the acoustic properties of mixing empty fruit
bunch (EFB) and oil palm frond (OPF) at mixing ratios of 50% EFB-50% OPF,
40% EFB-60% OPF, 30% EFB-70% OPF and 20% EFB-80% OPF in thickness
of 12, 14, 16 and 18 mm with density of 120 kg/m3. The sound absorption coef-
ficient, SAC (α) test was conducted using the impedance tube method (ITM) and
the morphology of the samples were examined using scanning electron microscope,
SEM. The results showed no trend for the sac values with increasing of thickness
and OPF contents. Nevertheless, it is noteworthy that the frequency range with 0.8
sac values and above are increased with thickness, it may be attributed to tortu-
osity effects. The morphology of EFB and OPF mixture may play a crucial role in
determining the sound absorption.
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1 Introduction

Malaysia being one of the largest producers of oil palm industry in the world. Based
on research from 2016, there are 5.76 million hectares of oil palm plantation across
Malaysia [1]. But rough estimation shows about 84 million tons of oil palm biomass
wastes are available throughout Malaysia [2]. The Malaysian government is facing
a hard time to dispose this oil palm biomass wastes because the amount of waste is
huge. The oil palm trunk (OPT), empty fruit bunch (EFB), oil palm frond (OPF),
palm kernel shell (PKS), etc. all belong to the palm oil industry. Due to the moisture
content of EFB is 67%, that natural fibre can be considered as a very good source
for fuel. Given that EFB undergoes a proper pre-pressing process [3]. EFB is usually
subjected to open burning once the oil is extracted from them. Instead of open burning
and polluting the environment, the heat energy from the burning could be directed
to boilers in oil palm mills [4]. Even in power generation sector, EFB natural fibre is
considered as valuable natural resource [5]. Besides that, natural fibres from palm oil
tree can be used to produce daily products such as soap, cosmetic, sound absorbing
material for acoustic purposes and etc. [6].

Technology around us are evolving at a very fast rate day by day. So, does
technology on enhancing sound absorption characteristic, which have been studied
over the years by researchers around the world. The motivation that drives these
researchers is because the fibreglass and asbestos are infamous to have health effects
of humans and could also harm animals as well [7]. Synthetic fibre, mineral wool,
polyester are the base for sound absorbing panels that currently in production [8].
Therefore, researchers are opting to test out natural fibres as a decent replacement for
fibreglass as it is environmentally friendly and have good acoustic properties. Based
on investigation by past researchers, it is said that both fibrous and non-fibrous natural
fibres are proven to be a sustainable acoustical material and it can be commercial-
ized [9]. Besides that, waste fibre from paddy has good sound absorption, as good as
synthetic glass wool. Waste fibre from paddy achieved sound absorption coefficient
up to 0.80 at frequency of 2500 Hz [10]. Another research done on coir natural fibre,
where the absorption coefficient average result of 0.80 was obtained [11].

For few years now, researchers have been testing various natural fibres on their
acoustic properties. Natural fibres such as oil palm trunk [12], empty fruit bunch [13],
oil palm frond [14], kapok [15], bamboo [16], arenga pinnata [17], paddy straw [18],
coconut coir [19] and etc. Currently, OPT natural fibre has proved to have the best
sound absorption coefficient thus far. The material was able to achieved SAC of 0.99
at frequency of 3000–6000 Hz for sample thickness 12 mm [12]. Sugarcane bagasse
showed an average sound absorption of 0.80 at frequency range of 2000–4500 Hz
[20].

Tortuosity is the expansion of pathway trough the pores in the material. Other
than that, tortuosity also influences the internal structure of porous material on its
acoustic performance [21]. A tight space structure will be small and there will also
be less volume of air, resulting in a narrow passage for the sound wave to travel [22].
Hence, sound waves will travel in longer distance and the tortuosity will increase.
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Fig. 1 Pathway of fibres (tortuosity)

High tortuosity will produce good sound absorption at high range frequency. Figure 1
shows how the pathway of fibres look like [23].

This research mainly focusses on the mixture of empty fruit bunch and oil palm
frond natural fibres and their acoustic properties in thickness of 12, 14, 16 and 18mm.
By completing this research, the environmental problems and the noise pollution
problem will be able to be solved at one go.

2 Methodology

The mixture of EFB and OPF low density fibreboard (LDF) at different mixing ratio
were prepared. The fabrication process involved chipping, refining, glue bending,
mat forming, pre-press, hot press and cool down. For further interpretation, can refer
to my previous publication and other publication [24, 25].

3 Results and Discussions

Sound Absorption Coefficient, SAC (α) is the term that is used to measure the sound
absorption rate of a material. SAC (α) is the ratio of sound transmitted through a
material and the incident sound that emitted from the material. For instance, when
a material achieved SAC (α) value of 0.95 at certain frequency. It means at that



6 M. R. Chandran et al.

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000 6500

SA
C 

(α
) 

Frequency (Hz)

50% EFB - 50% OPF 40% EFB - 60% OPF

30% EFB - 70% OPF 20% EFB - 80% OPF

Fig. 2 SAC, α values versus frequency (Hz) in four different mixing ratios with thickness of 12mm

frequency; the material is able to absorb 95% of the sound and only 5% of the
remaining sound is reflected back to the surrounding as heat energy.

Figure 2 shows the SAC, α values of four different mixing ratios with the same
thickness of 12 mm. SAC, α values are found to increases as the frequency increase
from 0 to 6400 Hz for all samples. It can be clearly seen that the sac values for all
samples increased with increasing in OPF contents except for sample with mixing
ratio of 30% EFB-70% OPF. All samples performed outstandingly (sac values, α >
0.8) at high range of frequency 5000 Hz and above. The SAC results are comparable
with OPT because of SAC, α values are more than 0.80 at frequency of 4000 Hz [8].
Compared to mixture of EFB and OPF sample thickness 12 mm, the OPT performed
better at low frequencymeanwhilemixture of EFB andOPF performs better at higher
frequency. The average SAC, α for thickness 12 mm is higher when compared to
other thickness.

Based on Fig. 3 the best SAC, α values obtained from sample 50%EFB-50%OPF,
40% EFB-60% OPF and 20% EFB-80% OPF were 0.98, 0.99 and 1.00 respectively
at frequency 6400 Hz. Sample 30% EFB-70% OPF only achieved SAC, α more
than 0.90 at frequency of 6000 Hz, whereas the other sample did it at frequency of
5000 Hz. The SAC, α values for all samples are found to increase linearly from 5000
to 6400 Hz. The average acoustic performance of sample 30% EFB-70% OPF may
be affected by sample fabrication process [26].

Figure 4 shows the SAC, α values of four different mixing ratios with the same
thickness of 14 mm. All the samples show very consistency in the increase of sound
absorption as the frequency increases. Sample 40% EFB-60% OPF has a supe-
rior acoustic property at the frequency range of 1500–5000 Hz compared to other
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Fig. 4 SAC, α values versus frequency (Hz) in four different mixing ratios with thickness of 14mm

samples. Whereas, sample 50% EFB-50% OPF has a marginally low SAC, α values
at frequency 1000–3500 Hz contrasted to other samples.

Figure 5 shows all the LDF samples of thickness 14 mm with different mixing
ratios reached the SAC values of 0.8 and above from the frequency range of 3500 to
6400 Hz. The SAC, α values are found to increase with frequency. Sample mixture
of 40% EFB-60% OPF has the SAC, α of 0.90 at the frequency of 3500 Hz while the
other samples only in the range of 0.80. Sample 50% EFB-50%OPF, 40% EFB-60%
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OPF and 30% EFB-70% OPF all achieved unity, which is 100% sound absorption
at frequency range of 5000–6000 Hz. Sample 20% EFB-80% OPF did not achieved
100% sound absorption but able to achieve 97% sound absorption at frequency of
6400 Hz.

Figure 6 shows the SAC, α values of four different mixing ratios with the same
thickness of 16 mm. All the samples show very consistency in increasing of sound
absorption as the frequency increased. Based on Fig. 5, sample mixture of 40%
EFB-60% OPF and 20% EFB-80% OPF portraits the same SAC, α values from the
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Fig. 6 SAC, α values versus frequency (Hz) in four different mixing ratios with thickness of 16mm
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Fig. 7 SAC, α values versus frequency (Hz) in four different mixing ratios with thickness of 16mm
from frequency range of 3000 to 6400 Hz

frequency range of 3500 to 6400 Hz. Comparing this result with rice straw sound
absorption, rice straw performs better at mid-range frequency. SAC, α of rice straw
at frequency 2000 Hz is 0.70, but low at high frequency of 8000 Hz with SAC, α of
0.50 [27]. Although mixture of EFB and OPF did not performs as well as rice straw
at mid-range frequency, mixture of EFB and OPF did very well at high frequency.

Figure 7 shows all the LDF of thickness 16mm in different mixing ratios obtained
theSACvalues of 0.8 and above from the frequency range of 3000 to 6400Hz. Sample
with a mixture of 50% EFB-50% OPF and 20% EFB-80% OPF have the SAC, α

values exceeded 0.90 at the frequency of 3000Hzwhile samples 40%EFB-60%OPF
and 30% EFB-70% OPF only exceeded SAC, α value more than 0.80 at frequency
of 3000 Hz. Sample 50% EFB-50% OPF performed better than other three samples
at frequency range of 1500–4000 Hz. All the samples except 50% EFB-50% OPF,
almost achieved unity with SAC, α value of 0.99 with only 1% of remaining sound
reflected.

Figure 8 shows the SAC, α values of four different mixing ratios with the same
thickness of 18 mm. All the sample shows high consistency in increasing of sound
absorption as the frequency increased. Based on Fig. 7, its observed that all the
samples have very similar trend of SAC, α values from frequency range of 0 to
6400 Hz except for sample mixture 50% EFB-50% OPF, where it has a marginally
lower SAC, α values from frequency range of 1500 to 3000 Hz. When compare
to hollow bamboo, which performs excellently at mid-range frequency of 3600 Hz
SAC, α of 0.95 [28]. However, mixture of EFB and OPF samples have an average
SAC, α of 0.97 at frequency of 3500 Hz.

Figure 8 shows the LDF of thickness 18 mm with different mixing ratios that
possessed the SAC values of 0.8 and above from the frequency range of 2500 to
6400 Hz and 0.9 and above from the frequency range of 3000 to 6400 Hz (Fig. 9).



10 M. R. Chandran et al.

0.00

0.20

0.40

0.60

0.80

1.00

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000 6500

SA
C 

(α
) 

Frequency (Hz)

50% EFB - 50% OPF 40% EFB - 60% OPF

30% EFB - 70% OPF 20% EFB - 80% OPF

Fig. 8 SAC, α values versus frequency (Hz) in four different mixing ratios with thickness of 18mm

0.80
0.82
0.84
0.86
0.88
0.90
0.92
0.94
0.96
0.98
1.00

3000 3500 4000 4500 5000 5500 6000 6500

SA
C 

(α
) 

Frequency (Hz)

50% EFB - 50% OPF 40% EFB - 60% OPF

30% EFB - 70% OPF 20% EFB - 80% OPF

Fig. 9 SAC, α values versus frequency (Hz) in four different mixing ratios with thickness of 18mm
from frequency range of 3000 to 6400 Hz

Sample 40% EFB-60% and 20% EFB-80% achieved 100% sound absorption at
frequency of 4000 Hz. After 4000 Hz, all the sample experience a decrease in SAC,
α values. However, that is not a big issue because the SAC, α values are still more
than 0.90 which means more than 90% sound absorption.

Tortuosity plays a large role in determining the acoustic performance of the natural
fibre. The more fibre used to fabricate the fibreboard, the more tortuous the path will
become [29, 30]. This will lead to a higher flow of resistivity. Thus, the time taken
for the sound wave to strike is longer and more sound can be absorbed. The path
of the natural fibre is more tortuous for all the thickness and it may be due to the
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combination of two different natural fibres. All the samples contain a certain porous
percentage, which allows the reflection of sound wave travel and hence increases the
absorption rate.

4 Conclusion

In a nutshell, by conducting this research using natural fibres for sound absorp-
tion material able to solve the two trending main issues. First, the waste from the
natural fibres were able to reduce and put the waste into good use. Second, the sound
absorption material will be able to replace synthetic fibres in the market. Natural
fibres does not only show good acoustic properties but also plays a vital role in
design ergonomics. Since natural fibre is renewable and biodegradable, they will
produce lower emission during production compare to synthetic fibres [31]. The
sound absorption coefficient test SAC, α was carried out for EFB and OPF mixed
fibreboard with four different ratios in four different thickness of 12, 14, 16 and
18 mm. All the LDF samples are able to achieve unity (α = 1.00) at high frequency.
It’s also notable that by increasing the thickness from 12 to 18 mm for all mixing
ratios, it is able to widen the frequency range for SAC values of 0.8 and above from
5000–6400 Hz to 2500–6400 Hz. The mixture of EFB and OPF have never been
tested for acoustic properties, hence therefore this research study is a new beginning
into determining natural fibres as a substitute of synthetic fibre.

Acknowledgements The authors would like to thank Universiti Tenaga Nasional’s BOLD grant
project code:RJO10517844/060 andMalaysianOil PalmBoard (MPOB) for supporting the research
work.
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Modified Alginate Adsorbent Using Ionic
Liquid for Manganese Removal
from Aqueous Solution

Noor A.’in A. Rahman , Gowri Selvaraj , and Cecilia Devi Wilfred

Abstract Removal of heavy metals from industrial effluent have been a subject of
interest for researchers all around the globe, due to the industrial pollution which
become a major cause of environmental degradation. The use of absorbent to extract
those heavy metals can be enhanced with the addition of ionic liquids. The objec-
tive of this study is to improve the extraction efficiency of manganese (Mn) from
industrial effluent using alginate beads loaded with imidazolium based ionic liquid.
The strength of the beads was enhanced with the addition of polyvinyl alcohol.
An extraction efficiency of 90% was achieved. The ‘hard’ beads have exceptional
mechanical strength making them highly suitable to used in harsh conditions during
the extraction process. Out of the two adsorption isotherms applied, the Langmuir
model provides the best fit compared to the Freundlich model. The modified beads
can meet variety of requests/applications and exhibits high metal adsorption ability.

Keywords Alginate · Ionic liquids ·Manganese ions

1 Introduction

Industrial pollution is a major cause of environmental degradation which in turn is a
key factor in turning extremeweather events into natural disasters. Numerous studies
from all over the world have reported the trace contaminants pollute their land and
surface water from time to time [1–6]. Frequent incidents of Malaysian raw water
being contaminated with metals are of concern. Toxic metal such as manganese, Mn
normally contributes to the rusty taste and reddish colour of water. Unlike organic
contaminates, heavy metals are not biodegradable and known to be toxic and/or
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carcinogenic. Because of their high solubility in the aquatic environments, heavy
metals can be absorbed by living organisms, thus effecting our food chain.

Innovative processes for treating industrial effluent containing heavy metal
involves several technologies. Numerous approaches namely ion-exchange, water
softening, adsorption by natural low-cost adsorbent, liquid extraction and so forth.
Adsorption, especially by low-cost materials has become one of the alternative treat-
mentmethod. Ionic liquids (ILs) act as a versatile extracting agent ofmetal in aqueous
media or so-called “green extractants” due to their well-known versatile properties
[7–9]. Recent advances and developments in ILs have helped to broaden its poten-
tial in various applications. ILs could be designed for specific applications in the
extraction of metal ions [10–15]. Most of the studies showed that hydrophobic ILs
is generally favourable for metal extraction due to their ability to extract metal ions
in aqueous phase [16, 17].

Alginate is one of the most abundant, cheapest and environmentally friendly
natural materials as adsorbent. Unmodified alginate is too soft, fragile and brittle
for harsh experimental conditions. Alginate itself exhibits poor metal adsorption
performance. By a combination of ionic liquids, alginate and polyvinyl alcohol
(PVA) network, they are able to enhance the sorbent mechanical strength during
harsh services. This new sorbent enhances the extraction performance and provides
a simpler extraction process compared to current technique. The sorbent material
is easy to handle and can be recycled for few times. A better understanding can be
achieved regarding the adsorption process based on adsorption equilibrium studies.
The most frequently used models to describe the equilibrium data of two-parameter
isotherm areLangmuir andFreundlich. Thesemodels describe the adsorption process
and how adsorbates interact with the absorbent [18]. This paper presents the capa-
bility of our adsorbent in removingmanganese from contaminatedwater. The sorbent
comprises of 10% (w/v) ionic liquid, alginate and PVA. The sorbent beads offer good
mechanical strength toward harsh environment and can be recycled, hence reducing
material cost since minimal ionic liquid would be needed.

2 Materials and Methods

2.1 Ionic Liquids

1-Hexylimidazolium-3-propionitrile chloride was synthesized and the structure of
the ionic liquid was confirmed from 1H NMR spectra. 0.15 mol of imidazole salt
and 0.19 mol of chlorohexane were mixed and stirred in the presence of dimethyl
sulfoxide and potassium hydroxide at room temperature for 24 h. Solvent and unre-
acted reagents from this precursor were subsequently removed after the reaction.
Next, 0.12 mol of 3-chloropropionitrile chloride was introduced dropwise into the
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precursor. The reactants were allowed to stir for 48 h at 55°C. The sample was puri-
fied to remove unreacted reagents. The resultant ionic liquid was concentrated under
reduced pressure using rotary evaporator.

2.2 Preparation of Alginate Modified ILs

4 g of PVAand 0.675 g of sodium alginatewere dissolved in 50mLofMilliporewater
and stirred at 80°C for 8 h. IL (10% w/v) was added to this mixture. The mixture
was stirred at 30°C for 6 h at a stirring rate of 500 rpm to obtain a homogeneous gel
blend which was then extruded into a gently stirred saturated 3% w/v CaCl2-boric
acid solution using a syringe, which gave spherical hydrogel beads. After 24 h, the
beads were washed with Millipore water to remove any impurities. The beads were
dried in an oven at 35°C for 48 h. An estimated 50% shrinkage in bead size was
observed after drying. The surface characteristics of the beads were analyzed using
Scanning Electron Microscopy (SEM) after curing.

2.3 Respond Surface Method (RSM)

Factors influencing the extraction efficiency of Mn (VII) using the proposed
IL/aqueous system was predicted using RSM. The factors investigated are pH of
waste water, contact time, and weight of beads. Central composite design (CCD
is a more popular rotatable and orthogonal technique applicable for modeling the
main factors and interaction factors with a response [19]. The polynomial regression
equation is most prominent relationship for analysis of correlation between factors
and response. These factors were investigated by using preliminary experiments, and
then the significant factors were modelled by central composite design (CCD).

Experimental design On the basis of the preliminary experiments, the factorswhich
had the greatest influence on extraction efficiency (EE%) of Mn (VII) were selected.
The CCD was used as an approach for optimizing the main variables which are
pH of wastewater, contact time, and weight of beads. The initial concentration
of the wastewater is 44 ppm. Independent variables in the range of −1 and + 1
were coded according to classical methods Table 1. The independent variables and
level are designed to evaluate the effects on the response, removal efficiency (Y) of
manganese (Mn) fromwaste water. Design–expert (Stat-Ease 8.0.7.1) is the software
used for designing the experiment statistical studies and response surface studies.
The parameters are shown in Table 1.

Batch sorption experiment The optimization experiments were carried out based
on the batch sorption studies. A 1000 dilution factor (DF) ofwastewater was prepared
by dissolving in 100 mL of Millipore water. Based on the experimental design, an
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Table 1 Parameters and their level in CCD model

Variables Factor Unit Range and levels (coded)

(low) −1 (central point) 0 (high) + 1

Contact time X1 min 60 180 300

Weight X2 g 0.2 0.35 0.5

pH X3 – 2 5 8

amount of weight PVA/alginate/ILs beads were shaken in 10 mL of wastewater at
400 rpm for a range of contact time by orbital shaker.All experimentswere performed
in duplicates and the result were given as average. Concentration of metal solution
after absorption test was measured using Atomic Absorption Spectroscopy (AAS).
The percentages of extraction efficiency (EE%) are calculated using the following
equations respectively.

EE% = Ci − C f

Ci
× 100 (1)

where Ci and Cf are the initial and final concentration of Mn (VII) in mg L−1.

2.4 Adsorption Isotherm

The wastewater was diluted by using distilled water for this study. The pH of the
diluted wastewater was between 6 and 7. The test matrix for the experiment is shown
in Table 2.

Based on Table 3, the adsorption isotherm was evaluated. Langmuir and
Freundlich isotherm models are used to describe the adsorption process that occurs
on heterogonous surface of the absorbent.

Table 2 Test matrix for adsorption studies

Parameter Minimum Maximum

Contact time/(min) 30 300

Initial concentration/(ppm) 14 44
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Table 3 Test matrix for isotherm study

Isotherm model Equation Indication

Langmuir isotherm Linear form:
Ce
qe

= 1
qm KL

+ Ce
qm

Ce: concentration of adsorbate at
equilibrium (mg/g)
qe: adsorbed quantity (mmol/g) qm:
monolayer maximal adsorption capacity
(mmol/g)
KL: Langmuir constant related to adsorption
capacity (mg/g)
KF: Freundlich constant related to
adsorption capacity (mg/g)

Freundlich isotherm Linear form:
log qe = log KF + 1

n logCe

3 Result and Discussion

3.1 Ionic Liquid

1-Hexylimidazolium-3-propionitrile chloride (22.50 g, 75%); 1H NMR δ (DMSO-
d6) 1H NMR (500 MHz, DMSO): δ 0.85 (t, 3H, CH3), 1.23–1.27 (m, 6H, CH2),
1.77–1.83 (m, 2H,CH2), 3.07 (t, 2H, CH2), 3.84 (t, 2H, CH2), 4.20 (t, 2H, CH2), 7.76
(d, 2H, imidazole), 9.25 (s, 1H, imidazole). This compound contains 20 hydrogen
atoms, integration of the assigned peaks confirmed the amount of hydrogen atoms
as shown in Fig. 1. The three protons in the imidazole ring gives rise to peaks above
7.70 ppm due to the anisotropy of induced magnetic field produced by the π ring
current which has a deshielding effect on the aromatic protons. The hexyl chain
protons are found between 0.84 and 3.85 ppm. Hydrogen atoms on the carbon-1
gives rise to a triplet peak whereas protons on carbons 2–4 give rise to a single
peak due to their equivalent nature. Protons on carbon-6 appear further downfield
due to the neighboring highly electronegative nitrogen atom. The protons on the
propionitrile group appear at 3.07 and 4.20 ppm. The proton closer to aromatic ring
experiencing greater deshielding.

3.2 Appearance of the Modified Beads

Basically, the produced beads in an almost sphere-like shape after pass through the
drying process. The beads also harder towards the end of curing process. Figure 2
shows the surface of the modified beads taken using scanning electron microscope
(SEM) at different magnification (80 X, 1000 X, 5000 X, 10,000 X), which showed
the presence of pores on the surface of beads. Pore sizes between 155 and 250 nm are
tabulated almost homogenously on the surface of beads. The diameter of dry beads
is around 1.22 mm.
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Fig. 1 NMR spectrum of 1-hexylimidazolium-3-propionitrile chloride

3.3 Optimization of Beads Towards Extraction of Mn Ions

A total 15 experiments were conducted as per Central Composite Design (CCD)
surface statistical design. TheANOVA results indicates a coefficient of determination
(R2) for the extraction ofMn ions fromwastewater solution to be 0.9952, shown from
the predicted against actual values in Fig. 3. Three-dimensional response surface is
plotted plots as graphical representations, based on regression equation given by the
model. The extraction efficiency of Mn ions increased by contact time and weight of
absorbent up to the highest limit at pH 5.5 ofwastewater. Longer contact time allowed
the longer interaction between beads andMn ions which would result in increased of
the extraction efficiency. From the statistical analysis, it can be concluded that, the
optimum values of the variables according to the quadratic model are wastewater at
pH 3.54, contact time at 225 min and weight of absorbent is 0.49 g with desirability
up to 1.0000 at the highest extraction efficiency, 95.95%.

Figure 4 depicts the dimensional response surface plot for the selected parameters
in this work. Each parameter affects the EE% values. This interaction established
a dependence of the degree of EE% on the mutual interaction between those three
factors.
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Fig. 2 Image of modified ILs beads taken by SEM at different magnification a 80 X b 1000 X
c 5000 X d 10, 000 X

Fig. 3 Actual against predicted value extraction efficiency of Mn ions from wastewater solution
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Fig. 4 Three-dimensional response surface plot for the effect of a weight and contact time at pH
5, b contact time and pH of wastewater with absorbent weight 0.35 g, and c pH and weight of
modified beads at 180 min contact time

3.4 Adsorption Capacity

Figure 5 depicts the variation of Mn ions adsorbed on the absorbent with shaking
time (0–300min) at varied initial concentration of wastewater (14–44 ppm). Figure 5
indicates that the adsorption of Mn ions was quite rapid initially and reached an
equilibrium after 60 min for all set. The initial faster rate may due to the availability
of the uncovered surface area of the adsorbent. This type of absorbent (hydrogel)
which are crosslinked hydrophilic polymers, are capable of expanding their volumes
due to their high swelling in water [20]. In this case, the swelling process complete
after 60 min of contact time, thus limit the adsorption capacity if the metal ion.
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Fig. 5 Adsorption capacity of the absorbent at different initial concentration

3.5 Absorption Isotherm Models

The Langmuir and Freundlich isotherms are shown in Fig. 6. Isotherm parameters
were obtained by linear regression analysis for each model. Based on the regres-
sion method, the Langmuir model describes the adsorption of metal ion onto Algi-
nate/PVA/IL better than that of Freundlich isotherm model. Meanwhile, Table 4
listed the coefficient values for both isotherm models. According to this model, the
maximal adsorption capacity increase between 14 and 44 ppm of initial concentra-
tion. It was generally attributed to the change with initial concentration. As initial
concentration increase, the number of metal ion increase, which favor the adsorbent.
The Langmuir model assumes that the uptake of metal ions is monolayer sorption
on a homogeneous surface and without any interaction between adsorbed ions [21].

4 Conclusion

The present study aims at the optimizing the usage modified adsorbent based on
ionic liquid and alginate to extract Mn ions from wastewater solution. The ionic
liquids (1-hexyl-3-propionitrile imidazolium chloride) owns the functional group
that have affinity to extract metal ions. The ILs having functional moiety will offer
capability of adsorbent to extract metal ions. In this work, the incorporation of this
ionic liquid with alginate have offer synergistic effect in order to serve better as
metal extractant. The addition of PVA in this sorbent’s preparation have enhance the
physical strength of beads which make it applicable in harsh process (shaking and
mechanical stirring) during extraction process. The preparation of this sorbent had



24 N. A. A. Rahman et al.

Fig. 6 Adsorption Isotherm models of Mn ions onto Alginate/PVA/ILs presented by a Langmuir
model and b Freundlich model

Table 4 Coefficient values for both isotherms model

Langmuir model Freundlich model

qm (mg g−1) KL (L mg−1) R2 1/n KF R2

0.64 0.745 0.912 2.207 0.975 0.771

been considered as a convenient and inexpensive production process. The adsorbent
material is easy to handle during or after adsorptive removal of manganese and
capable to serve an efficient adsorption of manganese ions, depending on the weight,
concentration and pHof the solution during extraction. The predicted optimize values
are proposed in order to gain the maximum EE% during the process. This sorbent
has high metal adsorption ability. Furthermore, the adsorption process was found
to be initial concentration dependent. The Langmuir isotherm can be correlated to
experimental data better than Freundlich model. This combination sorbent (modified
beads) canmeet variety of request/application and offer highmetal adsorption ability.
Impregnation ionic liquid with alginate and PVA provide advantages in term of
economic value.
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Synthesis and Modification of Pour Point
Depressant (PPD) Based on Copolymers
of α-Olefins and Maleic Anhydride
for Waxy Crude Oil

Kozhabekov Serik Samsalykovich , Zhubanov Amin Abdirasululy ,
Donenov Beisen Kainarbaevich , Makhmetova Aliya Ruslanovna ,
and Abayev Talgat Bakytuly

Abstract In this work, a synthesis and modifications of copolymers based on α-
olefin and maleic anhydride was carried out. The influence of copolymers on the
rheological behavior of waxy crude oil of the Akshabulak field (Kazakhstan) was
investigated. The synthesis of copolymer is based on α-olefin: octadecene-1 with
maleic anhydride by the method of initiated radical polymerization. Subsequently,
this copolymerwasmodifiedwith primary amines: butylamine (BA), octadecylamine
(ODA). The copolymerwasmodified in a xylene solutionwith aDean-Stark trap. The
ratio of the ODC-MA copolymer to amines was 1:1.2 mol. The degree of completion
of the reaction was estimated by the amount of water condensed in the Dean-Stark
trap. The modified copolymers of ODC-MA amines (ODC-MA-BA, ODC-MA-
ODA) were characterized by Fourier transform IR spectroscopy, which indicates the
conversion of the starting anhydride cycles (1780–1850 cm−1) to imide (1535, 1690–
1700 cm−1).Modified copolymers exhibit the properties of depressant additives-they
reduce the viscosity and pour point temperature of crude oil, relative to crude oil
without additives. The microscopy method was used to determine the morphology
of wax crystals formed in oil in the process of lowering the temperature. It was shown
that the resulting modified wax crystals have a smaller size compared to wax crystals
in crude oil without additives, which shows the dispersing effect of the modified
copolymers based on ODC-MA.

Keywords Copolymers · α-olefins ·Maleic anhydride · Pour point depressant ·
Rheology · Crude oil

1 Introduction

The transportation of crude waxy oil through pipelines and storage in tanks is a
huge problem due to wax deposits on the walls of the pipelines, which leads to an
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increased risk of pipeline stoppages. To prevent these negative consequences, pour
point depressants (PPD) are used in world practice-polymer surfactants of various
compositions [1, 2]. Global PPD production is projected to reach 1.9 billion by 2027.
In the context of the COVID-19 crisis, the global PPD market is estimated at US
1.6 billion in 2020 [3]. There is a wide range of PPDs that are widely used in oil
transportation technology, such as copolymers of ethylene and vinyl acetate [4–6]
copolymers of α-olefin [7, 8] and their polar nitrogen-containing compounds [9–11].
One of the promising areas is the synthesis of copolymers with amphiphilic proper-
ties. Analysis of the literature has demonstrated that amphiphilic copolymers exhibit
depression activity in relation to waxy crude oil [12]. The depression properties of
amphiphilic copolymers are achieved due to the content of the polar part and linear
alkyl groups in the polymer structure. Linear alkyl groups are incorporated into the
wax structure and co-crystallize with decreasing temperature, while the polar part
of the copolymer repels crystals, thereby preventing agglomeration [13–15]. In [16,
17], α-olefins and maleic anhydride act as reagents for the synthesis of amphiphilic
copolymers. The use of copolymers based onmaleic anhydride and α-olefins as PPDs
and fluidity improvers makes it possible to control the oil fluidity depending on the
length of the grafted pendant group [18]. Moreover, copolymers of maleic anhy-
dride with hydrophilic functional groups attract the attention of researchers due to
the possibility of regulating the hydrophobichydrophilic balance of polymers. Chen
et al. [19] synthesized a copolymer of maleic anhydride and methylbenzyl acrylate
and modified them with amines and alcohols. Esterified and amidated copolymers
exhibited PPD properties to improve the fluidity of the oil. Xu et al. Synthesized a
series of comb-type copolymers of methacrylate and maleic anhydride with various
side groups amidated with long carbon chains from C14 to C16 [10].

However, PPDconcentrations in excess of 4000 ppmare not commercially accept-
able.Moreover, it has been found that the degree of imidization has a significant effect
on performance as a flow improver. Flow improvers with a higher degree of imidiza-
tion were found to be more effective [20]. Modification of the anhydride fragments
of the copolymer with a primary amine makes it possible to increase the depressant
activity of the copolymers [21].

2 Material and Methods

2.1 Materials

Maleic anhydride (98%), octadecene-1 (95%), butylamine (99%) and octadecy-
lamine (99%) from Sigma-Aldrich, used without further purification. Toluenesul-
fonic acid (99%), benzoyl peroxide (75%, remainder water), o-xylene (95%), toluene
(95%), and THF (99.9%) from Sigma-Aldrich, used without further purification.
Methanol (98%) was used to purify the copolymer without further purification.
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R–CH2-CH-C16H33 (octadecene),
CH2-CH-C12H25 (tetradecene),
CH2-CH-C10H21 (dodecene).

Fig. 1 Structure diagramof copolymers based onα-olefins (ODC-MA) andmaleic anhydride (MA)

2.2 Copolymerization of α-Olefins with Maleic Anhydride

The synthesis of α-olefin octadecene-1 with maleic anhydride was conducted by free
radical polymerization (see Fig. 1) The molar ratio of α-olefin to maleic anhydride
is 1:1. The reagents were mixed in a three-necked flask under nitrogen atmosphere
with constant stirring. Copolymerization was conducted in a toluene solution at
100 °C for 4 h. The initiator was dibenzoyl peroxide 4% (wt.) by weight of the
startingmonomers. The copolymerwas precipitated in an excess volumeofmethanol,
filtered, and dried in vacuum at 60 °C. The copolymer yield is ODC-MA 83%.

2.3 Amidation of a Copolymer of Octadecene-1 and Maleic
Anhydride

The modification of the ODC-MA copolymer with primary amines was conducted
according to the general procedure (see Fig. 2). ODC-MA copolymer and primary
amine in a molar ratio of 1:1.2 in o-xylene solution were loaded into a two-necked
flask equipped with a Dean-Stark attachment with a reflux condenser, stirrer, and
thermometer. Toluenesulfonic acid, 0.5% by weight of the reagents, was used as a
catalyst. The mixture was heated stepwise to a temperature of 150 °C. The reaction
mixture was kept at this temperature with stirring for 12 h until the evolution of
reaction water ceased. The resulting mixture was reprecipitated in methanol, filtered,
and dried in vacuum to constant weight at 60 °C.

Fig. 2 A Structure of modified copolymers R= C18H37 (octadecylamine) and C4H9 (butylamine)
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3 Results and Discussion

3.1 Characterization of the Copolymers

The structure of the copolymers was analyzed using 1H and 13C NMR spectroscopy
(see Fig. 3) and FTIR spectrometry in the range of 400–4000 cm−1 (see Fig. 4).

The 1H NMR spectra of the ODC-MA copolymer exhibits multiplet signals at
0.84–0.87 ppm, with an integrated proton intensity 3.0 N of the terminal methyl
groups of the octadecene-1 fragment. The methylene protons of the octadecene-1
fragment appear as a broadened signal at 1.10–1.42 ppm with an integrated inten-
sity of 22.1 N. The methine protons of maleic anhydride fragments resonate at an
integrated intensity of 0.4 N 2.5–3.5 ppm. Traces of proton signals at 4.09–4.15 and

Fig. 3 1H and 13C NMR spectra of the ODC-MA copolymer and the modified copolymers ODC-
MA-ODA, and ODC-MA-BA

Fig. 4 IR spectrum of the synthesized copolymers ODC-MA and modified copolymers ODC-MA-
BA and ODC-MA-ODA
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4.89–4.99 ppm indicate the absence or insignificant amount of unsaturation in the
copolymer.

In the 13C NMR spectra of ODC-MA, the carbon atoms of the terminal methyl
groups of the octadecene-1 fragments are observed at 14.27 ppm. The carbon atoms
of the methylene and methine copolymer resonate at 22.81, 29.26, 29.86, 31.88
and 33.94 ppm. The methine carbon atoms of the maleic anhydride ring show up as
broadened signals in the 41–44 ppm range. The carbonyl protons of this cycle are also
manifested by broadened signals in the region of 170–175 ppm. In the 13C spectra
of the initial ODC-MA copolymer, the carbon of the anhydride group resonates at
114.17–139.36 ppm, but practically does not appear or practically disappears in the
spectra of copolymers modified with primary amines. The IR spectra of the ODC-
MA copolymer exhibit bands of stretching vibrations of the carbonyl group C = O
in the ester region of 1710–1713 cm−1. The characteristic vibrations in the region
(1770–1775 and 1850–1855 cm−1) refer to the stretching vibrations of C= O in the
units of cyclic anhydride [22].

In the modified copolymers ODC-MA with amines (ODC-MA-BA and ODC-
MA-ODA), the 1H NMR spectra of the copolymers exhibits multiplet signals in the
0.82–0.89 ppm with an integrated proton intensity from 3.0 to 6.0 of the terminal
methyl groups of the octadecene-1 and alkylamide fragments. The methine protons
of the modified copolymers were located in two singlet signals at 1.22–1.25 and
1.45 ppm with a total integral intensity of 21.0 H to 27.8 N. Methine protons of
maleic anhydride fragments, as well as protons of the amide group and an adjacent
methylene fragment, resonating at 2.0–3.5 ppm, with an integral intensity from 1.0
H to 2.2 N. The opening of the cycles of maleic anhydride and the formation of
cycles with the participation of nitrogen atoms affect the picture of the spectra in this
region: it increases by 3.40 ppm. Traces of proton signals of unsaturated bonds are
practically not observed.

In the 13C NMR spectrum of ODC-MA-BA, the carbon atoms of the terminal
methyl groups of the octadecene-1 and alkylamine fragments are observed at 14.21–
14.28 and 13.69 ppm. The carbon atoms of the methylene and methine copolymer
resonate at 20.17, 22.78, 27.62, 29.85, 32.02, 33.92 and 38.50 ppm. Two broad-
ened signals at 177.85 and 179.8 ppm correspond to the carbonyl carbon atoms of
the copolymer, characterized by FTIR spectroscopy, indicating the transformation
of the initial anhydride rings (1780–1850 cm−1) into the imide ring (1535, 1690–
1700 cm−1, 1359 cm−1) [22]. The presented data indicate the presence of the main
functional groups in the structure of the copolymers.

3.2 Molecular Weight Measurements

The absolute molecular weight of the obtained PPDs was determined by dynamic
light scattering on a Malvern Zetasizer Nano S. The results are presented in Table
1. The kilodalton (kDa) of the synthesized and modified polymers was found to be
in the range from 9.6 (kDa) to 20.1 (kDa), and the correlation coefficient (R) ranges
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Table 1 Absolute molecular
weight (MW) of copolymers

Copolymer ODC-MA ODC-MA-BA ODC-MA-ODA

MW (kDa) 12, 8 15, 1 20, 1

from 0.868 to 0.981. The molecular weight results for the copolymers produced with
theMalvern Zetasizer Nano S are within the predictedmolecular weight range. Thus,
it can be assumed that the synthesized modified copolymers can be used as potential
PPDs.

3.3 Pour Point and Rheological Measurements

The pour point determination of the waxy crude oil was conducted in accordance
with ASTM D 5853. The results are demonstrated in Table 2. At 300, 500, and
1000 ppm copolymer dosage, the pour point of the Akshabulak crude oil is reduced
by 9–15 °C in comparison with heat-treated oil, indicating the depression activity of
the copolymers. The greatest depression effect was observed for the ODC-MA-BA
copolymer. The presented data show that the ODC-MA copolymer modified with
butylamine (ODC-MA-BA) shows the best result among the modified copolymers
with a pour point of –6 °C at a concentration of 300 ppm. Further increasing the
concentration of the PPDobtained does not improve the low temperature properties of
the crude oil. Thus, the optimumconcentration for the obtained PPDswas determined
to be 0.03%.

Despite the fact that in most works an improvement in oil fluidity with an increase
in the length of the pendant group [13] has been demonstrated, in this case the ODC-
MA copolymer modified with short-chain amines shows a better result compared to
long-chain pendant groups. The reason for the high efficiency of copolymers with
a short pendant group is possibly associated with the availability of a hydrophilic
group during the formation of wax crystals on the copolymer surface. Short pendant
groups do not shield the access of the hydrophilic group of the copolymer to waxes,
while long pendant groups in the ODC-MA-ODA copolymer shield the wax crystals
from interaction with the hydrophilic group.

Table 2 Dependence of the pour point of Akshabulak crude oil with and without the addition of
PPD

Sample Pour point temperature

300 ppm (°C) 500 ppm (°C) 1000 ppm (°C)

Crude oil without PPD + 9

Crude oil with ODC-MA 0 + 3 + 6

Crude oil with ODC-MA-BA −6 −3 0

Crude oil with ODC-MA-ODA −3 0 + 3
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Fig. 5 The curve of dependence of the dynamic viscosity of Akshabulak crude oil on temperature
with heat treatment at 60 °C, at shear rate (G) 10 s−1 at a dosage of 300 ppm depressants with the
addition of PPDs: ODC-MA2, ODC-MA-ODA3, ODC-MA-BA4, and blank crude oil1

The rheological curve results are the same as the pour point results (see Fig. 5).
From the presented data,we canobserve that themost effective copolymer ismodified
with butylamine.

3.4 Microscopic Measurements

Presented are micrographs of blank crude oil (see Fig. 6), with the addition of ODC-
MA copolymer (see Fig. 6) and modified ODC-MA-BA copolymer (see Fig. 6).
From the obtained micrographs of crystals in crude oil Akshabulak it can be seen
that at the same temperature (0 °C) wax crystals with the addition of ODC-MA
modifiedwith butylamine have a shape and size different from those ofODC-MAwax
crystals and are evenmore different from crystals wax in blank crude oil.When ODC
MA copolymer modified with butylamine is added to the oil, wax crystals resemble
spherical in shape with smoother and more even surfaces with sizes ranging from
8 to 20 μm, while blank crude oil has a plate-like crystal shape with sizes ranging
from 35 to 50 μm, a similar situation with crude oil wax crystals with the addition

Fig. 6 Micrograph of Akshabulak crude oil without PPD1, with PPD (ODC-MA)2, and with
modified PPD (ODC-MA-BA)3
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of ODCMA copolymer, where the crystal shape is also lamellar, and the crystal size
is smaller and is in the range of 25–40 μm. The distinctive shape of crude oil wax
crystals with the addition of ODC-MA-BA is possibly related to the ability of the
copolymer to co-crystallize due to the hydrophobic part, while the hydrophilic part
of ODC-MA-BA creates a steric layer that prevents the growth of copolymer wax
crystals, while short-chain side groups more effectively block the growth of wax
crystals [23, 24]. In this case, the ODC-MA-BA copolymer acts not only as a PPD,
but also as a dispersant.

4 Conclusion

The octadecene-1 maleic anhydride copolymer was synthesized and modified with
different primary amines (octadecylamine and butylamine) of various lengths. The
structure of copolymers based on α-olefins and MA was confirmed by 1H 13C
NMR and FTIR spectroscopy. According to the data of rheological tests and optical
microscopy, it was demonstrated that the effectiveness of the PPD action is largely
influencedby the length of the side groups introducedby the anhydride group. In addi-
tion, microscopic studies have shown that the ODC-MA-BA copolymer, which has
a dispersing effect during the crystallization of waxes. Studies on the determination
of the pour point of crude oil and rheological tests demonstrated that the ODC-MA
copolymer modified with short-chain butylamine shows high efficiency compared to
ODC-MA copolymer modified with longer amine chain octadecylamine.
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Effects of NPK Fertilizers on the Growth,
Yield and Chemical Content of Tomato
(Lycopersicon esculentum L. Mill)

Lyazzat Bekbayeva, Zuraini Zakaria, Tatyana Karpenyuk,
Alla Goncharova, El-Sayed Negim, and Kozhanova Kaldanay

Abstract This paper investigates the effect of NPK fertilizers with different content
of nitrogen on growth, yield and chemical content of tomato (Lycopersicon escu-
lentum L. Mill). NPK fertilizers were used based on polyvinyl alcohol (P) blended
with three different contents of urea (U) (PU35, N: 8.45%; PU50, N: 34.1%, and
PU65, 44.04%) andK3PO4. NPK35, NPK50 andNPK65 fertilizers were prepared by
mixing 90% PU with 10% K3PO4. All treatments were applied at the rate of 500 ml
(1% w/v) of NPK directly to the soil. The first treatment was given at 15-day-old
seedlings. Thereafter, the treatments with 5 replications were given at intervals of
15 days (6 s) each until 90 days. Final harvest was at 112 days. Data was analyzed
using variance analysis (ANOVA) and compared using control without fertilizer. The
results indicate that the NPK fertilizers cause improvement in the vegetative growth,
yield as well as chemical content of tomato plants. Meanwhile, the application of
NPK fertilizer (NPK50) with nitrogen content 31.7% increased the above parameters
more than NPK35, NPK65 and control.
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1 Introduction

Tomato (Lycopersicon esculentum Mill.) is a very popular vegetable grown in the
world [1]. A number of researchers focus on increment tomato yield by introducing
new NPK fertilizers [2]. The application of NPK fertilizers to tomato plants at
proper times with suitable rates could increase yield of tomatoes. Authors found
that increasing NPK levels resulted in higher growth performance in tomato vari-
eties [3]. A high concentration of NPK in the nutrient solution gave higher total yield
and tomato fruit weight than the control nutrient solution [4]. It was reported that
fertilizing tomato with NPK at deferent levels increased the vegetative growth char-
acters, for example moderate dose of NPK (N: 26.7 g, P: 10.0 g and K: 53.3 g/m2)
significantly increased tomato growth and yield [5, 6]. The highest plant height, the
maximum number of primary and secondary branches, number of flowers and fruits
per plant as well as the greatest fruit size, fruit yield per plant and fruit tomato yield
per ha were obtained when NPK fertilizer was applied at the rates of 120 kg N, 80 kg
P and 75 kg K/ha [7]. The application of NPK at the rate of 20:10:10 has a highly
significant effect on the growth and yield of tomato varieties and enhanced the soil
chemical parameters [8]. Pansare et al. [9] studied the effect of NPK on yield and
quality of tomato and evaluated the maximum yield of high-quality tomato when
N, P and K fertilizers were added at a ratio of 3:1:2 (150 kg N/ha, 50 kg P/ha, and
100 kg K/ha). However, the application of NPK at rates of 60 kg N/ha, 50 kg P2O5/ha
and 33 kg K2O/ha gave the highest growth, and fruit yield of tomato as compared to
control without fertilizers [10]. Felipe and Casanova [11] investigated the effects of
N (0, 90, 180 and 270 kg/ha), P (P2O5, 0, 135, 270 and 405 kg/ha), and K (K2O, 0,
90, 180 and 270 kg/ha) on the yield and number of fruits of tomato in Venezuela [11].
The best treatment, with the highest yield and number of fruits per plant, was 180 kg
N, 270 kg P2O5, and 180 kg K2O/ha. The present study was undertaken to improve
growth, yield and chemical Content of Tomato (Lycopersicon esculentum L. Mill)
fertilized with NPK at different rates NPK35 (N: 7.8, P: 5.7, K: 4.8%), NPK50 (N:
31.7, P: 4.05, K: 4.6%) and NPK65 (N: 40.3, P: 4.5, K: 5.1%).

2 Material and Method

2.1 Synthesis of Nitrogen Fertilizer (PU)

The nitrogen fertilizers based on polyvinyl alcohol (PVA) with urea (U) were synthe-
sized with composition ratios i.e. 65:35 (PU35), 50:50 (PU50) and 35:65 (PU65)
respectively by blending polymerization in presence of acetic acid as catalyst. The
preparation of nitrogen fertilizer and the method of analysis (1H NMR, FTIR, SEM,
DSC and TGA) have been previously described in a previous investigation by Negim
et al. [12]. The elemental analysis was carried out for the determination of carbon,
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Table 1 Elemental composition of nitrogen fertilizer (PU)

Elements C
(%)

N
(%)

O
(%)

PU35 49.41 8.45 42.15

PU50 28.79 34.09 37.58

PU65 21.54 44.04 34.42

Table 2 Elemental composition of NPK fertilizers

Elements C
(%)

N
(%)

O
(%)

P
(%)

K
(%)

NPK35 39.05 7.8 42.7 5.7 4.8

NPK50 26.8 31.7 33.1 4.05 4.6

NPK65 19.9 40.3 31.09 4.5 5.1

nitrogen and oxygen content in the fertilizers as shown in Table 1. The analysis was
performed on a Vario Micro Elemental Analyzer (Elementar, Germany).

2.2 Preparation of NPK Fertilizer

NPK fertilizers were prepared by mixing 90% PU35, PU50 and PU65 with 10%
K3PO4. The elemental analysis of NPK fertilizers was performed on a Vario Micro
Elemental Analyzer (Elementar, Germany) as shown in Table 2.

NPK fertilizers were used with a constant concentration of 1%w/v using distilled
water.

2.3 Experimental Design and Treatments

The crop plant selected for the present study was Lycopersicon esculentum (tomato).
The hybrid tomato seeds (Pearl-F1) were purchased from the local market and kept
for one hour in a glass beaker with fresh water. Only the seeds that settled at the
bottom of the beaker were used for conducting the experiment. The seeds were
carefully sowed in plastic trays and regular sprinkling of water was done to keep
the compost soil moist. After two weeks, the germinated seedlings were transferred
and planted in plastic pots. The seedlings were pushed 5 cm deep into the soil and
the depression was then loosely covered back by the soil. The soil was air-dried,
sieved and packed (13.5 kg/pot), and was properly filled in 15 pots. Each pot was
labelled with the pot number and the date of sowing of the seeds were recorded to
determine the offset date for analysis. The day on which the seedlings were planted
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Fig. 1 Tomato plants after two weeks of germination

in the pot was treated as day zero (Fig. 1). The plants were watered every day or
on alternate days depending on the requirement. All 3 sets were prepared in five
replicates. Nitrogen fertilizer treatment was given to the plants namely PU and a
set of control pants. In each of the treatment, 500 mL (1% w/v) of PU was applied
directly to the soil. The first treatment was given at 15-day-old seedlings. Thereafter,
the treatments were given at intervals of 15 days each until 90 days. The control set
was watered only with tap water without any fertilizers.

2.4 Physical and Chemical Properties of the Soil

In this study, the soil physical and chemical properties were analyzed before the
addition of the N-fertilizer (PU) in different concentrations to the experimental soil
to know the type and properties of the soil. The result is as presented in Table 3.

Table 3 Physical and chemical properties of the soil

Physical properties

Sand 56.63 (%)

Silt 24.15 (%)

Clay 14.22 (%)

Soil texture Sandy loam

Chemical properties

pH 7.8

Ec 1.4 (mhos/cm3)

Available N 81.0 (ppm)

Available P 3.04 (ppm)

Available K 40.8 (ppm)

Organic matter 0.6 (%)
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The ingredients of the experimental soil were a mixture of clay (56.63%), fine sand
(14.22%), and silt (24.15%). The chemical properties of the soil were 1.4 mhos/cm3,
81.0 ppm N, 3.04 ppm P, 40.8 ppm K, 0.6 ppm of organic matter and pH was 7.8.

2.5 Data Recorded

Vegetative growth Plant height, number of main lateral branches, number of leaves,
leaf area as well as fresh and dry weights of shoots were recorded at 4 and 8 weeks.

Chemical composition Leaves disks were taken at 4 and 8weeks after transplanting
to determine chlorophyll a, b according to the method described by Sartory and
Grobbelaar [13]. Total carbohydrate content in dry matter of leaves was determined
spectrophotometrically method described by Dubois et al. [14]. Nitrogen, phos-
phorus and potassium elements were determined in the leaves of tomato plants via
digestion procedure according to Piper [15]. Nitrogen content was determined by
modified micro-Kjeldahl method as described by Pregl [16]. Phosphorus and potas-
sium contents in the sample were estimated using ammonium molybdate and flame
photometer methods respectively, according to Chapman and Pratt [17].

Flowering and fruit yield Node number bearing the first flower, number of flower
clusters per plant, number of flowers per cluster, number of flowers per plant, weight
and number of fruits per plant were recorded.

Physical characteristics of fruits Fruit shape index was calculated using the ratio
of vertical to horizontal diameters. Fruit volume was determined by using immersion
method.

Chemical characteristics of fruits Soluble solids content (SSC) was determined
by hand refractometer according to the method described by AOAC [18]. Titratable
acidity was determined using the method described by AOAC [19] and AOAC [20].
Ascorbic acid content (vitamin C) was determined as described by AOAC [20].
Lycopene in the tomato samples was extracted with hexane: ethanol: acetone (2:1:1)
(v/v) mixture following the method of Sharma and Le Maguer [21].

2.6 Statistical Analysis

The data calculated on different variables were subjected to analysis of variance
(ANOVA) to observe the differences among the treatments and their interactions.
Meanswere separated using Least SignificantDifference (LSD at 5%) test. Statistical
computer software “Statistix 8.1” was used for computing the ANOVA and LSD
Mead et al. [22].
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Table 4 The effect of NPK fertilizers on the growth vegetative characteristics of tomato plant

Treatments Plant height
(cm)

Number of lateral
branches/plant

Number of leaves/plant

4 weeks 8 weeks 4 weeks 8 weeks 4 weeks 8 weeks

Control 84.83d 118.32d 18.88c 32.70d 43.50c 97.70d

NPK35 96.35b 139.76b 19.70c 47.42c 50.63b 111.42b

NPK50 101.05a 142.50a 25.65a 57.50a 60.96a 117.53a

NPK65 90.53c 131.65c 22.58b 51.65b 48.50b 101.15c

LSD 0.05 1.7886 1.61125 1.0898 0.9882 2.3742 1.7421

a, b, c and d = Statistical Analysis

3 Results and Discussion

3.1 Plant Height (cm)

The effect of NPK fertilizer treatment with varied concentrations of NPK on tomato
plant height is shown in Table 4. The results indicated that the NPK fertilizers had
a positive effect on the plant height compared to control. The plants fertilized with
NPK50 gave the tallest plantswith 101.05 and 142.5 cmat 4 and 8weeks respectively,
while plants fertilized with NPK65 showed height of 90.53 and 131.65 cm at 4 and
8 weeks respectively. The increase of plant height of tomatoes by NPK might be
due to tomato plants being feeders for macronutrient elements including potassium
(K), nitrogen (N) and phosphorus (P) [23]. Authors demonstrated that tallest plants
of tomato were obtained from the plots treated with NPK fertilizer compared to the
control [24, 25].

3.2 Number of Lateral Branches

The effect of different concentrations of NPK fertilizers on the number of lateral
branches per tomato plant at 4 and 8 weeks is shown in Table 4. Number of lateral
branches per plant fertilized with NPK was higher than control at 4 and 8 weeks
of treatment. However, Plants fertilized with NPK50 (N: 31.7, P: 4.04, K: 4.6%)
increased number of lateral branches to 57.5% at 8weeks, while plants fertilizedwith
NPK35 (N: 7.8, P: 5.7, K: 4.8%) increased lateral branches per plant to 45.0.02% at
8 weeks. The increase in number of lateral branches could be attributed to increased
nitrogen content in NPK fertilizer. This result is in agreement with Manoj et. al. [7],
whereby increasing levels of nitrogen in NPK resulted in 30% increase of lateral
branches per tomato plant.
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3.3 Number of Leaves Per Plant

The greatest number of leaves per plant was observed when level of N increased from
7.8% to 31.7% in NPK fertilizers. At 4 and 8 weeks of treatment, the NPK50 (N:
31.7, P: 4.04, K: 4.6%) resulted in the greatest number of leaves per plant (60.9 and
117.5 respectively) followed by NPK35 (N: 7.8, P: 5.7, K: 4.8%) (50.6 and 111.4
respectively) and NPK65 (N: 40.3, P: 4.5, K: 5.1%) (48.5 and 101.2 respectively)
(Table 4). These values indicated significant response to theNPK fertilizers treatment
anddifference of nitrogen levels in theNPKhad considerable influence on the number
of leaves per plant [26]. These results were in agreement with those of Adekiya and
Agbede [27]. The lowest value of leaf number was calculated for the control plants
at 4 and 8 weeks (43.5 and 97.7 respectively).

3.4 Leaf Area (cm2)

The effect of NPK fertilizer on leaf area of tomato at 4 and 8 weeks is shown in
Table 5 whereby the fertilizer highly induced an increase in the leaf area over the
control plants. These results indicated that NPK had a favourable effect on leaf area.
The highest record of leaf area was obtained from plants fertilized with NPK50 (N:
31.7, P: 4.04, K: 4.6%), while control without fertilizer gave the lowest leaf area at
4 and 8 weeks. This attributed to role of nitrogen in NPK fertilizer which increasing
cytokinin in the shoots and increasing leaf area. Similar results were recorded by
Singh et al. [28] who found that NPK treatments significantly increased leaf tomato
area.

Table 5 The effect of NPK fertilizers on the growth vegetative characteristics of tomato plant

Treatments Leaf area
(cm2)

Shoots fresh weight
(g/plant)

Shoots dry weight
(g/plant)

4 weeks 8 weeks 4 weeks 8 weeks 4 weeks 8 weeks

Control 138.53d 151.90d 227.50d 350.40d 60.38c 85.75d

NPK35 220.35c 250.00c 272.18b 625.20b 69.10b 131.38b

NPK50 259.20a 277.78a 298.37a 877.78a 75.90a 201.43a

NPK65 245.40b 263.00b 252.23c 543.10c 61.35c 111.20c

LSD 0.05 1.4744 1.5031 1.0508 0.6722 1.0873 1.2683

a, b, c and d = Statistical Analysis
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3.5 Fresh and Dry Weight of Shoots (g/Plant)

All applications ofNPK fertilizers had a significant effect on the fresh and dryweights
of shoots than control at 4 and 8 weeks. The fresh and dry weights of shoots tomato
plants treated with NPK50 (N: 31.7%) were higher than NPK35, NPK65 and control
at both 4 and 8 weeks (Table 5). NPK50 increased fresh shoot weight and dry shoot
weight up to 150.15% and 134.8% respectively at 8 weeks, compared to control.
While, NPK65 increased fresh shoot weight and dry shoot weight up to 54.99% and
29.67% respectively at 8 weeks. The increase in fresh and dry shoot weight might be
due to that NPK improved root growth, which consequently promoted shoot growth.
A similar result has been results reported by Etissa et al. [29] who demonstrated
that fresh and dry weights of tomato shoots were affected by the application of NPK
fertilizer.

3.6 Chlorophyll (a, b) Content (mg/dm2)

The effect ofNPK fertilizers containing different ratios of nitrogen on the chlorophyll
a and b contents in the tomato leaves at 4 and 8 weeks is presented in Table 6. The
results showed that chlorophylls content increased in all the tomato plants treated
with NPK fertilizers. The maximum content of chlorophylls a and b (2.915 and
1.873 mg/dm2 respectively) was recorded in plants that were fertilized with NPK50
(N: 31.7, P: 4.04, K: 4.6%) at 8 weeks while the minimum content of chlorophylls
a and b content (2.2 and 1.4 mg/dm2 respectively) was recorded in plants that were
fertilizedwith NPK65 (N: 40.3, P: 4.5, K: 5.1%) at 8 weeks. Leaf chlorophyll content
was found to be affected by different factors including types and concentration of
fertilizers, nutrient concentration, distribution of chlorophyll in leaves and plant
genotype [30].

Table 6 The effect of NPK fertilizers on chlorophyll a, b (mg/dm2) and carbohydrate content (%)
in leaves of tomato plant

Treatments Chlorophyll a (mg/dm2) Chlorophyll b
(mg/dm2)

Carbohydrate
(%)

4 weeks 8 weeks 4 weeks 8 weeks 4 weeks 8 weeks

Control 1.20d 1.44d 0.64d 0.84d 9.55d 12.56c

NPK35 1.94b 2.55b 0.78c 1.19c 11.32b 13.75b

NPK50 2.52a 2.92a 1.47a 1.87a 12.65a 16.75a

NPK65 1.72c 2.16c 0.89b 1.39b 10.63c 12.63c

LSD 0.05 0.0843 0.0631 0.0283 0.0401 0.2999 0.2222

a, b, c and d = Statistical Analysis
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3.7 Carbohydrate Content (%)

Table 6 shows the response of total carbohydrate of tomato leaves to NPK fertil-
izers. It can be seen that NPK fertilizers significantly increased the total carbohy-
drate percentage in the treated plants over the control. The highest carbohydrate
contents in tomato leaves were obtained with NPK50 fertilizer (16.75%), while the
lowest carbohydrates content was observed in plants fertilized with NPK65 fertilizer
(12.63%) at 8 weeks. This is attributed to the increase in the rate of photosynthesis
process and construction of organic compounds mainly carbohydrates as reported
by Xiukang and Yingying [31].

3.8 Nitrogen, Phosphorus and Potassium Content (%)

The nutrient percentage in leaves of tomato plants as influenced by NPK fertilizers
in both 4 and 8 weeks is shown in Table 7. All NPK fertilizer treatments enhanced
the absorption of N, P and K, hence increased the concentrations in the leaves as
compared to the control plants. The highest leaf nitrogen content was the plant
fertilized with NPK65 (N: 40.3, P: 4.5, K: 5.1%) whereas the highest concentrations
of P andKwere detected in the leaves treatedwithNPK50 (N: 31.7, P: 4.04, K: 4.6%)
at 4 and 8 weeks. The highest P content (0.65%) and K content (2.85%) in leaves of
tomato plants were observed in NPK50 fertilizer and the lowest P content (0.44%) in
leaves was found in NPK 65 fertilizer at 8 weeks, while the lowest K content (2.4%)
was in NPK35 fertilizer at 8 weeks. The increase in nutrient percentage in leaves of
tomato plants maybe due to improved absorption of N, P and K at higher rates of
application and is consistent with the use of NPK as fertilizers for tomato production
[27].

Table 7 The effect of NPK fertilizers on the chemical composition in leaves tomato at 4 and
8 weeks

Treatments Nitrogen, (%) Phosphorus, (%) Potassium, (%)

4 weeks 8 weeks 4 weeks 8 weeks 4 weeks 8 weeks

Control 2.27d 3.29d 0.23c 0.41d 1.41c 1.94d

NPK35 3.90c 4.42c 0.44b 0.53b 1.82b 2.43c

NPK50 4.21b 5.75b 0.49a 0.56a 2.00a 2.85a

NPK65 5.13a 6.67a 0.43b 0.44c 1.87b 2.66b

LSD 0.05 0.165 0.2593 0.0296 0.0312 0.0602 0.0446

a, b, c and d = Statistical Analysis
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Table 8 The effect of NPK fertilizers on flowering characteristics of tomato plant

Treatments Node number
bearing

Number of flower
clusters/plant

Number of
flowers/cluster

Number of
flowers/plant

Control 5.50d 14.11d 4.35d 75.40c

NPK35 7.24c 21.65b 6.19c 87.55b

NPK50 8.63a 28.69a 8.21a 99.64a

NPK65 8.08b 19.96c 7.40b 84.40b

LSD 0.05 0.2754 0.1994 0.2846 3.3503

a, b, c and d = Statistical Analysis

3.9 Characteristics of Flowers

The influences of NPK fertilizer on flowering of tomato plants are shown in Table
8. Data revealed that the NPK improved the flowering characters. Increasing N
content in NPK from 7.8% (NPK35) to 31.7% (NPK50) increased the node number
bearing the first flower from 7.24 to 8.63, number of flower clusters per plant from
21.65 to 28.69, number of flowers per cluster from 6.19 to 8.21, and number of
flowers per plant from 87.55 to 99.64. It might be due to the highest level availability
nutrients to plant that forced towards the growth of vegetative parts then bloom as
compared to control without fertilizers. Similar results were obtained by authors [3,
28] who detected similar flowering characteristics of tomato plants treatment with
NPK fertilizers.

3.10 Characteristics of Fruits

Number of fruits per plant Tomato plants treatment with NPK produced a higher
number of fruits than the control as shown in Table 9. The maximum fruit numbers
were produced by plants fertilized with NPK50 (N: 31.7%) (35.7) and NPK35 (N:
%) (31.4) compared to plants fertilized with NPK 65 (N: 40.3%) (28.8) and control

Table 9 Effect of NPK fertilizers on fruit numbers and physical characteristics of tomato fruits

Treatments Fruit number/plant Fresh weight (g/fruit) Shape index Fruit volume (cm3)

Control 24.25d 37.24d 1.10d 32.08d

NPK35 31.38b 75.45b 1.25b 40.53b

NPK50 35.65a 82.93a 1.41a 44.94a

NPK65 28.80c 71.60c 1.81c 37.74c

LSD 0.05 0.3408 0.4701 0.0582 0.2017

a, b, c and d = Statistical Analysis
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(24.3). These results agreedwith Zekri andObreza [32]who stated that lower concen-
trations of NPK limited plant growth, flower and fruit production of citrus. Increasing
the nitrogen content in NPK increased the number of fruits due to the increased
vegetative growth under abundance of nitrogen content in NPK for photosynthesis
activity.

Weight and volume of fruits The data presented in Table 9 demonstrates that NPK
treatment of tomato plants had significant effects on fresh weight, volume and shape
index of the tomato fruit. Plants treated with NPK50 (N: 31.7, P: 4.05, K: 4.6%)
showed the highest fruit weight (82.9 gm), volume (44.9 cm3) and shape index (1.4),
while plants fertilized with NPK65 (N: 40.3, P: 4.5, K: 5.1%) showed the lowest
values of the above parameters (71.6 gm, 37.7 cm3 and 1.2 respectively) but higher
than the control. The findings of Fandi et al. [4] and Schon et al. [33] supported these
results whereby increased weight of the tomato fruit parameters was attributed to the
nutrient potential of the NPK fertilizer.

3.11 Chemical Composition of Fruits

The SSC, acidity, ascorbic acid and lycopene of fruits tomato plants treatedwithNPK
is shown in Table 10. The SSC, titratable acidity of fruits increased with increasing
nitrogen content in NPK up to 31.7% (NPK50). Beyond 31.7% (NPK65) the SSC,
titratable acidity began to decrease but still higher than control fruits as shown in
Table 10. Table 10 indicates that NPK treated plants produced fruits with higher
ascorbic acid and lycopene than the control plants. Treatment with NPK 50 (N: 31.7,
P: 4.05, K: 4.6%) gave the highest values for all the chemical characteristics of the
tomato fruits. The increase in SSC, titratable acidity, ascorbic aci, lycopene of tomato
fruits might be attributed to the effect of NPK in supplying the plants with various
nutrients, and producing auxins (Mansour et al. [35]). These results were consistent
with those of Xiukang and Yingying [31], Salama et al. [34], and Mansour et al.
[35]. who illustrated that plant grown at high nitrogen content will result in fruits

Table 10 Effect of NPK fertilizers on some chemical characteristics of tomato fruits

Treatments Soluble solids
content
(%)

Titratable acidity
(%)

Ascorbic acid content
(mg/100 g)

Lycopene
(mg/100 g)

Control 3.60d 0.65d 17.18d 25.08d

NPK35 5.71b 0.76b 20.30b 35.81b

NPK50 6.10a 0.87a 22.91a 37.48a

NPK65 5.19c 0.71c 18.77c 32.90c

LSD 0.05 0.3292 0.0425 0.265 0.0593

a, b, c and d = Statistical Analysis
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with high SSC, titratable acidity, ascorbic aci, lycopene and tomato fruits responded
mainly to NPK fertilization (15: 15: 15).

4 Conclusions

NPK fertilizer treatments were carried with the aim of improving tomato growth and
yield, and leaf chemical composition. NPK fertilizers were based on mixing 90% PU
fertilizer with 10% K3PO4, with different nitrogen content NPK35 (N: 7.8, P: 5.7,
K: 4.8%), NPK50 (N: 31.7, P: 4.05, K: 4.6%) and NPK65 (N: 40.3, P: 4.5, K: 5.1%).
Data on plant height, number of lateral branches, number of leaves per plant, leaf area,
fresh and dry weights of shoots, chlorophylls a and b; carbohydrate content, nutrient
content, node number bearing the first flower, number of flower clusters per plant,
number of flowers per cluster, number of fruits, weight, volume and shape index of
fruits, soluble solid content (SSC), acidity, vitamin C, and lycopene pigment were
recorded and statistically analyzed to evaluate the treatment effects. Results revealed
that growth in tomato was more highly influenced by NPK treatments. However, the
highest vegetative growth, fruit yield, nutrient content in the fruit content were found
in tomato plants fertilized with NPK50 (N: 31.7%) followed by NPK35 (N: 7.8%)
and NPK65 (N: 40.3).
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Production of Greener Biodiesel
from a Low-Cost CaO Catalysts of Waste
Freshwater Shells

Nazrizawati Ahmad Tajuddin , Nurul Natasha Shahrom,
and Noraini Hamzah

Abstract In this study, a low-cost and environment-friendly catalysts from waste
freshwater shells of Polymesoda erosa (kepah), Paratapes textilis (lala), and Pholas
orientalis (mentarang) are used in the production of biodiesel. All the samples were
collected at Sungai Besar, Selangor, Malaysia is a source of calcium carbonate
(CaCO3) which changes to calcium oxide (CaO) in calcination temperatures 900 °C
for 3 h. The thermogravimetric, morphology, structure, surface area and functional
group of catalyst were studied by using Thermogravimetric Analysis (TGA), X-
ray Diffraction (XRD), Scanning Electron Microscopy (SEM), Brunauer–Emmett–
Teller (BET), and Fourier Transform Infrared Spectroscopy (FTIR) respectively.
Transesterification reaction was done in the presence of waste cooking oil, methanol
and freshwater shells catalyst at a temperature of 65 °C. Under the reaction condition
(temperature 65 °C, methanol/oil molar ratio 30:1, reaction time 12 h, and catalyst 5
wt.%of oil), the biodiesel yield ofPolymesoda erosa (kepah), Paratapes textilis (lala)
and Pholas orientalis (mentarang) were 30.98%, 28.64%, and 11.11% respectively.

Keywords Biodiesel · Freshwater shells · CaO catalyst ·Kepah · Lala ·Mentarang

1 Introduction

Nowadays, the finding of an alternative energy source is the main green environ-
mental focus due to the increment of energy, depletion of fossil fuel resources,
expensive price of diesel fuel, global warming, and environmental pollution [1–
3]. In concomitant with the rapidly increasing world population, the energy demand
is predicted to increase by 50% of its present by 2040 [4]. Biodiesel is frequently
generated in the presence of the catalyst through the method of transesterification of
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oil with alcohol [5] where the glycerol is a by-product [6–8]. Normally, methanol is
used as a co-reactant for the transformation of triglyceride to generate methyl ester
fatty acid because it is low-priced, easily available, and easy to separate from the
product mixture [9, 10]. Biodiesel could produce from renewable sources where it is
biodegradable, non-toxic, low sulfur content, inexpensive, environmental-friendly,
and reduces the greenhouse gas emission effect [10–12]. Waste cooking oils are a
suitable option for biodiesel production according to the situation where the quan-
tity of waste cooking oil produced, waste management issues and environmental
hazards, crude oil, and vegetable oil import expenses, also high-speed diesel imports
[13]. Vegetable oils are consumed primarily for the manufacturing of biodiesel for
many centuries since they can directly use in the engine without changing their prop-
erties. Edible oil including long-chain alkyl ester fatty acids that are transformed into
short-chain viscous alkyl esters depicted as biodiesel [14, 15].

In general, Ca(NO3)2, CaCO3, or Ca(OH)2 is the raw material to produce CaO
catalysts which react greatly in the transesterification of biodiesel reaction. Unfor-
tunately, preparing highly efficient solid catalysts is complex, costly, and requires
certain skills to operate them [2]. The catalyst’s manufacturing costs could be a
major factor in its industrial applications. Biodiesel production, therefore, needs an
efficient and cheap catalyst to make the process cost-effective and environmentally
friendly, by reducing its price and be competitive with petroleum diesel. To discourse
these issues, the attentiveness of using waste material such as CaCO3 from numerous
natural calcium sources as raw resources for catalyst synthesis such as mollusk shell,
eggshell, meretrix, snail shell, and clamshell could exterminate the wastes and at the
same time formed a competence heterogeneous catalyst for transesterification [2].

It has been reported that catalyst synthesized from the freshwater waste shells fit
as an alternative for renewable catalyst and at the same time very beneficial in term
of recycles the waste generated [1, 2, 8, 16]. Many studies have been conducted on
the growths of heterogeneous catalysts from waste in the usage of shells, bones, or
skin of marine animals due to their rich CaCO3 to be decomposed into CaO catalyst
by calcination process [17]. Waste shells were mainly composed of CaCO3 but when
it was heated at 750–800 °C, it was converted to CaO [18]. It has been reported,
CaO derived from a calcined Polymesoda erosa (kepah), Paratapes textilis (lala) and
Pholas orientalis (mentarang) have the potential to be used as a novel heterogeneous
catalyst for the esterification [2]. To date, no extension study has been done on
transesterification reaction using these types of the catalyst with waste cooking oil.
Hence, the main aim of this study is to prepare the mixed oxide catalyst using
waste freshwater seashells of Paratapes textilis (lala), Polymesoda erosa (kepah),
and Pholas orientalis (mentarang) as the catalyst before being applied in waste
cooking oil to convert into biodiesel via transesterification reaction.
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2 Materials and Methods

2.1 Preparation of Low-Cost Catalyst from Freshwater
Seashell

The waste freshwater shells as a source of CaO were collected from the household
waste at SungaiBesar, Selangor,Malaysia. The collected samples ofwaste freshwater
shells were cleaned and wash several times with distilled water to remove impurities.
Then, the shells were dried in an oven at 100 °C for 4 h to remove water and were
crushed using a pestle and mortar followed by subsequent grinding until it becomes
powdered [16]. Samples were further calcined in a furnace at 900 °C for 3 h at
atmospheric pressure and was stored in a vacuum desiccator.

2.2 Catalysts Characterization

Catalysts were characterized by Powder X-ray Diffraction (PXRD) using X’pert-Pro
PANanalytical diffractometer with a Cu Kα X-ray radiation (λ = 1.54056) with 2θ
range of 5°–80°. The specific surface area, pore size and pore volume distribution of
all the catalyst were determined by using the Brunauer-Emmet-Teller (BET) using a
Micromeritics ASAP 2060 instrument. The surface morphological structures of the
catalyst samples before and after calcined were scanned by using Scanning Elec-
tron Microscope (SEM) by Hitachi Tabletop Microscope TM3030Plus. The infrared
spectra were obtained from Perkin Elmer (Model: Spectrum One) FTIR Spectrom-
eter at wavenumbers from 4000 to 450 cm−1 using the KBR pellet technique. The
samples were analyzed using a High-performance modular simultaneous TGA &
DTA/DSC thermal analyzer (ambient/2400 °C) analyzer under a nitrogen flow rate
of dry air at 30 ml/min condition with a temperature range from 25 to 1000 °C with
10 °C/min of heating rate to determine thermal transition of the sample.

2.3 Pre-treatment of Waste Cooking Oil (WCO)

Waste cooking oil (WCO)was collected at a stall fromDataranCendekia atUniversiti
TeknologiMARA (UiTM), Shah Alam, Selangor, Malaysia. The collectedWCO has
been filtered to separate suspended solid material and debris. The water content was
removed from WCO through drying at 120 °C for 1 h. The pre-treatment process
was carried out to remove excess free fatty acid content in waste cooking oil by
adding 0.5 g activated carbon to 100 ml of waste cooking oil. Then, the mixture was
kept in a shaker flask at 150 rpm for 30 min under room temperature. After that, the
oil was filtered before biodiesel production. To determine the free fatty acid (FFA)
content, 1 g of oil was dissolved in 25 ml of ethanol and 25 ml of diethyl ether with
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a few drops of phenolphthalein was added as an indicator. The titration process was
stopped when the solution turned into light pink color. If the FFA obtain is higher
than 1%, the FFA value is not suitable for transesterification using basic catalysts
[24].

2.4 Transesterification Process

25 g waste cooking oil, methanol, and catalyst were introduced in a round bottom
flask with a water condenser attached to the water cooler. The mixture was heated
for 12 h at 65 °C. The reaction mixture was allowed to cool down and then the solid
catalyst is separated using a centrifuge. The biodiesel and glycerol combination were
allowed to settle in a separating funnel overnight and the top layer of biodiesel and
the bottom layer of glycerol will form [19]. The transesterification product is crude
ester, fatty acid methyl ester (FAME), and glycerol. Crude biodiesel was purified
using distilled water. Otherwise, the contaminants such as residual methanol, glyc-
erol, catalyst, glycerides, and FFA, could decrease biodiesel quality and adversely
affect engine performance on application [20]. The separatory funnel was washed
with distilled water at 50 °C for three times until the solution is neutral [21]. The
composition of FAME was determined by using gas chromatography equipped with
a flame ionization detector (GC-FID). The percentage of FAME content was calcu-
lated as shown in Eqs. (1) and (2) by GC analysis based on the standard method EN
14103.

Purity (% ) = Area of all FAME

Area of Re f erence
× Wt. of re f erence

Wt. of biodiesel sample

× Wt. of re f erence

Wt. of biodiesel sample
× 100 (1)

The biodiesel yield was defined using the following equation:

Yield (% ) = Area of all FAME

Area of Re f erence
× Wt. of re f erence

Wt. of biodiesel sample

× Wt. of biodiesel produced

Wt. of oil used
× 100 (2)

The programmed column oven temperature increased by 40 ºC min−1 from 190
to 210 ºC and 40 ºC min−1 to 230 ºC with a 3 min holding time. The carrier gas was
nitrogen gas at a flow rate of 2.2 ml/min. Both the inlet and detector temperatures
were maintained at 250 ºC.
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3 Results and Discussion

3.1 Catalysts Characterization

The results of TGA analyses of Polymesoda erosa (kepah), Paratapes textilis (lala)
and Pholas orientalis (mentarang) shells are shown in Table 1. There are two decom-
position peaks, one is around 80–250 °C belong to dehydration of water and around
800–900 °Cwhich is belong to decomposition of carbonate compound. These results
confirmed that the experimental conditions used in the calcinations 900 °C are
suitable for the decomposition of the CaCO3 present in the shells [22].

The FTIR analyses of the fresh Polymesoda erosa (Kepah), Paratapes textilis
(Lala), andPholas orientalis (Mentarang) shells were carried out. Based on the result
in Table 1, the major absorption bands observed were 2521.06 cm−1, 1788.15 cm−1,
1475.95 cm−1, 1082.80 cm−1, 860.87 cm−1, 712.74 cm−1, and 699.52 cm−1, which
are attributed to asymmetric stretch, out of the plane bend and in-plane bend vibration
modes for CO3

2– molecules on the catalyst surface. A broad absorption band of
3393.69 cm−1 is also observed due to the stretching vibration of structural water
molecules.

Figure 1 depicts the XRD of the fresh and calcined shells of Polymesoda erosa
(Kepah) (1a), Paratapes textilis (Lala)(1b), and Pholas orientalis (Mentarang) (1c).
The peaks obtained were compared with the standard peaks in the Joint Committee
of Powder Diffraction Standards (JCPDS) files. The peaks at 2θ of 32.40°, 37.65°,

Table 1 TGA decomposition temperature and FTIR characteristic bands and wavelengths

Catalyst TGA FTIR

Decomposition (ºC) Characteristic band Wavenumber (cm−1)

Polymesoda erosa
(kepah)

893.18 O–H stretching 3393.69

C–H scissoring 1475.95

=C–H out of plane
bending

860.87

C-H 712.24

Paratapes textilis
(lala)

892.70 O–H stretching 3396.32

C–H scissoring 1474.49

=C–H out of plane
bending

862.01

C–H 712.66

Pholas orientalis
(mentarang)

890.24 O–H stretching 3413.35

C–H scissoring 2533.20

=C–H out of plane
bending

1475.90

C–H 862.63
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Fig. 1 XRD diffraction patterns of Polymesoda erosa (Kepah) (a), Paratapes textilis (Lala) (b) and
Pholas orientalis (Mentarang) (c) of fresh (i) and calcined (ii)

54.13° correspond to CaO and those at 18.22°, 47.20°, 50.92°, 54.24°, 64.56° corre-
spond to CaCO3. The peaks of CaO (JCPDS No. 00-037-1497) are observed at the
catalyst after being calcined. Narrow, sharp, and high intense peaks of the calcined
catalyst define the well-crystallized structure of the CaO catalyst. However, CaCO3

still remaining after calcination at 900 °C for 3 h. This finding further confirmed that
at higher calcination temperature,most of theCaCO3 compound has been completely
transformed to CaO by evolving the CO2, while some remain unchanged [22]. This
result is similar to a study done by Ngamcharussrivichai and co-workers [23] where
CaCO3 peaks disappeared simultaneously with the increment of CaO peaks. Hence,
to ensure all the carbonate compound fully decompose the calcination time need to
be prolonged.
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The surface area of the calcined freshwater shellswas further investigated by using
theN2 adsorption/ desorption technique. These catalyst exhibit type IV isotherms and
type H1 hysteresis loops indicate microporous-mesoporous material with narrow-
slit pore [17]. These are also associated with solids consisting of nearly cylindrical
channels or agglomeratesor compacts of near-uniform spheres. The BET surface area
of Polymesoda erosa (kepah)after calcined was 351 m2/g. Associated with this, the
higher calcination temperature will enhance the surface area and basicity sites of the
catalyst due to segregation happened as CaO is dispersed on the surface [24]. By this,
it is firmed that a higher temperature (900 °C) is the optimum calcination temperature
of these freshwater shells. Segregation formed from calcination generates very fine
powders, providing a higher surface area, which later will be expected to accelerate
the mass transport and significantly increase the reaction rates and yield.

The morphology of the calcined catalyst was examined by Scanning Electron
Microscope (SEM). Figure 2 shows the surface morphology observed under 1000×
magnification. The shells calcined at 900 °C showed a decrease in the agglomeration
size and segregation of particles, particularly due to the large amount of CO2 that has
been escaped from the decomposition of CaCO3 molecules from the decomposition
of the carbonate groups, liberating CO2 concomitantly with the formation of small
pores.

3.2 Production of Biodiesel Using Waste Cooking Oil

A pre-treatment of WCO was done to reduce the FFA contents (the initial FFA value
was 5.33 mg KOH/g). The acid value after the esterification process was 0.98 mg
KOH/g and the FFA percentage obtained was 0.0098%. Characterization of methyl
ester compounds in biodiesel samples was analyzed using GC-FID. Based on the
results, there were three FAME presents in all samples of biodiesel which are methyl
myristate, methyl palmitate, and methyl linoleate.

Data shows 30.98%FAMEwas obtained fromPolymesoda erosa (kepah), 28.64%
FAMEofParatapes textilis (lala), and 11.11% fromPholas orientalis (mentarang) at
900 °C calcined temperature. The reaction of triglycerides with methanol proceeds
in a stepwise manner to produce the intermediates of diglyceride and monoglyc-
eride, with subsequent reactions with methanol producing glycerol and biodiesel.
In summary, solid base catalysts specifically that CaO, which is the natural sources
from CaCO3 obtained from freshwater shells of Polymesoda erosa (kepah), Parat-
apes textilis (lala), and Pholas orientalis (mentarang), is a good heterogeneous base
catalyst for the transesterification of waste cooking oil with methanol. It was demon-
strated that the high temperature of calcination has segregated the morphology, is
expected to induce towards the higher surface area, and later enhanced the catalytic
performance.).
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(a) 

(b) 

(c) 

Fig. 2 SEM images for Polymesoda erosa (Kepah) (a): uncalcined (left) calcined (right), Parat-
apes textilis (Lala) (b): uncalcined (left) calcined (right) and Pholas orientalis (Mentarang) (c):
uncalcined (left) and calcined (right)
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CO2 Hydrogenation to Methanol: Effects
of Reaction Temperatures and Pellet
Crushing on the Catalytic Performance
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Abstract Methanol synthesis from CO2 hydrogenation is a potent clean energy
solution that can address both climate change and depletion of natural resources.
Nevertheless, the development of effective catalyst capable of providing adequate
activity and stability remains one of themost significant barriers to the real implemen-
tation of such a reaction. In view of this, Cu/ZnO tri-promoted with transition metals
from Group IV (GIV), V (GV) and VII (GVII) supported on SBA-15 pellet has been
synthesized using the impregnation technique. The synthesized catalyst was char-
acterized using temperature-programmed reduction (TPR), field emission scanning
electron microscope (FESEM), N2 adsorption/desorption and X-ray fluorescence
(XRF) techniques. The catalytic performance of the catalyst in a CO2 hydrogenation
reaction was evaluated using a fixed-bed reactor and the products were determined
using online GC. Effects of reaction temperatures and crushing of the pellet were
also investigated in this study. The catalyst resulted in highest MeOH selectivity of
54.59% at 250 °C. Crushing the pellet into smaller size did not affect the catalytic
performance significantly.
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1 Introduction

Excess CO2 concentrations in the atmosphere, which contributes to the global
warming phenomena, has become a serious attention worldwide. Due to the need
for mitigating CO2 emissions and the increasing energy demands, current research
activities are focusing to develop new and efficient technologies to cater the issues
[1, 2]. In this respect, conversion of CO2 into useful chemicals such as methanol
(MeOH) has been the subject of many CO2 utilization studies over the past few
decades. Currently there is an existing demonstration plant in Iceland for MeOH
synthesis using CO2 as feed while the source of hydrogen is mainly coming from
geothermal energy [3]. MeOH was mainly used as a starting feedstock in the chem-
ical industries and also an important fuel which is easy to store and transport [4]. CO2

is thermodynamically stable, thus highly active and selective catalyst for methanol
synthesis are yet to be explored.

Industrially, Cu/ZnO/Al2O3 has been employed in methanol synthesis using
syngas (H2/CO/CO2) as a feedstock. The commercial catalyst for methanol synthesis
consists of 50–70%CuO, 20–50%ZnO, and 5–20% ofmetal promoters [5]. Unfortu-
nately, such catalyst is neither active nor selective for pure CO2 system [6]. Seeking a
better catalyst for methanol synthesis from CO2 hydrogenation remains an intensive
research subject. This is due to poor thermal stability of the conventional catalyst
which it suffered from rapid deactivation [7, 8]. However, most researchers believe
that the copper phase activity has been linked to the Cu/ZnO system [9, 10]. That is
why the majority of modified catalysts still contain Cu–Zn oxides and other compo-
nents can be added to alter the catalytic properties [11]. Various activators or other
metals (Zr, Si, La, Ti, Cr, Ga, Ce, Fe, Nb, Pd, etc.) has been investigated to improve
the methanol synthesis catalyst from H2/CO2 feeding gas [12]. The effect of the
support was also extensively studied. The types of support used plays an important
role to improve catalytic and physical properties such as increase the surface area,
stabilize the active phase and stabilize against sintering [13]. In general, basic oxides
such as La2O3, Sm2O3, Nb2O5, In2O3, and ThO2 were used as supports to favor
methanol formation [14]. Mesoporous silica such as SBA-15 is well-known for its
well-ordered structures and high surface area that will allow high accessibility of
the active metals. The versatility in synthesizing different shapes of meso-structures
also make it interesting to be implied as one of the promising catalyst support [15].

2 Methodology

2.1 Preparation of Catalyst Pellet Support (SBA-15)

SBA-15 pellet was pretreated in the tube furnace under Ar flow at temperature 400 °C
for 5 h to remove moisture and impurities.
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2.2 Preparation of Cu/ZnO Based Catalyst with the Addition
of Tri-Promoters

Cu/ZnO with fixed metal loading of 15 wt% at a ratio of 7:3 and 3 wt% of
promoters (GVII/GV/GIV) at a ratio 1:1:1 was synthesized using wetness impreg-
nation method. The amount of each precursor and promoter added were calcu-
lated based on the amount of total catalyst mass being prepared. Firstly, desired
amount of copper (II) nitrate trihydrate (Cu(NO3)2.3H2O), zinc nitrate hexahydrate
(Zn(NO3)2.6H2O), Group VII salt, Group V salt, and Group IV salt were dissolved
in a desired amount of deionized water to produce an aqueous solution. The solution
was stirred to ensure homogeneity. Then, the prepared aqueous precursor solution
was added dropwise into a beaker containing the pellet support (SBA-15). The cata-
lyst sample Cu/ZnO/GVII/GV/GIV/SBA-15 was denoted as CZ(M)S. M represents
the tri-promoters (GVII/GV/GIV).

The impregnated sample was dried at room temperature and calcined at 350 °C
for 4 h.

2.3 Catalyst Characterization

TPR analysis was conducted using a Thermo Finnigan TPD/R/O 110 CE equipped
with a thermal conductivity detector (TCD). 40 mg catalyst was placed in the quartz
tube and was pre-treated under the flow of pure N2 at 250 °C with a hold time of 1 h
to remove moisture and impurities. The analysis was then continued by switching
the gas flow to 5% H2/Ar (20 mL/min) to a maximum temperature of 950 °C with
ramping 10 °C/min and hold for an hour. The hydrogen consumption is monitored
by a thermal conductivity detector (TCD).

The morphology of the synthesized catalyst was observed using Hitachi SU8000
field emission scanning electron microscope (FESEM).

Textural analysis has been carried out on a Micromeritics ASAP 2020 analyzer
by determining the nitrogen adsorption/desorption isotherms at −196 °C. Prior to
analysis, the sampleswas degassed at 350 °C (heating rate 10 °C/min). TheBrunauer-
Emmett-Teller (BET) specific surface area and pore volume are assessed from the
adsorption data. The mean pore diameter is determined by applying the Barrett-
Joyner-Halenda (BJH) model to the isotherm desorption branch [16].

The bulk compositions of active metals impregnated onto the pellet support was
determined using XRF method. 3.0 g of calcined catalyst sample was put into the
sample holder and the analysis were carried out based on calibration curves obtained
using certified method.
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2.4 Catalyst Evaluation

The CO2 hydrogenation reactions to methanol were carried out in a tubular, stainless
steel micro-activity fixed bed reactor (PID Eng and Tech). Prior to a reaction, the
calcined catalyst was reduced in 5 vol%H2 in He at 400 °C for 2 h under atmospheric
pressure. The reactor tube was pressurized with He to 22.5 bar, then switched to feed
gas containing CO2 and H2 with ratio of 1:3. The reaction temperature was set at
200–300 °C for 5 h and the reactor effluents were analyzed using an on-line gas
chromatograph equipped with TCD and FID detectors. The catalytic performance
was evaluated based on the MeOH selectivity.

3 Results and Discussion

3.1 Reduction Behavior of Tri-Promoted Cu/ZnO Based
Catalyst

The characterization of catalyst by H2-TPR is used to explore the ability of the
catalyst to be activated viaH2 consumption.As shown inFig. 1, theCZ(M)S exhibited
broad reduction peak at temperature 200–500 °C region which corresponded to the
reduction of Cu species and other species from the precursor salts since this sample
was not washed and filtered. The result from Table 1 indicates a main reduction peak
at 383 °C and a shoulder at 631 °C, thus the catalyst was activated at 400 °C prior to
the reaction.
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Fig. 1 TPR profile of CZ(M)S
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Table 1 TPR quantification data for CZ(M)S

Catalyst H2 consumption (µmol/g) Reduction temperature peak (°C)

T1 T2

CZ(M)S 1258.75 383 631

Fig. 2 FESEM images a SBA-15 b CZ(M)S

Table 2 Textural properties
of the samples

Sample SBET (m2/g) VP (cm3/g) DBJH (nm)

SBA-15 305 0.40 5.6

CZ(M)S 260 0.35 4.15

3.2 Morphology of Catalyst

The morphology of the bare pellet support (SBA-15) and CZ(M)S catalyst were
investigated using FESEM, and the acquired images are presented in Fig. 2.

SBA-15 pellet support, Fig. 2a had an irregular shape. The impregnated cata-
lyst, CZ(M)S shows that the particles were distributed over the support which were
responsible to the decreasing surface area of the support (see Table 2) [17].

3.3 Textural and Physical Properties

The textural properties such as the catalyst surface area (SBET), pore volume (VP) and
pore diameter (DBJH) are shown in Table 2. Surface area and pore volume of SBA-15
support are reduced to some degree after the metal oxide loading, suggesting the
active phase has been successfully confined into the mesoporous channels [17].
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Table 3 Bulk compositions of the sample

Catalyst Composition of active metals
(wt%)

Composition of promoters
(wt%)

Tri-promoters (M)

Cu Zn GVII GV GIV

CZ(M)S 11.65 3.35 0.52 1.15 1.33

Table 3 shows the bulk compositions of active metals impregnated based on the
XRF analysis. The prepared catalyst was loaded with 15 wt% at Cu to Zn ratio 7:3
respectively, while all the tri promoters (M) were added at 1 wt% each. The result
of XRF analysis was different from the expected value whereby theoretically, the
amount of Cu should be around 10.5 wt%, Zn 4.5 wt%, tri-promoters (M) each at
1 wt%which suggested that the impregnation method did not result in homogeneous
deposition of metals onto the surface of the pellet.

3.4 Catalytic Performance

The catalytic performance of CZ(M)S catalyst was tested for CO2 hydrogena-
tion reaction using a micro-activity fixed bed reactor at pressure 22.5 bar, GHSV
4320 ml/g.h and H2/CO2 molar ratio of 3. The effect of different reaction tempera-
tures (200–300 °C) has been evaluated. Time-on-stream plot for CZ(M)S in terms
of MeOH selectivity is depicted in Fig. 3. It was observed that the reactions were
stable throughout the 5 h time-on-stream. The highestMeOH selectivity, 54.59%was
achieved at the reaction temperature 250 °C. However, MeOH selectivity slightly
dropped to 47.73% when the reaction temperature increased from 250 to 300 °C.
Figure 4 shows the products distribution for the reaction in terms of selectivity. It can

Fig. 3 Time-on stream
profile for MeOH selectivity
at different reaction
temperatures
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Fig. 5 MeOH selectivity
time-on-stream profile for
crushed versus non-crushed
CZ(M)S catalyst at 300 °C
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be seen that, at lower reaction temperature of 200 °C, the reaction favors the methyl
formate formation.

The effect of catalyst crushing on the MeOH selectivity has been evaluated at
reaction temperature 300 °C. The results are summarized in Fig. 5, which shows
that crushing the pellet into smaller size did not affect the catalyst performance
significantly.

4 Conclusion

Cu/ZnO based catalyst supported on SBA-15 pellet with the addition of tri-
promoters (M) was synthesized via impregnation method. The catalyst reducibility,
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morphology, textural and physical properties has been investigated. Reaction temper-
ature affects the catalyst performance significantly where the highest MeOH selec-
tivity, 54.59% was achieved at reaction temperature of 250 °C. Crushing the pellet
did not affect the catalytic performance significantly.
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Catalytic Conversion of CO2
into Alcohols: Comparison of Supports

Nur Insyirah Zulkifli and Noor Asmawati Mohd Zabidi

Abstract Promoted Bimetallic Cu/ZnO catalysts were synthesized on Al2O3,
Al2O3-ZrO2 and zeolite supports. The catalytic performances in CO2 hydrogena-
tion reaction were evaluated in a fixed-bed reactor system at H2:CO2 (3:1), 22.5 bar
and 250 °C for 5 h. The catalyst supported on Al2O3–ZrO2 resulted in the highest
CO2 conversion (15.81%) and methanol selectivity (68.77%). In general, all the
tested catalysts show low selectivity towards ethanol.

.

Keywords CO2 Hydrogenation · Cu–ZnO Bimetallic Catalyst · Alumina ·
Zeolite · Alumina Zirconia

1 Introduction

There has been an intense interest from researchers towards CO2 valorization and
conversion to valuable products and chemicals [1, 2]. In response to the need of
energy supply, the researchers explore the challenges to utilize CO2 gas to form
methanolwhich is themainprecursor to synthesize valuable chemicals for liquid fuels
production such as di-methyl-ether (DME) as well as an alternative oil derivative and
several bulk chemicals for example methyl- tert-butyl-ether (MTBE), formaldehyde
and acetic acid.

Unfortunately, the activation of CO2 requires high energy input as it exists in its
most stable state. Commercially, methanol is produced from syngas feedstock using
Cu/ZnO/Al2O3 catalyst [3]. Besides the commercialized alumina support, zirconia
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(ZrO2) is chosen as the support/promoter because zirconia is a strong and thermal-
resistant material that can withstand harsh reducing or oxidizing atmosphere. Find-
ings by Witoon et al., proved that CO2 hydrogenation is strongly influenced by
the zirconia phase, Cu-ZrO2 interaction of amorphous-ZrO2 and tetragonal-ZrO2 is
stronger than that of monoclinic-ZrO2 which may enhance the spillover of atomic
hydrogen from copper surface to the zirconia surface [4]. A study conducted by
Zhang et al. suggests that the presence of ZrO2 in the commercial CO2 hydrogena-
tion catalyst has increased the CO2 conversion up to 25.9–24.7% at 250 ºC and 5MPa
using 10% of alumina sol in a slurry bed reactor [5].

Zeolite has well-defined pores in molecular size, good porosity, and high thermal
and chemical stability [6]. These characteristics attribute to excellent ability of zeolite
to perform in a harsh reaction condition and prevent the deactivation of copper which
has low thermal stability.Heating ofCu can cause sintering, agglomeration of copper-
based catalysts that limits its usage to a relatively low and small temperature range
[7]. Therefore, zeolite might serve as a suitable support to increase copper thermal
stability. Previous findings show that added silica suppress the agglomeration of
copper and zinc sites, and improved the stability of catalyst [8]. Silica support had
beenwidely studied inCO2 hydrogenation and itwas found to increase the production
of methanol compared to commercial industrial catalyst support, alumina. Hence,
it is a great idea to test the activity of zeolite, which contain alumina and silica,
as a catalyst support for methanol synthesis via CO2 hydrogenation reaction. A
theoretical study using ab initio calculation conducted by Chan et al., found that
zeolite can significantly reduce energy barriers of catalytic CO2 hydrogenation with
suitable chemical modifications [9].

CO2 conversion increased to 17.1% on the Nb-promoted catalyst compared
to 14.2% over the unpromoted catalyst from a CO2 hydrogenation reaction [8].
According to Mohd Zabidi et al., the methanol yield of the unpromoted Cu-based
catalyst was reported at 51.4 g/h gcat and it increased to 143 g/h gcat over the Nb-
promoted catalyst. In addition, Ud-Din et al. also studied the effect of niobium on
carbon nanofibers for Cu/ZrO2 based catalysts for liquid phase hydrogenation of
CO2 to methanol and reported that Nb2O5 was able to enhance Cu-based catalyst
activity. When niobium oxide was incorporated into the catalyst, small XRD peak
around 31º appear indicates that zirconia crystal was shifted to amorphous phase at
0.4 to 1.2 wt.% Nb2O5 loading. This finding agrees with Zhang et al., which claim
that amorphous zirconia phase results in high interfacial area improved methanol
formation [10, 11]. Furthermore, the TPR peak also shifted to lower temperature
suggesting that the addition of Nb2O5 facilitated the reduction of dispersed Cu [10].

Besides Nb, the activity of Mn as a catalyst promoter for CO2 hydrogenation had
also been reported. It was found that the synergistic effect of Mn and Zr were able
to inhibit the agglomeration of metallic oxide particles and resulted in an increase in
BET surface area and the dispersion of smaller sized nanoparticles [11]. Besides that,
triple promoter effect of Mn, Nb, Zr showed increasing activity of Cu/ZnO/Al2O3

where CO2 conversion and methanol selectivity increased to 12.47% and 60.28%
from 7.67% and 42.17%, respectively[12].
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This study aims to find the catalyst support which resulted in the highest CO2

conversion and alcohol selectivity. Effect of catalyst reduction temperature on the
catalytic performance in CO2 hydrogenation reaction were investigated.

2 Experimental Section

2.1 Catalyst Synthesis

The catalyst was prepared using incipient wetness impregnation method with 15
wt% ofmetal loading using Cu to ZnO ratio of 7:3. Combination ofMn/Nb/Zrmetals
were incorporated onto the catalyst as the promoter. For production of 5 g of the cata-
lyst, 0.002 g of Mn(NO3)2 · 4H20 [Merck], zirconia (IV) oxynitrate hydrate [Sigma
Aldrich], C4H4NNbO9 [Merck], 1.997 g of copper nitrate, Cu(NO3)2 [Merck], and
0.822 g of zinc nitrate, Zn(NO3)2 [Sigma Aldrich], were dissolved in deionized
water and stirred then added to alumina oxide [Sasol] or zeolite [Sigma Aldrich]
support in dropwise manner. The solution was continuously stirred for 24 h and the
pH was maintained at 7 using 10% ammonia solution, NH4OH [Merck]. Then, the
solution was filtered and the sample was washed using deionized water before being
dried at 120 ºC for 12 h and calcined in air at 350 ºC for 4 h. The same procedure
was applied to synthesis of Cu–ZnO on Al2O3–ZrO2 support except that only Mn
and Nb promoters were added to the solution. The catalyst on Al2O3, zeolite and
Al2O3–ZrO2 support was denoted as mnzcza, mnzczz and mnczaz, respectively.

2.2 Catalyst Evaluation

Catalyst evaluation was performed in a micro-activity fixed bed reactor (Microac-
tivity Reference, PID Eng Tech). Prior to the hydrogenation reaction, a 0.2 g of fresh
catalyst was reduced in H2 at 20 mL min−1 for 2 h. The CO2 hydrogenation reaction
was performed at 22.5 bar, 250 ºC, and the gas feed ratio of CO2 toH2 is 1:3 with total
flow ratef 36 mL/min for 5 h. The reactor effluents were analyzed on-line using a gas
chromatograph (Agilent 6890) equipped with a TCD detector for analysis of H2 and
CO2, and with FID detector for alcohol and other hydrocarbons analysis [8]. CO2

conversion and alcohol selectivity were calculated using Eqs. 1 and 2, respectively.

CO2 conversion(%) = Mole of CO2 in−Mole of CO2 out

Mole of CO2 in
× 100 (1)

Alcohol selectivi t y(%) = Mole of alcohol produced

Totalmoleof product
× 100 (2)
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2.3 Catalyst Characterization

The catalyst surface morphology was observed on Hitachi-8020 field emission scan-
ning electron microscope (FESEM). The reduction profile of the catalyst was studied
via hydrogen temperature-programmed reduction using a TPR equipment (1100 CE
Instrument). Meanwhile, the catalyst elemental composition is studied using X-Ray
Fluorescence, XRF. For catalyst components and phase studies, X-Ray diffraction
(XRD) D2 Phase from Bruker was employed and the phase identification were
determined using PANanalytical High Score Plus Software.

3 Results and Discussion

3.1 Morphological Properties of Samples

FESEM images with 5000 magnification of mnzcza, mnczaz and mnzczz are shown
in Fig. 1. Al2O3, Al2O3–ZrO2 and zeolite exhibit irregular shape. However, it has
lesser agglomeration onAl2O3–ZrO2 support compared to those onAl2O3 and zeolite
support. This is in agreement with literatures that found that Cu/ZnO catalyst on
alumina support tend to agglomerate on its surface [4, 13, 14].

Figure 2 shows the H2-TPR profiles of mnzcza, mnzczz and mnczaz. Almost
similar reduction patternwas observed for bothmnzcza andmnczaz samples.Mnzcza
reduction starts higher at 200 °C with a peak at 250 °C while mnczaz started lower at
186 °C with highest peak at 300 ºC and both reactions finished at 310 °C and 324 °C,
respectively. This peak can be assigned to reduction of Cu2+ species to Cu0 [15].
Different reduction profile was obtained for Cu–ZnO/Zeolite/Mn/Nb/Zr, mnzczz,
where a broad peak was observed ranging from 230 ºC until 513 ºC with a maximum
peak at 430 °C. A higher reduction temperature of mnzczz suggests that a stronger
interaction between CuO and zeolite support compared to those observed for Al2O3

and Al2O3–ZrO2 supports. Ud-Din et al. and Tasfy et al. observed the same reduction
behavior in the Cu-based catalyst [10, 16] Nevertheless, all the samples’ reduction
temperature started between 250 and 300 °C thus the catalyst reduction temperature
was carried out at a reasonable temperature range (250 °C).

Elemental composition and textural properties were studied using x-ray fluores-
cence (XRF) and Surface Area Analyzer and Porosimetry Analyzer (SAP), respec-
tively, as shown inTable 1.As observed,mnzcza has the highestBETarea followedby
mnczaz andmnzczzwith 165.39, 139.38 and 12.81m2/g, respectively. The increasing
trend of pore volume may be explained during calcination, some of the smaller pores
merge with each other causing the change in pore diameter. On the other hand, the
elemental composition of the synthesized catalysts is in correlation with theoretical
value calculated during the catalyst preparation (70:30 of 15 wt%with promoter load
at 0.1 wt%), with small deviation on Cu percentage range from 0.40 to 0.60%.
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a)

c)

b)

Fig. 1 FESEM images of a mnzcza, b mnczaz and c mnzczz, red circle indicate agglomeration
spot
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Fig. 2 H2-TPR profiles of
mnzcza, mnczaz and mnzczz

Table 1 Elemental composition and textural properties of the catalysts

Catalyst label mnzcza mnczaz mnzczz

SBET (m2/g) 165.39 139.38 12.81

Vp (cm3/g) 0.42 0.31 0.06

DBJH (nm) 6.97 6.18 22.92

Weight (%)

Cu 11.02 11.11 10.90

Zn 3.77 3.87 3.90

Mn 0.015 0.022 0.015

Nb 0.03 0.082 0.026

Zr 0.25 0 0.27

Total: ~ 15.09%

SBET is BET surface area; Vp is pore volume; and DBJH is the BJH pore diameter; textural and
elemental data were quantified via Surface Area Analyzer and Porosimetry Analyzer (SAP) and
X-ray Fluorescence XRF, respectively

XRD analysis was conducted to determine the catalyst phase composition and
crystallographic of the catalyst using peak matching with International Centre for
Diffraction Data (ICCD) and Inorganic Crystal Structure Database (ICSD). All the
loadedCu/ZnO promoted catalysts showed the same pattern of diffraction peaks. The
only noticeable difference amongst the catalyst is the peak intensity of each catalyst.
The low peak intensity suggest the presence of amorphous phase or microcrystalline
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structure such as the one that present in mnczaz while the rest remains invariance.
The XRD profile of the catalyst is illustrated below with their respective support for
comparison purpose in Fig. 3.

Referring to Fig. 3, four significant peaks can be detected at 2θ values 37.2°, 45.5°,
60.4° and 66.7° which indicate the presence of gamma aluminium oxide, γ-Al2O3
(ICDD 00-001-1307) and two CuO peaks at 75.2° and 43.3° (ICSD 01-078-5773).
Meanwhile, ZnO presence is detected to be overlapped with CuO and alumina peak
at 37.2° and 66.7° [14]. The result obtained is in correspondence with the control
study conducted by Halim (2019) with the same preparation method [12]

As shown in Fig. 4, four significant peaks of alumina zirconia supportwas detected
at 19.8º, 32.2º, 60.4º and 60.9º (ICSD 03-065-6868 and ICSD 01–076-8886) and
the peaks are visible in mnczaz diffraction peak which confirming the existence of

Fig. 3 XRD profiles of
mnzcza (top) and alumina
support (below)

Fig. 4 XRD profiles of mnczaz (top) and alumina zirconia support (below)
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alumina zirconia as a catalyst support. CuO peak is detected at, 39.7º and 45.6º
meanwhile ZnO at 37.6º and 67.4º (ICSD 01-070-6827, ICDD 00-013-0311).

The crystallinity of alumina zirconia support decrease when CuO and ZnO is
incorporated to the support. According to Witoon et al. and Abbas et al., amorphous
zirconia is a better catalyst for CO2 hydrogenation compared to tetragonal andmono-
clinic zirconia. This may be the reason why the mnczaz activity is the best among
other two catalysts with alumina and zeolite support [4].

Referring to Fig. 5, six significant peaks can be detected at 2θ values 22°, 23°,
27°, 30°, 42° and 44° which indicate the presence of zeolite (ICSD 98-020-1188) and
five CuO peaks at 34.8°, 38°, 59°,61.5° and 65.9° (ICSD 03-065-2309). Meanwhile,
ZnO presence is detected to be overlapped with CuO peak at 38° and 59° [17]. Other
than that, ZnO peaks are also visible at 42°, 44°, 47°, 54.7°, and 69.7° (ICDD 00-
021-1486). All the promoters added, MnO, ZrO2 and Nb2O5 diffraction peaks were
undetectable due to the low amount of species added to the sample.

Fig. 5 XRD profiles of mnzczz (top) and zeolite support (bottom)
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3.2 Catalyst Performance

The catalytic performance was evaluated at reaction temperature of 250 °C, pressure
of 22.5 bar, and CO2 to H2 in ratio 1:3. The activity of the catalysts are represented
by the values of conversion of the CO2 as shown in Fig. 6a while the methanol
and ethanol selectivity are as shown in Fig. 6b. Table 2 summarized the findings of
the catalyst performance with same reduction temperature, 250 °C. In addition to
methanol and ethanol, other products detected include methyl formate and methane.

As shown in Fig. 6a, mnzcza resulted in the highest CO2 conversion (13.76%),
compared to those obtained usingmnczaz andmnzczz catalysts with CO2 conversion
values of 10.48% and 10.00%, respectively. However, different pattern was observed
in methanol selectivity where the Al2O3–ZrO2 supported catalyst had resulted in the
highest methanol selectivity (66.99%), compared to 45.91% and 51.95% methanol
selectivity obtained over the Al2O3 and zeolite-supported catalysts, respectively.
However, all the catalysts resulted in low selectivity towards ethanol with selectivity
ranging only from5.23 to 7.06%.Thismay be due to unsuitable reaction condition for
ethanol production. According to literatures, the optimum temperature for Cu-based
catalysts to produce ethanol using syngas is at 280 to 310 ºC and pressure range of
40–100 bar. Besides that, the H2/CO is more favourable to produce ethanol between
0.45 and 2.33 [18–22]. In contrast, this study utilized lower pressure at 25 bar and
higher feedstock ratio.

To improve the catalysts’ performance, the effect of reduction temperature of
the catalyst, prior to the catalytic reaction, was investigated. Samples were reduced
according to their TPR profiles, namely, the mnczaz sample was reduced at 300 ºC
and the mnzczz sample at 430 °C. Table 3 summarized their catalytic performance
and Fig. 7a, b show the catalytic activity of the catalysts.

Table 3 shows that theAl2O3–ZrO2 supported catalyst (mnczaz) resulted in higher
CO2 conversion (15.81%) compared to 10.22%, obtained from the zeolite-supported
catalyst (mnzczz). Similar trend was observed in methanol selectivity, where mnczaz
catalyst resulted in the highermethanol selectivity of 68.77%. The improved catalytic
activity could be due to greater fraction of Cu species being reduced at 300 °C
compared to that at 250 °C. The lower activity exhibited by catalyst supported on
zeolite (mnzczz) could be due to sintering of Cu particles caused by the high reduc-
tion temperature of 430 °C. However, the mnzczz catalyst reduced at 430 °C still
exhibited some activity towards ethanol formation with selectivity of 3.16%whereas
ethanol was not detected over the Al2O3–ZrO2 supported catalyst that was reduced
at 300 °C. The reduction temperature of Al2O3–ZrO2 supported catalyst had a signif-
icant effect on the ethanol formation over the catalyst possibly due to sintering of
copper particles at 300 °C since ethanol selectivity of 7% was obtained when the
reduction temperature was kept at 250 °C.
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Fig. 6 Performance of catalysts at 250ºC reduction temperature, reaction temperature of 250 ºC,
pressure of 22.5 bar, and CO2:H2 (1:3)
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Table 2 CO2 hydrogenation activity of the catalysts using reduction temperature of 250 ºC, reaction
temperature of 250 ºC, pressure of 22.5 bar and CO2:H2 (1:3)

Catalyst label mnzcza mnczaz mnzczz

Catalyst support Alumina oxide (Al2O3) Alumina zirconia
(Al2O3-ZrO2)

Zeolite

Promoter Mn, Nb, Zr Mn, Nb Mn, Nb, Zr

CO2 conversion (%) 13.76 10.48 10.00

Methanol selectivity (%) 45.91 66.99 51.95

Ethanol selectivity (%) 6.36 7.06 5.23

Table 3 CO2 hydrogenation activity of mnczaz and mnzczz at their respective reduction
temperature

Catalysts mnczaz mnzczz

Reduction temperature (°C) 300 430

CO2 conversion (%) 15.81 10.22

Methanol selectivity (%) 68.77 64.53

Ethanol selectivity (%) 0 3.16

Reaction condition: reaction temperature of 250 °C, pressure of 22.5 bar, and CO2:H2 (1:3)

4 Conclusion

Cu-based catalysts were prepared on Al2O3, Al2O3–ZrO2 and zeolite supports
and their catalytic activities in CO2 hydrogenation reaction were evaluated. Based
on the results, alumina–zirconia supported catalyst resulted in the CO2 conver-
sion of 15.87%, followed by alumina and zeolite-supported catalysts with 13.76%
and 10.22%, respectively. Alumina–zirconia supported catalyst also exhibited the
highest methanol selectivity of 68.77%, which is 20.91% higher than that obtained
using alumina-supported catalyst. However, all the synthesized catalysts resulted
in low selectivity towards ethanol due to unsuitable reaction condition for ethanol
production.
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Fig. 7 Performance of mnczaz, and mnzczz catalyst at 250 °C reduction temperature compared
with their respective reduction temperature via micro-fixed bed reactor: a CO2 conversion (%),
b alcohol selectivity
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Raman Spectroscopy of TiO2
Nanoparticles Synthesized by Hydrolysis
of TiCl4: Effect of Sulfate Ions
Concentration

Kar Mun Lee, Chong Fai Kait , Jun Wei Lim , and Geok Bee Teh

Abstract Titanium dioxide (TiO2) nanoparticles were synthesized via precipita-
tion method. The objective of the work is to investigate the influence of ammonium
sulfate concentration on the properties of as-synthesized and calcined TiO2 nanopar-
ticles at room temperature. The concentrations were varied based on molar fraction
of TiCl4:ammonium sulfate ranging from 20:1 to 0.5:1. The morphology and types
of phases present in the samples were characterized using TEM, XRD and Raman
spectroscopy. Titanium dioxide particles with pure anatase phase were successfully
synthesized at 350 °C for 2 h with crystallite size ranging from 22 to 67 nm. Typical
spherical shaped TiO2 particles were observed from TEM images. As the concentra-
tion of sulfate ions increased, the average crystallite sizewas found to decrease. Based
on the Raman spectra, shifting of peak position (Eg mode) to lower wavenumber with
decreased crystallite size was found to be different from other reported works. This
may be caused by defects formed due to traces of sulfate ions coordinated to Ti(IV)
surface atoms. The major anatase peaks such as 635 cm−1 (Eg mode) and 397 cm−1

(B1g mode) were found to be predominant in all uncalcined samples and the peaks
intensity increased after calcination.
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1 Introduction

TiO2 is the most versatile and prominent metal oxide semiconductor photocatalyst
which has been widely used in many environmental and energy applications such as
hydrogen production as renewable energy [1], dielectric material for ultrathin-film
capacitors, chemical sensors, self-cleansing surfaces, pigment of dyes and paints
[2], solar cells [3], CO2 conversion to hydrocarbon fuels, desulfurization [4], photo-
acoustic signaling [5] and environmental remediation, specifically for wastewater
treatment and air purification under ultraviolet and visible light radiation [6]. Its
application is highly motivated by the exceptional electronic and optical properties,
chemical and thermal stability, low production cost, non-toxicity, rapid reaction rates
and strong oxidizing ability towards organic pollutants [7, 8].

In order to develop highly effective TiO2 photocatalysts, the properties such as
particle size, shape and morphology phase are critical in determining the final prop-
erties of TiO2. Several state-of-arts review the impact of preparation method of TiO2

towards its physical and optical properties related to its applications [9, 10]. Over
the past three decades, a number of methods such as hydrothermal, sol–gel, solvo-
thermal, chemical vapor deposition (CVD), direct oxidation, electro-deposition (ED),
micro emulsion, microwave, sono-chemical, and precipitation method have been
reported for the preparation TiO2 [11, 12]. Synthesis of TiO2 by precipitationmethod
is easy and able to obtain pure nanoparticles phase at ambient operating conditions,
in addition with benefits of low cost, and minimal chemicals usage. It has high
potential to produce the photoactive material on industrial scale. The photocatalytic
efficiency depends on the preparation method, post-treatment conditions, and ions
concentration.

Synthesis of TiO2 by precipitation from TiCl4 sol in the presence of ammonium
sulfate was first investigated by Zhang and co-workers [13–15]. Ultrafine titania
powders with primary particle size of 3.5 nm and pure anatase phase was obtained at
high hydrolysis temperatures (70–98 °C). TiO2 with mixed phases (anatase–rutile)
was produced in the absence of sulfate ions. The addition of sulfate ions plays an
important role to promote the formation of nano-size crystallites and stabilizing the
anatase phase even at high temperature. Li et al. [16] showed that the preparation of
TiO2 using sulfuric acid as additive favors formation of fine crystallite size anatase
phase even at high treatment temperature. Similar method was used by Zou et al. [17]
to synthesize sulfated titania by hydrolysis of TiCl4 in the presence of H2SO4 under
reflux condition. Another study in 2010 investigated the influence of different sulfate
precursors. Their study shows that the employment of ammonium sulfate results in
reduced surface area but increased acidic properties of titania compared to sulfuric
acid [18].

In this paper, we reported the synthesis of TiO2 NPs by hydrolysis of TiCl4 in
an aqueous medium with the addition of sulfate ions at room temperature. Anatase
TiO2 nanocrystals were obtained and the effect of the sulfate ion concentration was
investigated. The objective of the paper is to investigate the effect of post treatment
calcination temperature on the photocatalyst properties using TEM,XRDandRaman
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spectroscopy. Raman spectroscopy is a powerful tool for the investigation of the
structural properties of nanoparticles. It was reported that Raman spectroscopy is
very sensitive to the surface phase of a solid sample when the sample absorbs UV
light [19, 20]. In addition, Raman spectroscopy could be used to detect and identify
sulfate ions on the titania surface [21].

2 Material and Methods

2.1 Chemicals

Titanium(IV) chloride (TiCl4) (purity: 99.9%), ammonium sulfate ((NH4)2SO4,
99.9% purity) and ammonium hydroxide (NH4OH, 30% v/v) were purchased from
Merck. All the chemicals were used without further purification.

2.2 TiO2 Synthesis

Amodified chemical precipitationmethod described byZhang et al. [13]was referred
for the synthesis of TiO2 nanoparticles by hydrolyzing TiCl4 in 0.5 M ammonium
sulfate (NH4)2SO4 solution. Approximately 18 mL (0.1 mol) of TiCl4 was added
drop-wise into aqueous solution containing different concentration of (NH4)2SO4.
The concentration of sulfate was varied for different molar ratio of Ti4+:SO4

2− as
shown in Fig. 1. Precipitationwas carried out by drop-wise addition of 2.5MNH4OH
until pH10.White precipitates of TiO2 werewashed several timeswith distilledwater
until chloride-free. The precipitates were dried overnight in an oven at 80 °C. Then
the dried powder was manually ground into fine powder using pestle and mortar.
The as-synthesized TiO2 samples were calcined at 350 °C for 2 h at a heating rate
of 10 °C/min separately, producing yellow powder. The synthesis scheme is shown
as in Table 1. For the ease of referencing, all the samples were named TiO2_X,
while calcined samples were labeled as TiO2_XC where ‘X’ refers to mol of TiCl4
added based on 1 mol of SO4

2− while ‘C’ refers to calcined samples. For example,
TiO2_20C denoted calcined TiO2 with sulfate ions added according to Ti4+:SO4

2−
molar ratio of 20:1.

2.3 TiO2 Characterization

The morphology of TiO2 nanoparticles was characterized using a HT-7800 (Hitachi,
Japan) transmission electron microscope (TEM). The phase composition of the
samples was determined using X-ray diffaction (PANalytical X’Pert3 Powder, AA
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Fig. 1 Synthesis scheme of
titanium dioxide
nanoparticles

Table 1 Sample label of
synthesized titanium dioxide

As-synthesized
samples

Calcined samples Ti4+:SO2−
4 molar

ratio

TiO2_20 TiO2_20C 20:1

TiO2_13 TiO2_13C 13:1

TiO2_2 TiO2_2C 2:1

TiO2_0.5 TiO2_0.5C 0.5:1

Almelo, Almelo, The Netherlands) with Cu Kα radiation (40 kV, 40 mA) at a 2θ
angle from 10° to 70° with the step size of 0.01°. The average crystallite sizes of
the TiO2 were estimated from the most intense characteristic diffraction peak at 2θ
= 25° which represent the (101) plane of anatase TiO2 using Scherrer’s formula: D
= Kλ/βcos θ where K is the Scherrer’s constant (0.9), λ is the X-ray wavelength
(0.15418 nm), β is the full-width at half maximum of the selected diffraction peak (in
radian), and θ is the Bragg’s angle. Raman spectra were recorded at room tempera-
ture using HORIBA LabRAM HR Evolution system equipped with a CCD (Andor)
detector. The excitation source was a 514 nm laser. The power of the laser beam was
set to below 4mW to avoid sample damage and the spectral resolutionwas 3–4 cm−1.
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3 Results and Discussion

The morphology of calcined titanium dioxide samples was determined from TEM
micrographs as shown in Fig. 2, all the samples showed typical spherical-shaped
TiO2 nanoparticles of size ranging from 7 to 22 nm. The agglomeration of particles
were observed which may be caused by vigorous stirring during hydrolysis of TiCl4
aqueous solution [17].

Figure 3 displays the XRD patterns of samples calcined at 350 °C for 2 h. All
the samples show the dominant anatase diffraction peak at 2θ = 25.3°, which was
assigned to the crystallographic plane (101). This is in agreement with previous work
of producing anatase TiO2 nanoparticles [17, 18]. A series of weaker peaks around
2θ = 37.8°, 48.0°, 53.9°, 55.1° and 62.7° were assigned to the (004), (200), (105),
(211) and (204) planes, respectively [22]. There is no characteristic peak assigned
to sulfur compounds, suggesting that the sulfate ions were highly dispersed on the
catalysts [23]. From Fig. 3, it can be observed for the peak at 2θ = 25.3° that its
intensity became stronger with increasing sulfate ions concentration. The average
crystallite sizes of anatase TiO2 samples are listed in Table 2, showing that the sizes
gradually increased from 22 to 67 nm with decreasing amount of sulfate ions added
during synthesis.

Raman spectroscopy is used to observe the crystalline phase of synthesized TiO2

samples. The technique is sensitive to metal-oxide vibrations thus variations of
Raman spectra can be easily detected with decrease in particle size [24]. Figure 4
shows the Raman spectra of TiO2 prepared at different molar ratio of Ti4+:SO4

2−
before calcination. Due to the limitation of the Raman system that has been used

Fig. 2 TEM images of calcined TiO2 samples
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Fig. 3 XRD pattern of
calcined titanium dioxide
prepared by with different
molar ratio of Ti4+:SO4
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Table 2 Crystallite sizes of
calcined samples

Calcined samples Average crystallite size (nm)

TiO2_0.5C 22

TiO2_2C 28

TiO2_13C 37

TiO2_20C 67

Fig. 4 Raman spectra of the
uncalcined titania prepared
by using different molar ratio
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in the present study, the range below 200 cm−1 is not detectable. Typical intense
peak at 144 and 197 cm−1 are not able to be investigated. Figure 4 shows Raman
spectra of uncalcined samples. The characteristic peaks match fairly consistently
with the structure of amorphous TiO6 octahedron. It was reported that the bands near
273 and 903 cm−1 are attributed to Ti–OH bonds [25]. Peaks at about 439 cm−1 are
assigned to Ti–O bending vibration involving the three-fold oxygen. Peaks at 663 and
827 cm−1 are ascribed to Ti–O bending and stretching vibration involving two-fold
oxygen [26]. Zooming into sample TiO2_20, three major peaks of anatase phase at
397 (B1g), 511 (A1g) and 630 (Eg) cm−1 were present but with poor crystallinity. This
shows that the arrangement of nanocrystals were in zig-zag arrangement promoting
growth of anatase phase [27]. Pure anatase phase titanium dioxide was obtained after
calcination at 350 °C for 2 h as shown in Fig. 5. In addition to determining TiO2

phases, Raman spectroscopy can detect the presence of sulfate ions. The weak band
at 1045 cm−1 is related to the stretching and splitting mode of SO4

2− ions [28]. It
was observed in low sulfate molar fractions samples which may indicate that SO4

2−
ions enter the nearest coordination environment of the Ti(IV) atom. The weak band
was observed to become weaker in samples with higher sulfate concentration. This
might be due to sulfate ions incorporated into TiO2 bulk region [23].

The Raman spectra in Fig. 6 for all the calcined samples labelled as TiO2_20C,
TiO2_13C, TiO2_2C and TiO2_0.5C display three major absorption peaks: 395,
515, and 637 cm−1 which are attributed to the Raman-active modes of anatase phase
with the symmetries of B1g, A1g, and Eg, respectively [23]. All the samples were
successfully transformed into pure anatase phase after heat treatment was introduced
at 350 °C for 2 h. This is in agreement with reported data by our research group
previously inwhich anataseTiO2 canbe easily transformedat calcination temperature
as lowas 350 °C for 2 h in the presence of small amount of sulfate ions [29]. Compared
to work reported by Li and co-worker, anatase TiO2 was obtained at calcination
temperature of 400 and 600 °C for 2 h [16].With increasing sulfate ions concentration
added to the precursor, the Raman peak of Eg mode observed drastic decrease in

Fig. 5 Raman spectra of
TiO2_20 before and after
calcination at 350 °C for 2 h
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Fig. 6 Raman spectra of
calcined samples
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intensity. The reduction in scattering intensity might be due to the breakdown of
long-range translational crystal symmetry caused by the incorporated defects [30].
It has been reported that the Raman peak position is highly correlated with the
crystallite size. The peak position of Eg tends to shift towards lower wavenumbers
with increasing crystallite size [24]. However, the Raman spectra in Fig. 6 showed
the opposite trend: TiO2_20C and TiO2_13C with larger crystallite sizes displayed
higher peak position at 637 cm−1 compared to the smaller crystallite sizes of TiO2_2C
and TiO2_0.5C. This can be explained based on the occurrence of oxygen defects on
the surface of titania [31]. It was shown that TiO2_20C and TiO2_13C displayed the
presence of a weak band assigned to sulfate group at 1045 cm−1 before calcination.
Upon heat treatment, detachment of sulfate ions fromTiO2 surface led to formation of
oxygen vacancies or Ti(III) defect sites [32]. Thus, oxygen defects result in shifting of
Eg band to a higher wavenumber [31]. TiO2_2C and TiO2_0.5C contain less oxygen
defects on the surface which resulted in a lower Eg peak position. For samples
with high molar fraction of sulfate ions, these ions were not found coordinated
near surface Ti(IV) atoms. On the other hand, high molar fraction of sulfate ions
promote formation of smaller crystallite sizes of anatase TiO2 during hydrolysis of
TiCl4 at room temperature. These precipitates adsorbed sulfate ions resulting in both
electrostatic and steric repulsion to prevent agglomeration, thus resulting in finer
sized titania particles [15].
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4 Conclusion

The increasing concentration of sulfate ions present in the precursor solution during
synthesis led to the formation of smaller crystallite size titania. Anatase TiO2 with
high crystallinity was obtained after calcination at 350 °C for 2 h. The XRD analysis
and Raman spectroscopy showed the formation of anatase crystalline phase. Raman
spectra has shownmore details about themetal-oxide vibration and structural descrip-
tion based on the Raman peak position and intensity. It was found that Raman peak
intensity decrease as increase of sulfate ion concentration added, however TiO2_20C
with the largest crystallite size (67 nm) showed a red-shift which may be due to more
sulfate ions being incorporated to Ti(IV) surface before calcination. Optimization of
the sulfate ions incorporated in the TiO2 lattice could be a new approach inmodifying
the properties of anatase nanoparticles.
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Growth of Lactobacillus casei
and Propionibacterium jensenii
in Different Glucose Concentration
and Incubation Temperature

S. M. Mohamed Esivan, R. Rashid, A. Jati, and N. A. Zaharudin

Abstract The effects of two different parameters on the growth rate of L. casei and
P. jensenii were discussed in this study. The impacts of glucose concentration 5, 10,
15, 18, 20 g/L) and incubation temperature (30, 35, 37, 40, 42 °C) on the growth of
both microorganisms in co-culture were investigated. The fermentation process was
carried out for seven days in a 500 mL screw-capped bottle with 300 mL sterile MRS
broth. The viable cell counts of bacteria, pH drops, and glucose concentration were
analysed during the incubation period. The findings show that glucose concentration
and incubation temperature had a significant impact on the production of the cell.
The highest specific growth rate of L. casei and P. jensenii are 0.030/h and 0.041/h,
respectively. Based on this study, the most suitable initial glucose concentration and
incubation temperature for the fermentation of L. casei and P. jensenii in co-culture
fermentation are 18 g/L and 37 °C, respectively.

Keywords Co-culture fermentation · Lactobacillus casei · Propionibacterium
jensenii · The effect of glucose · Incubation temperature

1 Introduction

Probiotics are feed supplement of live microorganism that will confer beneficial
effects to the host [1, 2]. The U.S. Food and Drug Administration (FDA) refer to
these live microorganisms as direct-fed microbial in animal feeds. This term is suit-
able for animal feed as the definition given a narrower application as microbial-based
feed additives [3]. From the descriptions given by Fuller [1] and FAO/WHO [2], the
live microorganisms must be viable during storage and consumptions. In addition,
the concentration of the direct-fed microbial must be adequate in the range of 7 and
8 log CFU/mL upon consumption [4]. Direct-fed microbial must be non-pathogenic,
technologically suitable for industrial processes, resistant to acid and bile, capable of
producing antimicrobial substances, modulating immune responses, and influential
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to the gut’s activities. However, Applegate et al. [5] stated that the stringent consid-
erations of direct-fed microbial attributes could not be achieved using only a single
strain.

Co-culture is defined by Bader et al. [6] as incubation of anaerobic or aerobic of
different specified microbial strains under aseptic conditions. Co-culture fermenta-
tion offered efficient carbon utilisation in the presence of lignocellulose (substrates)
[7], improved the growth and survival populations, and subsequently increased the
biomass yield [8]. Hence, a co-culture system proposed a satisfactory compromise in
developing direct-fed microbial due to its capability to achieve the desired aspect of
microbiological, technological performance promoting, and registration capabilities
of the strains tested.

Lactobacillus andPropionibacterium are commonly utilised in co-culture fermen-
tation. Both species have found their usage in various co-culture processes with
different microorganisms to produce various substances or products. Lactobacillus
sp., one of the lactic acid bacteria (LAB), is often co-incubated with the microor-
ganisms such as Saccharomyces sp., Bifidobacterium sp., Aspergillus sp., Bacillus
sp., and Propionibacterium sp. Propionibacterium sp., also known as propionic acid
bacteria (PAB), is co-incubated with other species such as Streptococcus sp., Lacto-
coccus sp., Bifidobacterium sp., and Veillonella sp. Both species can be found used
in probiotics production, food and beverages production, microbial chemical and
organic acid production, antimicrobial substances and others such as natural folate
and vitamin B12.

Hugenschmidt et al. [9] reported that the co-cultivation of LAB and PAB species
have a stimulatory effect on the growth rate of the cultures andmetabolic dependency
between two species, as LAB species produce lactate and PAB species use this. This
effect is because lactate is much more preferred than sugars by PAB. Wu et al. [10]
reported that the co-culture fermentation of Bifidobacterium sp. (LAB bacterium)
with Propionibacterium freudenreichii increased the growth and survival of Bifi-
dobacterium sp. To six times compared to its mono-culture growth and survival in
the samemedium. The same result was reported by Ranadheera et al. [11], significant
growth and survival of L. acidophilus co-culture with P. jensenii during storage at
4 °C was observed.

In this study, a co-culture fermentation of L. casei and P. jensenii was carried
out at various glucose concentration and incubation temperature to evaluate each
microbes’ cell growth in co-culture, pH reduction and glucose consumption.
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2 Material and Methods

2.1 Microorganism

Themicroorganisms used in this studywere bought fromAmericanTypeCell Culture
(ATCC Virginia, USA). The species used in this study were Lactobacillus casei
ATCC 393 and Propionibacterium jensenii ATCC 4871.

2.2 Fermentation Conditions

Co-culture fermentations were carried out in MRS (de Man Rogosa and Sharpe)
broth. The fermentationmediumwas prepared as follows 10.0 g peptone from casein,
8.0 g meat extract, 4.0 g yeast extract, 2.0 g di-potassium hydrogen phosphate,
1.0 g TWEEN® 80, 2.0 g di-ammonium hydrogen citrate, 5.0 g sodium acetate,
0.2 g magnesium sulphate and 0.04 g manganese sulphate) were added into one-litre
distilled water with the concentration for glucose was varied accordingly.

The effect of glucose concentration on co-culture fermentation was investigated
by fermentation at various glucose concentrations ranging from 5 to 20 g/L. The
medium was inoculated with L. casei and P. jensenii at 1:4 (% v/v) inoculum ratio,
respectively. Fermentation was carried out statically at 30 °C for 120 h. The samples
were collected at 0, 3, 6, 9, 12, 24, 48, 72, 96 and 120 h. These samples were then
analysed for viable cells of L. casei and P. jensenii, pH and glucose concentration.

Selected glucose concentration then was used to study the effect of incubation
temperature on co-culture fermentation. The same inoculation ratio was used. The
fermentation was carried out at five different incubation temperatures, 30, 35, 37, 40
and 42 °C The samples were collected at 0, 3, 6, 9, 12, 24, 48, 72, 96 and 120 h.
These samples were then analysed for viable cells of L. casei and P. jensenii, pH and
glucose concentration.

2.3 Enumeration of Viable Cell

The enumerations of the viable cell for both microbes were carried out using the
spread plate method. 100 µL from serial decimal dilutions were plated on each
suitable agar, MRS agar for L. casei,while sodium lactate agar (SLA) for P. jensenii.
The plates with visible colonies in the range of 30–300 colonies were calculated and
recorded as colony-forming units per millilitre (CFU/mL). MRS agar was prepared
by mixing 68.2 g of MRS agar (Merck) with one litre of distilled water. SLA agar
was prepared by adding 10 g of enzymatic digest of casein, 10 g of yeast extract, 2.5 g
potassium phosphate monobasic, 16.67 g of sodium lactate, 0.005 g of magnesium
sulphate and 15 g agar into one litre of distilled water. Both agars were heated until
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boiled before autoclaved. Afterwards, the agars were poured into the petri dishes
inside a safety cabinet to avoid contamination on the agar.

2.4 Measurement of pH and Glucose Concentration

The pH of the culture was directly measured using a pH metre at room temperature.
The determination of total sugar consumption by L. casei andP. jensenii in co-culture
fermentation was carried out using the 3,5-dinotrosalicyclic acid (DNS) method.
First, one millilitre culture and one millilitre distilled water were pipetted into two
different test tube. Then, 2 mL DNS was added into the test tubes, and the mixture
was thoroughly mixed before heated at 90 °C for 5 min. Afterwards, the mixture
was cooled down, and 7 mL of distilled water was added. Then the absorbance was
measured at 540 nm.

3 Result and Discussion

3.1 The Effect of Glucose Concentration on the Growth of L.
casei and P. jensenii and pH Changes During Co-culture
Fermentation

As glucose was the primary carbon source used in this study, different initial glucose
concentrations were varied in the range of 5 and 20 g/L. The initial population of
L. casei and P. jensenii was 7.77 and 6.62 log CFU/mL. The growth of L. casei and
P. jensenii during co-culture fermentation in five different glucose concentrations
are shown in Fig. 1. At the same time, the pH changes of the co-culture in different
glucose concentrations are shown in Fig. 2.

The increase in numbers of cell density was measured from time to time, and a
growth curve was plotted. Several distinct growth phases can be observed in Fig. 1:
exponential, stationary, and death phase. Figure 1 shows the unnoticeable lag phase
due to the cell’s ability to adjust rapidlywith the environment resulting in a shorter lag
phase. At the time the second sampling was taken, the cell already reached its expo-
nential phase. Eachmicrobe’s specific growth rate in different glucose concentrations
was calculated from the growth curve and tabulated in Table 1.

The optimumglucose concentration for the growth of co-culture fermentationwas
found at a glucose concentration of 18 g/L, with a specific growth rate for L. casei and
P. jensenii was 0.021 h−1. Although the specific growth rate of P. jensenii was higher
at a glucose concentration of 20 g/L, the specific growth rate of L. casei was lower
than at 18 g/L. Table 1 shows that the growth rate of L. casei reached its optimum
at 18 g/L but decreasing at a glucose concentration higher than that. However, in
P. jensenii case, the growth rate increased as the glucose concentration increased.
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Fig. 1 The growth of L. casei a andP. jensenii b during co-culture fermentation in different glucose
concentration at the temperature of 30 °C, inoculation ratio of 1:4% v/v (L. casei: P. jensenii)
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Fig. 2 The variances of pH in co-culture of L. casei and P. jensenii in various glucose concentration

Table 1 The specificgrowth rate ofL. casei andP. jensenii at a different initial glucose concentration

Glucose concentration (g/L) 5 10 15 18 20

Specific growth rate (µ h−1) L. casei 0.011 0.011 0.016 0.021 0.010

P. jensenii 0.013 0.013 0.018 0.021 0.023
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This result can be supported by the outcomes of the study made by Khosravi-Darani
and Zoghi [12], which reported an increase in yield and productivity of fermentation
products at 18% w/w.

The pH changes for different initial glucose concentrations were recorded for
120 h and shown in Fig. 2. The initial pH of the medium was adjusted to 7.0 before
the fermentation. pH changes during the fermentation of Lactobacillus sp. andPropi-
onibacterium sp. indicating that organic acid was being produced. The lowest pH
recorded at the end of 120 h fermentation was 4.44 for glucose concentration of 18
and 20 g/L. A sharp decrease in pH can be observed for glucose concentration of
10 g/L. At the glucose concentration of 5 g/L, pH culture at the end of 120 h incu-
bation time did not reach below 5 compared to other batches with higher glucose
concentration. This is probably due to the limited glucose supply available in the
medium.

3.2 The Effect of Incubation Temperature on the Growth
of L. casei and P. jensenii and pH Changes During
Co-culture Fermentation

Five different incubation temperatures, 30, 35, 37, 40 and 42 °C, were studied.
The initial cell concentrations were kept the same as during the study of glucose
concentration, while the initial glucose concentration was at 18 g/L. The growth of
L. casei and P. jensenii during co-culture in five different incubations temperature
is shown in Fig. 3. At the same time, the pH changes of the co-culture in different
incubation temperature are depicted in Fig. 4. The specific growth rate of each species
incubated at different temperaturewas calculated from the growth curve and tabulated
in Table 2.

As seen in Fig. 3, the highest viability of cell obtained was 9.62 log CFU/mL for
L. casei and 8.48 log CFU/mL for P. jensenii at an incubation temperature of 37 °C.
The specific growth rates for both species were the highest at 37 °C with 0.030 h−1

and 0.041 h−1 for L. casei and P. jensenii, respectively, as depicted in Table 2. The
specific growth rate for L. casei and P. jensenii were the lowest at a temperature
higher than 40 °C, 0.017 h−1 and 0.019 h−1 for L. casei and P. jensenii, respectively.
The decrease in growth rate might be probably due to the decreasing activity of
cellular enzymes. These enzymes are most active at the optimum temperature, thus
directly affect the growth rate of cells [13].

This study shows that 37 °C was suitable for obtaining high viability cells for
both L. casei and P. jensenii. This finding is per the previous study by Patrick and
McDowell [14], for the optimum growth of Propionibacterium sp. was recorded
between 30 and 37 °C, and the optimum growth of L. casei in pumpkin waste
was reported at 37 °C [15]. The findings might be varied because the value of the
controlled parameters was different, and the microbes used were not the same. This
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Fig. 3 The growth of L. casei (a) and P. jensenii (b) during co-culture fermentation in different
incubation temperature at a glucose concentration of 18 g/L, inoculation ratio of 1:4% v/v (L. casei:
P. jensenii)
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Fig. 4 The variances of pH in co-culture ofL. casei andP. jensenii in various incubation temperature

Table 2 The specific net growth rate of L. casei and P. jensenii in different incubation temperature

Incubation temperature (°C) 30 35 37 40 42

Specific growth rate (µ h−1) L. casei 0.021 0.026 0.030 0.029 0.017

P. jensenii 0.021 0.020 0.041 0.034 0.019
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different result might be because of the different conditions of the co-culture and the
inoculation ratio of the two species.

The pH changes for 120 h incubated in different incubation temperatures were
recorded and shown in Fig. 4. There were no significant differences in pH changes in
all the batches except during incubation at 30 °C which showed a gradual decrease
in pH value. This observation is probably due to the growth rate of cell that affected
by incubation temperature. As organic acid production is related to the growth of
the cell, slow growth of the cell indicates slow production of organic acid. The pH
culture at the end of the fermentation was recorded at 4.35.

4 Conclusion

In general, this studywas conducted to investigate the effect of glucose concentration
and incubation temperature on the growth of L. casei and P. jensenii in co-culture
fermentation. At the end of this study, the effect of different value of glucose concen-
tration and incubation temperature on the growth rate of L. casei and P. jensenii has
been determined. According to the results of this study, the highest specific growth
rate of L. casei and P. jensenii was 0.030 h−1 and 0.041 h−1, respectively, in glucose
concentration of 18 g/L and incubation temperature of 37 °C.
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A Comparison of Two Methods
for the Development of Low-Cost
Carbonaceous Adsorbent
from Rubber-Seed Shell (RSS)

Syeda Saba Fatima, Azry Borhan, and Muhammad Faheem

Abstract Biomass-derived porous carbons have recently gained much attention for
carbon dioxide (CO2) adsorption. In this work, RSS were used as a precursor to
prepare highly porous activated carbon (AC). RSSAC was synthesized through the
conventional two-stage chemical activation as well as through a new three-stage
chemical activation process. RSS were activated with K2CO3 under different ratios
and carbonized at 500 °C, 600 °C, and 700 °C for different activation times. AC was
carefully characterized using thermogravimetric analysis (TGA), elemental compo-
sition analysis, scanning electron microscopy (SEM), Fourier transform infrared
spectroscopy (FTIR), and CO2 adsorption capacity using HPVA II to obtain AC
with higher adsorption capacity towards CO2 capture. The SEM images of RSSAC
revealed a highly porous structure. From the elemental composition analysis, carbon
(77%) and oxygen (18%) were the major elements found in RSSAC. The yield of
the activation process decreased with a higher ratio of K2CO3. A maximum yield of
81.84% was obtained at 500 °C and 1:1 ratio. The highest CO2 adsorption capacity
of 60.06 mg/g was obtained for AC3(700) prepared by three-stage activation. From
these findings, it can be concluded that the three-stage activation is an effective
method for producing AC with higher adsorption capacity towards CO2 and that
RSSAC can serve as a suitable adsorbent for CO2 capture.
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S. S. Fatima · A. Borhan (B)
Department of Chemical Engineering, HICoE, Centre for Biofuel and Biochemical Research,
Institute of Self-Sustainable Building, Universiti Teknologi PETRONAS, 32610 Seri Iskandar,
Perak, Malaysia
e-mail: azrybo@utp.edu.my

S. S. Fatima
e-mail: syeda_18003267@utp.edu.my

M. Faheem
Department of Chemical Engineering, University of Engineering and Technology, Lahore 54890,
Pakistan
e-mail: faheem@uet.edu.pk

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. A. Abdul Karim et al. (eds.), Proceedings of the 6th International Conference
on Fundamental and Applied Sciences, Springer Proceedings in Complexity,
https://doi.org/10.1007/978-981-16-4513-6_10

107

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4513-6_10&domain=pdf
mailto:azrybo@utp.edu.my
mailto:syeda_18003267@utp.edu.my
mailto:faheem@uet.edu.pk
https://doi.org/10.1007/978-981-16-4513-6_10


108 S. S. Fatima et al.

1 Introduction

In recent years, adsorption has emerged as a promising technique for the removal of
CO2. However, the success of adsorption lies in the development of durable sorbents
with highCO2 adsorption capacity, low cost, and ease of regeneration [1]. AC derived
from biomass has gained much attention because of abundantly available precursors,
high thermal stability, better CO2 adsorption capacity, low cost, ease of preparation
and regeneration, control of pore structure and, low selectivity to water because of
its hydrophobic nature [2, 3]. One of the precursors which has gained much attention
recently is the RSS because of its high carbon content, abundant availability, low
cost, and effective utilization in the adsorption process [4, 5]. Malaysia is the fifth
largest producer of natural rubber. It contributes about 46%of theworld’s total rubber
production besides Thailand and Indonesia [4].

AC can be synthesized from both physical and chemical activation processes.
Chemical activation has the advantage of shorter activation times and a lower temper-
ature range for pyrolysis (typically 500–800 °C). It also gives better control of textural
properties and higher yield [6] and is generally preferred over physical activation.
Chemical activation is usually conducted in two steps: (1) decomposition of the
precursor by pyrolysis, and (2) activation by suitable chemical reagent. Recently, a
new three-stage activation process is introduced for the preparation of AC. For three-
stage activation, thefirst stage is the hydrothermal decomposition of precursor to form
hydrochar, which is then activated with suitable chemical reagent and pyrolyzed to
obtain hydrochar derived biochar (Fig. 1).

Although KOH is widely used for chemical activation of AC it is not suitable for
large-scale applications because of its corrosive nature which can easily damage the
equipment, particularly at high temperatures. Furthermore, it is difficult to remove
it from waste streams and can lead to serious environmental issues [7]. To overcome
these issues, a different activating agent of environmental benign nature is desired.
K2CO3 has a mild activating nature compared to KOH and is frequently used as

Fig. 1 Rubber-seed shell
washed and dried
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a food additive [6]. In addition, K2CO3 also shows similar activating behavior as
KOH. In this work, RSS is used as a precursor and K2CO3 as an activating agent.
Although K2CO3 has been used to produce AC using various biomass precursors [6,
7], this is the first example of RSS-derived AC produced via K2CO3 activation using
three-stage activation method for CO2 capture.

2 Experimental

2.1 Materials and Pre-treatment

Approximately 1 kg of RSS was collected from Tersusun Tanah Hitam, 32100
Chemor Perak. The shells were knocked with a hammer to remove the inner white
part of the seeds. Then, they were soaked in water and washed thoroughly to remove
the dirt and impurities. Aftermath, the washed shells were dried, grounded and sieved
to collect the particles with size <500 µm and stored in an airtight container.

Chemicals used were purchased from Sigma Aldrich located at Petaling Jaya,
Selangor D.E, Malaysia.

2.2 Preparation of AC

The RSSwere activated via two-stage activation and the improved three-stage activa-
tion process. For two-stage activation, approximately 30 g of raw RSS were soaked
in 100 ml aqueous K2CO3 solution in various ratios and left overnight to ensure
that K2CO3 is completely adsorbed into RSS. The impregnated RSS were dried at
110 °C and were carbonized in a muffle furnace under limited oxygen conditions.
The temperatures studied for carbonization were 500 °C, 600 °C, and 700 °C for
one and two hours. The carbonization temperature range was selected by the TGA
analysis.

For three-stage activation, 20 g of RSS were mixed with 100 ml distilled water in
a Teflon-lined autoclave, subsequently used hydrothermal carbonization to produce
hydrochar. After that samples were activated with K2CO3 and carbonized at the
same temperature range After carbonization, samples were washed repetitively with
deionized water to remove ash and inorganic salts and dried at 110 °C to remove
moisture. Dried AC samples were placed in labeled bottles and stored in a desiccator
for characterization and further use.
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2.3 Characterization of AC

The structure and morphology of raw and treated RSS were studied using SEM
(with an SEM Zeiss SUPRA 55-VP). All samples were analyzed under different
resolutions to compare their structure. To find the elemental composition of the
untreated RSS and prepared AC samples, ultimate analysis was carried out using an
elemental analyzer (Perkin-Elmer 2400 Series II CHNS/O).

FTIR spectroscopy was used to investigate the surface functional groups of both
fresh and treated RSS. The CO2 adsorption capacity of prepared AC samples was
observed using High Pressure Volumetric Analyzer (HPVA II).

3 Results and Discussion

3.1 Yield Analysis

The nomenclature, operating conditions, impregnation ratio, and yield ofAC samples
are summarized in Table 1.

Table 1 Nomenclature, impregnation ratio, operating conditions, and yield of RSSAC

Sample
name

IR Carbonization
temperature
(°C)

Activation
time (min)

Weight after
impregnation
(g)

Weight after
washing/drying
(g)

Yield
(%)

AC2
(500)

1:1 500 120 5 4.0980 81.84

AC2
(500)

1:2 500 120 5 2.6501 53.00

AC2
(500)

1:3 500 120 5 1.6350 32.70

AC2
(600)

1:1 600 120 5 3.6244 72.48

AC2
(600)

1:2 600 120 5 1.5982 31.96

AC2
(600)

1:3 600 120 5 0.7965 15.93

AC2
(700)

1:1 700 120 5 2.5220 50.44

AC2
(700)

1:2 700 120 5 0.5280 10.56

AC2
(700)

1:3 700 120 5 0.4080 8.16
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Table 2 Elemental
composition of raw and
treated RSS

Elements Raw RSS After carbonization

Two-stage
activation

Three-stage
activation

Weight (%) Weight (%) Weight (%)

Carbon 48.4038 77.716 77.1438

Nitrogen 0.7437 0.3818 0.6582

Hydrogen 6.8622 2.9452 2.7496

Oxygena 43.9903 18.957 19.4484

a Calculated by the difference

The results clearly show that increasing the impregnation ratio ofK2CO3 decreases
the yield of the activation process. Like most of the lignocellulosic materials, RSS
has hemicellulose, cellulose, and lignin as the main components. During activation,
these components decompose and most of the non-carbon elements like nitrogen,
oxygen, and hydrogen are released in the form of volatile matter leaving behind
solid residue rich in carbon. As the impregnation ratio increases, the evolution of the
gaseous product in the form of volatile matter increases which ultimately reduces the
yield of AC formed. As more volatile matter is released, AC samples with a higher
impregnation ratio are expected to be more porous with a richer carbon matrix.

3.2 Elemental Composition Analysis

To find the composition of the samples, ultimate analysis was carried out using an
elemental analyzer. Table 2 shows the corresponding elemental composition of raw
and treated RSS samples. Twomain elements detected in the raw and treated samples
were carbon and oxygen. From studies, the acceptable range of carbon content for a
good biomass precursor should be more than 40% [8].

3.3 Surface Morphology and Structure

The surface morphology of raw RSS and some selected samples of both activation
methods were studied, and results are shown in Fig. 2. The samples were analyzed
under different magnification scales for better comparison. The SEM image of raw
RSS in Fig. 2a indicated a rough and uneven surface with no noticeable pores.
However, the presence ofwell-developed pores is seen in activated samples in Fig. 2b,
c. During the activation process, K2CO3 decomposes toK2O andCO2, and potassium
metal is formed after series of reactions:

K2CO3 + C → K2O + 2CO (1)
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Fig. 2 SEM images of selected samples. a Fresh RSS, b RSS treated by two step activation at
500 °C, c RSS treated by 3 step activation at 500 °C, d RSS treated by two-step activation at 700 °C

K2O + C → 2K + CO (2)

The highly porous structure of the carbon matrix is the result of a chemical reac-
tion between K2CO3 and carbon. The carbon matrix expands by metallic potassium
intercalation, resulting in the formation of fine pores [7]. Distribution of fine pores
appears on carbon structure which acts as active sites for adsorption. A comparison
of carbon structure before and after activation is made between Fig. 2a and b, c. It
shows that K2CO3 works very well as activating agent. The structure of AC shown
in Fig. 2c has an array of very fine pores and is expected to have higher SBET and
higher adsorption capacity.

3.4 FT-IR Spectroscopy

Figure 3 shows the FT-IR spectra of raw and treated RSS samples. Although the IR
spectra are somewhat similar for both samples, the intensity of some peaks is reduced
in the treated samples because some temperature sensitive groups are diminished after
carbonization. The wide peak at 3336 cm−1 for the treated sample and at 3309 cm−1

for raw RSS is assigned to –OH stretching vibration due to hydroxyl groups. The
intensity of this peak is significantly reduced in the treated sample due to the removal
of surface-bound water at a high temperature. The peak observed at 1729 cm−1 is due
to –C=O stretching of aldehydic and acetyl functionalities in hemicellulose which is
very common in biomass. For RSS, a sharp peak at 1574 cm−1 corresponds to C=C
stretch due to cyclic alkene which acts as the backbone of carbon structure.
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Fig. 3 FT-IR spectra of raw
and treated RSS

The significant decrease in peak intensity of carboxyl and hydroxyl groups
suggests dehydration and decarboxylation were the main reactions that occurred
during heat treatment of the sample.

3.5 Adsorption Test

The promising samples prepared from both activation methods were selected for the
CO2 adsorption study. Test of adsorption capacity of AC was carried out by batch
adsorption on High Pressure Volumetric Analyzer (HPVA II) at 25 °C. For CO2

adsorption studies, low temperature is desired due to the exothermic nature of the
process.

The results show that AC produced from three-stage activation has a higher CO2

adsorption capacity. A maximum adsorption capacity of 60.06 mg/g was obtained
for sample AC3(700).

Figure 4 presents a comparison of adsorption capacities for AC derived from
various biomass precursors and presented in this work. AC3(700) presents good
adsorption capacity and has the potential to be used as a green adsorbent for large-
scale applications.

AcomparisonofCO2 adsorption capacity of preparedACwith other carbonaceous
and non-carbonaceous adsorbents is presented in Table 3. Some adsorbent material
such asCNTandKIT-6 present very high value of CO2 adsorption capacity compared
to AC, but these adsorbents are quite expensive and have some limitations which
hinder their large-scale applications. The obtained results of CO2 adsorption capacity
are comparable with those reported earlier.
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Fig. 4 Comparison of CO2 adsorption capacity of AC from different biomass precursors

Table 3 Comparison of different adsorbents for CO2 capture

Adsorbent PCO2 (atm) T (K) CO2 adsorption capacity
(mmol/g)

References

RSS activated carbon 1 298 1.365 This work

Amorphous silica 0.17 303 1.364 [9]

HMS 0.9 293 1.205 [10]

MgO – 673 0.200 [11]

Basic alumina 1 293 1.000 [12]

Zr pillared clay 1 293 0.682 [13]

4A 1 298 2.500 [14]

CNT 1 343 2.530 [15]

Nanoporous carbon 1 348 1.091 [16]

MSU-J 1 378 0.645 [17]

KIT-6 1 343 1.682 [18]

4 Conclusion

To summarize, RSSAC synthesized using K2CO3 exhibits good structural properties
with well-developed pores. The structure of the samples carbonized at 500 °C was
better. From the SEM images, the well-developed porous structure of RRSAC can
be seen. The carbon content of the prepared AC sample is 77%, making it a suitable
adsorbent material for CO2 capture. The yield of the activation process decreases
with higher impregnation ratios of K2CO3 but porosity increases. The maximum
yield of 81.84%was obtained at 500 °Cwith an impregnation ratio (1:1). Amaximum
CO2 adsorption capacity of 60.06 mg/g was obtained for AC prepared by three-stage
activation. The low-cost widely available RSS precursor and mild K2CO3 used in the
synthesis of AC exhibited promising results and indicates that this type of adsorbent
can be used in industrial applications.
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Adsorptive Removal of Bisphenol
A Using Zeolitic Imidazolate Framework
(ZIF-8)
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Teh Ubaidah Noh, and Bahruddin Saad

Abstract Bisphenol A is one of the compounds capable of causing endocrine
disruption and is also a pollutant in the environment. Even in low concentrations,
these pollutants have significant effects on humans, animals and the environment.
This work’s main goal was to study the performance of adsorption of BPA using a
Metal Organic Framework (MOF), ZIF-8. Textural analysis has shown the porous
nature of the MOF as possessing surface areas of 1299 m2/g. Other characterizations
were conducted using Fourier Transformed Infrared (FTIR) spectroscopy, X-ray
Photoelectron Spectroscopy (XPS), Field Emission Scanning Electron Microscope
(FESEM), and powdered X-ray diffraction (XRD). The MOF was evaluated for
application as an adsorbent for (BPA) removals in an aqueous solution. Adsorption
isotherms using Langmuir and Freundlich models were investigated, while kinetics
was studied using pseudo-first-order and pseudo-second-order. In conclusion, this
MOF exhibited favorable features of ideal adsorbents for BPA removal inwastewater.
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1 Introduction

Metal organic frameworks (MOFs) are a class of crystalline organic–inorganic hybrid
compounds formed by coordination of metal clusters or ions with organic linkers,
in which bivalent or trivalent aromatic carboxylic acids or N-containing aromatics
are commonly used to form frameworks with zinc, copper, chromium, aluminium,
zirconium, and other elements [1]. SinceMOFs have large surface areas and high pore
volumes in uniformly sized pores as well as highmetal content, they have emerged as
interesting materials for various applications in energy storage [2], CO2 adsorption
[3], hydrocarbon adsorption/separation [4], catalysis [5], sensor [6], magnetism [7],
drug delivery [8], luminescence [9], and others.

Zeolitic imidazolate frameworks (ZIFs) are a family of microporous materials in
which Zn or Co atoms are linked through N atoms of ditopic imidazolates to form a
range of neutral framework structures as shown in Fig. 1 [10]. The frameworks of ZIF
compounds can be represented by T(Im)2 (Im = imidazolate and its derivative, T =
tetrahedrally coordinatedmetal ion) similar to the (Al)SiO2 frameworks of (alumino)
silicate zeolites; in particular, the T–Im–T angle of 145° is close to the Si–O–Si angle
typically found in zeolites [10]. ZIFs materials can have structures analogous to the
standard zeolite topology, such as rho, sod, gme, lta, and ana. Compared to all the
ZIFs, ZIF-8 has been a widely investigated structure due to its high thermal and
chemical stability [10].

In 2002, the family of MOFs was extended to imidazolate-based compounds that
are nowadays known as zeolitic imidazole frameworks (ZIFs) [11]. Nine imidazolate
type linkers and mixtures thereof were reacted with zinc or cobalt nitrate in mixtures
of DMF and DEF in various concentrations and molar ratios of metal to linker in the

Fig. 1 Chemical structure of
ZIF-8
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temperatures ranging from 65–150 °C [10]. Among the products obtained, ZIF-8 is
the most widely-investigated structure; Zn atoms coordinated tetrahedrally with 2-
methylimidazolate (HMeIm), leading to the formula,Zn(MeIM)2 [10]. ZIF-8 exhibits
a sod topology formed by four- and six-membered ring ZnN4 clusters with internal
cavities, 1.16 nm in diameter, connected by 0.34 nm windows. ZIF-8 has been tested
for gas adsorption and storage of hydrogen [12, 13], and as a heterogeneous catalyst
[14–16].

2 Materials and Method

All materials used in this work were of analytical grade and used as received
without further purification. BPA analytical standards (>99% purity) and Basolite
Z1200@ZIF-8 (99% purity) were purchased from Sigma Aldrich, USA.

2.1 Characterizations

The X-ray diffraction analysis was conducted using a Bruker D8 Advance X-ray
diffractometer, operated at 40 kV with a current of 40 mA, using Ni-filtered Cu
Kα radiation with a graphite monochromator (λ = 1.5406 Å) in a 2θ angle of 5–
50°. Fourier transformed infrared spectroscopic measurements were recorded using
an FTIR spectrophotometer (Perkin Elmer Spectrum 65) within the wavenumber
range 400–4500 cm−1. The surface morphology was examined using field emission
scanning electron microscopy (FESEM, Zeiss Supra 55 VP), operated at 200 kV,
with the samples sputter-coated with gold metal.

2.2 Preparation of the BPA Solution

The BPA stock solution was freshly prepared in distilled water by dissolving 100 mg
in a 100 mL volumetric flask to make a solution of 1000 mg/L. The working solution
is prepared daily by diluting a certain amount of the stock solution.

2.3 BPA Removal Experiment

Effect of Contact Time

The batch experiment for BPA adsorption onto the ZIF-8 was conducted using
30 mg/L of the 100 mL of BPA solution in the Erlenmeyer flask. The amount of
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adsorbent was maintained at 0.2 g, and the mixing solution was agitated using
an orbital shaker (Daihan), at 200 rpm [17], and room temperature (25 °C). At a
predetermined time, about 2 mL of the supernatant was collected, filtered with a
nylon syringe membrane (0.45 μm), and the absorbance read at 276 nm using a UV
spectrophotometer (Shimadzu, UV-1800) fitted with a quartz cell [18].

The percentage of removal was determined using the following formula:

%R = Co − Ce

Co
× 100 (1)

Similarly, the quantity of the analytes adsorbed onto the MOF at a certain time
(qt) was determined using the formula:

qt = (Co − Ct )V

w
(2)

And the equilibrium quantity adsorbed (qe) is calculated as;

qe = (Co − Ce)V

w
(3)

where Co and Ct are the BPA’s initial and equilibrium concentrations (mg/L), w is
the mass of BPA (g), and V is the solution volume (L).

Effect of Agitation Speed

The effect of different agitation speeds (50, 100, 150, 200, and 250 rpm) was inves-
tigated. The analyte concentration (30 mg/L) and MOF dosage (0.2 g) were kept
constant. The percentage of removals was calculated against each temperature from
the absorbance results.

2.4 Adsorption Isotherms

According to the Langmuir and Freundlich models, the effect of equilibrium
interactions between the BPA and MOF was studied.

Langmuir Isotherms

The Langmuir model assumes that the adsorption process does not proceed beyond
monolayer coverage. All the sites available on the adsorbent surface are equivalent,
and the surface is uniform. Essentially, once the adsorbate is attached on the site, and
no further adsorption can take place at that site, the Langmuir isotherm equation is
given below:

Ce

qe
= 1

QmaxKL

+ Ce

Qmax
(4)
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whereCe is the equilibrium concentration of the adsorbate (mg/L), qe is the amount of
adsorbate adsorbed per unitmass of adsorbent (mg/g),Qo is themaximummonolayer
adsorption capacity of the adsorbent (mg/g), and KL is the Langmuir adsorption
constant related to the free energy adsorption (L/mg). The Langmuir equation’s
essential characteristics can be expressed in terms of dimensionless separation factor,
RL, defined as:

RL = 1

1 + C0KL
(5)

where KL is the Langmuir constant, and C0 is the highest initial dye concentration
(mg/L). The value of RL indicates the type of the isotherm to be either unfavorable
(RL > 1), linear (RL = 1), favorable (0 < RL < 1), or irreversible (RL = 0).

Freundlich Isotherms

The Freundlichmodel assumes that the heat of adsorption is decreased in logarithmic
magnitude with an increase in the extent of adsorption. The adsorption sites are
distributed exponentially concerning adsorption energy. This isotherm does not indi-
cate the adsorption limit when coverage of adsorbate is sufficient to fill a monolayer.
The equation that describes the isotherm is given as below:

ln qe = 1

nF
lnCe + ln KF (6)

where qe is the amount of adsorbate adsorbed at equilibrium, (mg/g), Ce is the
equilibrium concentration of adsorbate (mg/L),KF is the Freundlich constant, (mg/g
(L/mg)1/n), and nF is the Freundlich heterogeneity factor. The value of n indicates
favourable adsorption when 1 < n < 0. A value of n below one indicates a normal
Freundlich isotherm. The value of n closer to zero indicates a more heterogeneous
surface, while the value of n above one indicates cooperative adsorption.

2.5 Kinetics Study

Adsorption kinetic studies are essential to describe the adsorbate uptake rate, which
controls the residencies in the adsorbent-solution interface. The kinetics of adsorp-
tion uptake is required to select optimum operating conditions for a full-scale batch
process. Various kinetic models have been developed, such as the pseudo-first-order,
pseudo-second-order, and intra-particle kinetic models.

Pseudo-First-Order-Kinetic Model

A linear form of the pseudo-first-order model is described as:

ln(qe − qt) = ln qe − k1t (7)
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Theqe andqt (mg/g) represent the amount ofBPAadsorbed at equilibriumand time
t, respectively. The k1 (1/min) is the pseudo-first-order rate constant. It is obtained
from the plot ln(qe − qt) against t.

Pseudo-Second-Order Kinetic Model

The pseudo-second-order equation is described as:

t

qt
= 1

k2q2e
+ t

qe
(8)

where qe and qt are the adsorption capacities at equilibrium and at time t, respectively
(mg/g) and k2 (g/mg h) is the rate constant of pseudo-second-order sorption. By plot-
ting t/qt versus, the values qe and k2 can be determined from the slope and intercept.
This model suggests that the rate-limiting step is chemical adsorption, concerning
valency forces through the sharing or exchange of electrons in the adsorption process.

3 Results and Discussions

3.1 Characterizations of ZIF-8

The chemical structure of the adsorbent is vital to understanding the adsorption
process. The FTIR technique is an important tool to identify the characteristic of
functional groups, which are instrumental in the BPA compound’s adsorption. The
spectra showed the vibrations of imidazole and Zn+2 ions due to their bond origin.
Thus, it informs on the basic or acidic nature of the sample. It presented remarkable
bands at 3433.23, 3115.68, 1677.31, 1592.08, 1171.75, 1143.37, and426 cm−1 for the
ZIF-8 sample. These FTIR bands were consistent with those previously reported by
Ordonez [19]. The band 3115.68–3433.23 cm−1 are attributed to the N–H stretching
vibration of the ZIF-8.

Another signal around 1592.08 cm−1 arose from the C=C stretch mode, while
the band at 1677.31 cm−1 corresponded to the C=N stretch vibration. The signals
1143.37–1171.75 cm−1 were band derived from aromatic C–N stretching mode. The
unique stretching Zn–N stretching vibration bandwas observed at position 426 cm−1,
suggesting that zinc ions combined chemically with nitrogen atoms of the methylim-
idazole groups to form the imidazolate. The N–H stretching vibration, C=C stretch
mode, C=N stretch vibration, C–N stretching mode, C=C bending mode, and Zn–N
stretching vibration signals that appeared in ZIF-8 still could be found in ZIF-8,
suggesting the existence of a functional group on ZIF-8.

In this study, the ZIF-8 obtained was characterized for surface area, morphology,
chemistry, pore size andvolume.The optimizedZIF-8was then used forBPA removal
(Table 1).
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Table 1 Surface area
characterization for ZIF-8

Properties ZIF-8

BET surface area (m2 g−1) 1299

Micropores surface area (m2 g−1) 761

Micropores volume (cm3 g−1) 0.60

Total pore volume (cm3 g−1) 0.06

Average pore diameter (nm) 8.30

Microporosity (%) 0.99

Themorphological characteristic of adsorbent was observed using the Field Emis-
sion Scanning Electron Microscope (FESEM) analysis. From the FESEM images
(Fig. 2), it is observed that the external surfaces of the ZIF-8 are relatively smooth
with fine pores. The morphology of the ZIF-8 is a hexagonal cage and shows a cubic
structure (Fig. 2).

The ZIF-8 evolution was followed by XPS from the Zn 2p, C 1s, O 1s, and N 1s
photoelectron peaks (Fig. 4). One of the key features in the C 1s photoelectron spectra
of the ZIF-8 is the component at 285.98 eV assigned to graphitic-like compounds
with a marked asymmetry toward high binding energies due to the presence of C=C
bonds from hydrocarbon. In the 1021.98–1045.48 eV ranges, the contributions were
from the imidazole and Zn+2 ions due to their bond origin. In this study, the binding

Fig. 2 FESEM images of ZIF-8
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Fig. 3 EDX image of ZIF-8

energy uses an internal standard in the following sectionswhere this binding energy is
estimated to be 531.88 eV for O (1s). The results show that the N (1s) binding energy
of ZIF-8 is in good agreement with 399.38 eV. These observations are consistent with
the almost complete existence of a functional group of ZIF-8 data.

3.2 Removal Studies

The contact time was studied in this experiment. Contact time could explain the
influence of systems parameters on the rate extent of adsorption of ZIF-8 onto BPA.
It was clear from Fig. 5 that for 30 ppm concentration of BPA, it takes 10–30 min
to achieve the full equilibrium amount (qe). However, for ZIF-8, it takes the lowest
contact time with 35 min to achieve full equilibrium. This is due to the availability
of active sites for the small amount of BPA molecules to adsorb on the surface of the
ZIF-8. The process is also rapid, indicating the adsorption probably occurs primarily
in the presence of functional groups of the ZIF-8.

At this point, the amount ofBPAbeing adsorbed ontoZIF-8 is in a state of dynamic
equilibriumwith the amount of ZIF-8 desorbing. The time required to attain this state
of equilibrium is termed the equilibrium time, and the amount of ZIF-8 adsorbed at
the equilibrium time reflects the maximum adsorption capacity of the BPA under
those operating conditions. Therefore, it can be concluded that the contact time is
much less for BPA when using ZIF-8.
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Fig. 4 XPS spectra obtained from ZIF-8 where a Zn (2p), b O (1s), c C (1s) and d N (1s) regions,
respectively

Fig. 5 Plot of quantity
absorbed versus time
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Fig. 6 Percentage removal
of BPA using different speed
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Effect of Agitation Speed

The effect of agitation speed for the adsorption of BPA onto the ZIF-8 was studied by
conducting the batch adsorption experiment at different shaking speeds (50–250 rpm)
of the orbital shaker. The removal efficiency was found to increase by increasing the
speed of the shaker (Fig. 6), which is attributed to the increase in the rate at which
BPA diffuses from the bulk of the solution to the boundary layer surrounding the
adsorbent, hence why the contact between the BPA molecules and the active pores
of the MOF is high. The optimum removal was found at 200 rpm and achieved a
percentage removal of 99.90. Hence, 200 rpm has been maintained throughout the
work.

3.3 Adsorption Isotherms

The adsorption isotherm indicates how the adsorbate molecules distribute between
the liquid and solid phases when the adsorption process reaches an equilibrium state.
The isothermdata analysis byfitting them todifferent isothermmodels is an important
step in finding a suitable model that can be used for design purposes. Therefore, the
adsorption isotherm of ZIF-8 onto the BPA was studied and observed.

The Langmuir isotherm (Table 2) constants qmax and KL were determined.While
the Freundlich isotherm constants Kf and n were also determined, Table 2 shows
Langmuir and Freundlich isotherms constants for the adsorption of the ZIF-8 onto
BPA. Again, it can be observed that the data fits very well with the Freundlich
isotherm model. This is because the Freundlich isotherm model’s values of corre-
lation coefficient (R2) are 1.000. Furthermore, it can be observed that the values of
qmax are increasing for ZIF-8. Thus it can be concluded that the adsorption process
using ZIF-8 is exothermic.
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Table 2 Isotherms study on ZIF-8

Langmuir isotherm model

MOF Dosage (g) Qm (mg/g) KL (L/mg) Correlation
coefficient (R2)

Separation factor
(RL)

ZIF-8 0.05 345 0.0064 0.9065 0.9402

0.1 1667 0.0006 0.8173 0.9940

0.2 714 0.0007 0.9162 0.9930

0.3 1667 0.0002 0.9199 0.9982

0.4 357 0.0007 0.8936 0.9930

Freundlich isotherm model

MOF Dosage (g) n Kf (mg/g(L/mg)1/n) Correlation coefficient
(R2)

ZIF-8 0.05 1.19775 3.1074 0.9875

0.1 1.01947 1.0524 0.9998

0.2 1.02375 1.8889 0.9998

0.3 1.00604 3.3060 1

0.4 1.02333 3.7818 0.99998

The increase of qmax suggests that the adsorption capacity is enhanced for ZIF-
8. This effect may be because, at higher surface areas, an increase in free volume
occurs due to the increased mobility of the ZIF-8. It may also be due to the increasing
interaction between the ZIF-8 and the BPA in the endothermic process. Separation
factors, RL, was calculated and tabulated in Table 2. It can be concluded that the
adsorption process is a favourable process since the values of RL are less than unity
(0 < RL < 1).

3.4 Adsorption Kinetics

In order to optimize the design of an adsorption system to removeBPA, it is important
to establish the most appropriate correlation for the equilibrium data for each system.
For this reason, several kinetic models, including the pseudo-first-order and pseudo-
second-order models, were tested to find out the adsorption mechanisms.

Figure 7 shows the plot of the pseudo-second-order for ZIF-8 with BPA. Table 3
lists the calculated results of the pseudo-first-order and pseudo-second-order models
for ZIF-8. The calculated qe values obtained from the first-order kineticmodel did not
provide reasonable values and are too low compared to the experimental qe values.
This finding suggests that the adsorption of ZIF-8 ontoBPA is not a pseudo-first-order
model.

The values of k2 parameters, and the experimental qe2, calculated, and the corre-
lation coefficients are also presented in Table 3 ZIF-8 within 60 min. The correlation
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Fig. 7 Second order kinetic
plot of BPA adsorption
(variety dosage of ZIF-8)
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Table 3 Comparison
between pseudo-first order
and pseudo-second order
kinetic models for ZIF-8
adsorption on BPA

Model Parameters Value

Pseudo-first order qe, exp (mg/g) 9.9390

qe, cal (g/mg) 0.2819

K1 (min−1) 10.9094

R2 0.5015

Pseudo-second order qe, cal (g/mg) 0.1861

K1 (min−1) 10.0502

R2 1.000

coefficients for the second-order kinetic model were greater than 0.9 for ZIF-8.
The calculated qe2 values also agreed very well with the experimental data in the
pseudo-second-order kinetics. The calculated qe values obtained from the second-
order kinetic model did give reasonable values and is almost the same compared to
the experimental qe values. This finding suggests that the adsorption of ZIF-8 onto
BPA is a pseudo-second-order model.

4 Conclusion

In conclusion, the ZIF-8 has shown a good potential of the adsorbent to remove
BPA from aqueous solution. The equilibrium data fits well with Langmuir’s and
Freundlich’s isothermmodels. The kinetic study showed that the second-order kinetic
model could best describe the experimental data.

Acknowledgements This work was sponsored by a grant provided through Financial Aid from
Universiti Teknologi PETRONAS (UTP) and the Ministry of Higher Education Malaysia, FRGS
No: FRGS/1/2011/SG/UTP/02/13 is gratefully acknowledged. The authors acknowledge the use of
the facilities within the UTP Centralized Analytical Laboratory (CAL).



Adsorptive Removal of Bisphenol A Using Zeolitic … 129

References

1. Zhao, D., Timmons, D.J., Yuan, D., Zhou, H.C.: Tuning the topology and functionality of
metal–organic frameworks by ligand design. Acc. Chem. Res. 44, 123–133 (2011)

2. Rowsell, J.L., Spencer, E.C., Eckert, J., Howard, J.A., Yaghi, O.M.: Gas adsorption sites in a
large-pore metal–organic framework. Science 309, 1350–1354 (2005)

3. Kitaura, R., Seki, K., Akiyama, G., Kitagawa, S.: Porous coordination-polymer crystals with
gated channels specific for supercritical gases. Angew. Chem. 115, 444–447 (2003)

4. Haque, E., Lee, J.E., Jang, I.T., Hwang, Y.K., Chang, J.S., Jegal, J.: Adsorptive removal of
methyl orange from aqueous solution with metal–organic frameworks, porous chromium–
benzenedicarboxylates. J. Hazard. Mater. 181, 535–542 (2010)

5. Kim, J., Kim, S.N., Jang, H.G., Seo, G., Ahn, W.S.: CO2 cycloaddition of styrene oxide over
MOF catalysts. Appl. Catal. A 453, 175–180 (2013)

6. Achmann, S., Hagen, G., Kita, J., Malkowsky, I.M., Kiener, C., Moos, R.: Metal–organic
frameworks for sensing applications in the gas phase. Sensors 9, 1574–1589 (2009)

7. Yoon, J.W., Jhung, S.H., Hwang, Y.K., Humphrey, S.M., Wood, P.T., Chang, J.S.: Gas-
sorption selectivity of CUK-1: a porous coordination solid made of cobalt (ii) and pyridine-2,
4-dicarboxylic acid. Adv. Mater. 19, 1830–1834 (2007)

8. Horcajada, P., Chalati, T., Serre, C., Gillet, B., Sebrie, C., Baati, T.: Porous metal–organic-
framework nanoscale carriers as a potential platform for drug delivery and imaging. Nat.Mater.
9, 172–178 (2010)

9. Rocha, J., Carlos, L.D., Paz, F.A.A., Ananias, D.: Luminescent multifunctional lanthanides–
based metal–organic frameworks. Chem. Soc. Rev. 40, 926–940 (2011)

10. Banerjee, R., Phan, A., Wang, B., Knobler, C., Furukawa, H., O’Keeff, M.: High-throughput
synthesis of zeolitic imidazolate frameworks and application to CO2 capture. Science 319,
939–943 (2008)

11. Tian, Y.Q., Cai, C.X., Ji, Y., You, X.Z., Peng, S.M., Lee, G.H.: [Co5 (im) 10· 2 MB]∞:
a metal-organic open-framework with zeolite-like topology. Angew. Chem. 114, 1442–1444
(2002)

12. Zhou,W., Wu, H., Yildirim, T.: Enhanced H2 adsorption in isostructural metal−organic frame-
works with open metal sites: strong dependence of the binding strength on metal ions. J. Am.
Chem. Soc. 130, 15268–15269 (2008)

13. Assfour, B., Leoni, S., Seifert, G.: Hydrogen adsorption sites in zeolite imidazolate frameworks
ZIF-8 and ZIF-11. J. Phys. Chem. C 114, 13381–13384 (2010)

14. Cho, H.Y., Kim, J., Kim, S.N., Ahn, W.S.: High yield 1–L scale synthesis of ZIF-8 via a
sonochemical route. Microporous Mesoporous Mater. 169, 180–184 (2013)

15. Tran, U.P., Le, K.K., Phan, N.T.: Expanding applications of metal−organic frameworks:
zeolite imidazolate framework ZIF-8 as an efficient heterogeneous catalyst for the knoevenagel
reaction. ACS Catal. 1, 120–127 (2011)

16. Miralda, C.M., Macias, E.E., Zhu, M., Ratnasamy, P., Carreon, M.A.: Zeolitic imidazole
framework-8 catalysts in the conversion of CO2 to chloropropene carbonate. ACS Catal. 2,
180–183 (2012)

17. Wang, L.C., Ni, X.J., Cao, Y.H., Cao, G.: Adsorption behavior of bisphenol A on CTAB–
modified graphite. Appl. Surf. Sci. 428, 165–170 (2018)

18. Park, E.Y., Hasan, Z., Khan, N.A., Jhung, S.H.: Adsorptive removal of bisphenol-A from
water with a metal–organic framework, a porous chromium–benzenedicarboxylate. J. Nanosci.
Nanotechnol. 13, 2789–2794 (2013)

19. Ordonez, M.J.C., Balkus, K.J., Jr., Ferraris, J.P., Musselman, I.H.: Molecular sieving realized
with ZIF-8/Matrimid® mixed–matrix membranes. J. Membr. Sci. 361, 28–37 (2010)



Inclusion Complexes
of β-Cyclodextrin/Pioglitazone
and β-Cyclodextrin-Ionic
Liquid/Pioglitazone: Spectroscopic
Methods Combined with Molecular
Docking Studies

Nurul Yani Rahim, Nur Najihah Md Zuki, Khairulazhar Jumbri,
Sharifah Mohamad, Ninie Suhana Abdul Manan, Nadiah Sidek,
Yih Hui Boon, and Muggundha Raoov Ramachandran

Abstract The complexes of β-cyclodextrin/pioglitazone and β-cyclodextrin-ionic
liquid/pioglitazone were prepared by kneading method. Characterization using
FT-IR, thermogravimetric analysis and NMR had proven the formation of the
complexes. From 1H NMR determination, pioglitazone is proven to form hydrogen
bonding and inclusion complex with native β-cyclodextrin and β-cyclodextrin-
ionic liquid. The molecular docking also reveals the same interaction involved for
the formation of complexes β-cyclodextrin/pioglitazone and β-cyclodextrin-ionic
liquid/pioglitazone. The binding energy obtained from molecular studies for the
complex of β-cyclodextrin-ionic liquid/pioglitazone is higher than the binding energy
of β-cyclodextrin/pioglitazone.
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Keywords β-cyclodextrin · Pioglitazone · Ionic liquid · Inclusion complex ·
Hydrogen bonding · Binding energy

1 Introduction

Pioglitazone (PZN) is a widely prescribed oral anti-diabetic drug with low solubility.
As such the absorption through oral route of pioglitazone is limited rate of dissolution
and it needs to expansion in solubility as well as rate of dissolution for increasing in
bioavailability via oral route. Several techniques such asmicronization, cyclodextrins
complexation, use of surfactants, solid dispersion in water soluble and dispersible
carriers, use of salts, micro emulsions and self-emulsifying micro and nano disperse
systems can be used to achieve better solubility [1]. Among the different techniques
of solubility improvement, complexation techniques are one of the best suitable and
economical method, which eventually helps to increase the dissolution rate of the
drug and oral bioavailability.

Cyclodextrins (CDs) are cyclic oligosaccharides derived from starch, and contain
six (α-CD), seven (β-CD), eight (γ-CD) (α-1, 4)-linked α-d-glucopyranose units [2].
The major property of CDs to adjustment the physicochemical as well as biological
properties of drugs which are low aqueous soluble in nature by forming of drug
and CDs inclusion complexes. Due to the chair conformation of the glucopyranose
units, the CDs take the shape of a truncated cone or torus, rather than a perfect
cylinder. The interior cavity of the cone is highly hydrophobic, and the exterior is
hydrophilic owing to hydroxyl group [3]. The hydroxyl group combined with the
hydrogen atoms outside surface of CDs build up a polar exterior to compatible with
polar environments. The central cavity of the CD molecule is lined with skeletal
carbons and ethereal oxygens of the glucose residue, which gives it a relatively
lipophilic character [2]. As a consequence of these features, CDs can encapsulate
a variety of hydrophobic molecule, or part of it, inside their cavity through non-
covalent interactions to form inclusion complexes of host–guest type [3]. Compared
with the α- and γ-CDs, β-CD is more widely investigated due to their high chemical
stability and low cost. In addition, β-CD also has the special size of its hydrophobic
cavity (cavity size: α-CD< β-CD< γ-CD)which affords to form inclusion complexes
with numbers of organic and inorganic compounds [4]. However, the application of
native β-CD was not always satisfactory [5]. Therefore, recently, researches have
been focused on the preparation of modified β-CD to be used as complexation with
drugs [6].

The addition of different substituent groups onto the rimofβ-CDprovidesmultiple
interactions such as π-π, dipole–dipole, electrostatic interaction and hydrogen
bonding which contributes significantly to the complexation formation. Ionic liquids
(ILs) are examples of new substituent groups that are been used to modify β-CD
[6–9]. ILs are salt-liked materials which are liquid below 100 °C and even below
room temperature [10]. As salts they are by essence made of cation and anion. The
term ILs covers inorganic as well as organic molten salt. The advantage of modified
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β-CD with IL is an additional electrostatic and π-π interactions can be derived and
affect the formation of inclusion complex [11].

In this present research, the complexes of β-CD/PZN and βCD-IL/PZN
are prepared by kneading method. The modified βCD with IL which is 3-
benzylimidazoliym tosylate is prepared producing (β-CD-IL) as previous research
[11–13]. To the best of our knowledge, most of the researches only study the inclu-
sion complexes of native β-CD with PZN [2, 3, 14–16]. By using spectroscopic
method such as 1H NMR and UV-Vis will give the insight inclusion behaviour of
PZN complexes with native β-CD and modified β-CD experimentally. Theoretical
method was studied to calculate the possible binding energy as well as its potential to
predict the interactions among the macromolecules and guest via molecular docking.

2 Experimental

2.1 Materials

β-CDwas purchased fromAcros (Geel, Belgium) (99%). Pioglitazone hydrochloride
waspurchased fromAldrich (St. Louis,MO,USA).The analytical solvents (methanol
and ethanol) were purchased from Merck (Darmstadt, Germany).

2.2 Instrumentations

A Perkin-Elmer 2000 FT-IR (Waltham, USA) spectrophotometer was used to record
all infrared (IR) spectra. IR data were recorded from 400 to 4000 cm−1. Absorption
spectra measurements were carried out with a Shimadzu UV 2600 (Kyoto, Japan)
spectrophotometer in the range of 190–800 nm. All NMR spectra were recorded
using Bruker Avance III 500 MHz.

2.3 Preparation of β-CD/PZN and β-CD-IL/PZN Complexes

The complexes of β-CD/PZN and β-CD-IL/PZN were prepared using the conven-
tional kneading method [17, 18]. PZN and β-CD with the molar ratio 1:1 were
kneaded thoroughly with a minimal amount of ethanol to form a homogenous paste
for 30 min. The precipitate was dried to constant mass and kept in a desiccator. The
product was characterized using FT-IR, TGA and 1HNMR. The same procedure was
applied for preparation complexes of β-CDIL/PZN using β-CD-IL replacing β-CD.
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2.4 Determination of Absorption Spectra of β-CD/PZN
and β-CDIL/PZN Complexes

The solution of β-CD/PZN complexwas prepared by adding 2.0mLof 0.01mMPZN
aliquot and 3.2mLof 0.003Mβ-CD solution into a 10.0mL standard volumetric flask
and diluted to the mark with ultra-pure water. The absorption spectra of βCD/PZN
complex were recorded against blank reagent. This blank reagent was prepared with
the same reagent concentration but without the addition of PZN. The absorption
spectra of PZN and β-CD alone were also recorded. The same procedure was applied
to determine the absorption spectra of complex of β-CD-IL/PZN by replacing β-CD
with β-CD-IL.

2.5 Molecular Docking Procedure

The preliminary β-CD and PZN configurations were retrieved from the ATB server
which were optimized under semi-empirical and DFT (B3LYP/6-31G*) methods,
respectively. On the other hand, the construction of the modified β-CD (β-CD-IL)
molecular structure was built by using Pymol from the native β-CD in which the
hydroxyl group at the primary rim in one of the glucopyranose unit was substituted
with imidazole group.

This study aims to rationalize the experimental finding with the docking analysis.
The docking procedure was executed by using AutoDockTools software version
1.5.6 where PZN was introduced into the β-CD cavity. Lamarckian Genetic Algo-
rithm (LGA) was applied to identify the possible binding modes of PZN with β-CD
through the entire process. A three-dimensional grid box of 50 Å size (x, y, z) with
0.375 Å spacing centred on β-CD was developed using Autogrid program. Its size
was appropriately designed to sufficiently enclose not only the β-CD hollow region
but also its exterior part. β-CD and PZNwere set as rigid macromolecule and flexible
guest molecule, respectively. The interaction energy (�Gbind) was then calculated
by the following expression:

�Gbind = �GV DW + �Gelectrostatic + �GHBond + �Gdesolv + �Gtor (1)

The inhibition constant (Ki) of the host–guest interaction was determined from
the following term:

Ki = e

(
�Gbind/RT

)
(2)

The same procedure was repeated for β-CD-IL. Finally, the lowest binding free
energies were chosen for further analysis.
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3 Results and Discussion

3.1 FT-IR Characterization

The formation of the complexes β-CD/PZN and β-CDIL/PZN were confirmed using
FT-IR. Figure 1a–e were illustrated the FT-IR spectra of β-CD, β-CD-IL, PZN,
complexes of β-CD/PZN and β-CD-IL/PZN, respectively. The absorption bands at
3300 cm−1 observed in Fig. 1a, b, d, e were dedicated to the OH stretching of β-
CD. The IR spectrum of PZN in Fig. 1c showed an absorption peak at 3085 cm−1

corresponding to NH stretching. The IR spectra of the complexes in Fig. 1d, e had
some similarities in general. The IR spectra of complexes β-CD/PZN and β-CD-
IL/PZN in Fig. 1d, e, respectively show that the amide-NH stretching band of PZN
was not clearly detected might because of the co-occurrence with the OH intensified
band at 3300 cm−1 [2]. The absorption band at 1684 cm−1 showed in Fig. 1c was
attributed to carbonyl group in PZN had been broadened and shifted to a higher wave
number at 1692 cm−1 as illustrated in Fig. 1d, e after forming complexes with β-CD
[14] and β-CD-IL.

Fig. 1 The Fourier
transform infrared (FT-IR)
spectra of a β-CD;
b β-CDIL; c PZN; d complex
of β-CD/PZN; and
e complex of β-CD-IL/PZN
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3.2 TGA Characterization

Thermogravimetric analysis (TGA) was done on samples to identify the changes
in weight percent with respect to temperature change [19]. TGA was performed on
β-CD, β-CDIL, PZN, complexes of β-CD/PZN and β-CD-IL/PZN in the temperature
range of 30–900 °C. Figure 2a showed β-CD obtained 12% of weight loss at 67 °C
due to loss of water molecules in the cavity of β-CD that stabilizes the ring structure
[20]. Then, the weight loss at second stage which found at 329 °C was related to
decomposition of the β-CD structure due to the transition from solid to liquid phase
[19]. The thermogravimetric profile for PZN in Fig. 2b showed a maximum rate of
weight loss (92%) at 248 °C due to melting of organic compound.

The thermogravimetric profile for complex of β-CD/PZN (Fig. 2d) obtained 8%
weight loss ofwatermolecules at 61 °C. Theweight of complexβ-CD/PZNcontinued
to lose 71% of original weight at 224 °C. The decomposition temperature at second
stage for complex of β-CD/PZN was lesser than decomposition temperature for β-
CD. This phenomenon suggests that formation of complex decrease the thermal
stability of β-CD [21]. The thermal behaviours of β-CD-IL in Fig. 2c obtained 6% of
weight loss at the first stage due to loss of water. The second decomposition stage of
β-CD-IL at 231 °C with 45% of weight loss. The complex of β-CD-IL/PZN (Fig. 2e)
lost 67%of originalweight at 218 °C. The results showed complex formation induced
changes in the thermal behaviour of β-CD-IL and PZN [14].

Fig. 2 Thermogravimetric
profiles of a β-CD; b PZN;
c β-CD-IL; d complex of
β-CD/PZN and e complex of
β-CD-IL/PZN
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3.3 Evaluation on the Inclusion Behaviour for Complexes
of βCD/PZN and β-CD-IL/PZN

The spectroscopic technique which is 1H NMR was used to study the inclusion
behavior between native β-CD and modified β-CD with targeted compound, PZN.
The values of the chemical shifts (δ) for different protons in β-CD, β-CD-IL,
complexes of β-CD/PZN and β-CD-IL/PZN are listed in Tables 1 and 2. The deduced
structures of the β-CD, β-CD-IL, PZN and complexes of β-CD/PZN and β-CD-
IL/PZN are shown in Figs. 3 and 4. Normally, the inclusion of a nonpolar region of a
compound into the hydrophobic cavity would affect the inner protons of the glucose
units of β-CD, namely, H3 and H5, whereas the protons on the exterior torus of β-CD
(H1, H2 and H4) would remain unaffected [22]. The induced shift (�δ) is defined as
the difference in chemical shift in the presence or absence of compound in cavity of
β-CD. The induced shift is calculated by using Eq. (3):

�δ = δ(complex)−δ(free) (3)

Table 1 Chemical shifts (�) of β-CD, pioglitazone, and complex β-CD/pioglitazone

Protons β-CD δ Pioglitazone δ β-CD/pioglitazone

δ �δ

H1 4.8347 – 4.8380 0.0033

H2 3.3348 – 3.3321 −0.0027

H3 3.6362 – 3.6441 0.0079*

H4 3.3767 – 3.3572 −0.0190*

H5 3.5742 – 3.5798 0.0056

H6* – – – –

Ha′ – 1.2388 1.2246 −0.0142

Hb′ – 2.7857 2.7403 – 0.0454

Hc′ – 8.7010 8.6212 −0.0798

Hd′ – 8.3537 8.1669 −0.1868

He′ – 7.9289 7.7733 – 0.1556

Hf′ – 3.0684 – –

Hg′ – 4.8821 4.8785 – 0.0036

Hh′ – 6.8837 6.8798 −0.0039

Hi′ – 7.1446 7.1403 −0.0043

Hj′ – 3.2869 – –

Hk′ – 4.3799 4.3580 −0.0219

Hl′ – 12.0054 12.0009 −0.0045

* Values in bold refer to the highest induced shift of that particular proton
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Table 2 Chemical shifts (�) of β-CD-IL, pioglitazone, and complex β-CD-IL/pioglitazone

Protons β-CD-IL δ Pioglitazone δ β-CD-IL/pioglitazone

δ �δ

H1 4.8374 – 4.8397 0.0023

H2 3.3127 – 3.3158 0.0031

H3 3.6395 – 3.6417 0.0022

H4 3.3681 – 3.3571 −0.0110*

H5 3.5742 – 3.5776 0.0034*

H6* 3.9201 – 3.9191 −0.0010

H7 – – – –

H8 7.2565 – 7.2762 0.0197

H9 7.1281 – 7.1410 0.0129

H10 – – – –

H11 2.2940 – 2.2936 −0.0004

Ha – – – –

Hb 7.4784 – 7.4726 −0.0058

Hc 7.4293 – 7.4220 −0.0073

Hd – – – –

He 7.7497 – 7.7518 0.0021

Hf 7.9545 – 8.1414 0.1869

Hg – – – –

Hh – – – –

Ha′ – 1.2388 1.2248 −0.0140

Hb′ – 2.7857 – –

Hc′ – 8.7010 8.6119 −0.0891

Hd′ – 8.3537 – –

He′ – 7.9289 7.9587 0.0298

Hf′ – 3.0684 – –

Hg′ – 4.8821 4.8985 0.0164

Hh′ – 6.8837 6.8799 −0.0038

Hi′ – 7.1446 – –

Hj′ – 3.2869 – –

Hk′ – 4.3799 4.3544 −0.0255

Hl′ – 12.0054 11.9942 −0.0112

* Values in bold refer to the highest induced shift of that particular proton
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Fig. 3 1H NMR spectrum of a β-CD; b pioglitazone; and c complex of βCD/pioglitazone
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Fig. 4 1H NMR spectrum of a β-CD-IL and b complex of β-CDIL/pioglitazone

For β-CD/PZN complex (Table 1), the significant change was observed on �δ at
H3 andH4 protonswhich located at interior and exterior cavity of β-CD, respectively.
This showed that the inclusion complex and hydrogen bonding were formed. This
inclusion complex formation between β-CD and PZN had caused the change of
the microenvironment thus lead to the upfield shifts in PZN protons [23]. For β-
CD-IL/PZN complex (Table 2), there are appreciable shift at H4 and H5 protons
which located at interior and exterior torus of β-CD-IL, respectively. This result
demonstrated that the hydrogen bonding and inclusion complex is occurred between
PZN and β-CD-IL.

Additionally, the molecular docking was further investigated to acquire more
information about the inclusion behavior between PZN with β-CD and β-CD-IL.
Figure 5a–d illustrate the most stable host–guest complexes for β-CD/PZN and β-
CD-IL/PZN. β-CD and β-CD-IL are rendered in linemodelwhile PZN is displayed in
stickmodel.As canbe seen in thefigure, the dockingofPZN into eachmacromolecule
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Fig. 5 The molecular structure of a β-CD/PZN complex (top view), b βCD/PZN complex (side
view), c β-CD-IL/PZN complex (top view), d βCD-IL/PZN complex (side view) obtained from
molecular docking calculation

generates different conformations of the complex. Nevertheless, the bent shape of
the PZN observed inside both cavities are almost comparable to a certain degree.
For β-CD, PZN fitted into its cavity with the thiazolidinedione and ethyl groups
protruded outside the wider secondary rim. Apart from this outer projection of the
thiazolidinedione ring, it can be seen in the figure that a hydrogen bonding was
successfully established between the amide’s hydrogen attached to the ring with
the O3 atom of βCD. This phenomenon is in accordant with the other study where
this thiazolidinedione ring showed its ability to form hydrogen bonding with the
hydrophilic site of peroxisome proliferator-activated receptor [24].

On the other hand, its aliphatic linker acted as the bridge by directing the position
of both pyridine and phenyl rings to face the interior region of the β-CD glucopyra-
nose unit. Moreover, the phenyl ring specifically offers supplementary hydrophobic
interactions [25]. Similarly, the bending structure of docked PZN into the β-CD-IL
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Table 3 Hydrogen bonds formedbetweenβ-CDandβ-CD-ILwith PZNas obtained frommolecular
docking

Complexes Hydrogen bond
donor

Hydrogen bond
acceptor

Hydrogen bond
distance (Å)

Energy (kcal/mol)

β-CD/PZN H (amine) O3 2.065 −0.255

β-CD-IL/PZN H2 O (amide) 2.072 −1.074

cavity reveals that the thiazolidinedione ring and ethyl chain favored the protruded
configuration across the broader frame of the cavity. However, contrary to the binding
mode of native β-CD, the affinity of β-CD-IL with PZN through hydrogen bonding
was generated via the oxygen of the amidemoietywith theH2 atom on the glucopyra-
nose unit. Additionally, PZN preferably aligned its pyridine and phenyl rings towards
the glucopyranose ring, a similar behavior was discovered in the formation of native
β-CD/PZN complex. The detailed distances and energies of the hydrogen bonds are
tabulated in Table 3.

From the docking studied, the binding energy tabulated in Table 4 reveals that
native β-CD possessed weaker binding affinity towards PZN with the value of −
6.07 kcal/mol. On the other hand, the binding energy of β-CD-IL/PZN shows a rela-
tively higher value of −6.28 kcal/mol. Moreover, the inhibition constant of β-CD-
IL/PZN acquired a slightly lower value compared to native β-CD complex in which
the smaller inhibition constant value signifies the superiority of the binding ability.
Thus, the docking procedure demonstrated that β-CD-IL possesses an excellent
binding potency towards PZN compared to the native β-CD.

Overall, the results of molecular docking studies were meet agreement with the
experimental data where it was found that the PZN was form inclusion complex
and hydrogen bonding with β-CD and β-CD-IL. Additionally, the UV-Vis absorp-
tion spectra of β-CD/pioglitazone and β-CD-IL/pioglitazone complexes were further
investigated to acquire more information on the inclusion behavior between piogli-
tazone with β-CD and β-CD-IL. The plots of UV-Vis absorption for βCD, pioglita-
zone and complexes of β-CD/pioglitazone and βCD-IL/pioglitazone are presented
in Figs. 6 and 7.

In Fig. 6, it was recorded that β-CD has almost no absorption throughout the
wavelength; hence, its absorbance can be neglected [19]. Absorption spectra for PZN
and the complex β-CD/PZN were similar at most of the points along the wavelength

Table 4 Binding energy, final intermolecular energy, torsional free energy and inhibition constant
for all the complexes

Complexes Binding energy,
�Gbind (kcal/mol)

VDW +
HBond +
desolv
energy

Electrostatic
energy

Torsional
free energy

Inhibition
constant, Ki
(μM)

β-CD/PZN −6.07 −8.49 +0.03 +2.39 35.31

β-CD-IL/PZN −6.28 −8.58 −0.09 +2.39 24.93
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Fig. 6 Absorption spectra of β-CD, PZN and complex of β-CD/PZN with [βCD]: 0.003 M [PZN]:
0.01 mM; T = 25 °C

Fig. 7 Absorption spectra of β-CD-IL, PZN and β-CD-IL/PZN [β-CD-IL]: 0.003 M [PZN]:
0.01 mM; T = 25 °C
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recorded. The absorbance of β-CD/PZN is higher than absorbance of PZN alone. The
increased of intensity at all points of wavelength was due to the formation inclusion
phenomena between β-CD and PZN. The same phenomena have been observed by
most of researches [19, 23]. The results obtained in Fig. 7 revealed that β-CD-IL had
λmax in the rangeof 230–260nmas stated in previous studies [11–13]. The absorbance
of β-CD-IL/PZN underwent the hyperchromic effect (increase in absorbance).

4 Conclusion

In this study, the complexes of β-CD/PZN and β-CDIL/PZN were successfully
prepared and compared their inclusion behaviour. The interactions that contributed
for the both of complexes were inclusion complex and hydrogen bonding determined
from 1H-NMR analysis and molecular docking.
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Mechanism of Alkaline Surfactant
Polymer in Oil-Water Interface:
Physicochemical of Fluid Rheology,
Interfacial Tension and Molecular
Dynamics Simulation

Mohd Sofi Numin, Khairulazhar Jumbri, Anita Ramli,
and Noorazlenawati Borhan

Abstract Chemical’s injection such as alkaline, polymer, and surfactant in Chem-
ical Enhanced Oil Recovery (CEOR) can improve oil recovery by modifying the
injected fluid characteristics to enhance interaction with oil in the reservoir. The
alkaline surfactant polymer (ASP), which consists of 0.3 M S672 cocamidopropyl
betaine derivative surfactant, 1.0 M sodium carbonate (Na2CO3), and 1000 ppm
hydrolyzed polyacrylamide (HPAM) polymer has good rheological and most shear-
thinning properties, better viscoelastic, and most stable emulsion with the highest
viscosity. Interactions were investigated using the molecular dynamics (MD) simu-
lation approach by simulating surfactant molecules at the oil-water interface to deter-
mine interfacial tension (IFT) . Experimentallymeasured IFTvalues demonstrate that
0.3MS672 concentration has the lowest surfactant value of 0.04mN/m and predicted
IFT was calculated using the GROMACS software. The behaviors of surfactant
molecules at the interface were captured after the simulation to investigate the inter-
face behaviors. The density and IFT values of pure octane with SPC water were
712.95 kg/m3 and 47.072 mN/m, respectively, showing excellent agreement with
the experimental findings. Increasing surfactant concentration at the oil-water inter-
face has lowered IFT values from 37.20 to 19.07 mN/m, indicating that surfactant
molecules adhered correctly at the interface.
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Keywords Enhanced oil recovery · Rheology · Interfacial tension ·Molecular
dynamics simulation

1 Introduction

Choosing the right chemicals in ASP/SP flooding plays a significant role in ensuring
the reservoir fluids are conductive for oil extraction. In ASP and SP flooding, the
surfactant acts as a surface acting agent by lowering the interfacial tension (IFT) value
between the oil and the injected fluid andmobilizing the trapped oil between the reser-
voir’s rock surface. The hydrophobic group of surfactantswill interactwith the oil and
changes its properties, thus making it easier to flow. Betaine is the type of surfactant
that usually used in CEOR. Its structural properties contain both hydrophilic cation
and hydrophilic anion groups that allow low irritation, excellent strong water resis-
tance, and broad applicability [1]. The performance of ASP and SP in flooding appli-
cations can be determined through various tests, including phase behavior analysis,
solubility analysis, and recovery factor determination via direct injection of ASP/SP
into the simulation reservoir system. However, the mechanism and interaction of the
injected CEOR fluid with the reservoir oil require further investigation using more
precise techniques such as rheology tests, interfacial tension (IFT)measurement, and
molecular dynamics simulation.

An alkaline substance is added to the CEOR flooding to hinder surfactant adsorp-
tion to the reservoir surface, thus reducing the IFT value through ionic strength.
According to Leitenmueller et al. [2], carbonate-based alkali is frequently used in
CEOR flooding due to its buffer capacity, which prevents a pH value from changing
dramatically. Thewettability of rock is partially altered by an in-situ emulsion formed
by alkali reacting with naturally occurring acid species of oil. By increasing the
viscosity and decreasing the effective permeability of the injected fluid, the presence
of polymer improves the mobility ratio and sweeps efficiency in the reservoir [3].
HPAM (partially hydrolyzed polyacrylamide) has been used as a mobility control
polymer since the 1960s. The molecule is made up of a flexible chain structure
called a random coil, and as a polyelectrolyte, it interacts with the ions present in the
solution. Additionally, Diaconu et al. 1998 demonstrated that HPAM could increase
the oil recovery factor by thickening the viscosity of injected water-flooded oil and
increasing sweep efficiency [4]. According to a study published in 2017 by Sudhir
Kumar et al. and Seung Jun Lee in 2009, measuring rheological properties is an
excellent tool for describing the parameter for mobility control in chemical EOR.
It will determine the apparent viscosity of EOR polymers as a function of shear
rate, concentration, and temperature, as viscosity is the primary factor to consider
when controlling mobility in EOR processes [5, 6]. Jang et al. [7] demonstrated
the rheological properties of two polymer solutions, xanthan gum and HPAM, by
comparing their viscosities at various salinities, concentrations, and temperatures
[7]. It was discovered that injecting xanthan gum is more effective in reservoirs with
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higher salinity. However, one of xanthan gum’s disadvantages is that it cannot pene-
trate low-permeability rocks [8]. In this work, the IFT analysis and MD simulation
were employed to determine the surfactant’s interfacial reaction directly at the inter-
face and the mechanism by which the IFT value is reduced and its relationship to
viscosity properties. In 2016, Jian C. et al. used MD simulation to investigate the
effect of asphaltene concentrations on the IFT of the oil/water interface [9].

2 Materials and Methods

2.1 Emulsion Rheology Test

The rheological measurement of the emulsion is a valuable tool for understanding
the flow properties of the emulsion during the storage and injection process [10].
The emulsion rheology is also related to emulsion stability. The emulsion produced
by an emulsion tendency test was analyzed by using a rheometer equipped with an
interfacial rheology system (IRS) to study the behavior of emulsion that is related
to rheology properties such as bulk viscosity, viscoelastic, and shear properties. The
IRS consists of a bicone (radius of 34.12 mm and cone angle of 5°) and a glass
of cup (inner radius of 40 mm and height of 20 mm) surrounded by an insulation
jacket and covered by a metallic cap. A 3 mL of emulsion sample was used to fill the
measuring cup for a test. The frequency sweep was performed from 0.00628 to 62.8
angular frequency at 0.1–100% shear rates. For viscosity, the sample was analyzed
at temperatures varied from 30 to 80 °C, and 1 to 70 s−1 shear rates.

2.2 IFT Analysis

The IFTmeasurementwas done to determine the best composition ofASP in reducing
the IFT value. The analysis started by measuring IFT values of a single betaine
surfactant solution in five different concentrations (0.1, 0.2, 0.3, 0.4, and 0.5 M) at
temperatures of 30 and 60 °C. The IFT values between the crude oil and surfactant
solution weremeasured for 60min using spinning drop video tensiometer instrument
(Dataphysics, Germany).

2.3 Molecular Dynamics Simulation

The MD simulation method predicts surfactant mechanisms by lowering the IFT
value in the oil-water interface. The crude oil model used in this method was octane.
A total of 6 simulation systems were designed to probe the IFT trend with varying
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surfactant concentrations. The first systemwas the octane-water interface (200–2100
number of molecules) without any chemicals in the interface. Then, the other simula-
tion systems contained different number of surfactant molecules at the interface (10,
20, 30, 40 and 50) to investigate the effect of concentration on the behavior of surfac-
tant injected in the oil-water interface. The initial structures of all moleculeswere first
built using Chemspace, and the initial coordinates were submitted to the Automated
Topology Builder (ATB) and Repository Version 3.0 server [11] to obtain the chem-
ical topology files. The initial configuration was constructed for all systems using
Packmol with a box dimension of 4× 4× 8 nm. To begin the simulation, the energy
minimization was performed using steepest descent followed by conjugate gradient
methods for 5000 steps. The simulation proceeded with 10 ns NVT MD to establish
proper orientation in the system’s temperature, followed by NPnAT ensemble simu-
lation for 10 ns. Pn and A are the isonormal pressure perpendicular to the z-direction
interface and the isointerfacial area. NPnAT ensemble is capable of predicting the
IFT value in MD simulation [9]. In the NPnAT ensemble, the pressure in only z-
direction is controlled. Throughout this study, all the simulations were computed
using GROMACS software. The temperature and pressure were controlled by the
velocity rescaling thermostat [12] and Parrinello-Rahman barostat [13], respectively
at 303 K, and 1.0 bar. In all simulations, periodic boundary condition, full electro-
statics with particle-mesh Ewaldmethod [14], a cut-off distance of 1.4 nm for van der
Waals, SETTLE algorithm [15] to constrain all bonds for water molecules, LINCS
algorithm [16] to constrain all bonds for solute as well as organic solvent molecules
with a time step of 2.0 fs were used [9].

The IFT was calculated by using the following equation [17]:

γ = 1

2

(
Pz− Px + Py

2

)
Lz (1)

where Px, Py, and Pz are the diagonal components of the pressure tensor, and Lz is
the box length in the z-direction. The effectiveness of this equation and calculation
methodology were proved by calculating the IFT value of the octane-water interface
and comparedwith the experimental data. The results showed that the density and IFT
values calculated by MD simulation and experimental data from literature showed
good agreement. By MD simulation, the IFT value calculated for pure octane with
SPC water was 47.07 mN/m, whereas 50.70 mN/m was obtained experimentally
[18]. While the equilibrium density of the system from NPT simulation at 303 K and
0.1 MPa was 712.95 kg/m3 compared to 698.39 kg/m3 from experimental finding
[19]. This proves that the density and IFT calculation method by MD simulation
was in excellent agreement with the experimental with percentage error of 2.04%
for density and 7.16% for IFT.
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3 Results and Discussions

3.1 Rheological Properties of ASP and SP Emulsion

Thepreviousworkon the rheological properties ofASPandSPemulsions are summa-
rized in Table 1 [20]. The ASP and SP compositions gave efficient rheological prop-
erties in terms of shear and viscoelastic properties, and stability at different temper-
atures making it favorable towards CEOR application. A 20 WC ASP has optimum
emulsion properties with the highest consistency index value (K) interpreted from the
power-law equation representing more shear thinning behavior. A 20 WC also gave
a better viscoelastic property with a lower relaxation time and more stable emulsion
with higher viscosity at high temperatures. The results showed that the polymer can
function efficiently in surfactant, and alkaline also helps to produce better rheolog-
ical properties that increases the sweep efficiency. The study by Narendra Kumar and
Ajay Mandal proved the importance of injected fluid that has a stable viscosity and
viscoelastic properties with high modulus and SF value that is able to increase the oil
recovery [21]. During the fluid injection process in CEOR flooding, the surfactant
reduced the IFT value and mobilize the trapped crude oil between the rock in the
reservoir. The oil mobilizes and forms an oil bank, which cause the decreasing of the
pressure drop due to the greater mobility of water than trapped oil. To overcome this
problem, the good rheological properties of injected fluid, such as viscosity stability,
shear, and viscoelastic properties, are needed to increase the pressure drop that in
turn increases sweep and oil displacement efficiency [21]. Thus, the combination of
S672, Na2CO3, and HPAM in ASP flooding was further analyzed by IFT measure-
ment to determine the best composition in lowering the IFT value. On the other hand,
MD simulation was used to explain the mechanism in reducing the IFT value.

Table 1 Rheological properties of ASP and SP emulsion

System K value from power law
equation

Relaxation time, s Viscosity at 80 °C

ASP (60 crude: 40 brine)

20 WC 1.40 0.0054 8.2

40 WC 0.85 0.067 5.2

50 WC 0.64 0.105 5.7

60 WC 0.79 0.095 8.5

80 WC 0.50 0.090 1.7

SP (60 crude: 40 brine)

20 WC 0.55 0.095 5.4

40 WC 0.44 0.095 7.8

50 WC 0.61 0.099 2.7

60 WC 0.43 0.117 3.4
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Fig. 1 The IFT values
measured with different
concentrations of surfactant
solution at temperature of 30
and 60 °C for 60 min
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3.2 Interfacial Tension (IFT) Analysis

The IFT values of S672 betaine surfactant at different concentrations of 0.1, 0.2,
0.3, 0.4, and 0.5 mol/L were measured. Figure 1 illustrates the IFT values measured
for all surfactant concentration at temperatures of 30 and 60 °C for 60 min. The IFT
values indicated that all concentrations of S672 surfactant from 0.1 to 0.5Mwas able
to mobilize the oil trapped in the pore structure of the reservoir with an IFT value less
than 10–2 mN/m [22]. The figure for both temperatures showed that the IFT value
decreases as the surfactant concentration increases. When the surfactant concentra-
tion was above 0.3 M, the IFT value increased. The phenomenon was caused when
the surfactant solution reached a critical micelle concentration, CMC. At CMC, all
the surfactant molecules were saturated at the interface or surface of the solution.
The addition of more surfactants enhanced the formation of micelles in the solution
and increased the IFT value [23]. From the findings, 0.3 M of S672 surfactant was
the most efficient concentration in reducing the IFT value called optimum concen-
tration. The temperature did not affect the efficiency of the surfactant in reducing
the IFT value. The IFT value remained less than 10–2 mN/m at temperature of 60 °C
indicating that the S672 surfactant has a good heat-resistant ability. As stated by
Negin et al. [24], a surfactant with both positive and negative hydrophilic heads has
a good temperature resistance and thermostability. Zhang et al. [25] also studied the
heat-resistant ability of betaine surfactant and found that the surfactant has a good
resistant-ability [25]. The range of CMC also increased at 60 °C, where 0.2–0.3 M
S672 surfactant gave the lowest IFT values. Therefore, the temperature tolerance
properties of the S672 surfactant are suitable for EOR application and can be used
in a wide temperature range.

3.3 The Mechanism in Reducing IFT Value by MD
Simulation

IFT Calculation and Direct Visualization. All the calculated IFT values are shown
in Fig. 2. The different composition of ASP has different trends as the concentration
increases. In surfactant system, the IFT values decreased from 37.20 to 19.07 mN/m
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Fig. 2 Interfacial tension value of surfactant at the different number of molecules

as the surfactant concentration (molecules) increased indicating thatmore surfactants
adsorbed in the oil/water interface [26]. The snapshot of surfactant systems (10 and 50
molecules) at temperature of 300 K and pressure of 0.1 MPa after 10 ns simulation
are shown in Fig. 3. It can be observed that all the surfactants adsorbed perfectly
at the interface, where more surfactant molecules were adsorbed for 50 molecules
surfactant system. The adsorption of surfactant in the interface played the most
prominent role in lowering the IFT value of the interface system. The higher the
surfactant adsorption, the lower the IFT value until the surfactant reached the highest
concentration, where the IFT value decreased [27].

Fig. 3 Snapshot of surfactant systems for a 10 and b 50 surfactant molecules at 303 K and 0.1MPa
after 10 ns NPnAT simulation. Green represents the surfactant, and red represents water molecules.
The octane molecules were removed for clarity
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4 Conclusion

In conclusion, the rheological properties of 20 WC ASP composition were the most
efficient inmobilizing the oil. The IFT values for the surfactant systemswere success-
fully determined at five different concentrations, with 0.3M serving as the CMC. The
MD simulation technique was successfully performed to calculate the IFT values for
the surfactant systems, and the results were in agreement with experimental findings.
The IFT value decreased as the surfactant concentration increased. The adsorption
of surfactant molecules at the interface was observed that showed perfect correlation
with the IFT values. In addition, the IFT value decreased as the adsorption of surfac-
tant molecules at the interface increased. The future works will focus on conducting
additional analysis on the IFT surfactant solution, both experimentally and through
MD simulation, with the addition of alkaline and polymer, in order to determine the
optimal ASP composition in lowering the IFT value and investigating its mechanism,
respectively.

Acknowledgements The author thanks PETRONAS Group Research and Technology (GR&T)
for the research grant to conduct this research.
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Abstract Solvation free energyofCO2 in six choliniumbased ionic liquids (ILs)was
predicted by using Bennet Acceptance Ratio (BAR) method employed in molecular
dynamics (MD) simulation. From solvation free energy, the degree removal of acid
gases can be measured by gas solubility in liquids and quantified by excess chemical
potential (μex) and Henry’s law constant (kH) . In this work, the predicted solvation
free energies of CO2 in six [Chl][AA] ILs showed the highest value of kH was
78.89 atm obtained by [Chl][SRI] and the lowest value gained by [Chl][MEH] was
45.35 atm. Radial distribution function (RDF) for specific atom of CO2 and pure ILs
was evaluated to assess our understanding on the interaction between the gas and the
ILs. There were several characteristics that affected the solubility of CO2 in these
six cholinium-based ILs such as the type of amines, functional group, free volume
of ILs, and length of alkyl chain of anions.
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1 Introduction

CO2 is a colorless and odorless gas that exist in the natural sources such as volcanos,
petroleum and natural gas. CO2 also can be found in industrial like petrochemicals,
chemical manufacturing plants, coal fired power plants, and cement manufacturing
[1]. The increasing of CO2 emission in the atmosphere had caused some serious
environmental problems such as greenhouse effect, global warming, ocean acidifi-
cation and others. Consequently, many technologies were developed to reduce and
control the CO2 emissions. The current technologies that are being used to reduce
CO2 emissions are carbon capture and storage, adsorption, absorption, scrubbing, and
cryogenic separation. The option of methods generally based on the process which is
pre-combustion, post combustion or oxy fuel combustion [2]. The most technology
that is being used for acid gases removal such as CO2 and H2S is amine gas treating.
In this process, several of amine-based solvents are used, for example diethanolamine
(DEA), monoethanolamine (MEA), and methyldiethanolamine (MDEA), to remove
the acid gases [3]. Even though these aqueous amine solutions are useful, but this
process still suffers serious drawbacks like high energy consumption, costly, solvent
loss, corrosion, and degradation by oxidation [4]. Therefore, to solve these problems,
the suitable solvents with an outstanding performance were developed such as ionic
liquids (ILs). ILs are molten organic salts that consists of cation and anion with the
melting point below 100 °C. The use of ILs as solvents for acid gas removal receives
great attention from researchers due to its unique properties such as low vapor pres-
sure, ability to dissolve a variety of chemical compounds, and high thermal and
chemical stability [5]. Furthermore, the physical and chemical properties of ILs also
can be tuned by altered the structure of cations or anions [6]. These unique character-
istics of ILsmake them suitable forwide range of applications in energymanagement,
gas separation, catalysis and others [7, 8].

For the past few decades, it was reported that the solubility of acid gases in ILs
was rapidly increased. In 2001, the first solubility of CO2 in [bmim][PF6] at temper-
ature of 313 K was investigated by Blanchard et al. [9]. Their findings showed that
the solubility of CO2 was about 0.6 mol fraction at ambient pressure up to 8 MPa.
However, when the pressure was below ambient pressure, the highest solubility of
CO2 only 0.035 mol fraction. The usage of conventional ILs in industrial to absorb
CO2 can only be applied at high pressure (89 atm or higher) and it would take a longer
time to achieve equilibrium [10]. Hence, functionalized ILs was designed to enhance
CO2 capture by incorporating imidazolium cation with amine [11]. Primary amine
was used in amine functionalized ILs for absorption of CO2 and the highest molar
uptake of CO2 per mole of [pNH2bim][PF6] at normal pressure and temperature
was found to be 0.5 mol fraction. Due to these findings, many of amino acid based
ILs have been developed for acid gases removal [12, 13]. In addition, some other
researchers have also studied CO2 solubility or absorption through computer simu-
lation. In 2010, Gurkan et al., studied the experimental and theoretical absorption of
CO2 under 298 K and the pressure from 1 to 3 atm [14]. The results showed that by
using amine tethered at the anions component compared to the cations, the equimolar
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uptake can be simply achieved which in agreement with other previous study [15].
Besides, they also proposed to eliminate the viscosity issues by synthesizing ILs with
aprotic heterocyclic anions (AHA). These AHA ILs have provided improvement in
amino ILs structural properties that led to lower viscosity of ILs. Other than that, the
predicted solubility of CO2 in terms of Henry’s constant in [bmim][PF6] were calcu-
lated using test particle insertion method [16]. The results showed underestimation
of Henry’s constant due to overestimation of the interaction strength between solute
and solvent. These findings indicated that interaction of anions with solute was one
of the factors that can affect the solubility of gas compared to cations [16].

Even though ILs can act as a favourable choice for acid gas capture but some
of the ILs are not environmentally friendly since some of them may contain long
alkyl chains that consequently increase their toxicities such as imidazolium, pyri-
dinium, pyrrolidinium and morpholinium based ILs [17]. Hence, to solve this
problem, the cation should be based on the natural derivatives, low toxicity, and
biocompatibility such as cholinium based ionic liquids. Cholinium is a N,N,N-
trimethylethanolammonium cation which is quaternary ammonium salt and this
cation exhibits low toxicity due to the presence hydroxyl group. Figure 1 shows
the structure of cholinium cation in 3D.

Cholinium based ILs are able to dissolve almost all insoluble materials due to
their high ability to form hydrogen bond. Therefore, cholinium based ILs are widely
being used in the industrial applications [18]. Besides, Yuan et al. successfully
demonstrated the ability of aqueous cholinium-based ILs as CO2 absorbents with
the absorption capacity of 1.454 mol CO2/kg absorbent at 308.2 K [19]. Further-
more, ether functionalized cholinium-based amino acid ILs exhibited an excellent
CO2 capture capacity ranging from 1.62 to 4.31mol of CO2/kg and themechanism of
reaction was supported by DFT calculation [20]. Hence, to contemplate the low toxic
and environmentally friendly of the cholinium cation, it is important to incorporate
with the competent anion pair in order to develop more favorable absorbent such as
amino acids anions. According to Aparicio et al., choline that tethered with amino
acid anions can be used in acidic gas separation from biogas. This is due to the strong
polar-polar interaction in the protein that can contribute to gas capture [18].

Fig. 1 Structure of
cholinium cation [Chl]+
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It is important to understand themicroscopic and structure characteristics of ILs in
designing ILs for specific purposes. Although, the study of dynamic properties of ILs
through computer simulation is increasing, but there have been little reported about
the theoretical study on functionalized ILs especially amino acid ILs in molecular
dynamics simulation viaOPLS force field. This project was focused on the analysis
of the solubility of CO2 in cholinium based amino acid, [Chl][AA], ILs. In this piece
of work, cholinium based ILs were selected to be paired with six amino acids anions
and the density of these ILswere predicted at 298K and 1 bar. The solubility and ther-
modynamic properties such as excess chemical potential (μex), Henry’s law constant
(kH ), enthalpy (hex), entropy (sex) andRDFwere also calculated. The predicted results
were compared with the available experimental data from other literature studies.

2 Computational Details

2.1 Structure Optimization

The geometry structures of solute and solvents were optimized using density func-
tional theory (DFT) performed with the basic set B3-LYP in Turbomole (TmoleX)
[20].

2.2 Force Fields Validation

In computer simulation, it is important to validate the force fields to obtain the
accurate results. The ILs topology was prompted using antechamber and then was
converted to Groningen Machine for Chemical Simulation (GROMACS) topology
using Antechamber Python Parser interface (ACPYPE) Phython script. In this work,
force fields usedwas Optimized Potentials for Liquids Simulations (OPLS) and Eq. 1
shows the summaries of the OPLS force field’s equation.

The OPLS force field parameters for six [Chl][AA] ILs were obtained from
previous studies [21]. In this study, the selected six [Chl][AA] ILs, as shown in
Table 1, are [Chl][SRI], [Chl][GLZ], [Chl][MEH], [Chl][PHY], [Chl][ALN] and
[Chl][PRL]. By using Packmol, all the simulations were simulated in the cubic box
with the dimension of 4.5 nm × 4.5 nm × 4.5 nm [22]. Based on the actual density
of cholinium based ILs, the number of molecules that can fit in the simulation box
was calculated. Table 1 displays the number of molecules in the simulation box.

U
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Table 1 Number of molecules used in the simulation box for MD simulation

Entry Cholinium based amino acids ILs Number of molecules

Cation Anion

1 [Chl][SRI] 316 316

2 [Chl][GLZ] 352 352

3 [Chl][MEH] 249 249

4 [Chl][PHY] 234 234

5 [Chl][ALN] 318 318

6 [Chl][PRL] 282 282

+
∑
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N∑

n=1
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(1)

The number of steps used was 2.0 fs with PBC for all directions (x, y, z). Lennard
Jones and Coulomb (non-bonded) interactions was calculated up to 1.2 nm and the
electrostatic interactions was calculated using PME [23, 24] with a grid spacing of
0.12 nm and fourth order interpolation. In every 5 steps, the neighbor searching of
1.2 nm was updated. Pressure and temperature were controlled by using Berendsen
barostat and Berendsen thermostat. The bond lengths were constrained with LINCS
[25]. Two heat baths were supplied with heat and the temperature coupling constant
was 0.1 ps. 1.0 bar of pressure and 2.0 ps of relaxation time were applied. The
isothermal compressibility for pressure control was set as 4.5 × 10−5 bar−1. Every
500 steps the energies, forces, velocities, and trajectories were recorded.

Each system underwent energyminimization using steepest descent then followed
by conjugate gradient with 5000 steps each. After minimization, the simulations
were then subjected to pre-equilibrated canonical ensemble (NVT) with 5 ns imple-
mented to control the temperature. The equilibration process was continued with the
isothermal-isobaric ensemble (NPT) with 50 ns time run. Both simulations of NVT
and NPT were carried out with different temperatures starting from 293 to 363 K at
1 bar.
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2.3 Solvation Free Energy

Solubility of CO2 can be predicted by using solvation free energy calculation. Solva-
tion free energy of CO2 in six [Chl][AA] ILs was calculated theoretically using
Bennett Acceptance Ratio (BAR) method. Bennett equation is shown in Eq. 2.

�GBAR
j i = kBT

(

In
f
(
Hi − Hj + C

)
j

f
(
Hj − Hi − C

)
i

)

+ C (2)

According to Bennett [26], Eq. 2 is the initial steps to evolve free energy calcula-
tion i.e. by knowing how many lambda, λ, points needed to explain the free energy
difference between states i and j. kB is the Boltzmann constant, T is temperature
while for Hi and Hj represent the Hamiltonians at states i and j, respectively. Value
of C is determined repetitively to get f

(
Hi − Hj + C

)
j = f

(
Hj − Hi + C

)
i where

f is the Fermi function (Eq. 3) [27].

f (x) = 1

1+ exp
(

x
kBT

) (3)

The free energy deviation between the states is acquired from Eqs. 4 and 5.

�GBAR
j i = −kBT In

N j

Ni
+ C (4)

�GBAR
j i =

n−1∑

i=1

�GBAR
i+1,i (5)

where Ni and Nj represent the number of coordinates frames at λi and λj. Generally,
if there is sufficient overlap between the energy differences in forward and backward
state, the convergence of this operation can be fulfilled. Besides, this part is required
for BARmethod. These can be noticed by the overlap integral that can be obtained in
normalized histograms of energy differences [28]. According to our previous work,
in order to obtain valid results, the integral should be at least 0.01. However, if there is
an insufficient overlap, the iterative procedure does not converge nor produce invalid
results [26].

�UFW
l = U (λl+1) −U (λl)|λi

(6)

�UBW
l+1 = U (λl) −U (λl+1)|λi

(7)

Theλ symbol inEqs. 6 and 7 shows theλ-valuewhere the trajectorywas prompted.
When the histograms of UFW

l and UBW
l+1 are overlaying, the overlap is not easily

spotted because the exact amount of the overlapping is difficult to estimate by visual



Free Energy Calculation of CO2 in Cholinium-Based … 163

Table 2 Number of
molecules used in simulation
box for solvation free energy

Entry [Chl][AA] ILs Number of molecules

Cation Anion

1 TIP4P 907

2 [Chl][SRI] 92 92

3 [Chl][GLZ] 104 104

4 [Chl][MEH] 73 73

5 [Chl][PHY] 69 69

6 [Chl][ALN] 94 94

7 [Chl][PRL] 83 83

inspection. Thus, by using the overlap integral OIl,l+1 as numerical guide, it can
enhance the existing free energy. The interval λl, λl+1 is defined as in Eq. 8.

OIBARl,l+1 = 2.
B∑

b=1

hb
(
�UFW

l

)
.hb

(
�UBW

l+1

)

hb
(
�UFW

l

) + hb
(
�UBW

l+1

) (8)

where hb(X) is a normalized histogram of quantity X with a total number of B bins.
According to the definition, the configurations in the overlap zone will displays non-
zero contributions to OIBARl,l+1. This means that 0 indicates no overlapping while 1
indicates perfect overlapping. In every system, CO2 molecules was placed at the
centre of a 3.0 nm× 3.0 nm× 3.0 nm in the simulation box and solvated in ILs and
aqueous system using the TIP4P water model. Table 2 shows the listed number of
molecules and [Chl][AA] ILs used in the simulation box for solvation free energy.

The solvation free energy of CO2 was conducted by using the same conditions
and parameters as in pure ILs except for the additional free energy parameters in
this simulation. This additional is 21 equidistant sets of λ, i.e. from λ = 0 to λ = 1,
with 5 ns simulation time for each λ. Meanwhile, the soft-core energy parameters
were set to αLJ = 0.5, λ power reliance was set to 2 and the soft-core sigma was =
0.3. The post-processing of BAR which are coordinates, δH/δλ, and velocities were
saved to disk at every 5 steps. Every node needs to undergo energy minimization
which were 5000 steps of steepest descent and accompanied with 5000 steps of
conjugate gradient. Then, the position restrains was applied in the system, and the
system required to pre-equilibrate in in canonical ensemble (NVT) for 100 ps [29].

Afterwards, the system was continued for 2 ns in isobaric-isothermal (NPT) at
298K and the datawas recorded at the last 1 ns. For the calculation of free energywith
BAR, it is essential to gain the post-processing data. Based on Eq. 2, it is important
to calculate the energy difference between the system at Hi and Hj over the trajec-
tories simulated at Hi and Hj separately. Hence, bonded, non-bonded and kinetic
energies required a re-calculation for the post-processing steps. For this study, OPLS
force field was used to implement the MD simulations and BAR calculations. For
successful treatment for all atoms in the system, theGROMACSpackages version 5.1
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was applied. This is because this system provided highly optimized and parallelized
algorithms [29].

After simulations were accomplished, the free energy deviation was gained from
the output data using GROMACS BAR tool to obtain the solvation free energy. The
solubility of CO2 in liquids solvents can be gained byMD simulation by determining
the excess chemical potential (μex) andHenry’s law constant (kH ) . Basically,Henry’s
law constant is implemented to estimate gas solubility in a liquid at definite dilution.
The solubility of gas is greater when the value of Henry’s law constant is the lower. In
addition, Henry’s constant can be attained from excess chemical potential as shown
in Eq. 9.

kH = RTρ

M
exp

(
μex

RT

)
(9)

where μex is excess chemical potential, R is gas constant, T represents temperature
(K), ρ and M are the density and molecular weight of pure ILs, respectively. In
order to calculate the excess properties such as enthalpy and entropy (hex and sex),
numerical temperature derivatives were carried out for the excess chemical potential
based on Eqs. 10 and 11 [30].

sex = −
[
∂μex

∂T

]
(10)

hex = μex + sex (11)

3 Results and Discussion

3.1 Solvation Free Energy of CO2 in Water

Solvation free energy also can be used for the validation of the OPLS force fields,
particularly to determine the possibility of empirical parameters for instance partial
atomic charges [31]. Water is one of the conventional solvents that has been used
to evaluate the dependability of the physical model in estimating the solvation free
energy due to its significant biological relevance and accessibility of experimental
results [32]. The solubility of CO2 in water was predicted by using the same force
field used in our previous paper [21]. CO2 was contemplated as most soluble when
the value of μex is in negative value compared when the value of μex is in positive
value. To attain the reliable results, the predicted solvation free energy obtained in
this work was compared with other literature studies using different force fields and
methods. According to Table 3, Entry 1 to 3 used the same water model, i.e. TIP4P,
and the values of kH for Entry 1, 2, and 3 were 2446.91 atm, 2388.35 atm and
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Table 3 Excess chemical potential (μex) and Henry’s law constant (kH ) for CO2 in water at 298 K
and 1.0 bar

Entry Method μex

simulation
(kJ/mol)

μex experiment
(kJ/mol)

(kH)
simulation
(atm)

(kH)
experiment
(atm)

Refs.

1 BAR 1.49 – 2446.91 – This
work

2 Widom 1.48 – 2388.35 – [33]

3 FEP 1.28 – – – [33]

4 Experiment – 1.24 – 2358.75 [34]

5 Experiment – 1.00 – 2011.90 [35]

2187.02 atm, respectively [33]. There was slightly difference in the kH value which
was possibly due to the different conditions and methods performed in simulation.
The solubilities of CO2 in Entry 2 and 3 were estimated at 298 K and the pressure
of 1.0 bar. Meanwhile, for Entry 4 and 5, the solubilities of CO2 were obtained from
experimental studieswith the kH values of 2358.75 atm and 2011.90 atm, respectively
[34]. Overall, based on the data in Table 3, it can be concluded that the kH value of
CO2 in this work was the highest compared to other studies indicating that CO2 was
least soluble in water.

3.2 Solvation of Free Energy of CO2 in [ChI][AA] ILs

Shivakumar et al. stated that solvation free energy is a significant indicator in vali-
dating the solvent models and force fields [36]. Besides, it is also vital to use other
thanwater as the solvents to ascertain the accuracy of the solvation free energy ofCO2

[37]. The predicted solvation free energies of CO2 in [Chl][AA] ILs are presented in
Table 4.

Based on data in Table 4, there was a large difference in terms of kH for CO2

in water and in ILs systems. The kH value of CO2 in water was higher compared
to CO2 in [Chl][AA] ILs indicating that the CO2 was more soluble in [Chl][AA]
ILs compared to in aqueous system. Solubility of CO2 can be expressed in terms of
excess chemical potential (μex) and Henry’s law constant values (kH) [38]. In this
study, the pressure range was not high enough to affect Henry’s law constant to be a
strong function of pressure. Besides, under specific conditions, Henry’s law constant
is less dependent on the pressure [39]. CO2 was least soluble in [Chl][SRI] showed
by the smallest value of μex and the highest value of kH. Meanwhile, CO2 was most
soluble in [Chl][MEH] showed by the highest value of μex and the smallest value
of kH. In general, the estimated free energies of CO2 in [Chl][AA] ILs were found
to be in the range of 45.35–78.89 atm which was close to the values of the previous
studies [40, 41].
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Table 4 Excess chemical potential (μex), and Henry’s law constant (kH) of CO2 in six [CHL][AA]
ILs at 298 K and 1.0 bar

System Excess chemical
potential, μex

(kJ/mol)

Henry’s law
constant, kH
(atm)

Enthalpy, hex

(kJ/mol)
Entropy, sex(×
10–3 kJ/K mol)

CO2-water
system

1.49 ± 0.00 2446.91 −2.28 −1.54

[Chl][MEH] −2.19 ± 0.05 45.35 −5.90 −12.46

[Chl][PHY] −1.36 ± 0.03 58.83 −0.21 3.85

[Chl][PRL] −1.82 ± 001 59.67 −3.70 −6.31

[Chl][ALN] −2.02 ± 0.03 62.66 −3.81 −6.0

[Chl][GLZ] −1.88 ± 0.09 73.56 −2.84 −3.23

[Chl][SRI] −1.39 ± 0.02 78.89 −0.43 3.23

The solubility of CO2 can be affected by several factors such as type of functional
group, type of amine, free volume effects and length of alkyl chain of anions. In
this study, based on Henry’s law constant, the solubility of CO2 in [Chl][AA] ILs
with different anions increased in the following order: [Chl][SRI] < [Chl][GLZ] <
[Chl][ALN] < [Chl][PRL] < [Chl][PHY] < [Chl][MEH]. The existence of (OH–)
group in [SRI]− anion created stronger hydrogen bonding interaction of cation and
anionwhich in turn decreased the free volumeof ILs resulting in low solubility ofCO2

[42]. CO2 solubility in [Chl][MEH], [Chl][PHY], [Chl][GLZ], and [Chl][ALN] was
affected by the length of alkyl chain of anions. Ma et al. stated that by decreasing the
length of alkyl chain of anions, the molar density of ILs increased, hence decreasing
the free volume of ILs [10]. Therefore, it is difficult for CO2 to accommodate the void
space in the ILs which in turn reduces the solubility of CO2. This could explain the
lower solubility of CO2 in [Chl][GLZ] and [Chl][ALN] compared to [Chl][PHY] and
[Chl][MEH] as [GLZ]− and [ALN]− have shorter alkyl chain length than [PHY]−
and [MEH]−.

According to Xing et al., aminate-anion ILs were more dominant in dissolving
CO2 compared to aminate-cation ILs [43, 44]. Aminate-cation ILs have stronger
interaction between anion and cation which makes amine group less accessible
for CO2 interactions resulting in the decrease of CO2 solubility [44]. Although
[Chl][PRL] has a long alkyl chain length due to its pentagon ring, the solubility
of CO2 in [Chl][PRL] was found to be lower than in [Chl][PHY] and [Chl][MEH].
This could be due to prolinate anion ([PRL]−), that caused the steric hindrance effect
resulting in the difficulty of CO2 to access and interact with nitrogen atom in [PRL]−
[43].

The solvation of enthalpy is the measurement for the strength of interaction
between the ILs and solute. Meanwhile, the solvation of entropy is used to deter-
mine the degree of randomness or ordering in the solution which correlate with gas
dissolution [45]. Table 4 displays the estimated solvation entropy and enthalpy for
CO2-ILs systems at 1.0 bar and 298 K. In general, low value of hex (less negative
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value) indicates weak interaction between gas and ILs, while high value of sex (less
negative value) indicates high degree of ordering. All the predicted hex values were
lowwhich was in good agreement with the literature [46]. Solvation enthalpy of CO2

increased in following order: [Chl][PHY] < [Chl][SRI] < [Chl][GLZ] < [Chl][ALN]
< [Chl][PRL] < [Chl][MEH]. It can be concluded that CO2 has stronger interaction
with [Chl]+ and [MEH]− compared to other ILs.

The solvation entropy of CO2 in cholinium based ILs decreased in the following
order: [Chl][PHY] > [Chl][SRI] > [Chl][GLZ] > [Chl][ALN] > [Chl][PRL] >
[Chl][MEH]. This can be elucidated that [Chl][MEH] has the lowest of randomness
due to strong interaction between solute and solvent resulting in higher solubility
of CO2 in [Chl][MEH]. Besides, the negative value of sex was due to finite space
arrangement for solute in solvent which creates strong hydrogen bonding interaction
between the carbonyl or hydroxyl group in IL with CO2 [38]. From our previous
work, it was found that solvation of enthalpy displayed more dominant effect in term
of gas solubility compared to the solvation of entropy [21].

3.3 Radial Distribution Function (RDF)

Radial distribution function (RDF) is a qualitative analysis used to measure the
probability of a pair of atoms or molecules at a certain distance, r, with the same
density and same probability in random distribution function as shown in Eq. 12.

RDFg(r) = ρ(r)

(ρ)
(12)

Figure 2a, b illustrate the RDF graphs for CO2-cation, CO2-anion and cation–
anion. The solvation shell of CO2-cation for [Chl][SRI] and [Chl][MEH] was
spotted at the same distance around 0.50 nm. For cation–anion peaks, [Chl][SRI]
and [Chl][MEH] were located at different distance which were about 0.51 nm and
0.59 nm, respectively. Although [Chl][MEH] has longer distance than [Chl][SRI],
but [Chl][MEH] had broader peak than [Chl][SRI]. This can be explained in term
of length of alkyl chain of anions and interaction energy between the ILs and gas.
Methionate anion ([MEH]−) has longer alkyl chain than serinate anion ([SRI]−)
which led to decrease in molar density of ILs. Safavi et al. mentioned that molar
density of ILs was directly proportional to the interaction strength between cation
and anion. As the molar density of ILs decreases, the interaction between anion and
cation become weaker thus increases the free volume of ILs resulting in higher solu-
bility of CO2 [47]. The CO2-anion solvation peaks of CO2-MEH and CO2-SRI were
discovered at ~0.45 nm and ~0.43 nm, respectively. Even though, CO2-MEH has
slightly longer distance than CO2-SRI, but CO2-SRI had broader peak compared to
CO2-MEH. This indicates that CO2 has weak interaction with [SRI]− causing low
CO2 solubility which was in good agreement with the predicted hex.
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Fig. 2 Centre of mass RDF
for the cation–anion,
cation-CO2 and anion-CO2
interactions in a [Chl][MEH]
and b [Chl][SRI]

Figure 3 exhibits the RDF graphs of CO2 solvated in [Chl][AA] ILs. Figure 3a
represents the CO2-anions RDF using hydrogen or oxygen atom for anions and
carbon atom for CO2. The highest peaks of C-MEH and C-PHY were found to be
located at near ~0.36 nm and these peaks decreased to the distance at about ~0.35 nm
for C-GLZ, C-ALN and C-PRL, whereas, for C-GLZ the peak was discovered at
around ~0.34 nm. These findings showed great correspondence to the work carried
out by Harun et al. [48]. Meanwhile, Fig. 3b depicts the RDF graphs for anions and
oxygen atoms in CO2. The O-MEH, O-ALN, O-PRL, and O-PHY showed the peaks
located at ~0.33 nm while the O-GLZ and O-SRI spotted the peak around ~0.32 nm.
Based on Fig. 3a, b, it can be said that oxygen from CO2 is more oriented towards
anions compared to carbon from CO2.
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Fig. 3 Atom–atom pair radial distribution function (RDF) for CO2 in ILs. a Carbon atom of CO2
with anions, b Oxygen atom of CO2 with anions, c Carbon atom of CO2 with hydrogen atom as
the centre of cations and d Oxygen atom of CO2 with hydrogen atom as a centre of cations

Figure 3c, d display the RDF of CO2-cations by using oxygen and carbon from
CO2 and hydrogen atom as the centre of cation. It can be observed that C(CO2)-
cations have longer distance at ~0.37 nm than O(CO2)-cations at distance ~0.35 nm.
From Fig. 3, generally, it can be concluded that oxygen atoms from CO2 were more
oriented towards cations and anion compared to carbon atom from CO2 and these
results are in good agreement with previous work [35]. Furthermore, it also indicates
that CO2 well interacted with the ILs due to intermolecular interaction [48]. This
would contribute to high CO2 solubility in [Chl][AA] ILs. Figure 4 exemplifies the
interaction of CO2 molecules with cations and anions in MD simulation.
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Fig. 4 MD snapshots of CO2 and [Chl][AA] ILs. a CO2-[Chl][GLZ], b CO2-[Chl][PHY], c CO2-
[Chl][ALN], d CO2-[Chl][MEH], e CO2-[Chl][PRL] and f CO2-[Chl][SRI]

4 Conclusion

In conclusion, the solvation free energies of CO2 in six [Chl][AA] ILs were success-
fully reproduced using the BARmethod with the values of Henry’s law constant (kH)
ranging from 45.35 to 78.89 atm, at 298 K and 1.0 bar. The lower the value of kH,
the greater the solubility of CO2 in the ILs. CO2 showed the highest solubility in
[Chl][MEH] and was least soluble in [Chl][SRI]. From the radial distribution func-
tion (RDF) results, it showed that oxygen atom was more oriented towards anions
and cations compared to the carbon atom fromCO2. The longer alkyl chain of anions
reduced the interactions between cation and anion, thus provided more space (free
volume) for CO2 to occupy.
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Abstract In this study, microwave-assisted solvothermal liquefaction was investi-
gated to produce bio-oil from Kenaf stalks. Optimization of process parameters was
performed using concentrated sulfuric acid as catalyst at biomass to solvent ratio of
1:10, catalyst loading of 10% and microwave power of 300 W with constant stir-
ring at 200 rpm. The maximum bio-oil yield of 87% was achieved at temperature of
180 °C for duration of 20 min, in which ethanol was used as solvent. Different types
of catalysts were also tested to produce bio-oil at the optimum process conditions. It
was found that synthesized ionic liquid [BMIM][Cl] catalyst could give the highest
quality of bio-oil in terms of heating value (26.55 MJ/kg) with considerable bio-oil
yield.
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1 Introduction

The rapid depletion of fossil fuels, as well as the aftermath of fossil fuel usage have
led researchers around the world to search for a promising renewable energy. Bio-oil
derived from plants and animals is one of the potential alternatives, which has gained
widespread recognition around the globe. Bio-oil is a mixture of various hydro-
carbons compounds, usually containing acids, alcohols, aldehydes, esters, ketones,
phenols and lignin-derived oligomers. Bio-oil is commonly used as substitute for fuel
in engines, boilers and turbines. According to Mohan et al. [1], bio-oils emits negli-
gible amount of SOx and relatively lower amount of NOx, as compared to the fossil
fuels. In addition, bio-oil can also be used for production of adhesives, surfactants,
pharmaceuticals and bio-degradable polymers.

In the recent years, various technologies have been developed to produce liquid
bio-oil products from lignocellulosic biomass. These biomass conversion technolo-
gies are divided into two main categories, biochemical conversion and thermochem-
ical conversion [2].As compared to biochemical conversion, thermochemical conver-
sion is processed at relatively higher temperature. Furthermore, the process is usually
performed under pressurized condition and in inert atmosphere. The thermochem-
ical conversion can be further classified into different methods namely, pyrolysis,
liquefaction, gasification and combustion. Among the technologies, the solvothermal
liquefaction seems to be a more promising method due to its low operating temper-
ature (523–647 K) and pressure (40–220 bar) as compared to the pyrolysis method
[3].

The liquefaction of biomass to produce bio-oil often contained many shortcom-
ings, as compared to the conventional fossil fuels, such as high oxygen content, high
acid value and low heating value [3]. Therefore, the production of bio-oil requires
the process parameters to be optimized to obtain maximum yield and high quality
of final product. It is interesting to note that, the yield and the quality of bio-oil
synthesized via microwave irradiation have not been investigated thoroughly. The
microwave irradiation offers the advantage of extremely rapid heating throughout the
volume of the reaction mixture because it penetrates and produces a volumetrically
distributed heat source.

In this study, the optimization of process parameters for liquefaction of Kenaf
stalks was investigated using solvothermal liquefaction process under the irradiation
of microwave to maximize the energy efficiency, as well as reducing the process
duration. The optimum reaction conditions where a maximum bio-oil yield was
achievedwere then utilised to further study the effect of catalyst types on liquefaction
yield and bio-oil quality. The catalysts used include homogeneous sulfuric acid,
heterogeneous ZSM-5 and ionic liquid [BMIM][Cl] catalysts. The synthesis and
characterization of the ionic liquid have been covered in this study.
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2 Methodology

2.1 Synthesis of Ionic Liquid [BMIM][Cl]

20 g of 1-methylimidazolewas transferred into a 3-neck round-bottomflask. 22.5 g of
1-chlorobutane was added into the round-bottom flask. The mixture was then heated
to 80 °C under reflux for 48 h in a silicon oil bath. After the reaction, the sample was
cooled to room temperature and washed five times with ethyl acetate. The remaining
ethyl acetate in the solution was further removed using rotary evaporator at 50 °C
under vacuum for 5 h.

2.2 Characterization of Ionic Liquid [BMIM][Cl]

The molecular structure and conformation of the synthesized ionic liquid of 1-Butyl-
3-methylimidazolium Chloride ([BMIM][Cl]) was analysed using 1H-NMR spec-
trometer (Bruker Aviance III NMR) at 500MHz. 25mg of the ionic liquid wasmixed
with 0.65 mL of dimethyl sulfoxide (DMSO) as solvent and transferred into NMR
tube for the analysis.

The moisture content was measured by titration (Metler Toledo V30 Karl Fischer
Titrator). 0.3 g of the ionic liquid was added into a vial and tightly sealed. The vial
was then heated up at 110 °C for 10min. A blank (empty vial) was also prepared. The
result obtained for the [BMIM][Cl] sample was in relevance of the blank sample.

2.3 Optimization of Solvothermal Liquefaction Process

Kenaf stalks were purchased from Lembaga Kenaf dan Tembakau Negara (LKTN),
Malaysia. The Kenaf stalks were grinded and sieved to <0.4 mm particle size.
The solvothermal liquefaction process was carried out using Milestone Advanced
Microwave Synthesis (MA143). The liquefaction process was started off by loading
Kenaf stalks and ethanol at ratio of 1:10. Then, 0.2 g of concentrated sulfuric acid
(H2SO4) catalyst was added into vessel. A magnetic bar stirrer was then placed into
the vessel. The vessel was tightly capped and placed into microwave.

The liquefaction process was subjected to different reaction temperature (140–
200 °C), duration (10–25 min) and type of solvent [ethanol, water and ethanol–
water (1:1)]. After the reaction, the products were allowed to cool down to room
temperature. Then, the liquefied products were dissolved in 100 mL of solvent,
under constant stirring for 4 h at 400 rpm. The products were then filtered through
Whatman 1442–110 filter paper using a vacuumfiltration pump, to separate the liquid
and solid residues. The solid residues were further washed with solvent to ensure
maximum liquid products has been extracted. The liquid products were then rotary
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evaporated at 50 °C under reduced pressure of 120 mbar to remove the solvent. The
final product, which was a black viscous liquid was obtained.

2.4 Effect of Catalysts

The solvothermal liquefaction process was then carried out at optimum reaction
condition using different type of catalysts of commercial heterogeneous Zeolite
Socony Mobil-5 (ZSM-5; Zeolyst), and synthesized ionic liquid [BMIM][Cl].

2.5 Qualitative and Quantitative Analysis

The synthesized bio-oil was qualitatively analyzed usingGC-MS (ShimadzuGCMS-
QP2020) with a capillary polar wax column (30.00 m × 0.25 mm × 0.25 μm). The
pressure was 83.50 kPa. The injection volume had the total flow of 34.50 mL/min.
The oven temperature was fixed at 40 °C and was hold for 1 min, before ramping it
up to 250 °C (6 °C/min) and hold for 24 min. The split mode with the ratio of 20:1
was employed, while the injection temperature was set at 250 °C. Helium gas was
used as the carrier gas with the flow rate of 1.50 mL/min.

The carbon, hydrogen, nitrogen and sulfur contents were quantitatively measured
using CHNS analyser (CHNS Elementar Variomicro Cube). The elemental composi-
tion obtained from the CHNSwere used to compute the higher heating values (HHV)
using Dulong formula:

HHV (MJ/kg) = 0.3383ZC+ 1.422(ZH− ZO/8) (1)

where ZC, ZH and ZO represent the weight percentage of carbon, hydrogen and
oxygen content present in the bio-oil, respectively.

3 Result

3.1 Characterization of Catalyst

Figure 1 shows the NMR spectrum of synthesized ionic liquid [BMIM][Cl]. As can
be seen, the result obtained was as follows: 1H-NMR (500 MHz, DMSO, ppm): δ

9.500 (s, 0H), 7.877–7.800 (d, 1H), 4.216–4.187 (t, 2H), 3.880 (s, 0H), 1.793–1.734
(p, 4H), 1.283–1.208 (m, 5H), 0.901 (t, 2H).
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Fig. 1 1H-NMR spectrum of synthesized [BMIM][Cl]

From the result, there were few foreign peaks appear in the spectrum. At δ 3.445,
the signal refers to the moisture present in the sample. This suggested that the synthe-
sized [BMIM][Cl] may contain some moisture as impurity. In addition, another
singlet (δ 2.509) was noticed which could be due to the impurity of DMSO solvent.

The moisture content of the ionic liquid [BMIM][Cl] was determined to be
2.505%. The low moisture content obtained is highly desirable as water acts as
an impurity which may affect the results.

3.2 Optimization Study

Figure 2 shows the effect of temperature on bio-oil yield using ethanol as solvent
for 20 min and catalysed by H2SO4. It was observed that the bio-oil yield increased
as the temperature was increased from 140 to 180 °C. According to Reddy et al.
[4], the higher the temperature, the easier the bonds were broken into fragments and
subsequently, undergo hydrolysis and repolymerization reactions to form bio-oil.
Also, at high temperature, the solid products depolymerized while the gas products
aggregated to bio-oils [5] . However, when the reaction temperature was further
increased to 200 °C, the bio-oil yield decreased significantly. This signified that the
liquid bio-oil was converted into gaseous products at temperature above 180 °C,
resulting in loss of bio-oil yield. It was also reported that higher temperature result
in higher rate of reaction and favours free radical reaction which leads to formation
of gaseous products [6].

Figure 3 shows the effect of liquefaction time on bio-oil yield using ethanol as
solvent at optimum temperature (180 °C) and catalysed by H2SO4. From the result,
it was observed that the bio-oil yield increases at prolonged reaction time, from
10 to 20 min. This phenomenon was occurred due to the competition between the
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Fig. 2 The effect of temperature on bio-oil yield

Fig. 3 The effect of liquefaction time on bio-oil yield

degradation of feedstock and repolymerization of bio-oil reactions during liquefac-
tion process. At shorter liquefaction time, the degradation outweighs the repolymer-
ization reaction. At higher liquefaction time, the repolymerization of bio-oil frag-
ments dominates the liquefaction process, therefore producing liquified bio-oil [2].
However, when the liquefaction time was further increased to 25 min, significant
decrease in bio-oil yield was observed.

Figure 4 shows the effect of different solvent system on bio-oil yield at optimum
temperature (180 °C) for 20 min and catalysed by H2SO4. It was found that ethanol
solvent resulted in the highest liquefaction yield, followed by ethanol-water and
water. The high liquefaction yield from ethanol could be due to the present of
hydrogen donor to hydrogenate the biomass fragments during liquefaction process
[7]. This inhibits the condensation, cyclization or repolymerization of free radicals,
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Fig. 4 The effect of solvent
system on bio-oil yield

therefore reducing the formation of char. Ethanol also can react with acidic compo-
nents in the bio-oil to produce esters [8]. Similarly, Liu and Zhang [9] also compared
the solvent efficiency on liquefaction yield between ethanol, acetone and water and
it was found that the ethanol solvent produced the highest liquefaction yield.

3.3 Effect of Catalysts

In this part, different types of catalysts were tested to produce bio-oil at optimum
reaction condition of 180 °C for 20 min and ethanol as solvent system, as shown
in Fig. 5. Maximum liquefaction yield of 87% was achieved using H2SO4 catalyst
followed by the synthesised ionic liquid [BMIM][Cl] catalyst (43.17%). However,
significant decrease in liquefaction yield was observed when heterogeneous catalyst
of ZSM-5 was employed in the liquefaction process. According to Behrendt et al.
[10], homogeneous catalysts in general are more active as compared to the heteroge-
neous catalysts, resulting in higher conversion of the biomass to bio-oil. In addition,
H2SO4 is known for its high acidity and oxidization properties, allowing the cata-
lyst to break down the molecules of the biomass, promoting the depolymerization
reaction which results in higher yield of bio-oil [2]. On the other hand, Li et al. [11]
reported that addition of ionic liquid will influence the solvent polarity and enhance
the interaction between the solvent and biomass which resulted in increasing lique-
faction yield. Also, ionic liquid could disrupt hydrogen bond structure and lead to
the increase in number of active intermediates. These intermediates will be dissolved
and stabilized in the solvent, which result in high bio-oil yield.

Table 1 shows the elemental composition of bio-oil produced at optimum reaction
condition using different types of catalysts along with their heating value. It has been
observed that the type of catalysts heavily influenced the elemental compositions and
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Fig. 5 The effect of catalyst
types on bio-oil yield

Table 1 Elemental composition and heating value of bio-oil using different types of catalysts

Catalyst Elemental compositions (wt%) HHV (mJ/kg)

C H N O S

H2SO4 42.3 6.91 0.09 50.71 0.00 15.11

ZSM-5 52.05 8.28 0.53 38.59 0.45 22.50

[BMIM][Cl] 53.41 9.39 9.56 27.35 0.30 26.55

the heating value. The homogeneous H2SO4 catalyst resulted in the lowest heating
value as compared to the other catalysts. The low heating value could be due to
the reduced amount of carbon content contained in the bio-oil. On the other hand,
when the liquefaction process was catalysed by ionic liquid [BMIM][Cl], the carbon
content and the heating value of the bio-oil increased significantly. The heterogeneous
ZSM-5 catalyst resulted in better quality of bio-oil in terms of heating value as
compared to the H2SO4 catalyst. However, as previously mentioned, the yield of the
ZSM-5 catalysed bio-oil was lower compared to the use of H2SO4 and [BMIM][Cl]
as the catalyst.

From GC-MS analysis, it has been found that different types of catalysts resulted
in the different compositions of bio-oil. The H2SO4-catalysed bio-oil produced
mainly esters (41.43%), followed by ketones (16.18%), C5 sugars and its derivatives
(14.52%), aldehydes (4.37%), nitrogen-containing compound (2.29%) and alkanes
(1.76%). As for the ZSM-5-catalysed bio-oil, it produced a large fraction of ethers
(33.42%), mostly due to the large yield of 1,2-dimethoxy-4-(1-methoxy-1-propenyl)
benzene. It also produced a considerable number of phenolic compounds (13.82%),
carboxylic acids (7.28%), aldehydes (5.83%) and nitrogen-containing compounds
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(3.93%). As for the [BMIM][Cl]-catalysed bio-oil, it mainly consists of nitrogen-
containing compounds (38.33%), mostly due to the formation of imidazole deriva-
tives. This was further complemented with the high nitrogen content obtained from
CHNS result, as shown in Table 1. The bio-oil also contained ethers (24.98%),
ketones (6.6%), phenolic compounds (4.67%), aldehydes (4.18%), esters (3.29%)
and carboxylic acids (2.3%).

4 Conclusion

Kenaf stalks have been successfully liquefied via solvothermal liquefaction method
to produce bio-oil. The optimum process conditionwas determined undermicrowave
irradiation usingH2SO4 as the catalyst.At the optimumprocess condition, the synthe-
sized ionic liquid [BMIM][Cl] was found to give considerable bio-oil yield with
higher amount of carbon content and heating value as compared to H2SO4 and
ZSM-5 catalysts.
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Interaction of TFSI-Imidazole
and TFSI-Pyridinium ILs with MOFs
from Molecular Docking Simulation

Nor Ain Fathihah Abdullah, Khairulazhar Jumbri ,
and Nurul Yani Rahim

Abstract Metal Organic Frameworks (MOFs) are porous material consisting of
coordination bonds between metal cations and organic bridging ligands. Owing to
its large surface area and tunable porosity, MOFs are an ideal material for various
applications. The consolidation of ionic liquids (ILs) interior MOF might enhance
the performance of pristine MOF, however, the depth study of fundamental interac-
tion between IL and MOF are scarce. The interactions between the MOFs and ILs
moiety, especially the types of interaction play an important role in determining the
stability, compatibility, and selectivity of this hybrid material. This research will be
centered on differing qualities of MOF-IL by utilizing computational approach to
study the interaction of ILs and MOFs. Molecular docking calculation was carried
out to identify the binding energy (�Gbind) betweenMOF5, ZIF8, UIO66with TFSI-
imidazole (EMIM, PMIM, BMIM) and TFSI-pyridinium ILs (BPYDM, EMPYDM,
PMPYDM, BMPYDM). The initial 3D structures were retrieved from website
database and were prepared using default parameters in docking software. The ILs
was docked consecutively into theMOFs cavity inside the grid boxdimension to iden-
tify binding sites of MOF. From the results, TFSI-imidazole and TFSI-pyridinium
ILs exhibited good interaction with MOFs. In term of highest stability and strongest
binding affinity, the PMPYDM-TFSI showed superior binding towards UIO66 with
�Gbind of −8.60 kcal mol−1.
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Abbreviations

EMIM 1-ethyl-3-methylimidazolium
PMIM 1-propyl-3-methylimidazolium
BMIM 1-butyl-3-methylimidazolium
BPYDM 1-butylpyridinium
EMPYDM 1-ethyl-4-methylpyridinium
PMPYDM 1-propyl-4-methylpyridinium
BMPYDM 1-butyl-4-methylpyridinium
TFSI Bis((trifluoro)sulfonyl)imide

1 Introduction

MOFs are a class of porous material first reported by Omar Yaghi’s group in 1995 [1]
and have gained a lot of attention in the recent decade because they combine the bene-
fits of both organic and inorganic porous materials. MOFs consist of coordination
bonds between metal cations and organic bridging ligands. MOFs have unique prop-
erties such as high porosity, high surface area, and tunable porosity which are able to
create tunable host-guests interaction [2–4]. The pore size of MOFs can be tuned by
appropriate selection of metal centers and organic linkers and usually their porosity
remain permanent even after the guest species are removed [5]. A vast number of
investigations onMOFs have been reported including gas storage [6], energy storage
[7], catalysis [8], and water treatment [9].

Many researchers still work on the MOFs material as it offered exceptional
porosity andwide range of potential uses [10–12]. Recent research has shown that the
hybridization of MOFs with another component might give new materials that have
similar characteristics with both the host MOFs and material added. This combi-
nation could enhance the host MOFs properties and may lead to a new type of
‘designer hybrid material’ in various applications. There are several methods that
have been reported in preparing MOF hybrid material which is a covalent modifi-
cation, non-covalent interaction and using MOF as a template or precursor. Among
these methods, the non-covalent interaction by encapsulation is easier and conve-
nient. This method allowed the other species to be entrapped inside MOF pores
without the formation of a bond. The hybridization of MOF using the encapsulation
method produces more stable and superior hybrid MOF with great functionality.

Ionic liquids (ILs) are another kind of organic–inorganic hybrid materials
composed of organic cations and inorganic anions [13]. ILs are “green solvent”
that have gained attention because of their unique physical and chemical properties.
The synthesis of ILs is highly flexible, has the ability to tailor the components of
ions and tune physicochemical properties and functionalities. It has been widely
studied in various applications such as energy storage [14], catalysis [15], and sepa-
ration and extraction [16]. Although ILs have several favorable qualities that make
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them attractive in certain research, their applicability in real operations is limited
due to their liquid form. Toxicity, product purification, expensive operating system
and high viscosity, for example, are the most pressing issues for a variety of applica-
tions. Therefore, the idea of many researchers by immobilizing ILs into solid porous
materials is aspiring and may improve the properties of these hybrid materials and
also could overcome the drawback depending on its application. These hybridMOFs
have shown promising results in various application such gas and separation [17, 18],
energy storage [19], and electrochemical [20].

Understanding the basic fundamental of IL-IL and MOF-IL interactions using
computational study is utmost important [21–24], as it allowed one to design a stable
and remarkable performance of hybridmaterials. BothMOFs and ILs bear a variety of
interaction sites and functional groups. Consequently, more complicated interaction
systems are involved such as Coulombic forces (electrostatic attraction or repulsion),
polarization, van der Waals interactions, π-π interactions, and hydrogen bonding.
Therefore, the understanding of these specific interactions between ILs and MOFs is
of utmost importance to optimize the performance of the MOF-IL hybrid materials;
however, it is still a big challenge.

From the findings, the hybridization of MOFs with ILs may provide new classes
of adsorbent with the appropriate selection of ILs and MOFs. The different selection
of ILs and MOFs might affect and improve the adsorption capacity of heavy metals
and might improve the stability of MOFs in the aqueous solution. In pre-calculation
screening, among the common cation tested, imidazole and pyridinium showed supe-
rior strength towards MOFs. The TFSI anion was fixed to maintain the hydrophobic
character of ILs. Herein, molecular docking calculation was performed focusing on
TFSI-imidazole and TFSI-pyridinium based ILs to determine the interaction energy
between combinations of cation/anion with MOFs for further investigation.

2 Computational Details

2.1 System Preparation

The initial structures of MOF5, ZIF8 and UIO66 were retrieved from ChemTube3D
[25] and Cambridge Crystallographic Data Centre (CCDC) [26]. The initial structure
of cations and anions of ILs were retrieved from web database [27].

2.2 Docking Procedure

Themolecular docking was performed to identify the binding energy and the binding
affinity of the ILs that binds to a specific receptor binding sites ofMOFs. The docking
simulation was performed using AutoDock 4.2 software [28] by running the autogrid
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Fig. 1 Snapshot of grid box
(90 × 90 × 90 Å) for MOF
(e.g. for UIO66)

and autodock calculation to estimate the binding affinity using the scoring function
to find the best binding mode. All the molecules were prepared and saved as PDBQT
file format to be further used for docking calculation.

The MOF-IL system was prepared by introducing each cation and anion into the
macromolecular receptors cavity of MOFs consecutively. A grid box of 90 × 90 ×
90 Å with a grid spacing of 0.375 Å was generated adequate enough to occupy the
whole MOFs surface to identify the best possible binding site as shown in Fig. 1.

In order to identify the appropriate binding modes and conformation for ILs,
the Lamarckian Genetic Algorithm (LGA) [29] was employed. The binding energy
(�Gbind) of the inclusion complex was then calculated by the following Eq. 1:

�Gbind = �GVDW + �Gelect + �GHbond + �Gdesolv + �Gtor (1)

where�GVDW is van derWaal energy,�Gelect refers to electrostatic energy,�GHBond

is hydrogen bonding energy, �Gdesolv represents desolvation energy and �Gtor is
torsional free energy. The inhibition constants (Ki) of all complexes were determined
from the following Eq. 2:

Ki = e
(

�Gbind
RT

)
(2)
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3 Results and Discussion

3.1 Screening of TFSI-Imidazole and TFSI-Pyridinium ILs
onto Each MOFs

Molecular docking calculation was carried out to find the free binding energy of the
TFSI-imidazole (EMIM, PMIM, BMIM) and TFSI-pyridinium based ILs (BPYDM,
EMPYDM, PMPYDM, BMPYDM) with three MOFs (MOF5, ZIF8, UIO66). The
calculated binding energy of MOF5, ZIF8 and UIO66 were presented in Table 1.
The negative value of binding energy (�Gbind) of the system describes the stability
of the system. The high negative value of binding energy implies the highest stability
of the complex. In general, �Gbind obtained for TFSI-imidazole ILs (as shown in
Table 1) in the range of −1.91 to −1.99 kcal mol−1 which was slightly lower than
�Gbind obtained for TFSI-pyridinium ILs (−1.91 to −2.10 kcal mol−1). The higher
negative�Gbind obtained for TFSI-pyridinium ILs compared to TFSI-imidazole ILS
signifies that the superior of pyridinium cations to form strong binding affinity with
MOF5. From the TFSI-imidazole results, it can be seen that the binding interaction

Table 1 The comparison of
binding energies of
TFSI-imidazole and
TFSI-pyridinium for MOF5,
ZIF8 and UIO66

MOFs ILs �Gbind (kcal/mol)

MOF5 EMIM/TFSI −1.91

PMIM/TFSI −1.95

BMIM/TFSI −1.99

BPYDM/TFSI −2.02

EMPYDM/TFSI −1.91

PMPYDM/TFSI −2.12

BMPYDM/TFSI −2.10

ZIF8 EMIM/TFSI −1.42

PMIM/TFSI −2.00

BMIM/TFSI −1.40

BPYDM/TFSI −2.08

EMPYDM/TFSI −2.17

PMPYDM/TFSI −2.21

BMPYDM/TFSI −2.37

UIO66 EMIM/TFSI −4.25

PMIM/TFSI −4.18

BMIM/TFSI −4.18

BPYDM/TFSI −4.23

EMPYDM/TFSI −4.12

PMPYDM/TFSI −8.60

BMPYDM/TFSI −4.19
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Table 2 The optimum
binding energies (�Gbind)
and inhibition constant (Ki)
of TFSI-imidazole and
TFSI-pyridinium ILs of
MOF5, ZIF8 and UIO66

MOFs ILs �Gbind (kcal mol−1) Ki (mM)

MOF5 BMIM-TFSI −1.99 35.07

PMPYDM-TFSI −2.12 27.94

ZIF8 PMIM-TFSI −2.00 34.46

BMPYDM-TFSI −2.37 18.17

UIO66 EMIM-TFSI −4.25 7.72

PMPYDM-TFSI −8.60 4.9 × 10–4

gets stronger with the addition of alkyl chain in imidazole cation that stabilizes the
whole system.While in TFSI-pyridinium based ILs case, there is inconsistent�Gbind

values with the addition of alkyl chain in pyridinium cation.
The similar case of MOF5 was observed in ZIF8 as well where the TFSI-

pyridinium ILs exhibit higher negative value of �Gbind in the range of −2.08 to
−2.37 kcal mol−1 compared to TFSI-imidazole (−1.40 to −2.00 kcal mol−1). The
TFSI-imidazole ILs showed inconsistent values of �Gbind with addition of alkyl
chain in which was contrast to the TFSI-pyridinium. The addition of alkyl chain
in pyridinium cation increases the strength and stability of the ZIF8 complex. For
UIO66 system, in general, the �Gbind obtained for UIO66 was in the range of−4.12
to −8.60 kcal mol−1. The �Gbind obtained for all systems have quite similar range
and did not differ much from each other except for UIO66 bindwith PMPYDM-TFSI
which increased gradually to −8.60 kcal mol−1. In the case of TFSI-imidazole, the
addition of alkyl chain decreased the binding energy, meanwhile inconsistent�Gbind

values were observed in TFSI-pyridinium systems when the alkyl chain was added
to pyridinium cation.

The binding energies and the inhibition constant of the MOF-IL systems with
optimum results were tabulated in Table 2. The inhibition constant (Ki) describes the
binding affinity of theMOFs towards ILs. The lower inhibition constant obtained, the
stronger the binding affinity of MOFs towards ILs. Generally, the low Ki obtained
was found for pyridinium based ILs compared to imidazole ILs which showed the
stronger interaction of pyridinium group with these three MOFs. Particularly, the
lowest Ki is observed in UIO66 (4.9× 10–4 mM) for pyridinium group (PMPYDM-
TFSI) while the highest Ki was observed in MOF5 (35.07 mM) for imidazole group,
BMIM-TFSI IL. The results indicated that, UIO66 exhibited the strongest binding
affinity towards PMPYDM-TFSI compared to MOF5 and ZIF8.

From the binding energy obtained, it is pronounced that the TFSI-pyridinium
based IL exhibits higher value than TFSI-imidazole based IL for all MOFs system.
The high stability in TFSI-pyridinium is probably due to aromaticity of the pyri-
dinium structure. It was reported that the harmonic oscillator measure of aromaticity
(HOMA) values for pyridinium was closer to the unity value (~1) than imidazole
[30]. TheHOMAvalue closer to a unity indicates the stronger aromaticity of the ring,
which affirming that pyridinium has strong aromaticity than imidazole. The stronger
aromaticity of the ring could contribute to the higher stability of the pyridinium
structure interacting with TFSI anion inside MOFs.
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Fig. 2 The lowest conformer molecular docking structures of a PMPYDM/TFSI-MOF5,
b BMPYDM /TFSI-ZIF8, c PMPYDM/TFSI-UIO66

3.2 The Most Stable Conformer of Molecular Docking
Structure

The corresponding lowest energy conformer of docking structures for MOF5
(PMPYDM/TFSI), ZIF8 (BMPYDM/TFSI) and UIO66 (PMPYDM-TFSI) were
obtained and portrayed in Fig. 2, respectively. It was found that the ILs preferred to



192 N. A. F. Abdullah et al.

bind at the corner of the MOFs pores. For MOF5 and ZIF8 complexes, both anion
and cation preferred to bind around the corner of the pores near to the metal sites
(as shown in Fig. 2a, b) which was in good agreement with previous studies [31,
32] where the authors used small size of ILs. Particularly, the small size of the ILs
could promote the stability and strong interaction with MOFs [33]. Additionally,
both cation and anion in MOF5 and ZIF8 complexes bind closely to TFSI anion
around the metal sites of MOFs pores.

In contrast, the cation and anion in UIO66 both preferred to reside at different
pores and distant from each other unlike in MOF5 and ZIF8 which preferred to
bind closely with each other. This might be due to the different variations of pores
where MOF5 and ZIF8 have one distinct pore in one cell unit while UIO66 have a
few pores in a single cell unit. The large distant observed between cation and anion
inside UIO66 might contribute to strong �Gbind obtained for UIO66 complex that
could promote the high affinity of MOFs to bind with the ILs, thus increasing the
stability of the inclusion complex.

To sum up, UIO66 exhibited the highest stability and the strongest binding affinity
towards TFSI-imidazole and TFSI-pyridinium based ILs compared to MOF5 and
ZIF8. It is notable that single unit of UIO66 has few numbers of pores unlike in
MOF5 and ZIF8 (as shown in Fig. 2), which only consist one distinct pore. The few
numbers of pores in UIO66 provides more reaction sites to interact with ILs which
in resulted the higher stability and strong binding affinity of the system towards ILs.

4 Conclusion

The TFSI-imidazole and TFSI-pyridinium based IL were successfully docked
into MOF5, ZIF8 and UIO66, consecutively using molecular docking simulation.
These matching ILs and MOFs have shown promising results in terms of binding
ability towards each other, with TFSI-pyridinium exhibiting the strongest interac-
tion towards MOF5 (−2.12 kcal mol−1), ZIF8 (−2.37 kcal mol−1) and UIO66
(−8.60 kcalmol−1).Among the threeMOFs,UIO66 showed superior binding affinity
towards pyridinium-based ILs. The size and the location of where ILs resides inside
MOFs could affect the binding affinity and interaction strength between IL-MOF.
The strong aromaticity of pyridinium cation might contribute to the stability of the
system.
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Impact of Photoperiod on the Carbon
Metabolic Pathways of Chlorella Vulgaris
for Biomass Production and Nutrient
Removal in Treating Nutrient-Rich
Wastewater

Nur Afiqah Mohamad Saman, Wai Hong Leong, Hemamalini Rawindran,
Mardawani Mohamad, Muslim Abdurrahman, and Jun Wei Lim

Abstract Cultivation of Chlorella vulgaris has been done in different photoperiod
to study the effect of photoperiod cycles on the on the carbon metabolic pathways
of the microalgae species in order to enhance its biomass and lipid productions.
Autotrophic, heterotrophic and three different photoperiod cycles of mixotrophic
growth mode were evaluated for its biomass growth, carbon and nutrient uptakes
and lipid yield. The studied photoperiods for mixotrophic growth are 16:8, 12:12 and
8:16 h (light:dark hours). Heterotrophic condition produced much lower microalgal
biomass and lipid yield compared to microalgae grown under autotrophic and
mixotrophic condition. There is no significant difference inmicroalgal biomass yields
observed under continuous illumination between 16:8 h, 12:12 h and 8:16 h photope-
riods. All studied parameters showed a near complete removal of COD on the second
day of cultivation. Higher nitrogen removal was observed at longer photoperiod
conditions.
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1 Introduction

Microalgae is steadily gaining attraction as the preferred feedstock for sustainable
biofuel productions termed as the third-generation biofuels. Moreover, microalgae
have the ability in fixing atmospheric carbon dioxide for its growth and produce a
variety of end products [1]. Production rate of biodiesel from microalgae is about
5000–20,000 gal/acre/year which is comparatively high than oil production from
other feedstocks [2]. In addition, some microalgae strains are very versatile that they
can be grown in extreme environments and conditions e.g. high nutrient wastewater
loadings and saline water bodies [3–5].

While the merits of using microalgae as a potential biofuel feedstock are undeni-
ably promising, the commercialization of microalgae-based biofuels is rather uncer-
tain [6]. Thus, leading to extensive studies to further enhance the biomass and lipid
productivities for eventual exploitations as microalgal biomass feedstock. These
include manipulation of cultivation parameters and cultivation modes. The main
obstacle that impedes the commercialization of microalgal biodiesel production is
the low lipid productivities due to the low cell biomass and lipid production. Owing
to the low biomass yield, the harvesting process become difficult which can subse-
quently lead to high unit cost of downstream process. Various studies into optimizing
or modifying the cultivation conditions have been investigated to induce both the
microalgal biomass and lipid productivities [7, 8]. As microalgae are known to be
able to utilize various carbonmetabolic pathways, namely, autotrophic, heterotrophic
andmixotrophic, for its growth,manipulating its growthmetabolic pathways perhaps
could provide an insight into inducing the cellular biomass and lipid productions [9].

Other than that, photoperiod is one of the important physicochemical factors
affecting the growth of microalgae as it regulates the cell division in microalgae
reproduction. The influence of this photoperiod on biomass and lipid productivity of
microalgae has not been clearly established. To further improve the biomass yields
of microalgae, it is crucial to optimize the photoperiod to achieve high microalgal
biomass growth productivities. Hence, this study is aimed to investigate the carbon
metabolic pathways through varying the light and dark cycles i.e., photoperiod
for optimizing the microalgal biomass production along with the nutrient removal
from nutrient-rich wastewater. Thus, able to provide an insight on the dynamics of
microalgal biomass growth in relation to the carbon and nitrogenmetabolic pathways
under different photoperiod conditions.

2 Materials and Methods

2.1 Wastewater Medium Preparation

Prior to the experiment, a synthetic wastewater medium simulating a high strength
municipal wastewater was prepared based on a modified wastewater composition
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from Leong et al. [10] yielding concentrations of chemical oxygen demand, COD
and ammonium-nitrogen, NH4

+–N at 145 mg/L and 48 mg/L, respectively. The
following were compositions (mg/L) for the wastewater: sucrose (109), FeCl3.6H2O
(10), CaCl2 (42), (NH4)2SO4 (226), K2HPO4 (180), KH2PO4 (35) and MgSO4 (49).

2.2 Chlorella Vulgaris Cultivation Using Synthetic
Wastewater Medium

Samples of the freshwater microalgae, Chlorella vulgaris was obtained from the
culture collections belonging to the Centre for Biofuel and Biochemical Research
(CBBR), Universiti Teknologi PETRONAS. Themicroalgae,Chlorella vulgariswas
chosen in the study due to its ability to populate ponds naturally combined with its
adaptability in tolerating highnutrient loadings in sewage effluents [11]. Stock culture
of the microalgae, Chlorella vulgaris (500 mL) was inoculated in a 5-L laboratory
clear glass bottle containing approximately 4.5Lof the prepared syntheticwastewater
medium. The photobioreactor was continuously aerated with compressed air and
illuminated with a white light-emitting diode (LED) light at the light intensity of
1200 lx. The initial cultivation pH was adjusted to 7.1 ± 0.1.

2.3 Photoperiod Experimental Design

The experimental setup consisted of culturing the microalgae, Chlorella vulgaris
acclimated to the synthetic wastewater medium under five different photoperiod
design settings in 500 mL Erlenmeyer flasks as functional bioreactors. Approxi-
mately 50 mL of the Chlorella vulgaris inoculum was introduced in each of the
bioreactor containing 450 mL of the synthetic wastewater medium. The different
photoperiod designs in the study with varying light:dark cycle (h:h) included 24:0
(autotrophic), 16:8, 12:12, 8:16 and 0:24 (heterotrophic) designated as BR-24L, BR-
16L, BR-12L and BR-8L and BR-0L, respectively (Table 1). All the bioreactors
except for the BR24-L (autotrophic) were supplemented with the additional organic

Table 1 Designated
bioreactors under varying
photoperiod cultivation
conditions

Bioreactor Photoperiod

Light (h) Dark (h)

BR-24L (Autotrophic) 24 0

BR-16L 16 8

BR-12L 12 12

BR-8L 8 16

BR-0L (Heterotrophic) 0 24
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carbon source (sucrose) from the compositions of the synthetic wastewater medium.
Each of the bioreactor was continuously aerated with compressed air and the culti-
vation pH was regulated and maintained at 7.0 ± 0.1 using either 1 N of H2SO4 or
1 N of NaOH throughout the study. The experimental study was carried out until the
stationary growth phase was achieved and performed in duplicates. Samplings were
executed every two days for analyzing the microalgal biomass, COD and NH4

+–N
concentrations.

2.4 Analytical Procedures

The microalgal biomass concentration was determined via spectrophotometry using
a UV-VIS spectrophotometer (Shimadzu UV-2600). An analysis of optical density
wasmeasured at thewavelength of 688 nmand themicroalgal biomass concentration,
B (g/L) was calculated using Eq. 1.

B = 0.3557× OD688nm, R
2 = 0.988 (1)

The concentration of COD was determined using the closed reflux, titrimetric
method: 5520 following the Standard Methods for the Examination of Water
and Wastewater [12]. The concentrations of NH4

+–N species were also analysed
following the Standard Methods [12], namely, the titrimetric method: 4500-NH3.

3 Results and Discussion

3.1 Microalgal Biomass Growth

The growth patterns of Chlorella vulgaris were visualized in Fig. 1. The initial
microalgal biomass in all bioreactors are relatively the same, which was around

Fig. 1 Microalgal biomass
growth cultured under
different photoperiods
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0.2 g/L. The first 2 days were considered as the lag phase period of microalgae
cultured in all bioreactors as demonstrated by a relatively low biomass growth. BR-
24L experienced a sudden increase in biomass concentrations (days 2–8) before
entering the stationary phase at the 10th day of cultivation. BR-16L experienced a
logarithmic growth phase in the 4th–8th day of cultivation whereas BR-12L and BR-
8L experienced logarithmic growth phase later in the 8th–14th day and 10th–14th
day of cultivation respectively. A trend was observed at which longer photoperiod
induces faster microalgal biomass growth. Meanwhile, no logarithmic growth phase
was observed in BR-0L indicating that the growth ofChlorella vulgariswas inhibited
in heterotrophic culture.

At the end of cultivation study (14th day), the final biomass yields of 1.115 ±
0.003 g/L, 1.130 ± 0.001 g/L, 1.087 ± 0.040 g/L, 1.065 ± 0.020 g/L, and 0.359 ±
0.009 g/L were achieved in BR-24L, BR-16L, BR-12L, BR8-L, and BR-0L respec-
tively. Although the final biomasses of BR-24L, BR-16L, BR-12L and BR-8L are
comparable, BR-16L attained the highest biomass yield which suggested that under
cyclic dark/hour conditions, cell production of biomass is higher.

3.2 Carbon (COD) Removal

CODmeasurementwas carried out in the present study to estimate the carbon removal
efficiencies in terms of COD removal from the synthetic wastewater media by
Chlorella vulgaris at different photoperiods. The amount of organic carbon (sucrose)
added to the bioreactors in this study generating an initial CODvalue of 103.63mg/L.
Figure 2 depicts the removal of COD under different photoperiods.

Rapid removal ofCODwas observedwhere about 80%CODremovalwas attained
in all bioreactors on the seconddayof cultivationwhere similarCODremoval patterns
were noticed stipulating that there was no significant relationship between COD
removal and cultivation of Chlorella vulgaris at different photoperiods. At the end
of cultivation, the final concentrations of COD were found to be 6.72 ± 1.33, 8.64
± 3.991, 13.44 ± 2.661, and 13.44 ± 2.661 mg/L in BR16-L, BR12-L, BR-8L

Fig. 2 COD removal by
Chlorella vulgaris cultivated
under various photoperiods



200 N. A. M. Saman et al.

and BR-0L respectively. The almost complete removal of COD from microalgae
culture suggested that complete biodegradable COD source was immediately being
assimilated by Chlorella vulgaris.

3.3 Nitrogen Removal

Microalgae is known to be able to utilize nutrients in particular nitrogen and phos-
phorus for its growth [13]. Nitrogen could present in various form such as nitrite
(NO2

−), nitrate (NO3
−), ammonium (NH4

+–N), ammonia (NH3), nitric acid (HNO3)
and nitrogen gas (N2). In the present study, NH4

+–N species was introduced in
the synthetic wastewater medium. The removal of NH4

+–N species efficiencies by
Chlorella vulgaris cultured at different photoperiods is represented in Fig. 3.

From Fig. 3, high NH4
+–N removal is observed in BR-24L followed by BR-12L,

BR-16LandBR-0Lwithfinal concentrationof 0, 0.38±0.527, 3.15±0.873, 15.75±
0.873 and 30.87± 0.873 respectively. BR-24L exhibited the fastest NH4

+–N removal
at which complete removal was observed at the 8th day of cultivation at which the
microalgal growth has reached stationary growth phase. A similar trendwas observed
in BR-16L, BR-12L, and BR-8L where high removal of NH4

+–N species is achieved
as the microalgal growth entering stationary growth phase. Contrarily, the NH4

+–N
uptake byChlorella vulgaris grown in BR-0Lwas impeded as no decline in NH4

+–N
concentrations is seen after second day of cultivation which assumed that NH4

+–N
was not assimilated by microalgae.

It is interesting to note that, although the intake of nitrogenwas hindered inBR-0L,
a prominent decrease in COD is seen in the second day of cultivation. An assump-
tion was made that a complete consumption of the organic carbon source i.e. sucrose,
occurred during the second day of cultivation. The notorious decrease in COD values
caused by the complete degradation of organic carbon sources by the microalgae
which explained the stagnant growth of microalgae in BR-0L (heterotrophic) even
after 14 days of cultivation. The growth of microalgae grown under total dark condi-
tion is highly dependent on the presence of organic carbon source. Once the organic

Fig. 3 Ammonium-nitrogen
(NH4

+–N) removal by
Chlorella vulgaris cultivated
under various photoperiods
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carbon source was used up, the microalgal growth will be ceased as there is no source
of energy left to support the cell metabolism for microalgal growth. The reasoning
is further supported by the intake of NH4

+–N species was prohibited as the assim-
ilation of nitrogen into microalgal cell is largely associated with the availability of
organic carbon source that serves as energy to convert NH4

+–N into biodegradable
nitrogen for microalgae assimilation [14]. Nonetheless, other bioreactors continue
to demonstrate an increase in biomass growth and reduction in nitrogen concentra-
tion although organic compound was fully consumed. It can be inferred that after
second day of cultivation, the growth of microalgae in other bioreactors were solely
rely on the light energy via the photosynthetic pathway. It is also worth noting that
higher NH4

+–N removal efficiencies were achieved at longer photoperiods which is
in tandem with the trend observed in the microalgal biomass growth.

4 Conclusion

This study aimed at finding the optimum photoperiods in enhancing biomass and
lipid productions by investigating the effect of photoperiods on the biomass produc-
tion, carbon and nutrient uptakes and lipid yields. Five different photoperiods were
chosen to study in this study.Highermicroalgal biomass yield accompanied by higher
nitrogen removal by Chlorella vulgaris were observed under longer light photope-
riod cycles. However, there were no remarkable differences observed in the light
cycles of 24 h, 16 h and 12 h in the photoperiod study. Therefore, the 12 hphotope-
riod duration is deemed to be the most ideal cultivation condition considering lower
energy consumption for illumination viewing from an economic perspective. It can
be deduced that the concentration of organic carbon source i.e. sucrose, introduced
in the microalgal growth culture is relatively low leading to carbon deficit in the
microalgal consortium. Dark/light cycle can counterbalance the shortage of organic
carbon source by utilizing carbon dioxide as an inorganic carbon source in the pres-
ence of light for photosynthetic metabolic grow. As a result, high biomass growth
was achieved under the 16 h, 12 h and 8 h light cycles of photoperiod whereas the
growth of the heterotrophic condition (0 h) was totally inhibited.
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and Mohd Dzul Hakim Wirzal

Abstract In this work, titanium dioxide nanotubes (TiO2 NTs) were prepared via
electrochemical anodization of titanium foil in choline chloride-glycerol ionic liquid
as the electrolyte. The anodization voltage was varied from 5 to 50 V to investigate
its effect on the properties of TiO2 NTs. The NTs were characterized using FESEM
and XRD analyses while the photocatalytic performance of the NTs was investi-
gated for photodegradation of formaldehyde (HCHO) under visible light irradiation.
Experimental results showed that the anodization voltage has an important impact
on the surface morphology of TiO2 NTs and the amorphous phase without heat treat-
ment process. Higher anodization voltage led to pore rupture. TiO2 NTs fabricated
at anodization voltage of 30 V showed enhanced photocatalytic performance where
26.99 mg L−1 g−1 of removal after 120 min of reaction duration in the presence of
visible light radiation.
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1 Introduction

TiO2 is the most important and versatile metal oxide semiconductor photocatalyst
and finds an unequivocal prospect in environmental pollutant removal. However, its
recovery fromwaste streams is the crucial drawback owing to its practical application
for environmental pollutants removal. The fabrication of TiO2 nanotubes (NTs) on a
substrate is an effective approach to overcome this limitation. In addition, TiO2 NTs
offers several other benefits such as uniform morphologies, high surface-to-volume
ratio, well-oriented growth as well as cost effective construction making them a
promising functional material for environmental applications [1].

Recently, various techniques especially hydrothermal and electrochemical
anodization have been employed to fabricate TiO2 NTs [2]. Amongst the methods
investigated so far, anodization has garnered great interest because of its ease and
simplicity, greater control and reproducibility. Moreover, this technique produces
strongly adherent nano porous TiO2 layer on the substrate, which is more desirable
for environmental pollutants removal. The TiO2 NTs fabricated with anodization
have been tested and proved useful in several applications including dye sensitized
solar cells, photocatalysis, biomedical applications and gas sensing [3].

Several important synthesis parameters such as anodization voltage and time,
electrolyte composition, post treatment temperature etc. are affecting the properties
of TiO2 NTs. It is reported that anodization voltage is one key parameter that effect the
formation ofTiO2 nanotube arrays on the foil surface and straight channels against the
foil [4]. The applied voltage can strongly influence the various properties of TiO2 NTs
namely, pore diameter, inter pore distance and film thickness [1]. Numerous research
groups have investigated the effect of anodization voltage on the properties of TiO2

NTs.However, there is limited literature related to the effect of anodization voltage on
the photodegradation of environmental pollutants, especially formaldehyde (HCHO)
removal from waste air streams.

The present study is aimed to fabricate TiO2 NTs using glycerol mediated ionic
liquid as the electrolyte. The IL electrolyte used in this study is greener, less toxic,
has favourable electrochemical properties and more importantly it is cheaper and
display high biocompatibility [5, 6]. The electrolyte was obtained by mixing choline
chloride and glycerol in 1:2 molar ratio where glycerol acts as a complexing agent
and hydrogen bond donor while choline chloride as hydrogen acceptor [7]. The
formation of choline chloride-glycerol eutectic ionic liquid (EIL) was confirmed
by the determination of its melting point which is lower than the melting point
of the starting materials, mainly due to the formation of intermolecular hydrogen
bonds during synthesis [8]. Different voltages from 5 to 50 V were applied for
the fabrication of TiO2 NTs via anodization and the properties including surface
morphology and structural properties of the obtained TiO2 NTs were determined
using field emission scanning electron microscopy (FESEM) and X-ray diffraction
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(XRD). The photocatalytic performance of the fabricated TiO2 NTs was evaluated
for the removal of gaseous HCHO under visible light irradiation.

2 Materials and Methodology

2.1 Synthesis of Chloride-Based Electrolyte

Choline chloride (ChCl, 98%, Sigma Aldrich) and glycerol (C3H8O3, 98%, Fischer
Scientific) were mixed at 1:2 molar ratio and heated for 30 min at 80 °C to form a
colorless eutectic ionic liquid (EIL) [8, 9]. The EIL was used as the electrolyte for
the anodization process of Ti foil to form TiO2 NTs.

2.2 Synthesis of TiO2 NTs

The substrate used for anodization process was technical grade titanium foil with
thickness of 0.1 mm (Titanium, Ti Gr5/Tc4 Grade 5 ASTM B265 Thin Plate Sheet),
was cut into 2 cm × 1 cm. The Ti substrate were ultrasonically washed in acetone
for 10 min, followed by thorough rinsing with deionized water and dried in air.
Anodization process was conducted using electrochemical set up and the details
can be found in our previous work [10]. Briefly, the set up consisted of platinum
rod as cathode and Ti substrate as anode 2.5 cm was the distance fixed between
cathode and anode. The electrode was immersed in 35 mL of choline chloride-
glycerol eutectic ionic liquid (ChCl-Gly EIL) as the electrolyte and the experiment
was carried out at anodization voltages of 5, 10, 15, 20, 30, 40 and 50 V (DC
power supply) for a fixed period of 1 h under ambient temperature and pressure.
After anodization process, the obtained samples were removed instantly from the
electrolyte solution and rinsed with deionized water. The samples were air-dried
in ambient atmosphere. The as-synthesized TiO2 NTs were further studied without
undergoing any calcination process.

2.3 Characterization of TiO2 NTs

In order to investigate the surface morphology of the synthesized TiO2 NTs,
the samples were characterized by Field emission scanning electron microscopy
(FESEM) using Carl Zeiss instrument (SUPRA 55VP). The images were captured
at 50 kX magnification at an acceleration voltage of 30 kV. The fabricated NTs were
further analyzed using X-ray diffractometer (XRD, PANalytical X’Pert3 Powder)



206 N. T. Sahrin et al.

with Cu Kα radiation (40 kV, 40 mA). The scanning was carried out at 2θ angle
between 10° and 80° with the step size of 0.01°.

2.4 Photocatalytic Degradation of Formaldehyde

The photocatalytic activity for the removal of HCHOwas evaluated in a batch mode.
The titanium foil containing TiO2 NTs was positioned in the 250 mL quartz photore-
actor attachedwith a holder. HCHO (37% in aq. solution, SigmaAldrich) of 3.22 ppm
was stored in a tightly sealed stainless-steel container. HCHO vapor filled the quartz
photoreactor by diffusionwhen the valves were opened. After 30min of equilibration
in the dark, the quartz photoreactor was illuminated with a halogen lamp (150 W)
as the visible light source. The photocatalytic activity of HCHO was monitored by
sampling at a regular interval of 30 min for a total of 120 min. A HCHO sensor
meter (Hal Tech) connected at the outlet to measure the HCHO vapor concentration.
The sensor can measure the HCHO concentration up to 10 ppm. During the exper-
iments, the temperature of the photoreactor was maintained at 25 ± 1 °C using a
cooling fan. At the end of the reaction, the remaining HCHO was purged with He.
The photodegradation performance, X was investigated and calculated using Eq. (1):

X = Co − Ct

m
(1)

where, X denotes the concentration of HCHO (mg L−1) removed per gram of TiO2

NTs, Co is the initial HCHO concentration (mg L−1), Ct represents HCHO concen-
tration at sampling time, t (mg L−1) and m represents the mass of the TiO2 NTs
photocatalyst used (g).

3 Results and Discussion

3.1 Characterization of TiO2 NTs

3.1.1 Morphology of TiO2 NTs

The NTsmorphology and structure are strongly influenced by the anodization condi-
tion, particularly the anodization voltage, as it is the important factor controlling the
tube diameter [11]. Generally, NTs growth occurs proportional to the anodization
voltage up to a voltage where dielectric breakdown of the oxide occurs. The effect of
anodization voltage on the TiO2 NTs formation was investigated with the objective
to fabricate NTs with optimum pore diameter for improving photodegradation of
HCHO under visible light illumination.
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Figure 1 shows the FESEM images of anodized Ti foil in ChCl-Gly EIL at various
anodization voltages. The evolution morphologies for TiO2 NTs as a function of
voltage are shown in Fig. 1a–h. No NTs formation was observed at a lower anodiza-
tion voltages of 5 and 10 V as depicted in Fig. 1a, b. The results suggest that lower
voltages are incapable of initiating NTs formation and growth in ChCl-Gly EIL elec-
trolyte. Increasing the anodization voltage to 15V produced a few poor-ordered TiO2

NTs structures concentrated at one place on the surface of the Ti foil as can be seen
in Fig. 1c. This is because the formation of oxide layer is too thin which retards the
possibility of oxide layer dissolution to form the tubular structure [12].

Increasing the anodization voltage to 20 V, led to increased coverage of irregular
shaped TiO2 NTs on the surface of Ti foil as illustrated in Fig. 1d. Compared to
the sample prepared at 20 V, the sample prepared at 30 V showed the formation of
denser clusters of the TiO2 NTs as presented in Fig. 1e. Nevertheless, it is important
to note that further increase in anodization voltage beyond 30 V led to NTs rupture,
disintegration, and less dense distribution of the tubular structure of the TiO2 NTs
which can be observed in Fig. 1f–h. The results suggest that anodization voltages of
30V could produce TiO2 NTswithwell-defined pore structure and evenly distributed
NTs on the surface of Ti foil. Apparently, the average inner tube diameter increased
from 23.62 ± 3.52 nm to 35.31 ± 3.87 nm when the voltage was raised from 15
to 50 V as tabulated in Table 1. The results are consistent with those reported by
Omidvar et al. [13].

In the present work, the NTs diameter was observed to increase with increasing
anodization voltage which may be due to the severe electrical field dissolution which
accelerates the formation of pore-like structures during the initial stage of anodization
process [14]. Studies suggested that the difference in anodization voltage determines
the strength of electrical field developed across the oxide layer and thus affects
the tube diameter. Consequently, larger NTs were obtained at higher voltage [15].
Previous studies reported that NTs with diameter ranging between 30 and 90 nm
can be produced by anodization in 0.25 wt% (NH4F + ethylene glycol) solution +
2 vol% water at voltages between 30 and 60 V [4]. In addition, Gong et al. showed
that an increase in TiO2 NTs diameter could be obtained, ranging from 25 to 65 nm
for anodization voltage ranging from 10 to 40 V where Ti foils were anodized in
0.5 wt% HF solution [16]. These studies showed that the NTs diameter was greatly
influenced by the anodization voltage. In this work, the TiO2 NTswith diameter from
23.62± 3.52 nm to 35.31± 3.87 nmwere synthesized depending on the anodization
voltage.

3.1.2 XRD Analysis

X-ray diffraction analysis was carried out to investigate the effect of anodization
voltage on structural properties of the synthesized TiO2 NTs. The XRD patterns
of the TiO2 NTs synthesized at various anodization voltages for 1 h duration are
shown in Fig. 2. All the NTs samples were prepared without post-heat treatment or
calcination process. In Fig. 2, all samples represent characteristic diffraction peaks
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Fig. 1 FESEM images of TiO2 NTs observed for 60 min at different anodization voltages: a 5 V,
b 10 V, c 15 V, d 20 V, e 30 V, f 35 V, g 40 V and h 50 V at 50 kX magnification
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Table 1 Average inner tube
diameter of TiO2 NTs
anodized for 60 min at
different anodization voltage

Sample Anodization voltage (V) Average inner tube
diameter (nm)

(a) 5 –

(b) 10 –

(c) 15 23.62 ± 3.52

(d) 20 27.15 ± 4.69

(e) 30 33.87 ± 7.28

(f) 35 34.46 ± 6.11

(g) 40 35.72 ± 3.95

(h) 50 35.31 ± 3.87

Fig. 2 XRD patterns of
TiO2 NTs anodized at
different anodization
voltages

for Ti metal. The diffraction peaks at 2θ of 34.9°, 35.8°, 40.3°, 52.9°, 62.9°, 70.6°
and 76.3° correspond to (100), (002), (101), (102), (110), (103) and (112) planes,
respectively [17, 18]. None of the diffraction peaks represent any of the crystalline
structures of TiO2. It can be observed that the anodization voltage has no significant
effect on the structural properties of the synthesized TiO2 NTs. The position and
the intensity of the diffraction peaks showed no clearly observable change with the
anodization voltage confirming the synthesis parameters have no significant effect
on the structural properties especially the crystalline structure of the synthesized
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Fig. 3 Effect of anodization
voltage on the
photodegradation of
formaldehyde

TiO2 NTs. Based on previous work, TiO2 NTs existed in amorphous phase without
heat treatment process [19] but in this work the amorphous TiO2 NTs were able to
displayed photocatalytic property.

3.2 Photocatalytic Activity

The photocatalytic performance of the TiO2 NTs photocatalyst synthesized at
different anodization voltageswas evaluated for the removal of gaseousHCHOunder
visible light irradiation. Figure 3 shows the removal of HCHO by TiO2 NTs anodized
at 15, 20, 30, 35, 40 and 50Vof anodization voltage for 1 h duration. Reactionwithout
light irradiation but the presence of photocatalyst showed only ~3 mg L−1 g−1 of
gaseous HCHO removal and was compared with the HCHO removal under visible
light irradiation. The performance clearly shows that HCHO removal was enhanced
under visible light irradiation. The HCHO removal without irradiation can be due
to the adsorption of HCHO molecules on the in-wall of the reactor and/or on the
photocatalyst [20].

The photodegradation ability of the TiO2 NTs is strongly correlated to the average
tube diameter and surface area. It can be seen from Fig. 3, sample anodized at 15 V
showedonly 7.70mgL−1 g−1 ofHCHOremoval after 120min of irradiation duration.
However, further increase in the anodization voltage to 20V led to an increment in the
HCHO removal (16.17 mg L−1 g−1). A noticeable improvement of HCHO removal
can be seen for sample anodized at 30 V with 26.99 mg L−1 g−1 of removal after
120 min of reaction duration in the presence of light radiation, suggesting significant
photocatalytic activity of the synthesized TiO2 NTs. Nevertheless, further increase in
the anodization voltage to 35, 40 and 50 V, the HCHO removal showed a decreasing
trend which resulted in only 25.18, 0.65 and 0.64 mg L−1 g−1, respectively. Overall,
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HCHO removal shows increasing trends with increasing anodization voltage (15–
35 V) from 29.37 to 75.94% of removal and decreases significantly to 11.25 and
10.94% for sample anodized at 40 and 50 V, respectively.

On the other hand, an increase in the anodization voltage led to production of larger
average inner tube diameter. This further increased the surface area of the TiO2 NTs,
which facilitates in enhanced photodegradation of HCHO [17, 21]. Nonetheless,
samples anodized at 35, 40 and 50 V result in decreased HCHO removal despite
having large inner tube diameter. This could be due to the poor-orderedNTs structures
which were unable to maintain the integrity of the tubular structure of the TiO2

NTs synthesized at higher anodization voltages. The results suggest that the tubular
structure integrity of theTiO2 NTs is strongly correlated to the performance ofHCHO
removal. The TiO2 NTs synthesized at 30 V displayed the highest performance
towards HCHO removal due to their better ordered structure and large tube diameter.

4 Conclusion

TiO2 NTs were successfully synthesized via electrochemical anodization of Ti foil
in glycerol-mediated EIL based electrolyte. The effect of the anodization voltage on
the surface morphology, structural properties and subsequent photocatalytic perfor-
mance of the TiO2 NTs for photodegradation of HCHO was investigated. The
anodization voltage was found to greatly affect the surface morphology, pore size
and distribution of the nanotubes on the surface of the Ti foil. At low anodization
voltage, higher density and uniformly distributed TiO2 NTs were formed while at
higher anodization voltage the rupture and disintegration of the tubular structure was
observed. All the synthesized photocatalyst maintained amorphous phase without
heat treatment process. The optimum anodization voltage of 30 V was found to be
the most effective for the removal of gaseous HCHO. The TiO2 NTs fabricated at
30 V anodization voltage displayed 26.99 mg L−1 g−1 of removal of HCHO after
120 min of reaction duration in the presence of visible light radiation.
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Molecular Dynamics Simulation of H2S
Solubility in Protic Ionic Liquids
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Abstract Amine solvent commonly used to remove H2S especially in oil and gas
industries. However, amine solvent has major drawbacks such as, high flamma-
bility, high volatility, and less efficiency in capturing H2S. Hence, understanding the
behaviour ofmolecules at molecular level and solubility of H2S in protic ionic liquids
(PILs) becomes the fundamental interest. In this work, molecular dynamics (MD)
simulation with an aid of Bennet Acceptance Ratio (BAR) method was employed to
unravel the key factors of theH2S solubility in threePILs namely [2MAES], [2PAES],
and [2BAES]. The predicted solvation free energy of H2S in these PILs and water
showed negative value with the lowest value obtained by 2BAES with �G of −
19.42 kJ mol−1. This indicated that H2S was highly soluble in 2BAES compared
to the other two PILs, having a value of −12.74 kJ mol−1 and −17.73 kJ mol−1

for 2MAES and 2PAES, respectively. To support the understanding, radial distribu-
tion function (RDF) and self-diffusion coefficient (D) were calculated. From these
analyses, increasing the mobility of cation–anion resulted in an increase the H2S
solubility.

Keywords Solvation free energy · Hydrogen sulfide · Bennet acceptance ratio ·
Molecular dynamics · Protic ionic liquids
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1 Introduction

Nowadays, the oil and gas industries are being more thoughtful to study effective
removal of H2S that has high toxicity and corrosive properties which is commonly
produced from shale gas and desulfurization processes. Generally, amine solution
is a well-known technology for removal of acid gases. Although the amine solution
is very opportune, but it still has serious problems such as high flammability, high
volatility and apart from that, the absorption process is very costly.Moving forward to
solve these problems, ionic liquids (ILs) became a suitable candidate to replace amine
solvent due to their good traits which are low volatility, less toxic and non-flammable.
The solubility study of H2S in ILs can be determined from wet-lab experiments and
computational studies. However, the former is not preferable as it is expensive, time-
consuming, and most importantly, needs proper equipment since H2S is very toxic
and corrosive resulting in scarce information on the H2S solubility in ILs. Moreover,
the effect of ILs’ ions on the solubility of H2S is still unanswered from the previous
studies since wet experiment cannot provide an answer at the molecular level.

Literally, there is a lot of data available for a gas solubility in ILs such as CO2,
N2 and etc. but not for H2S. Pomelli et al. [1] investigated the influence of the
interaction between H2S and ILs on the H2S solubility using NMR spectroscopy
and quantum mechanics at 1400 kPa and 25 °C. They used [bmim]-based ILs with
different anions. From the study they found that the solubility of H2S decreased in
the order of (expressed in mole fraction) [bmim][Cl] (0.86) > [bmim][BF4] (0.79) >
[bmim][TfO] (0.78) > [bmim][Tf2N] (0.77) > [bmim][PF6] (0.72). As for [Tf2N]−
anion with different cations, there was a slight cation effect on the solubility of H2S
ranging from 0.72 to 0.90 (express in mole fraction). Ab initio calculation showed
thatH2Smoleculesmade a good interactionwith [Cl]−, [TfO]−, [BF4]−, and [Tf2N]−
since it showed a strong polar-polar activity with hydrogen bond. The interaction of
H2S with anion-ILs showed a comparable strength to the conventional hydrogen
bond which is responsible to the high solubility of H2S [1]. Sakhaeinia et al. [2] used
different types of ILs which are 1-ethyl-3-methylimidazolium hexafluorophosphate
([emim][PF6]) and 1-ethyl-3-methylimidazolium bis(trifluromethyl)sulfonylimide
([emim][Tf2N]). In their study, the datawere correlated using twomodelswhichwere
Krichevsky–Kasarnovsky (KK) equation, and the extended Henry’s law combined
with the Pitzer’s virial expansion for the excess Gibbs energy. The result showed that
the solubility of H2S in [emim][Tf2N] was higher than [emim][PF6] due having a
bigger anion size hence lower molar density. In other words, it has more volume to
facilitate H2S compared to [PF6]− anion [2].

According to Jalili et al. [3], they found that increasing the temperature will
decrease the solubility and by increasing the n of [Cnmim][Tf2N], the solubility of
H2S in ILs also increase. Therefore, from this literature review, it shows that the
length of alkyl chain, and temperature play a main role in order to increase the
solubility of H2S in ILs. Huang et al. [4] studied the absorption of H2S and CO2

in PILs using ammonium-based cation with formate and acetate as counter cations.
They found that PILs encompassed a higher absorption capacity of H2S than normal
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ILs. In addition, the solubility of CO2 showed a lower magnitude than H2S. In terms
of ideal selectivity, CO2/H2S showed greater and higher ideal selectivity in PILs as
compared to common ILs [4]. Throughout this literature, the gas solubility data for
H2S is still scarce and only a few studies reported the H2S solubility in ILs [5–7].

Thus, to answer these questions, the proper study at molecular level through
molecular dynamics (MD) simulation is necessary in order to understand the mech-
anism of interaction between H2S and ILs. Therefore, in this work, three PILs
namely 2-methylamino ethanol salicylate [2MAES], propylamino ethanol salicy-
late [2PAES], and 2-butylamino ethanol salicylate [2BAES] were used to predict
the solubility of H2S through MD simulation for better understanding in terms of
solvation behaviour.

2 Computational Modelling

2.1 Molecular Dynamics Simulation of Neat PILs

As for molecular dynamic (MD) simulation of neat PILs, the cubic simulation box
with a dimension of 4.5 nm × 4.5 nm × 4.5 nm was created using Packmol. The
number of molecules required in the simulation box implemented with periodic
boundary condition (PBC) were calculated based on the PILs’ density. Table 1 tabu-
lates the number of ions used in MD simulation. Figure 1 shows the 3D structures
of cations and anion of PILs.

MDsimulations for all neat PILswere conducted using theGROMACSsimulation
package. Each system was energy minimized first using steepest descent followed
by conjugate gradient with 5000 steps for both algorithms. Afterwards, the systems
were subjected to pre-production canonical ensemble system (NVT)with 5 ns imple-
mented with Berendsen thermostat to control the temperature. The equilibration
process was continued in isobaric isothermal ensemble (NPT) with 30 ns time run
implemented with Berendsen thermostat and Berendsen barostat, respectively. Both
simulations of NVT and NPT run with different temperatures starting from 303 to
353 K.

Table 1 Number of
molecules used in the
simulation box for MD
simulation

Entry PILs Number of molecules

Cation Anion

1 [2MAES] 298 298

2 [2PAES] 256 256

3 [2BAES] 252 252



216 S. Amran et al.

2MAE+ 2PAE+

2BAE+ S-

Fig. 1 The 3D structures of cations and anion [8]

2.2 Free Energy Simulation

The solvation free energy of H2S in three PILs were theoretically calculated using
Bennett Acceptance Ratio (BAR) method. The system was set up by using the same
method asmentioned inprevious section.However, a smaller 27nm3 cubic simulation
box was used. Table 2 lists the number of molecules used in the simulation box for
solvation free energy.

Technically, BAR method is more efficient than Thermodynamic Integration (TI)
in terms of average and more robust due to less depending on the choice of inter-
mediate states [9]. The details explanation of Bennett’s equation is shown in Eq. 1
below:

Table 2 Number of molecules used in simulation box for solvation free energy

Entry System Number of molecules

Cation Anion Water

1 [2MAES] 88 88 –

2 [2PAES] 76 76 –

3 [2BAES] 70 70 –

4 SPC216 – – 907
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Above equation shows the first step by developing the free energy calculation to
know how many lambda, λ points are required to explain the transformation from
state i and j, where f is the fermi function, the KB is the Boltzmann constant and T
is temperature as shown in Eq. 2. The Hi andHj represent the Hamiltonians at states
i and j.
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where, Ni and N j indicate the coordinates frames at λi and λ j . Technically in this
process the convergences can be reached if the energy difference between the forward
(FW) and the backward (BW) give a sufficient overlapwhich is a pivotal part for BAR
method, and all can be monitored by overlapping integral gained from normalized
histograms of the energy differences [10]. To obtain a valid result, the overlap integral
should be at least 0.01.However, if the overlap is insufficient, it will cause the iterative
procedure to not converge nor produce an invalid result [10].
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(5)
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The λ symbol in Eqs. 5 and 6 indicate the λ valuewhere the trajectory is generated.
By overlaying the histogram of �UFw

l and �UBw
l+1 sometime the overlap cannot be

detected due to the difficulty in assessing the correct amount of overlap by visual
inspection. Thus, to improve this difficulty, the overlap integral OIl,l+1 was used.
Back to Eqs. 5 and 6, the λl and λl+1 is defined as:

OIBARl,l+1 = 2.
B∑

b=1

hb
(
�UFW

l

)
.hb

(
�UBW

l+1

)
hb

(
�UFW

l

) + hb
(
�UBW

l+1

) (7)



218 S. Amran et al.

where hb (X) is a normalised histogram of quantity X with the sum up of b bins.
In fact, non-zero contribution to OI BAR

l,l+1 only happens for overlap zone which from
the definition it stated that 0 means no overlap while 1 shows a perfect overlap [10].
As for this simulation, 21 equidistant set of λ values were used from λ = 0 to λ =
1 with 5 ns simulation time for each lambda. The soft-core energy parameters were
set to αLJ = 0.5 and soft-core sigma = 0.3, while the λ power dependency was set
to 2 [10]. The post-processing of BAR which was coordinates, velocities and δH/δλ,
were saved to a disk every 5 steps.

Steepest descent method was used for energy minimization with 5000 steps
followed by 5000 steps of a conjugate gradient for each node. The system was
subjected to pre-equilibrated in the canonical ensemble (NVT) for 100 ps with no
position restraints applied [7]. Then the system was continued in isobaric-isothermal
(NPT) with 2 ns at 298 K and 1.0 bar, respectively for all systems. At the last 1 ns,
the data was recorded. Post-processing of the data is necessary and pivotal for the
calculations of free energy with BAR. The energy difference between the system
at Hi and Hj is essential to be calculated over the trajectories simulated at Hi and
Hj separately. Thus, the non-bonded, bonded and kinetic energies required a re-
calculation for the post-processing step. Figure 2 illustrates the cubic simulation box
containing [2BAES] ions. In this simulation, the OPLS force field parameters were
used to perform all simulations and BAR calculations. For the effective treatment of
an all-atom system, GROMACS package version 4.5 was used since it offered highly
optimized and parallelized algorithms.

Fig. 2 A snapshot of
[2BAES] molecules inside a
cubic simulation box
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3 Results and Discussion

3.1 Force Field Validation

In molecular dynamics (MD) simulation, force field parameters are very important
in order to produce good results and accurately predict the solvation free energy.
Most commonly, to validate the force field parameter is by validating the predicted
properties such as density against experimental data. Thus, it will be a focus on the
force field validation against experimental density. Technically, the properties that
affect the PILs’ density are size and shape of the ions, the interaction of cation–anion
and molecular packing [11, 12]. In this research, the predicted densities of three
PILs namely [2MAES], [2PAES], and [2BAES] at temperatures ranging from 303
to 353 K were obtained from NPT simulation and compared with the experimental
results.

Generally, the force field parameters will be accepted when the error is less than
5%. The results tabulated in Table 3 shows the highest error value of 3.90% at 353 K
and the lowest is 0.12% at 303 K, thus indicating that the OPLS force field used is
acceptable and in agreement with experimental. The density decreased in the order of

Table 3 The list of predicted density obtained from MD simulation against experimental data

PILs T/(K) Exp, ρ (kg/m3)a Sim, ρ (kg/m3) % Error

[2MAES] 303 1151.7 1176.8 2.17

313 1145.3 1174.5 2.55

323 1138.9 1169.0 2.65

333 1132.6 1168.8 3.19

343 1126.2 1165.2 3.46

353 1119.8 1163.5 3.90

[2PAES] 303 1126.6 1122.5 0.37

313 1119.8 1117.3 0.22

323 1113.3 1111.7 0.14

333 1106.9 1113.3 0.58

343 1100.3 1112.5 1.11

353 1093.2 1105.9 1.17

[2BAES] 303 1103.7 1105.0 0.12

313 1097.0 1098.8 0.17

323 1090.4 1096.6 0.57

333 1083.7 1093.7 0.92

343 1077.1 1085.1 0.75

353 1070.0 1084.6 1.36

The experimental density data were obtained from aAhmad et al. [8]
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Table 4 The solvation free energy obtained from free energy difference with excess chemical
potential and Henry’s constant

Entry System �G (kJ mol−1) Std. dev μex (kJ mol−1) kH (atm)

1 Water −4.52 ±0.13 −2.37 519.9

−2.31a 539.9b

2 [2MAES] −12.74 ±0.31 −2.86 42.49

3 [2PAES] −17.73 ±0.41 −3.48 27.92

4 [2BAES] −19.42 ±0.31 −3.81 22.76

The experimental data of H2S in water was obtained from aRiahi and Rowley [16] and bGlew and
Hames [17]

[2MAES] > [2PAES] > [2BAES]. As the chain length increased, the charge density
of cation decreased and thus increase in molar volume [13]. According to Hawker
et al. [14], this is because the ions are unable to pack perfectly due to the flexibility
of the alkyl chain length resulting in the decrease of density.

3.2 Free Energy of H2S

Solvation free energy is used to evaluate or estimate numerous physicochemical
characteristics of a molecule [15]. The H2S solubility in a liquid can be used to
measure the degree of removal of the H2S and is quantified by Gibbs free energy
(�G) andHenry’s constant (kH). In this research, the force field of H2Swas validated
in water against experimental data since there is unavailable experimental data of
the solubility of H2S in these PILs. As tabulates in Table 4, the result shows that the
solubility data of H2S in water through MD simulation was in good agreement with
the experimental and can be used to correctly calculate the solubility of H2S in these
PILs. Figure 3 shows the graph of free energy.

Generally, the solvation process is favorable and easy to occur if the total value
of Gibbs free energy (�G) is negative [18]. From this term, it shows that the result
obtained for PILs from MD simulation is in negative values which indicated that
H2S was soluble in PILs and slightly soluble in water. From these PILs, [2BAES]
shows the most negative value of −19.42 kJ mol−1 indicating that H2S was most
soluble in [2BAES] as compared to the other PILs. Technically, when the alkyl length
chain of cation increased, more negative values of �G was produced ranging from
−12.74 to −19.42 kJ mol−1. The possible reason behind this was due to the free
volume effect which can be related to the interaction energy between the cation and
anion. Fundamentally by having aweak interaction energy between cation and anion,
it provides a space (free volume) to accommodate the H2S in PILs and provide a
greater freedom of movement in self-diffusion coefficient of PILs resulting in an
increase of the H2S solubility in PILs [19, 20].
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Fig. 3 The graph of free
energy

The strength of interaction energy of cation–anion can be seen through the quali-
tative analysis of radial distribution function (RDF). Basically, RDFworks to find the
probability of a pair of atoms or molecules in a shell, g(r) up to a distance of r with
another atom chosen as references point. Referring to Fig. 4, the distance between
cation and anion of [2MAES] is approximately about ~0.50 nm, while [2PAES] and
[2BAES] were ~0.51 nm and ~0.52 nm, respectively. From these distances, it can
be seen that [2MAES] formed a stronger interaction compared to the other PILs
[21]. However, the distance between the cation and anion of [2MAES], [2PAES]
and [2BAES] showed a less significant difference. Thus, to support this qualitative
analysis, the quantitative analysiswas provided by calculating the self-diffusion coef-
ficient (D) of cation and anion obtained from the linear fitting slope of mean square

Fig. 4 The RDF graph of
[2MAES], [2PAES] and
[2BAES], respectively
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Table 5 The self-diffusion coefficient (D) from a slope of MSD plot (with a standard deviation in
parentheses) and cationic (t+) and anionic (t−) transferences numbers for cations and anion

System Self-diffusion coefficient (D) (×10–11 m2 s−1) t+ t−
Dcation Danion Dsystem

[2MAES] 1.13 (0.008) 0.74 (0.004) 0.84 (0.006) 0.60 0.40

[2PAES] 1.24 (0.005) 0.88 (0.007) 1.03 (0.008) 0.58 0.41

[2BAES] 1.35 (0.004) 0.86 (0.006) 1.06 (0.005) 0.61 0.39

displacement (MSD). Self-diffusion coefficient (D) is used to measure and study the
liquid dynamic in a dense fluid. Further details of the self-diffusion coefficient (D)
are given in Table 5.

It shows that [2MAES] has the lower value of Dsystem in self-diffusion coefficient
which was 0.84× 10–11 m2 s−1 in contrast with the other two PILs which were 1.03
× 10–11 m2 s−1 for [2PAES] and 1.06 × 10–11 m2 s−1 for [2BAES], respectively.
This showed that [2MAES] formed a strong interaction between cation–anion that
restricted its mobility to be slowly diffuse and reduce the space between the two
resulting in less free volume. Ultimately, from these three PILs, the transport number
of cation, t+ are higher compared to the transport number of anion, t−. The higher the
value of the transport number, the faster the ions will diffuse. Thus, this indicates that
the cations diffused faster than anions and contributed to a stronger ionic conductivity
in the electrolyte.

4 Conclusion

In this work, the force field parameters for [2MAES], [2PAES], [2BAES] were
successfully validated against experimental density with the percentage error less
than 5%. The solvation free energy of H2S in PILs were successfully reproduced
using BAR method with the value of �G obtained for H2S in these PILs were
ranging from −12.74 to −19.42 kJ mol−1, respectively at 298 K and 1.0 bar. The
more the negative value of�G, the higher the solubility of H2S in PILs. These results
indicated that the solubility of the gas was highest in [2BAES]. To understand the
solvation mechanism, qualitative and quantitative analyses were calculated and eval-
uated. The quantitative analysis showed that higher Dsystem value provide more free
volume for H2S to accommodate and form interaction between ions resulting in an
increase H2S solubility in PILs.
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Synthesis and Characterization
of Nickel–Magnesium Catalyst
Supported on Reduced Graphene Oxide

Nur Diyan Mohd Ridzuan, Maizatul Shima Shaharun, Israf Ud Din,
and Poppy Puspitasari

Abstract In this study, nickel–magnesium catalyst supported on reduced graphene
oxide nanosheets was synthesized. rGO support was characterized by X-ray diffrac-
tion (XRD), surface area and porosity, and thermogravimetric analysis, and fourier-
transform infrared (FTIR) and Raman spectroscopy to understand its physicochem-
ical properties. The results revealed that the edge-oxidized rGO has high surface
area (258.11 m2g−1) with approximately 36 multi graphitic layers where interlayer
spacing is 0.336 nm each. High thermal stability of rGOmakes it an excellent support
to be used for high-temperature catalytic activity. Subsequently, rGO supported cata-
lysts were synthesized via incipient wetness impregnation method. The amount of
Ni was fixed at 20 wt% whilst Mg was varied at 0 wt % and 5 wt% relative to rGO
content to assess its effect as second metal towards properties of the catalyst. X-ray
diffractograms of Ni20/rGO and Ni20Mg5/rGO demonstrated formation of new peaks
due to presence of NiO and NiO–MgO whereas (002) rGO peak at 26.5° does not
show obvious changes, concluding the stability of rGO after the impregnation and
calcination processes. Upon impregnation, the surface area and porosity of Ni20/rGO
is lower than that of rGO due to dispersion of Ni metal on the rGO surface. BET
surface area of Ni20Mg5/rGO catalyst further decreases to 103.95 m2g−1 due to the
addition of metal content but its porosity is higher than Ni20/rGO. Hence, it is postu-
lated that Ni and Mg metal form solid solution (NiO–MgO) on rGO nanosheets
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which has bigger particle size compared to NiO, lowering its penetration into rGO
mesopores.

Keywords Reduced graphene oxide · Nickel catalyst · Magnesium

1 Introduction

Following the first isolation in 2004 by Novoselov and Geim [1] graphene has
attracted interest both for fundamental aspects and application studies due to its
exceptional mechanical, chemical and thermal properties [2, 3]. Graphene is a sp2

hybridized carbon-based material with a hexagonal monolayer network forming two
dimensional structure [4]. Solubility, dispersibility and chemical stability of this
material can be enhanced through functionalization and modification of graphene
depending on the properties necessary for the application [5, 6]. The high surface
area of graphene as compared to other carbon allotropes makes it a suitable mate-
rial for support in heterogeneous catalysis. In this work, reduced graphene oxide
supported nanocatalyst (Ni and Mg) is proposed to be used for CO2 methanation via
Sabatier reaction from Eq. (1) [7]. This strategy can be explained by the fact that the
support has significant influence on the catalyst properties in a few aspects. Firstly,
presence of support can improve the dispersion of active phase. Apart from that,
the addition of support onto catalyst can improve adsorption towards CO2. It also
decreases the formation of the inactive spinel phases and modify the reducibility of
the oxides precursors through manipulating the interaction between the active phase
and support [8]. Often, ceramics supports namely silica [9], aluminium oxide [10],
and zeolite [11] are investigated. Reduced graphene oxide (rGO) can be seen as a
potential support for CO2 methanation reaction due to its high thermal and elec-
tronic conductivities. Then, rGO has special tunable physicochemical characteristic
as well as controllable textures and microstructures. Thus, the property of rGO can
be modified to adjust the deposition of and interaction with the metal nanoparticles
[2]. Since rGO has high surface area [4], dispersion of metal nanoparticles can be
enhanced, agglomeration can be avoided, sintering of carbon deposit can be resisted,
and exposed active sites can be increased.

CO2(g) + 4 H2(g) ↔ CH4(g) + 2 H2O (1)

Catalysts based on transitionmetals from groupVIII (Pd, Ru, Rh, Ni andCo)were
commonly employed for the methanation of CO2. Among them, Ni-based catalyst
has been extensively studied for industrial application due to their feasibility, low
cost and ease of availability. However, under the severe reaction condition of CO2

methanation, Ni catalyst may be deactivated due to the sintering of Ni particles,
formation of mobile nickel sub-carbonyls and formation of carbon deposits [12, 13].
Apart from using support, these limitations could also be solved synergistically by
adding promoters or second metal to the catalyst. Bimetallic catalyst system has
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attracted a great deal of attention to enhance the stability and catalytic activity of
nickel [14]. Beforehand, various second metals namely Fe [15], Zr [8], Pd [16] and
Mg [12, 17] have been added as promoters to Ni catalyst which will intervene in the
reaction to capture carbon dioxide. To improve the efficiency of CO2 methanation,
magnesium oxide, MgO, has been used together with Ni as bimetallic catalyst. This
is because MgO shows high activity for reverse water gas shift reaction at moderate
temperatures, relatively cheap and abundant [18]. Most importantly, MgOwas found
to be an effective promoter to improve resistance towards carbon deposition and
minimizeNi particles sintering [10]. Theoretically, the presence ofMgOwill produce
solid solution with Ni on the support and can provide an alternative pathway by
reacting with CO2 to form magnesium carbonate, MgCO3 . MgCO3 is the precursor
to initiate reaction to produce methane whereas H2 is activated by Ni nanoparticles
[16]. Addition of second metal can also potentially minimize the CO byproduct by
inhibiting CO desorption as intermediate. Earlier, MgO was utilized as promoter for
nanoparticles supported on silica in several studies [9, 16, 17] and found success as
enhanced CH4 selectivity and CO2 conversion at optimum temperature and H2/CO2

ratio was observed in the presence of MgO.
To the best of our knowledge, the use of reduced graphene oxide nanosheets

(rGO) as support for Ni–Mg bimetallic catalyst system has not been reported in any
open literature. Herein, we reported the synthesis of nickel and magnesium oxide
nanoparticles supported on rGO via incipient wetness impregnation method with
the expectation to improve metal dispersion on rGO and study the effect of Mg as
secondmetal into the catalyst system.Thephysicochemical properties of rGOsupport
and catalysts were thoroughly characterized by different spectroscopic, surface and
thermal analysis.

2 Experimental

2.1 Materials

Reduced graphene oxide was purchased from Sigma Aldrich. Nickel nitrate hexahy-
drate (Ni(NO3)2 · 6H2O) and magnesium nitrate hexahydrate (Mg(NO3)2 · 6H2O)
were both obtained fromMerck. All the solutionswere prepared using distilledwater.

2.2 Catalyst Synthesis

Catalystswere synthesized from incipientwetness impregnationmethod.The amount
of Ni wasmaintained at 20wt%whilstMgwas varied at two different amounts (0 and
5 wt%) relative to rGO content to assess its effect as second metal towards properties
of the catalyst. Firstly, respective amount ofNi(NO3)2 · 6H2O) andMg(NO3)2 · 6H2O
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were accurately weighed and dissolved into distilled water to prepare impregnating
solution. Volume of solution used was equal to rGO volume. The salt precursors
were added dropwise to rGO support in a beaker. The impregnated sample was left
for 12 h before it was dried at 100 °C for another 12 h. After calcination at 400 °C
for 2 h, Ni20/rGO and Ni20Mg5/rGO catalysts were obtained.

2.3 Characterization

2.3.1 Thermogravimetric Analysis

Thermogravimetric analysis (TGA) of rGO support was conducted usingMETTLER
TOLEDOTGA/DSC STARe thermogravimetric analyzer with Gas Controller GC10
over the temperature range of ambient temperature 25–900 °C (heating ramp:
20 °C/min) in N2 atmosphere. The purpose of TGA was to characterize the thermal
properties and analyse weight loss profile of rGO support which is used for
determination of catalyst calcination temperature.

2.3.2 XRD Analysis

The analysis of interlayer spacing, crystallinity and phase identification of rGO
support and catalysts were determined using X-ray diffraction recorded on powder
diffractometer (X’Pert3 Powder and Empyrean, PANalytical) with Cu Kα radiation
source between 2θ of 10° to 85° (scanning step of 0.01°/step) on continuous scanning.
Interlayer spacing of rGO layers (d), crystal stack height (Lc), crystallite size (La)
and estimated number of layers (NGP) were obtained from Eq. (2)–(5) respectively.

λ = 2d sin θ (2)

Lc = Kλ/B cos θ (3)

La = K2λ/B cos θ (4)

NGP = Lc/d (5)

where λ is wavelength of Cu Kα radiation (1.5418 nm), K is shape factor (0.89), K2

isWarren Form Factor (1.84) and B is line broadening at half maximum of respective
peak.
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2.3.3 Raman Spectroscopy

Raman spectrum of rGO support catalyst were obtained using Horiba
JobinYvonHR800 spectrometer with 514 nm green laser as excitation source in the
Raman shift range of 400–4000 cm−1 to identify the structure and degree of disorder
in carbon-based material of the rGO support. Crystallite size (La) of the rGO was
calculated from Eq. (6).

La = (2.4 × 10−10)λ4(ID/Ig)
−1 (6)

where λ is the wavelength of excitation source, ID and IG are the respective intensity
of D and G band of rGO.

2.3.4 SAP Analysis

Surface area and porosity (SAP) analysis of support and catalysts were performed
using Micromeritics ASAP 2020 analyzer with N2 as adsorbate. The sample was
degassed before being subjected to N2 adsorption. Surface area was determined
from BET model, pore size and volume were determined from BJH method and
micropore analysis was carried out using t-plot analysis.

2.3.5 FTIR Spectroscopy

Fourier-transform infrared (FTIR) spectrophotometer (Pelkin Elmer, SpectrumOne)
was used to investigate chemical bonds and oxygen functional group of rGO support
and catalysts in the range of 400–4000 cm−1 with a resolution of 4 cm−1. Sample
pellet was prepared by grinding with KBr.

3 Results and Discussion

3.1 Thermogravimetric Analysis

Thermogram of commercial rGOwas obtained together with DTG curve as shown in
Fig. 1. From the general view of the thermogram, rGO has excellent thermal stability
at high temperature exposure because the heating of sample up to 900 °C resulted in
only 15.14%weight loss. In the initial step, a steep lost caused by heating is observed
and this is thought to be due to loss of physisorbedwater on the samplewhere 97.72%
residue is left after 127 °C. Removal of moisture adsorbed is commonly observed
in porous materials as supported by other studies [4, 19, 20]. Then, the heating of
the sample up to 500 °C resulted in another 4% degradation. After final heating at
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Fig. 1 Thermogram of rGO support

900 °C, 84.86% sample is left. Hence, it is suggested that calcination of catalyst
to be carried out below 500 °C to avoid rGO decomposition. In the synthesis step,
the catalyst was ideally calcined at 400 °C. This rGO is expected to be able to
anchor the catalyst active phase without being decomposed at elevated temperature
(max: 350 °C) during CO2 methanation reaction. This feature is important because
decomposition of support could result in metal sintering, reducing the conversion
efficiency. The thermal property of this rGO contradicts to that of Deerattrakul et al.
[19] in which it was found that upon heating up to 600 °C, the synthesized rGO was
degraded by 60% beginning at 400 °C due to decomposition of oxygen functional
groups and carbon backbone. Hence, the rGO used in this study has significantly
higher thermal stability.

3.2 XRD Analysis

As depicted in Fig. 2, the diffraction pattern of rGO demonstrate a good agreement to
hexagonal phasewithmajor diffractionpeak appear at 26.52° indexed to (002) facet of
graphite crystal [21]. This peak is an indication for interlayer spacing (d) of graphitic
planes (Fig. 3) that can be calculated from Bragg’s law [22]. The interlayer spacing
is 0.336 nm which is comparable to rGO synthesized from other studies [4, 20]. The
crystal stack height (Lc) of the rGO nanosheets was found to be 12.27 nm; hence, the
NGP is 36 layers. The La is 25.37 nm as estimated from Eq. (5). The sharp and intense
peak of (002) plane reflects high crystallinity of rGO which can be explained by the
structure of commercial rGO that is only edge-oxidized; hence, making its stacking
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Fig. 2 X-ray diffractogram
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Fig. 3 Structure of rGO carbon backbone

to be more comparable to well-ordered graphite. This is different from other studies
[19, 20, 23] in which XRD pattern of rGO commonly have broad nature due to poor
ordering of the sheets along the stacking direction. The commercial rGO from Sigma
Aldrich is a two-dimensional, layered carbon allotrope where layers are consists of
carbon atoms arranged in a honeycomb fashion with oxygen functional groups at
the edge whilst each layer is connected through van der wall’s interaction [24] at
interlayer spacing of 0.336 nm. The structure of rGO sheets that give rise to the XRD
pattern is illustrated in Fig. 3. Furthermore, a small peak observed at 43.82° belong
to (100) plane which gives intuition on the short-range order in graphene layer.

After metal impregnation, X-Ray diffractogram of catalysts (Ni20/rGO and
Ni20Mg5/rGO)were obtained.With the impregnation of 20%Nionto rGO, reflections
for the Ni phase were consistent with those for NiO at 37.07°, 43.27°, 62.72°, 75.16°
and 79.13° which correspond to (111), (200), (220), (311) and (222) diffraction
planes [25]. The presence of these peaks indicates success of wetness impregnation
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method to incorporate active metal onto rGO support. When 5% of Mg is added,
no apparent changes on the diffractogram could be observed and this is likely to
be due to loading being too low compared to Ni. This too could be attributed to the
superposition ofMgO and NiO peaks [17, 26]. The effect ofMgmodifier towards the
catalyst system could be concluded further as different amount of Mg is loaded onto
the catalyst. XRD peaks of Ni20Mg5/rGO could be attributed to NiO–MgO mixed
phases as solid solution and this is commonly suggested from other studies [9, 17,
27]. With the preliminary study of this material for synthesis at 40 °C, it confirms
that rGO is able to withstand high temperature as there is no significant changes at
(002) peaks of graphene could be observed.

3.3 Raman Spectroscopy

Figure 4 shows Raman spectrum of rGO support and Ni20Mg5/rGO catalysts. It is
apparent that threemajor peaks are observed at 1352, 1572 and 2704 cm−1 associated
to D-band, G-band and 2D-band of graphene respectively. The G-line is assigned
to the E2g phonon of sp2 C atoms in graphite single crystal. D line is a breathing
mode of κ-point phonons at A1g symmetry that appears in polycrystalline samples
from small crystallites or boundaries of larger crystallites [28, 29]. 2D band is the
overtone of the D line due to second order phonon processes [30]. The ratio of
intensity of 2D-band and G-band can give insight on the graphene layers [29, 31].
The result shows that I2D/Ig > 1; hence, the rGO is multilayer, correspond with the
XRD result. Broadness of G-band and D-band is proportional to degree of disorder
as suggested from Gurrero et al. [28]; hence, rGO has relatively lower disorder. The
disorder raised is associated with structural defect due to the attachment of hydroxyl

Fig. 4 Raman spectrum of
rGO
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and epoxide groups on the carbon backbone [32]. The in-plane sp2 crystallite size,
La, was found to be 18.13 nm. The La is comparatively lower from La calculated
from XRD analysis.

3.4 FTIR Spectroscopy

FTIR spectra of three samples are presented in Fig. 5. The presence of strong peak at
1079 cm−1 and weak absorbance at 670 cm−1 are respectively attributed to stretching
mode of C–O and C–O–C functional group located over the edge of rGO sheets. The
skeletal vibration from the aromatic C=C stretching band appear at 1578 cm−1 with
medium intensity peak meanwhile an absorptive peak at 1720 cm−1 correspond to
carbonyl function groups (C=O, COOH) stretching vibration band. In the range of
wavenumbers 2000–3000 cm−1 a rather clean baseline is observed due to absence of
C–H bond except for a peak at 2923 cm−1. A broad medium absorption at 3420 cm−1

is assigned to antisymmetric and symmetric stretching of OH bond group very likely
coming from oxygen functional group at the edge of the graphene sheets [24, 28].
Overall, the spectra of support and catalysts merge well depicting no degradation
of rGO after undergoing synthesis and calcination processes. The notable reduction
of overall absorption in catalysts is probably due to removal of physisorbed water
after the calcination and impregnation as surface area and porosity decreases. In
the view of these spectra as well, there is no formation of new peaks after metal
loading suggesting that only physical anchoring occurred betweenmetal and support,
supposedly by filling of the pores as evidenced from Sect. 3.4.

Fig. 5 FTIR spectra of rGO
and catalysts
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3.5 SAP Analysis

The isotherm of rGO support and catalysts are shown in Fig. 6, while comparative
values of SAP result between rGO support, Ni20/rGO and Ni20Mg5/rGO obtained
are shown in Table 1. As presented in Fig. 6a, the isotherm of rGO exhibits Type IV
and possess H3 hysteresis loop according to IUPAC classification [33]. This indi-
cates that the sample has pores dominated in mesoporous range (2–50 nm) whilst
the H3 type hysteresis loop represents aggregates of plate-like particles giving rise to
slit-shaped pores [34]. The hysteresis loop occurs due to the capillary condensation

Fig. 6 N2 sorption isotherm of a rGO b Ni20/rGO c Ni20Mg5/rGO

Table 1 Surface area and porosity of rGO, Ni20/rGO and Ni20Mg5/rGO

Catalyst SBET
(m2g−1)

Smicro (m2g−1) Pore
volume
(cm3g−1)

Micropore
volume
(cm3g−1)

Pore width (nm)

rGO 258.11 44.064 0.3858 0.0198 7.6483

Ni20–rGO 122.01 3.512 0.2908 0.000766 10.1104

Ni20Mg5–rGO 103.953 4.436 0.3156 0.00137 10.6021
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in the mesopores. The isotherm and hysteresis loop pattern after metal impregnation
(Fig. 6b and c) are similar but the amount of N2 adsorbed decreased due to loading
of Ni and Mg which has much higher density than rGO [35]. This is correlated with
the proportional decrease of SBET when the amount of metal impregnated onto rGO
support increase. Therefore, this provides complimentary evidence that the nanopar-
ticles fill and block rGO pores. However, there is discrepancy between the trend for
surface area and pore volume when amount of impregnated metal increases. The
lower micropore surface area of Ni20/rGO potentially suggest that NiO has smaller
size that it penetrates up to micropores, correspond to micropore volume as well
[36]. Hence, it is postulated that Ni and Mg metal form solid solution (NiO–MgO)
on rGO nanosheets which has bigger size compared to NiO, lowering its penetration
into rGOmesopores. It should bementioned that this is highly probable becauseXRD
analysis did not show peaks of pure MgO; hence, the result supported the postula-
tion that addition of 5% Mg second metal produce NiO–MgO solid solution instead
of forming two different oxides. This phenomenon is also in general agreement with
other researchers studying bimetallic catalysts [10].

4 Conclusion

This work was devoted to study the capability of reduced graphene oxide to act
as catalyst support via incipient wetness impregnation method. rGO physicochem-
ical properties are well characterized and the results showed that rGO has high
thermal stability, high surface areawith ample porositywithmultilayer edge-oxidized
graphitic planes. rGO nanosheets has crystallite size along (002) stacking direction
of 12.27 nm. Incipient wetness impregnation method was found to be a successful
technique to physically anchor Ni and Mg on rGO where XRD analysis evidenced
the presence of NiO and NiO–MgO in 2θ range of 30°–80°. It is supposed that the
nanoparticles were penetrated into the rGO mesopores as BET surface area showed
significant decrement proportional to amount of metal loading. The effect of Mg
addition as second metal results in the formation of solid solution (NiO–MgO) based
on the comparison between Ni20/rGO and Ni20Mg5/rGO.
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Abstract Comparative adsorption of acenaphthene onto UiO-66 and ZIF-8 metal-
organic frameworks (MOFs) were investigated. Response surface methodology
(RSM) was employed for the process optimizations according to the central
composite design (CCD) with 5 inputs variables. The adsorption efficiency achieved
were 99.7 and 60.7% for the UiO-66 and ZIF-8, respectively according to the RSM
optimization conditions. The model was significantly described according to statis-
tical analysis of variance (ANOVA). The adsorption process was well fitted by
pseudo-second order kinetic model with R2 values of 0.9947 and 0.97780 for the
UiO-66 and ZIF-8, respectively.
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1 Introduction

Pollution causedby the presence of organic contaminants in environmentalwaters has
been a disturbing phenomenon affecting the peaceful existence of living organisms.
Acenaphthene, a member of Polycyclic aromatic carbons (PAHs) heavily found in
crude oil and coal [1, 2]. It consisted of naphthalene connected by the ethylene at
position 1 and 8 (Fig. 1). It also occurs in small quantity as a result of biomass decay
[3]. It has found variety of applications in industrial processing as a precursor and
intermediatematerial for the production of products such as dyes production, plastics,
insecticides, fungicides and other manufacturing processes [4, 5]. It is an important
component in coal tar for road and highway constructions and as preservative inwood
industries [6]. It is among the most prominent organic pollutant ubiquitously found
in environmental waters [7]. It is resulted from oil spillage, effluents discharged
from petroleum and petrochemical industries, coal conversion process, urban air
due to automobile exhaust and cigarette smoke, as well as municipal wastewater
due to the soil surface and street asphalt runoff [8, 9]. It is relatively insoluble in
water (0.4 mg/100 mL), thus easily transported into the water bodies. Findings have
shown the presence of acenaphthene in various ground and surface waters. It is
recalcitrant to atmospheric degradation, thus undergoes bioaccumulation in the soil
and sediments and subsequently consumed by the plants and aquatic organisms
[10]. It was known to cause significant impact to both plants and animals due to its
toxic and hazardous effects such as eye and skin irritations, lungs cancer and other
respiratory complications [11, 12]. It was listed among the priority PAHs organic
pollutant according to USEPA. Thus, essentially required to be eliminated from
environmental waters.

Adsorption process have been recognized as an alternative wastewater remedia-
tion technology. It is a low-cost and environmental-friendly technique for variety of
pollutants removal from the water. The availability of various natural and synthetic
adsorbents materials for both organic and inorganic pollutants removal has been
capitalized as the way forward compared to other water treatment technologies such
as coagulation, reverse osmosis and enzymatic degradation processes [13, 14]. Thus,
various adsorbents fromnatural and sources such as biomass [15], clays, soil and sand
particles [16], etc., have been well reported for the acenaphthene adsorption from
environmental waters. Despite showing lots of promise in water treatment, most of
these adsorbents are not suitable for PAHs removal fromwater due to the low specific

Fig. 1 Chemical structure of
acenaphthene
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surface area and pore volumes of the adsorbents [17]. The use of synthetic materials
such as activated carbons [18], biochar [19], carbon nanotubes, graphene [20], and
silica have also been reported. However, AC is not suitable for organic pollutant
removal at low concentrations.

Advancement in materials sciences have paved the way for the invention of new
classes of materials with versatile applications. Metal-organic frameworks (MOFs)
are among the most advanced materials that attracted the attention of researchers
from scientific and engineering fields. They are comprised of coordination sphere
made from interaction of metal-ion with organic moieties, forming extensive crys-
talline frameworks [21, 22]. They acquired unique properties such as exceptionally
high porosities, mechanical and thermal strength [23, 24]. Thus, they have found
tremendous applications in various fields such as carbon dioxide capture, energy
storage, sensors, drug delivery, catalysis and wastewater remediations [25, 26]. They
offered promising applications as super adsorbents for both organic and inorganic
pollutants removal from water [27–29], due to their ultrahigh porosities and good
stabilities.

This work is thus aimed at adsorption of acenaphthene from aqueous medium
using UiO-66 and ZIF-8 MOFs. They were chosen due to their high BET surface
area and pore volumes as well as their stabilities in both aqueous and organic
phases. Response surface methodology (RSM) was used for the experimental design
using central composite design (CCD). The kinetics of the adsorption process was
evaluated, and the reusability of the MOFs was studied.

2 Materials and Methods

The materials purchased in this work were analytically graded and thus were used
as received. Acenaphthene standard (99% purity), ZIF-8 (99% purity) zirconium
tetrachloride (99.99% purity), terephthalic acid (97% purity) obtained from Sigma
Aldrich (USA), and supplied by Avantis Laboratory, Malaysia.

2.1 Synthesis and Characterizations of the MOFs

UiO-66 was synthesized and characterized according to the procedure reported in
our previous work [30]. While ZIF-8 was commercially purchased.
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2.2 Preparation of the Stock Solution

The acenaphthene stock solution was prepared in acetone by using 10 mg of the
standard in 100ml volumetric flask tomake a solution of 100mg/L.Working solution
was prepared from the stock solution in double deionizedwater using serial dilutions.

2.3 Synthesis of the MOFs

Batch adsorption experiment was designed by the RSM software (Design Expert 11)
using full factorial CCD comprises of 5 input variables: contact time (min), dosage
(mg), concentration (mg/L), pH and temperature (°C) with 5 center points. The
adsorption was conducted using 30 mL of the acenaphthene solution in an incubator
shaker (Incubator ES 20/60, bioSan) at 200 rpm. The sample was analyzed using
UV-visible spectrophotometer (GENESYS 30) analysis at 220 nm. The responses
were determined as the percentage adsorption efficiency achieved by the UiO-66 and
ZIF-8 MOFs accordingly to the formula:

%R = C0 − Ce

C0
× 100 (1)

And the amount of the acenaphthene adsorbed onto the MOFs at certain time (qt)
and equilibrium (qe) were determine from the formula:

qt = (C0 − Ct )V

w
(2)

qe = (C0 − Ce)V

w
(3)

where C0, Ct and Ce are the initial, time and equilibrium concentrations (mg/L),
respectively, w is the weight of adsorbent (g), and V is the volume of the solution
(L).

3 Results and Discussion

3.1 RSM Optimizations for Acenaphthene Adsorption
onto UiO-66 and ZIF-8

The synthesis of UiO-66was achieved using solvothermal technique described in our
previous studies [30], while ZIF-8 was commercially purchased. The BET surface
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area of the MOFs were 1421 m2/g and 1299 m2/g, while the pore volumes were 0.91
and 0.60 m3/g for the UiO-66 and ZIF-8, respectively.

The adsorption studies for the removal acenaphthene were thus conducted using
both UiO-66 and ZIF-8. The experimental conditions were determined by the CCD
consisting of 5 parameters input variables with 47 number of experimental runs as
described in Table 1. The adsorption efficiency of the two MOFs were determined
according to each set of the experimental conditions given. The adsorption efficiency
of UiO-66 was found to be much higher than that of ZIF-8, which was attributed the
higher surface area and pore volume of the MOF [31, 32]. Thus, the highest removal
efficiency achieved was 99.7% and 60.7% according to the described multi-variate
conditions given in Fig. 2a,b for both UiO-66 and ZIF-8, respectively.

The corresponding 2-dimension (2D) and 3-dimension (3D) graphs for the RSM
optimizations of the adsorption process. According to the Fig. 2, the adsorption
efficiency was shown to increase with increase in the dosage of the MOFs due to
the increase in the available number of adsorption sites on the surface of the MOFs.
UiO-66 has shown to efficiently adsorbed larger organic molecules such as dyes and
pharmaceuticals from aqueous solutions, attributed to its potential breathing capacity
[33], high porosity [34], hydrophobicity and extensive stabilities in both organic and
aqueous medium [35]. Similarly, the adsorption efficiency was increase with the
increasing the contact time for the adsorption due to the increase in the interaction
of the acenaphthene with the surface of the MOFs.

The model fittings were described by the analysis of variance (ANOVA) as
presented in Table 2 according to the Fischer test (F-test) and p-values (probability
> F) with 95% confidence level for the input variables. The overall model p-values
were significant (< 0.0500), with F-value of 33.44 and 126.34 for the UiO-66 and
ZIF-8, respectively. The significant terms for the adsorption and parameters combi-
nation were A, B, C, D, AD, A2 and A, B, C, D, AB, BD, A2 for the UiO-66 and
ZIF-8 respectively. The significance of the model was also described by the reason-
able agreements between the adjusted R2 (0.9338 and 0.9820 for UiO-66 and ZIF-8,
respectively) and predicted R2 (0.8733 and 0.9638 for UiO-66 and ZIF-8, respec-
tively) values with less than 20% differences. The lack of fit test for the replicated
design points of the residual errors against the pure errors for the model were 0.1915
and 0.5840. The adequate precision of the model was 17.3082 and 32.6708 for the
UiO-66 and ZIF-8, respectively, implying that the model can be used to navigate
the design space for the adsorption studies. The scatter plots (Fig. 3) have shown
significance of the model in terms of good agreement between the experimental and
predicted adsorption efficiencies. Thus, RSM model was significant for the design
optimizations of acenaphthene adsorption onto UiO-66 and ZIF-8.

3.2 Contact Time and Kinetics Study

The uptake of acenaphthene by the UiO-66 and ZIF-8 MOFs were studied. Adsorp-
tion experiment was studied using the optimized RSM data. Figure 4 highlighted the
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Table 1 RSM optimizations for acenaphthene adsorption onto UiO-66 and ZIF-8 MOFs

Name Units Low High − Alpha + Alpha

A: Time min 5 25 0 35

B: Dosage mg 3 5 2 6

C: Concentration mg/L 1 3 0 4

D: pH 2 6 0 8

E: Temperature °C 25 35 20 40

Std Run Factor
1

Factor 2 Factor 3 Factor
4

Factor 5 Response
1

Response
2

Time Dosage Concentration pH Temperature UiO-66
(%R)

ZIF-8
(%R)

min mg mg/L °C

1 1 5 3 1 2 25 67.3 30.2

3 2 5 5 1 2 25 77.1 33.5

22 3 25 3 3 2 35 84.2 50.2

24 4 25 5 3 2 35 97.5 53.6

14 5 25 3 3 6 25 96.1 51.2

16 6 25 5 3 6 25 98.4 55.2

36 7 15 6 2 4 30 87.4 45.7

45 8 15 4 2 4 30 85.2 44.3

35 9 15 2 2 4 30 72.2 42.1

5 10 5 3 3 2 25 58.5 29.6

17 11 5 3 1 2 35 63.2 31.5

20 12 25 5 1 2 35 98.5 57.4

42 13 15 4 2 4 40 79.3 44.4

7 14 5 5 3 2 25 58.6 33.8

46 15 15 4 2 4 30 79.1 43.6

31 16 5 5 3 6 35 56.3 32.4

33 17 5 4 2 4 30 54.2 32.1

26 18 25 3 1 6 35 95.5 56.3

28 19 25 5 1 6 35 97.1 57.2

32 20 25 5 3 6 35 92.4 55.4

43 21 15 4 2 4 30 77.3 43.7

39 22 15 4 2 10 30 76.2 44.2

18 23 25 3 1 2 35 94.3 56.3

25 24 5 3 1 6 35 55.7 33.5

34 25 35 4 2 4 30 99.7 60.7

2 26 25 3 1 2 25 94.1 56.4

41 27 15 4 2 4 20 76.5 44.5

(continued)
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Table 1 (continued)

Std Run Factor
1

Factor 2 Factor 3 Factor
4

Factor 5 Response
1

Response
2

Time Dosage Concentration pH Temperature UiO-66
(%R)

ZIF-8
(%R)

min mg mg/L °C

10 28 25 3 1 6 25 98.5 56.7

27 29 5 5 1 6 35 57.2 34.8

4 30 25 5 1 2 25 99.1 57.5

8 31 25 5 3 2 25 97.8 55.4

11 32 5 5 1 6 25 59.5 35.1

29 33 5 3 3 6 35 56.4 32.5

15 34 5 5 3 6 25 58.3 33.3

47 35 15 4 2 4 30 77.7 44.2

30 36 25 3 3 6 35 92.6 54.6

21 37 5 3 3 2 35 56.4 32.3

23 38 5 5 3 2 35 58.4 33.6

38 39 15 4 4 4 30 75.5 43.6

44 40 15 4 2 4 30 77.3 45.2

6 41 25 3 3 2 25 91.5 53.7

12 42 25 5 1 6 25 98.5 55.2

9 43 5 3 1 6 25 55.4 33.5

40 44 15 4 2 8 30 77.3 46.3

19 45 5 5 1 2 35 56.4 35.2

13 46 5 3 3 6 25 55.4 33.4

37 47 15 4 5 4 30 75.2 43.2

effect of contact time for the adsorption process. Sudden adsorption of the acenaph-
thene was observed at the onset of the experiment, attributed to the higher BET
surface area of theMOFs [36]. The equilibrium of the adsorption was attained within
30 min with the MOFs achieving equilibrium adsorption capacities of 23.814 mg/g
and 14.627 mg/g for UiO-66 and ZIF-8, respectively. The adsorption efficiency
achieved at equilibriumwas 99.23% and 60.95% for UiO-66 and ZIF-8, respectively,
confirming the superior adsorption capacity of UiO-66 and its higher porosities as
previously reported in our studies [37].

To understand the mechanism and the rate controlling step for the process, the
adsorption data for the UiO-66 and ZIF-8 effect of contact time was kinetics models
was treated by the kinetics models of pseudo-first order (Eq. 4), pseudo-second order
(Eq. 5), intra-particle diffusion (Eq. 6) and Elovich (Eq. 7) models linearly expressed
as.
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Fig. 2 2D and 3D RSM plots for the adsorption of acenaphthene onto aUiO-66 and b ZIF-8MOFs
under the condition: contact time of 35 min; dosage of 4 mg; concentrations of 2 mg/L, pH of 4 and
temperature of 30 °C

ln(qe − qt ) = ln qe − k1t (4)

t

qt
= 1

k2q2
e

+ t

qe
(5)

qt = KPt
1
2 + C (6)

qt = 1

β
I n() + 1

β
I nt (7)

where qe (mg/g) and qt (mg/g) represent the amount of the acenaphthene adsorbed
by the MOFs at equilibrium and t (mins). k1 (1/min) k2 (q/mg/min) represented the
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Fig. 3 Scatter plots for the RSM adsorption of acenaphthene onto UiO-66 and ZIF-8 MOFs

Fig. 4 Effect of contact time
for the adsorption of
acenaphthene onto UiO-66
and ZIF-8 MOFs

pseudo-first order and pseudo-second order rate constants, respectively. Kp repre-
sented the intraparticle rate constant and C is constant. The α (mg/gmin) and β

(g/mg) were the initial desorption rate and desorption constant for the Elovichmodel,
respectively.

Figure 5 depicted the plots of the kinetic models studied. The adsorption data was
found to be precisely suited by the pseudo-second ordermodel in comparison to other
models evaluated. It is R2 value was 0.9947 and 0.97780 for the UiO-66 and ZIF-8,
respectively. Also, its calculated adsorption capacities were 24.80 and 15.87 mg/g
for the UiO-66 and ZIF-8, respectively, very closer to the obtained experimental
values of 23.814 and 14.627 mg/g for UiO-66 and ZIF-8, respectively, indicating
the chemisorption is the rate limiting step of the process and the availability of
the adsorption sites on the surface of the MOFs. Other reports have also described
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Fig. 5 Adsorption kinetics plots for acenaphthene adsorption onto UiO-66 and ZIF-8 MOFs

the adsorption of organic pollutants onto UiO-66 [38, 39] and ZIF-8 [40, 41] as
pseudo-second order process.

4 Conclusion

RSM was used for the experimental design of acenaphthene adsorption onto UiO-
66 and ZIF-8 MOFs. Five factor parameters were employed, and best performance
of the MOFs was achieved for UiO-66 with adsorption efficiency of 99.7 due to
its higher porosity in comparison to ZIF-8 which recorded adsorption efficiency of
60.7%, according to the experimental condition with contact time of contact time of
35 min, dosage of 4 mg, concentrations of 2 mg/L, pH of 4 and temperature of 30 °C.
The overall model p-values were significant (< 0.0500) for both UiO-66 and ZIF-8
MOFs. The lack of fit test for the model was insignificant, which was desirable for
both MOFs and the adequate precision was 17.3082 and 32.6708 for the UiO-66 and
ZIF-8, respectively. Good agreement between the RSM and experimental findings.
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The Simplex Lattice Design
of Experiments: Formulation of Low-IFT
Foam Surfactant for EOR Application
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Wasan Saphanuchart, and Khaled Abdalla Elraies

Abstract The main objective of this work was to determine the optimum surfac-
tant formulation to get low interfacial tension (IFT) and foam half-life value by using
simplex latticemixtureDesign of Experiment (DOE)method.A quadraticmodelwas
fitted to the first response, that is foam half-life, whereas special quartic model was
fitted to IFT. Both models have been experimentally validated based on the ANOVA
table. Two diagnostic tools were also used to help in investigate in diagnosing the
models, which are the Normal Plot of Residuals and Box-Cox Plot. Besides that, the
impacts of the surfactant component fractions on foam half-life and IFT variation
were also studied followed by optimizing the models to get an optimum formulation
that will produce high stability and minimum IFT value. The predicted and exper-
imental value IFT were found to be in good agreement with value of 0.05 mN/,
which close to the predicted value of 0.04 mN/m, whereas for foam half-life, the
experimental value is 286 s which is not in good agreement to the predicted value of
338 s.
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1 Introduction

Due to our world market demand, oil as non-renewable energy resource which
possesses great utilization has urged the oil and gas industry to come out with more
advanced technology to overcome the shortage of petroleum supply. There is still a
large part of residual oil which are still arrested in the low permeability area in the
reservoir, and the recent technology has been a great helpful to increase oil recovery.
To overcome on this issue, the tertiary oil recovery or also known as enhanced oil
recovery has attracted great attention in research and development on every aspect
to increase the efficiency of oil recovery to fully utilize of oil resources [1]

The uses of chemicals such as IFT and foamsurfactants have been used for decades
in enhancing oil recovery especially in a great challenging reservoir condition [2].
Unique characteristic chemical structure of surfactant itself, makes it a very inter-
esting chemical in oil recovery, where it has both hydrophilic and hydrophobic part
in one chemical structure. Surfactants are being used to promote the imbibition of
displacing fluid by reducing the interfacial tension between crude oil and displacing
fluid which is inhibited by the high capillary force in the porous rock [3]. However,
reducing the interfacial tension is not enough to get a good oil recovery, but the IFT
need to be reduced at a very low value (<10–2 mN/m) for an emulsion to form.

IFT surfactant only does not enough to sweep out the fluids and recently foam has
grabbed a lot of researcher’s attention in mobility part. Foams have been reported
in few studies to help in improving sweeping efficiency of the displacing fluids and
crude oil in gas flooding [4]. Few studies have also highlighted the advantage of
foam where it is able to flow far to the low permeabilities region [5] and are bearable
with harsh reservoir condition, such as high temperatures and salinities compared
to when polymer is utilized [6]. Before current advances in EOR which is foam,
they only use natural gas for mobility control, but major problem occurred when
it is injected to EOR. Natural gas possesses low density and viscosity, thus it tends
ascend to the top of the reservoir [7]. Major issue that always beenmentioned in most
case studies, related to its stability. Foam is well-known with its thermodynamically
unstable system but with the use of surfactants, the foam stability can be improved
[8].

The integration IFT and foam surfactants have been addressed in few researches
specifically in fractured carbonate reservoirs and also proven to have higher oil-
recovery [9–11] but this combination has some issues raised regarding to it. Lachaise
described the challenge in combining IFT and foam surfactant has made the foam
stability decreased as the IFT properties dominate to the ultra-low IFT value [12].
Another research papers has also mentioned this issue [9, 10]. This challenge is
arising due to the different chemical structure for foams and low-IFT surfactants,
thus affecting both IFT and foam properties contradictory. This is actually a clear
evidence that for a formulation to have a dual-function ability may compromise the
performances between low-IFT and foam properties. Besides that, it is also a big
challenge, especially for the oil and gas industry because some chemical supplier,
they do not state the actual composition for a commercial surfactant and will cost a
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large amount of time to do testing and characterization. Despite all the hurdles, the
idea to have a dual-function surfactant have successfully proven to have incremental
in oil recovery in carbonate type of reservoir however, it hasn’t been discussed for
sandstone type reservoir.

All these studies which attempted to formulate and design an effective a dual-
function formulation is by selecting new surfactant that fall into these two categories,
IFT and foam surfactant. However, conventional optimization for formulation is
time consuming whilst also being expensive as this method would require a large
amount of samples [13]. The optimum point for conventional optimization usually
impossible to precisely find and therefore, a well-designed data collection method
would help the experiments to get valid results statistically [14]. DoE is one of the
systematic approaches to solve problem that can be applied to data collection and
statistical analysis. This approach is satisfactory and compelling than other method,
for example, classical one-at-a-time or mathematical methods since it can study
numerous variables simultaneously with a smaller number of observations, costs and
time saving [13]. In this study, an attempt was made to formulate an optimal dual-
function surfactant formulation by getting specific target byminimizing the IFT value
and has high foam stability according to a three-component mixture design. Design
Expert® software was used to obtain an optimal formulation. The parameters in this
experiment design would be the surfactant compositions. This paper concentrates in
detail the simultaneous effect of these parameters on IFT and foam stability utilizing
DoE.

2 Materials and Methodology

2.1 Materials

Three surfactants were used in this formulation which focusing on anionic and
amphoteric surfactant because this study concentrates on sandstone type reservoir.
Both type of surfactants are most widely used type of surfactant because it shows low
adsorption on the rock’s surface because of the negatively charged surface. Table 1
lists all the surfactants that were used in this study without any more treatment aside

Table 1 Type of surfactants
that were used in this study

Surfactant Supplier Type

Cocamidopropyl
betaine (CAB)

Stepan Amphoteric

Amidopropyl
betaine (AB)

Oil Chem Technologies Amphoteric

Alpha olefin
sulfonate (AOS)

AkzoNobel Anionic
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Table 2 Brine compositions
that used in this study

Ions SW (ppm)

Sodium, Na+ 9498

Potassium, K+ 379

Calcium, Ca2+ 294

Magnesium, Mg2+ 1140

Strontium, Sr2+ 4.695

Sulfate, SO4
2− 2400

Cloride, Cl− 17,023

Bicarbonate, HCO3
− 82

for dilution with brine or sea water (SW). The brine compositions are shown in Table
2.

2.2 Sample Preparation and Experimental Procedure

The hydrocarbon phase or crude oil collected from east coast of Peninsular Malaysia
oilfield was used in this investigation in all IFT and foam half-life tests and the
aqueous phase contained seawater along with three surfactants that were listed in
Table 1. The aqueous phasewasmixed by usingmagnetic stirrer for one hour because
some solution took a long time to homogenized. Since this research work is focusing
on finding a right composition for the aqueous phase in which the IFT value between
the two phases is at minimum value and the foam half-life value at maximum value.
Both IFT and foam half-life value will be set as responses and to be measured based
on the different compositions of aqueous phases assigned by the Design Expert
software.

2.3 Experimental Procedure of IFT and Foam Stability
Measurements

For IFT measurements, both hydrocarbon and aqueous phases density should be
determined. The density value was carried out by using a handheld density meter,
DMA 35 Basic purchased from Anton Paar. The sample was taken directly from a
specific solution such as hydrocarbon and aqueous phases and the density data was
collected directly without the need for further calculations at room temperature. Each
test was replicated for three times.

Next, the IFT value between the hydrocarbon and aqueous phases were measured
by using a SpinningDropTensiometer fromKRUSS,Germany at 96 °C. The aqueous
phases were injected first to a capillary tube until it full and then half μl of the
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hydrocarbon phase was injected into the capillary tube. The capillary tube was then
inserted into the instrument and the diameter of the oil droplet was measured at
2800–3200 rpm. Three replicates were used for each test. Vonnegut’s expression
was used to estimate the IFT:

σ = �ρω24R3 (1)

where,

σ IFT
�ρ fluid densities difference
� angular velocity
R droplet’s radius.

For foam stability measurement, the test was carried out using Teclis foam scan
(Teclis, France) at 96 °C and 1 bar pressure. Total volume to be injected in the foam
scan using 9:1, 8 mL of crude oil was injected first followed by 72 mL surfactant
solution. 100 mL/min flow rate of nitrogen gas was kept constant as the gas was
purged to the surfactant solution from the bottom of the tube until the desired volume
of foam (200 mL) was produced. The time taken for the foam to reach 200 mL was
recorded as an indication for its ability to foam. Once it reached 200 mL, the foam
will be started to collapse until it is at 100 mL. The interval time it took to reach
100 mL was recorded as its half-life and the flow of nitrogen gas was then stopped.
Figure 1 shows a conceptual diagram for this foam test.
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Fig. 1 General diagram for foam test
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Fig. 2 Experimental optimization process

2.4 Simplex Lattice Mixture Design

Experimental designed by using Design of Experiment (DOE) is an appropriate
tool which provides a simple strategy in optimizing a process and to come out with
an optimal formulation of a specific mixture [15]. It is also a great tool for exper-
imental conception relationship evaluations dependent on three sections including
design, analysis and optimization [16]. A mixture experiment is a unique type of
response surface experiment design in which the components of a mixture are the
main variables and the response is dependently to the proportions of each component
and not on the amount of the mixture. The key benefit of this approach is the mini-
mization of the quantity of speculative try and error with more effective resolution
on formulation mixing. Most mixture designs, there are restrictions specifically on
component proportions (Xj) which limit the user to explore the entire simplex region.
These restrictions here are define as the lower (Lj) and upper (Uj) constraints on the
component proportions [17]. The general form of the constrained mixture problem
are;

∑

j

X j = 1 and Lj ≤ Xj ≤ Uj (2)

In this experiment, simplex lattice mixture design was utilized where are all
the components must have the same range and was used to identify the optimum
surfactant composition to obtain a minimum IFT and a maximum foam half-life
value. The compositions involved are the three surfactants listed as in Table 1. Each
random composition in this design was generated by DOE. The experimental plan
and optimization procedure are presented in Fig. 2.

2.5 Data Analysis

To find a right approximation for the actual functional relationship between the inde-
pendent variables and the response surface is necessary. The response was utilized
to build up an empirical model that correlated both responses in this experiment, IFT
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and foam half-life values with the different component compositions which are the
variables. The model was tested the adequacy of the fitted model, the shape of the
three-dimensional response surface, and the optimal formulation was determined.
Regression analysis and analysis of variance (ANOVA) were carried out by using
Design Expert® version 11 software, Stat-Ease, Inc., Minneapolis, USA).

3 Results and Discussion

3.1 Data Analysis and Model Validation

Table 3 shows the empirical outcomes from the designed experiment. For single
surfactant, the IFT value varies from 0.0348378 to 0.650383 mN/m. Foam half-
life value for single surfactant varies from 171 to 391 s. For binary mixture, the IFT
value show better performance which decreased from 0.0188537 to 0.294219mN/m.
For foam half-life, the value increased from 198 to 493 s. It is also observed that
for the mixtures with fraction of all the three components, the IFT value increases
from 0.04114535 mN/m from to 0.307773 mN/m whereas for foam half-life the

Table 3 Results of designed experiment

Run Components (%) Responses

A:
Cocamidopropyl
betaine

B: Amidopropyl
betaine

C: Alpha olefin
sufonate

Foam half-life (s) IFT (mN/m)

1 0 0 0.5 203 0.58026

2 0 0 0.5 171 0.650383

3 0 0.5 0 320 0.0348378

13 0 0.5 0 385 0.05429

9 0.5 0 0 391 0.499275

15 0.5 0 0 358 0.565519

2 0 0.333333 0.166667 198 0.0188537

11 0 0.166667 0.333333 220 0.151302

7 0.333333 0 0.166667 493 0.235088

10 0.166667 0 0.333333 477 0.274669

5 0.166667 0.333333 0 413 0.11307

12 0.333333 0.166667 0 419 0.294219

4 0.166667 0.166667 0.166667 315 0.103698

8 0.0833333 0.0833333 0.333333 379 0.307773

14 0.0833333 0.333333 0.0833333 340 0.0414535

16 0.333333 0.0833333 0.0833333 453 0.157069
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value varies from 315 to 340 s. These observations have shown that the presence of
two or more components improves the physicochemical properties of the individual
surfactant for the IFT and the foam half-life.

Using Design Expert software, a quadratic model was fitted to the foam half-life
experimental results, whereas special quartic was fitted to the IFT. For foam half-life,
power transformation with lambda of 1.42 was found to have best fit to the model.
To predict the foam half-life between the aqueous phase and crude oil regarding the
actual factors of mixture components, the final obtained model is expressed as in
Eq. 3. As for IFT, special quartic was the suggested model to fit. In order to have the
best model to fit, transformation of square root was found to have better fit in need
to improve the model. Final equation obtained is expressed as in Eq. 4.

The predicted foam half-life and IFT that derived from the model versus actual
foam half-life/IFT that was obtained from experiments are shown in Fig. 3 and this
figure shows that the model was successful in portraying the correlation between the
mixture components with R-squared value of 0.8947 and 0.9923, respectively. The
adequate precision value that measures the signal-to-noise ratio, which is 13.237 for
foam half-life, whereas 29.764 is for IFT, which is greater than 4 and indicates an
adequate signal. Therefore, these models can be used to navigate the design space.

Foam half-life

+373.33A + 348.92B + 206.53C + 185.95AB + 862.25AC − 326.32BC (3)

Sqrt (IFT)

+ 0.73A + 0.20B + 0.79C − 0.12AB − 1.15AC − 1.05BC

− 9.48A2BC − 2.72AB2C + 12.74ABC2 (4)

whereA,B, andC represent of each fraction of cocamidopropyl betaine, amidopropyl
betaine, and alpha olefin sulfonate in weight percent (wt.%), respectively.

Analysis of variance was performed to investigate the fitness and significance
of the model. From the ANOVA result (Table 4), it can show how individual, and
interaction of variables influence on both responses, IFT and foam half-life of the
mixture.

F value in ANOVA defines a ratio of two variances of responses. This value tells
if the means between two populations are significantly different. A significant result
means that the obtained results likely did not happen by chance. If a result is not
statistically significant, the null hypothesis cannot be rejected. As for foam half-life
response, the F tabulated is 9.01 and the F calculated is 16.99. F tabulated for IFT
response is 8.85 and the F calculated is 113.46. Both F calculated values have bigger
value than the tabulated, therefore, null hypothesis are rejected, and the models are
statistically agreed with the predicted value at 95% confidence level.

However, F value alone is not enough, and p value should also be considered. P
value is determined by the F statistic and is the probability that the results could have
happened by chance. A value less than 0.05 demonstrates that there is a significant
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Table 4 ANOVA result table

Source Sum of
squares

df Mean square F value p-value Prob
> F

Remarks

Foam half-life

Model 1.390E + 005 5 27,796.86 16.99 0.0001 Significant

Linear
mixture

67,503.56 2 33,751.78 20.63 0.0003

AB 2766.91 1 2766.91 1.69 0.2226

A 59,494.52 1 59,494.52 36.37 0.0001

BC 8520.93 1 8520.93 5.21 0.0456

Residual 16,358.64 10 1635.86

Lack of
Fit

13,189.64 7 1884.23 1.78 0.3422 Not
significant

Pure Error 3169.00 3 1056.33

IFT

Model 0.71 8 0.089 113.46 < 0.0001 Significant

Linear
mixture

0.51 2 0.26 326.94 < 0.0001

AB 9.855E−004 1 9.855E−004 1.26 0.2992

AC 0.088 1 0.088 112.60 < 0.0001

BC 0.073 1 0.073 93.69 < 0.0001

A2BC 9.470E−003 1 9.470E−003 12.08 0.0103

AB2C 7.779E−004 1 7.779E−004 0.99 0.3524

ABC2 0.017 1 0.017 21.78 0.0023

Residual 5.489E−003 7 7.841E−004

Lack of fit 2.383E−003 4 5.958E−004 0.58 0.7028 Not
significant

Pure Error 3.105E−003 3 1.035E−003

difference between the mean. A value larger than 0.10 indicates that there is no
difference between the means [18]. Both responses have p value less or equal to
0.0001 show the models are very significant.

.

3.2 Diagnostic

Diagnostic test is done, primarily to study the model graphically. Normal plot of the
Residuals is the first diagnostic tool and are presented in Fig. 4 for both IFT and foam
half-life. This plot shows whether the residuals follow a normal distribution and a
change in transformation (if required) can improve the points of the distribution.
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Another diagnostic tool that is also consider important in confirming the model
is Box-Cox Plot as presented in Fig. 4. When the error (residuals) is related to
the magnitude of the response, then it is necessary to transform the response. The
transformation is called as power law transformation that is applied to data using
power function, meanwhile the plot of natural log of the sum of the squares of the
residuals against lambda is the Box-Cox plot. The lambda value indicates the power
to which all data should be raised. So, the right lambda value can be chosen based
on the Box-Cox plot guideline. The minimum point found in the Box-Cox plot is
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the transformation based on the lambda value that is recommended by the Design
Expert software. For foam half-life response, there is no any recommendation on the
transformation, the current lambda of 1 is chosen as the best possible transformation.
As for IFT, the software recommended to make square root transformation as the
best possible transformation.

3.3 Mixture Components Impact Study

Based on the ANOVA table in Table 4, for foam half-life, AC and BC parameter are
considered to be important and can have a huge effect on the foam half-life value.
As for AB parameter, the p-value is high, however after removing the parameter, the
R-squared value becomes lower compared to when it is still in the equation, hence
the term is not removed. According to the quadratic model of foam half-life in Eq. 3,
the linear terms of A, B and C which are the fractions of cocamidopropyl betaine,
amidopropyl betaine and alpha olefin sulfonate, respectively, have positive effect on
the foam half- life stability. Because their coefficient are positives, the increase of
these parameters leads to an increase in foam stability.

As for the IFT, AB term shows a high p-value, but the term cannot be removed
from the model as the term is not hierarchical and it will affect the R-squared,
adjusted R-squared and predicted R-squared to be lower. The p-value for AB2C is
also high which is more than 0.05 but it is also not removed from the model because
it causes the R-squared and predicted R-squared values to be lower. According to the
special quartic model of IFT in Eq. 4, the linear terms of A, B and C have negative
effects on the IFT reduction. Because their coefficients are positive, the decrease of
these parameters leads to an increase in IFT. On the other hand, binary mixture of
the components showed positive effects on IFT reduction because of their negative
coefficients. In addition, the fitted models (Eqs. (3)-(4)) can also be presented in
the form of two- dimensional contour plots and three-dimensional response surface
plots as seen in Fig. 5. The response surface plots demonstrate that a wide region
for different proportions of surfactant can be selected when maintaining the desired
response. High proportions of amidopropyl betaine can reduce the IFT value, while
low proportions of cocamidopropyl betaine and alpha olefin sulfonate can help to
improve on the foam half-life value.

3.4 Optimization

For this hybrid surfactant formulation to function well at desired condition, it need to
have low IFT and high foam half-life value. In order to achieve the ideal composition
shape to satisfy both low IFT and high foam half-life value, the target goal for each
component and the numerical optimization responsewere chosen.As shown in Fig. 6,
the foam half-life reaches a maximum at a certain fraction of the components, and
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Table 5 Numerical optimization

Parameter Goal Experimental region Predicted Experimental

Lower Upper

Cocamidopropyl
betaine

In range 0 0.5 0.058 -

Amidopropyl
betaine

In range 0 0.5 0.391 -

Alpha olefin
sulfonate

In range 0 0.5 0.051 -

Foam half-life
(seconds)

Maximize 171 493 338 286

IFT (mN/m) In range 0.01 0.04 0.04 0.05

same goes with IFT, the IFT value reaches a minimum at a certain fraction of the
components. The numerical optimization can provide the minimum and maximum
level of responses, which are IFT and foam half-life, within the range of factors,
which are fractions of components, by setting the factor goals to ‘maximize’ and
‘in range’. Both parameters and responses with the upper and lower limits that are
required to run the numerical optimization are shown in Table 5. The composition of
the formulation was optimized, together with the predicted and experimental value
for foam half-life and IFT are also shown in Table 5. The foam half-life / IFT between
the surfactant solution and crude oil were measured experimentally under 96 °C to
evaluate the accuracy of the model. The experimental foam half-life is 286 s is not
in good agreement with the predicted foam half-life value of 338 s.

4 Conclusion

16 runs of experiment were designed by using mixture in Design Expert software.
Quadratic model was fitted to the experimental foam half-life response and special
quartic was fitted to the IFT response. Bothmodels were statistically verified through
the ANOVA that shows the models are significant. The best transformation has been
used based on the two diagnostic plots of Normal Plot of Residuals and Box-Cox
Plot to IFT whereas foam half-life does not need any transformation. The model
was numerically optimized. The maximum foam half-life and the minimum IFT
along with the optimum composition were determined. The optimum composition
of the aqueous phase consisting of 0.058% of cocamidopropyl betaine, 0.391% of
amidopropyl betaine and 0.051% of alpha olefin sulfonate with predicted value for
foam half-life of 338 s, whereas for IFT is 0.04 mN/m. the experimental value for
foam half-life is 286 s and as for IFT is 0.05 mN/m. The experimental value of IFT
is quite close to the predicted value but for foam half-life, the experimental value is
not close to the predicted value. Simplex lattice mixture DOE can therefore be used
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as an optimization tool and method for optimization of surfactants in EOR but it is
not accurate for foam test by using the Teclis foam scan.
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Abstract A series of CuFe catalysts have been synthesized on Al2O3 support using
the impregnation method. Effects of metal ratio and potassium promoter on the
physicochemical properties of these catalysts were investigated by FESEM/EDX,
N2 adsorption, H2-TPR and CO2-TPD techniques. Results showed that Cu:Fe ratio
and potassium promoter did not change the morphological and textural properties
of the CuFe catalyst. Potassium promoter improved the reducibility and doubled the
number of the medium basic sites in the CuFe catalyst. The potassium-promoted
catalyst increased the CO2 conversion by a factor of four compared to that of the
un-promoted CuFe catalyst.
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1 Introduction

The constant rising of carbon dioxide (CO2) emission have been identified among the
most serious environmental impacts because of its contribution to climate change.
Even so, because of its abundance and renewable nature, CO2 is also a potential
source of carbon which can be applied in the CO2 hydrogenation process [1, 2].
Converting the very stable CO2 molecules is very challenging, thus development of
highly active catalyst is critical for the CO2 conversion step [3].

The catalytic CO2 hydrogenation reaction to C1 alcohol has received a lot of atten-
tion and has made significant progress [4]. Methanol production via CO2 hydrogena-
tion process has been commercialized in Reykjavik, Iceland [5]. Significant progress
has recently been made in heterogeneous catalytic CO2 hydrogenation to a variety
of high-value and easily marketable chemicals and fuels comprising two or more
carbons (C2 + species), such as dimethyl ether (DME) [6], olefins [7], liquid fuels
[8], and higher alcohols [9]. The C2 alcohol synthesis is more difficult compared to
that of C1 alcohol because of the severe inertness of CO2 molecules, the high barrier
of C–C coupling and the multiple component-based responses that contribute to the
production of C2 alcohol.

The C1 alcohol synthesis using CuZnO-based catalysts have been investigated
extensively. If the catalysts contain alkaline metals, small amounts of higher alco-
hols are produced. The ability to promote higher alcohols synthesis in CO hydro-
genation increases with the alkaline atomic size, Li < Na < K < Rb < Cs [10]. In
addition, for each type of support and synthesis technique, optimal loading of the
alkali metals must be adjusted. Even though the presence of alkali metals can lead
to higher selectivity at the given load, further additions may block the Cu and ZnO
active sites, thereby reducing the reactivity [11]. The use of K2CO3 at 0.5 wt.%
loading in promoting Cu/ZnO/Al2O3 catalyst resulted in highest selectivity to higher
alcohols [12]. However, the maximum selectivity to higher alcohols in the case of
Co/Cu/ZnOwas achieved at 4.1wt.% potassium promoter loading [13]. Nonetheless,
using modified methanol-based catalysts, methanol was still the major product, and
selectivity to higher alcohols was low, due to the limitation in reaction mechanism
[14]. Because of its high selectivity to higher alcohols, as well as its low cost, Fischer
Tropsch (FT)-based catalysts, particularly Cu–Co, Cu-Fe catalysts, have received a
lot of attention. However, there are still several issues that need to be addressed with
these modified FT catalysts, including hydrocarbon selectivity, low alcohol produc-
tivity, and a wide range of reaction products [15]. Appropriate synthesis technique,
addition of promoters, and suitable supports are critical for obtaining evenly dispersed
and well-structured bi or multi metallic catalysts and improving the performance of
FT-based catalysts for alcohols formation [16].

In this work, we report the synthesis of bimetallic CuFe catalysts on alumina
support in the presence of K promoter. The physicochemical properties of the
synthesized catalysts have been investigated for the CO2 hydrogenation reaction.
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2 Materials and Methods

2.1 Materials

Copper (II) nitrate trihydrate (Cu(NO3)2·3H2O) and iron(III) nitrate nonahy-
drate (Fe(NO3)3·9H2O) were used as precursors and supplied by Sigma-Aldrich.
Potassium nitrate (KNO3) and aluminium oxide (γ-Al2O3) were obtained from
Merck.

2.2 Catalyst Synthesis

Bimetallic catalysts (CuFe) at 15 wt.% loading was synthesized on Al2O3 support
at 50:50 (CFA-5050) and 85:15 (CFA-8515) weight ratios via impregnation method.
Potassium was added as a promoter at 1% weight loading. The K-promoted CuFe
catalyst was denoted as CFAK-5050 and CFAK-8515, respectively. The aqueous
solutions of the precursors were impregnated into the treated Al2O3 support. The
mixture was stirred for 24 h, then filtered and washed with deionized water. The
paste formed was dried in an oven at 120 °C for 12 h then calcined in air at 350 °C
for 4 h.

2.3 Catalyst Characterizations

The physicochemical properties of the prepared bimetallic CuFe catalysts were
investigated via several characterization techniques. The morphology and elemental
composition of the synthesized catalysts were analyzed on Zeiss Supra 55 VP equip-
ment equipped with EDX. The textural properties were measured on aMicromeritics
ASAP 2020 via nitrogen adsorption–desorption analyses at −196 °C. The reduction
behavior of the catalysts was studied using a Thermo Finnigan TPD/R/O 110 CE
equipped with a thermal conductivity detector (TCD). Typically, 40 mgcatalyst was
placed in the quartz tube and was pre-treated under the flow of pure N2 at 250 °C for
1 h to remove moisture and impurities. The analysis was performed using 5% H2/Ar
(20 mL/min) up to 950 °C at ramping rate of 10 °C/min. The CO2-TPD experiments
were conducted using the same instrument as that of TPR. Typically, 40 mg of the
synthesized catalyst was placed in the quartz tube and pre-treated at 250 °C under He
flow (20 mL/min) for 50 min. The CO2 sorption then continued by flowing CO2 at
10mL/min for 30min at temperature of 75 °C. The desorption of CO2 was conducted
by purging He gas with a flow rate 20 mL/min through the sorbent bed and ramping
the temperature from 40 to 950 °C at 10 °C/min.
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2.4 Catalytic Performance

The catalytic performance was evaluated for the CO2 hydrogenation reaction using
a fixed-bed reactor (Microactivity Reference, PID Eng&Tech). The catalyst was
reduced in-situ prior to the reaction in H2 at 250 °C for 2 h. The reaction was
performed at 250 °C, 20 bar with H2:CO2 = 3:1. Products were analyzed using the
online gas chromatograph at 30 min intervals.

3 Results and Discussions

3.1 Morphology and Composition

Figure 1 shows the FESEM images and the corresponding EDX elemental mappings
of the synthesized CuFe catalysts. These FESEM images show that all samples
exhibit irregular morphology and metal-oxide particles were distributed uniformly
onto the Al2O3 support. The addition of 1 wt.% potassium promoter did not produce
significant difference on bothmorphologies and elemental distribution on the surface
of the synthesized samples (Table 1). However, results of EDX mapping show that
K promoter was not uniformly distributed on the catalyst surface since it was not
detected in some of the EDX spots analyses.

Fig. 1 FESEMmicrographs at 1.00 K magnification and EDXmapping of a CuFe (50:50) b CuFe
(85:15) c K-promoted CuFe (50:50) and d K-promoted CuFe (85:15)
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Table 1 Elemental composition by EDX (average of 5 spots)

No Catalyst Elements (wt.%)

O Al Cu Fe K

1 CFA-5050 41.66 34.31 9.24 14.79 -

2 CFA-8515 39.98 29.25 25.98 4.79 -

3 CFAK-5050 40.68 34.08 9.22 15.99 0.11a

4 CFAK-8515 40.30 32.24 22.38 4.96 0.19b

aK was only detected on two spots (0.14 wt.%, 0.07 wt.%)
bK was only detected on three spots (0.18 wt.%, 0.16 wt.%, 0.24 wt.%)

Table 2 Textural properties

No Catalyst BET surface area (m2/g) Pore Volume (cm3/g) Pore size (Å)

1 γ-Al2O3 (Support) 202 0.5 75.4

2 CFA-5050 123 0.2 72.5

3 CFA-8515 113 0.2 84.7

4 CFAK-5050 138 0.3 71.2

5 CFAK-8515 114 0.3 86.6

3.2 Textural Properties

The textural properties of the samples are listed in Table 2. The catalyst support (γ-
Al2O3) had the highest BET surface area of 202 m2/g and pore volume of 0.5 cm3/g.
The values of the BET surface areas and pore volumes decreased on the impregnated
samples. These results indicated that themetal-oxide particles have filled up the pores
in the catalyst support after the impregnation process.

3.3 Reducibility and Basicity Studies

TheH2-TPR results of the four catalysts are shown in Fig. 2,where two distinct reduc-
tion temperature ranges were observed at low (120–300 °C) and high (> 340 °C)
temperature regions. A stepwise reduction behavior of CuO can be observed on
the first shoulder peak in which the α and β peaks are assigned to the reduction
of highly dispersed CuO and bulk CuO, respectively. These peaks corresponded
to the reduction of CuO to Cu metallic [17]. The broad γ peaks (>340 °C) for all
samples are related to the reduction of Fe oxides (Fe2O3 → Fe3O4 → FeO → Fe)
[18]. Furthermore, the addition of potassium to CuFe (50:50) catalysts improved the
reducibility of bulk CuO as the α peak showed up at lower temperature compared
to that of the un-promoted sample. However, the effect is reversed for the sample
containing higher Cu content in the catalyst.
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Fig. 2 H2-TPR profiles for the catalysts

The basic sites on the catalyst surface were measured by CO2-TPD as shown in
Fig. 3. The CO2 desorption profiles display three different strength of basic sites,
assigned as weak (α, T < 300 °C), moderate (β, T = 300–700 °C) and strong (γ, T
> 700 °C). In this work, alumina which is slightly acidic, was used as the support.
Since CO2 is acidic gas, the adsorption and dissociation of CO2 can be promoted
by the basic sites of the catalyst. The weak basic sites are related to the surface
OH– groups, the moderately basic sites are attributed to the metal–oxygen pairs
(Cu–O, Fe–O, Al–O) and the strong basic sites are associated with the coordinately
unsaturated O2− ions (low coordination oxygen atoms) existing from partial breakup
of metal–oxygen pairs [19]. The amount of β sites in the un-promoted 50:50 CuFe
catalyst was 7 μmol/g. The presence of K promoter increased the amount of the β

sites in the 50:50CuFe catalyst to 12μmol/g, thus could enhance theCO2 adsorption.

3.4 Catalytic Performance

Table 3 shows the pre-liminary results of the catalytic performance of CuFe catalysts
in a CO2 hydrogenation reaction conducted at 250 °C and 20 bar. The products
detected from the CO2 hydrogenation reaction include methanol, ethanol, methane,
methyl formate (MF) and CO. The equal ratio CuFe catalyst resulted in higher CO2
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Fig. 3 CO2-TPD profiles for the samples

Table 3 Catalytic performance

Catalysts CO2 conv (%) Selectivity (%)

MeOH EtOH CH4 MF CO

CFA-5050 11 1.8 1.2 – 3.4 93.6

CFA-8515 6 2.9 0.3 – 1.4 95.4

CFAK-5050 45 4.6 4.1 18.9 3.6 68.9

conversion compared to the catalyst containing higher amount of Cu. The presence
of K promoter enhanced both the CO2 conversion as well as the alcohols selectivity.
Nevertheless, CO remained as a major product over these catalysts.

4 Conclusion

Effects of Cu:Fe ratio and potassium promoter on the physicochemical properties and
performance of CuFe/Al2O3 catalysts were investigated. Increasing the Cu content
in the catalyst formulation did not change the catalyst morphology but shifted the
reduction peak to higher temperature.However, the presence ofKpromoter improved
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the reducibility of the CuFe catalyst and resulted in an increase in the CO2 conversion
by a factor of four compared to that of the un-promoted catalyst.
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Ultrasonication Assisted Extraction
of Lipids from Chlorella vulgaris
with [Bmim][MeSO4] as an Additive

Ninna Sakina Binti Azman, Noraini Abd Ghani, and Lam Man Kee

Abstract Extraction of lipids using combination of methods with ultrasonic probe
and ionic liquid were done towards the cultivatedChlorella vulgaris. In this research,
[Bmim][MeSO4] were synthesized by using alkylation and metathesis methods.
Effect of methanol, time reaction and IL loading in extracting the lipids were investi-
gated by using ultrasonication. Results indicate that, 40 min gives the highest lipids
extraction with 1.25% of [Bmim][MeSO4] and methanol. Effect of temperature
towards stirring methods were also studied in 40 min duration. 23.81% lipids were
extracted at 40 °C as the optimum temperature. At room temperature, ultrasonication
methods gave three times higher lipids extracted compared to stirringmethods which
are 26.78% and 9.25%, respectively.

Keywords Ionic liquids · Chlorella vulgaris · Lipid extraction · Ultrasonication

1 Introduction

Microalgae is one of the most widely used groups of material in metabolic products.
The advantages of microalgae such as easy to cultivate and rapid growth period make
them dominant in various applications including food supplements and biofuel [1].
With the depletion of non-renewable fuels and climate change had triggered the
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search for sustainable and renewable fuels. Basically, biodiesel that is generated
from edible oil is known as first generation while second generation is biodiesel
that produced from non-edible oil. Biodiesel that comes from microalgal biomass is
categorized as third generation biodiesel and it shows the most promising species
as it has the ability to accumulate large amounts of lipids which around 20–50% of
dry weight [1–3]. Subsequently, previous study reported it was found that in some
microalgae’s species about 70% of its mass comprised of unsaturated fats [4].

Mainly, there are four steps involved in the production of biodiesel that is derived
from microalgae: cultivation of biomass, separation of biomass from the culture
media, extraction of the lipids and transesterification of lipids to final products [5].
However, due to the thick cell walls of microalgae, disruption process is impor-
tant for the lipid’s recovery. Here, disruption methods can be classified into two
which aremechanical and non-mechanical methods.Mechanical methods include oil
expeller or press, ultrasound assisted, andmicrowave assisted,while, non-mechanical
methods or known as chemical methods consist of solvent extraction, supercritical
CO2 and ionic liquid extraction [6].

Organic solvents that are used in this method are methanol and chloroform show
a great effect towards the lipid’s recovery. However, due to the nature of the solvents
itself which mostly toxic, flammable and give the bad impact towards health and
environment are themajor drawbacks [7]. Tominimize these drawbacks, ionic liquids
(ILs) which known as green solvents shows the great ability as a substitute solvent
in the extraction of lipids. It is known as green solvents due to the features it’s
having such as low vapor pressure and toxicity along with the properties can be
modified regarding to solubility, electrical conductivity, hydrophobicity and polarity
[8]. Fundamentally, IL are salts consist of comparatively large asymmetric organic
cations joinedwith smaller organic or inorganic anionswhich at temperature between
0 to 140 °C it remains in liquid state.Generally, the cations are comprised of a nitrogen
containing ring structure such as pyridine or imidazolium where a broad range of
functional side group can be attached. At this point, the polarity of the IL can be
varied by depending on the structure of the side group added [8].

In fact, extraction of lipids from microalgae is much tougher compared with
the extraction of lipids from oil seeds. This is because, microalgae are single-cell
organisms with immensely strong cell walls that possibly hard to break [7]. Hence,
instead of solvent extraction alone, lipid’s recovery can be enhanced with mechan-
ical pretreatment by imposing shear stress forces that help breakdown of algal cell
walls consequently discharge the cell contents including lipids [9]. According to the
Ellison et al. [9] from the research done by Prabakaran and Ravindran it was found
that ultrasound was the most efficient method in lipids recovery from Chlorella sp.
compared to the other techniques investigated including autoclaving, microwave,
bead beating, and a 10% sodium chloride (NaCl) solution [9, 10].

In this work, comparison on the efficiency of lipids extraction techniques were
done towards Chlorella vulgaris (C. vulgaris) with the present of [Bmim][MeSO4]
as additive. By using the technique ultrasonication, effect of solvent, time and IL
loading were investigated. On the other hand, effect of temperature was investigated
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by using stirring method. Lastly, fatty acids extracted were calculated in order to
determine the efficiency of different technique used.

2 Experimental

2.1 Materials

1-methylimidazole, sodium methyl sulfate (NaMeSO4) for IL synthesized were
purchased from Sigma, Malaysia. The chemicals were used without further purifica-
tion. Methanol (analytical grade), n-hexane (analytical grade) were also purchased
from Sigma, Malaysia and used without further purification. C. vulgaris were
cultured using BG-11 medium.

2.2 Synthesis of 1-Butyl-3-Methylimidazolium Chloride
and 1-Butyl-3-Methylimidazolium Methyl Sulfate

1-butyl-3-imidazolium chloride [Bmim][Cl] were synthesized by using 1-
methylimidazole and chlorobutane without presence of solvent. 1-methylimidazole
was mixed with chlorobutane and refluxed at 60 °C for 3 days. Then, the solutions
were washed using acetic acid 3 times and once with ethyl acetate. The mixture was
then going for rotary evaporator to purify it. The purified IL were analyzed using
proton nuclear magnetic resonance (1HNMR) by using deuterium oxide as a solvent.

1-butyl-3-methylimidazolium methyl sulfate, [Bmim][MeSO4] were synthesized
using the synthesized [Bmim][Cl] and sodium methyl sulfate (NaMeSO4) with
metathesis method. The ratio between [Bmim][Cl] and NaMeSO4 was 1:1. First,
about 0.7669 g of NaMeSO4 were dissolved in 100 mL of methanol. Then, 10 g
of [Bmim][Cl] was added into the solutions. The mixture was shaken vigorously to
make sure its homogeneous. Then the solutions were stirred for 24 h. After 24 h,
the IL went for rotary evaporator in order to remove the solvent. Then, the IL were
washed using acetone and filtered by using filter paper to remove of NaCl precipitate.
Solvent will be removed from the mixture using rotary evaporator to obtain pure IL.
The IL was characterized by proton NMR.

2.3 Cultivation of C. vulgaris

C. vulgariswas cultured in 5L volume ofBG-11medium. Themediumwas sterilized
using autoclave for 15 min at 120 °C to eliminate the impurities and cool at room
temperature for 1 day. 500 mL ofC. vulgariswere added in the 5 L prepared medium
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and supplied with sufficient oxygen and lights. Algae sample were taken from the
culture and analyse using optical density measurement every day for 21 days. Trip-
licate samples were tested with UV–Vis Spectrophotometer at wavelength 668 nm.
1 mL of the algae sample were diluted with 3 mL deionized water before tested with
the UV–Vis.

2.4 Ultrasonication Irradiation

Effect of solvents
0.2 g of C. vulgaris was mixed with different percentage of [Bmim][MeSO4] (0.5–
2.5%) in the 50 mL jacketed tube. After that, 50 mL of methanol were added. The
solution was subjected to ultrasonication (Vibracell 20 kHz, Sonics, USA, 13 mm
titanium probe) for 20minwith default pulse and amplitude 2:1 and 50% respectively
at 25 °C. After the reaction completed, 1:1 ratio of hexane and water were added.
Centrifugations take place to separate the layers. The lipids layer with hexane were
taken leaving the water and IL. The solution was washed again using water to make
sure only lipids and hexanewere left. Then proceedwith rotary evaporation to remove
the solvent and the residue was weighed to measure the yield. Based on the lipids
weighted, the total lipid yield (wt.%) was calculated using Eq. 1. The procedure was
repeated with water as a solvent to determine the effect of solvents towards the lipid
extraction efficiency. All the data were triplicate.

Total li pid yield(wt.%) = mass of li pids extracted

mass of C. vulgaris
× 100% (1)

Effect of IL Loading and Time Reaction
Lipid extraction process was repeated using the same methods for 30 and 40 min.
This is to determine the best IL loading percentage. The range of IL loading were
reduced from 0.5 to 1.5% with 0.25% interval as the previous results shows plateau
extraction yield after 1.5%. The data were triplicate, and control were run without
the presence of IL.

After the best IL loading achieved, the same protocol was applied to various
duration (10, 20, 30, 40, 50 and 60 min) in optimizing the time reaction for ultrason-
ication irradiation. All the reactions were triplicate to validate the accuracy of the
data obtained.

2.5 Stirring Method

Triplicate sample of 20 mg of C. vulgaris was mixed with [Bmim][MeSO4] (0.5–
1.5%) and 5 mL of methanol under 400 rpm magnetic stirring for 40 min at room
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temperature. 1:1 ratio of hexane and water were added once the reaction ended.
The sample were centrifuge to separate IL and lipids layers. Hexane containing the
lipids were taken and washed with water to remove the polar compounds. The crude
lipid was obtained by evaporation of the hexane phase using rotary evaporator, and
the residue was weighed to measure the yield [8]. This procedure was repeated by
increasing the temperature to 30, 40, and 50 °C.

3 Results and Discussion

3.1 1HNMR of the Synthesized IL

The synthesized IL were characterized using 1HNMR. Solvent used were deuterium
oxide were used as a solvent which its peak appeared at 4.7 nm. In this process there
is no addition of solvent, where the dissociation of ions occurred when heat was
introduced. The purity of the [Bmim][Cl] synthesized are proven by the presence of
the peaks as follows δ0.83 (3H, t), δ1.24 (2H, m), δ1.76 (2H, m), δ3.81 (3H, s), δ4.12
(2H, t), δ7.41 (2H, d), δ8.65 (1H, s).

Metathesis method was used in synthesizing [Bmim][MeSO4]. Metathesis is a
process where the addition of first generation of IL with salt anion. The presence of
methanol in this synthesis act as a medium for the metathesis to occur. Dissociation
of sodium methyl sulfate in methanol lead to the formation of methyl sulfate ion
(negative charge) and sodium ion (positive charge). The addition of [Bmim][Cl] in
the solution had caused the attraction between chloride ion and sodium ion which
known as coulombic attraction. Basically, coulombic attraction is a mutual attraction
between ions of opposite charge [11]. Sodium chloride salt had formed with ionic
bond leaving 1-butyl-3-methylimidazoliummethyl sulfate. The purity of synthesized
[Bmim][MeSO4] are proven by the presence of the peaks as follows, δ0.81 (3H, t),
δ1.20 (2H, s), δ1.73 (2H, p), δ3.60 (3H, s), δ3.77 (3H, s), δ4.08 (2H, t), δ7.36 (2H,
d) and δ8.59 (1H, s). This results similar with the study done by Bagno et al. [11].

3.2 Cultivation of C. vulgaris

In this cultivation of C. vulgaris, there are several stages of the growth curve
of cultured C. vulgaris. By using UV–Vis equipment, the optical density of the
microalgae was taken. Increases in optical density value indicate the increases of
chlorophyll number and growth of the algae. Based on Fig. 1, day 1 until day 7 is the
exponential phase, 8–12 linear phase and 13–18 stationary phase [4]. Day 19 showed
the highest growth rate where there is stagnant reading until day 21. Thus, at day 19,
C. vulgaris were harvested.
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Fig. 1 Growth curve of Chlorella vulgaris

3.3 Ultrasonication Irradiation

Mixture of IL and methanol can penetrate the cells or break down the cell wall to
release lipids. Water and methanol were chosen to test their effects on the extraction
of lipids. Figure 2 shows the extraction of lipids using 2 different solvents under
ultrasonication for 20 min at room temperature. Results shows methanol give higher
percentage of lipids extractedwhich are 8 times higher compared towater. This shows
the presence polar covalent molecule methanol helps in disruption of microalgae
cytomembrane. Besides, the presence of IL and organic solvent help the extraction
of a complex components with polar lipids (i.e., phospholipids, glycolipids, sterols,
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carotenoids) presence in the cytoplasm. In the cellmembrane this complex is strongly
linked via hydrogens bonds to protein. IL break the hydrogen bonds in themicroalgal
cell walls, subsequently enhanced themicroalgal lipid extraction [3]. This is because,
the van derWaals interactions formed between non-polar organic solvents and neutral
lipids are not capable to disrupt these membrane-based lipid-protein associations
[12].

However, when the IL loading increases the percentage of lipids extracted become
plateau. As in the graph the highest extracted lipidswere at 1.0%,when the IL loading
increases the lipids extracted were constant at 14% and decreases with 2.5% IL
loading. This is due to high concentration of IL was not conducive for the extraction
of microalgal lipids. The role of IL in this system is to disrupt the structure of the
fiber bindle in the cell wall which made it easy to release the lipid from inside the
microalgae cells.

From these, the IL loading intervals were decreased to 0.25 which were from
0.5 until 1.5%. Figure 3 shows the effect of time in ultrasonic irradiation towards
extraction of lipids. Here graph shows, as the time increase the lipids extraction also
increase. This is because when the time of the cell exposed towards the irradiation
longer, more cell-wall was broken hence more lipids can be extracted. Furthermore,
the graph also shows the best IL loading is at 1.25% for 3 different temperatures.

In this study, highest lipids extracted were achieved at 40 min with 26.78%
lipids extracted. However, when the time duration increases the percentage of lipids
extracted start to decrease at 50 and 60 min as in Fig. 4. Basically, ultrasonication
probe produce implosion of bubbles that emits shockwaves, generating chemical
and mechanical energy breaking the cell walls and releasing the desired intracellular
compounds into the solutions [13]. Thus, the long exposure of ultrasonication will
cause microalgae denatured because ultrasonication produce heat, as a result less
lipid extracted. In previous study, extraction of lipids using ultrasonic bath are able
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to extract lipids 7.4% at 2 h’ time of reaction [14]. In this experiment, three times
lipids are able to be extracted using ultrasonic probe in 40 min.

3.4 Stirring Effect

Reaction temperature and time were the main factors that affected hydrogen bond
network damage of cellulose and the efficiency of extraction of total lipids. Figure 5
shows the effect of temperature using stirring method. Four different temperatures
were tested with 40 min reaction time at 400 rpm. Highest lipids extracted were
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achieved at 1.25% IL loading for all temperature. This result in agreement with
Zhou et al., which are increasing the temperature will decrease the percentage of
lipids extracted. Longer duration and higher temperature will not lead to more lipids
obtained may be due to denatured of lipids at high temperature.

By comparing the effect of ultrasonication irradiation and stirring method, it
shows that ultrasonication are able to extract more lipids at room temperature. With
1.25% of [Bmim][MeSO4], 26.78% of lipids were successfully extracted by using
ultrasonic probe. However, only 9.25% of lipids able to extract when using stirring
at the same condition. This prove that while using ultrasonication methods, the lipids
can be extract twice amount compared to stirringmethods. This is because, a physical
device that supplies high energy can simply increase the diffusion rate of the reaction
system [15] which suggest that the ultrasonication as cellular disruption method will
extract large lipids yield.

4 Conclusion

In thiswork, extraction of lipids byusingultrasonic probewith [Bmim][MeSO4]were
done at various time durations. With 1.25% IL loading, highest lipids were extracted
at 40 min by 26.78%. Results also indicate that high temperature was not conducive
for lipids extraction as it will cause lipids denatured. Study on the effect of various
temperature by using stirring methods were done which gave high lipids extracted
at 40 °C. Conclusively, the best lipids extraction was achieved with ultrasonication
method compared to stirring methods by 3 times higher at room temperature.
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Role of Surface Modification in Synthesis
of Structurally Well-Defined Silica
Nanoparticles for Oil and Gas
Applications

Hasnah Mohd Zaid, Muhammad Adil, and Mohd Arif Agam

Abstract Silica nanoparticles, as an improved oil recovery agent, have shown the
ability to stimulate oil mobility. However, typical oil reservoir conditions with high
temperature, salinity and pH modifies the way that nanoparticles interact with the
porous medium, by causing the agglomeration leading to the particles’ retention.
Spherical, monodisperse silica nanoparticles (SiO2 NPs) were synthesized via a one-
step sol–gel method assisted by in-situ surface modification and characterized using
various techniques. In this work, Triton X-100, as a surface-modification agent,
was added during the hydrolysis of tetraethoxysilane (TEOS) in methanol to study
their effect on morphology and size of the nanoparticles under varying ratio. The
particle shape and size was determined using a field-emission scanning electron
microscopy (FESEM), exhibiting the well-defined spherical particles with particle
diameter between 13 and 27 nm. The obtained results also showed that an increase
in the ratio of methanol to the surfactant [Methanol]/[Triton TX-100] produces
a decrease in particle size. Furthermore, an energy dispersive x-ray spectroscopy
(EDX) pattern was used to analyse the compositional ratio of silicon and oxygen to
verify the surface-modification of SiO2 nanoparticles. By X-ray diffraction (XRD),
a broad peak of pure amorphous nature of SiO2 is observed. While, the chemical
binding of Triton X-100 on to the SiO2 nanoparticles was studied by infrared spec-
troscopy (FTIR). Lastly, surface area of nanoparticles showed an increment as the
molar ratio [Methanol]/[Triton TX-100] increased. All these results indicate that
the surface modification plays an important role in effectively control the size and
morphology of the SiO2 nanoparticles, without the presence of agglomerations.
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1 Introduction

Nanoparticles have emerged as potential materials in the light of the decline in
production from existing oil fields and the increasing difficulty of extracting hydro-
carbons. Among them, SiO2 NPs are widely considered [1–4]. They are environ-
mentally friendly particularly in high reservoir temperature and pressure [5–7]. Once
nanoparticles are incorporated into the subsurface, they can build or split emulsions
or change the wettability of porous media [8, 9], thereby improving oil recovery.
On the other hand, surfactant flooding has constraints as surfactants cannot be
stabilized over long periods, particularly in the presence of oil, extreme tempera-
ture, and salinity. The surfactant’s robustness can also be considerably improved by
introducing surface-modified nanoparticles [7, 10].

The nanometer-scale synthesis of silica particles has been conducted using tech-
niques such as vapor phase and liquid phase, the latter being called sol–gel process
which has produced better results [11, 12]. Sol–gel is commonly used due to its
ability to manipulate the particle size, morphology, and size distribution through
careful monitoring of experimental parameters that influence the hydrolysis rate and
condensation reactions. Stöber, who originally reported the SiO2 NPs prepared using
the sol–gel method [11, 12], based his research on the TEOS polymerization reac-
tions in dilute ethanol catalyzed by ammonium hydroxide (NH4OH) solution. Silica
particles were produced in sizes ranging between 0.05 and 2 μm in diameter [11,
13]. The formation of silica particles from TEOS reactions is generally accepted to
be presented as following [14]:

Hydrolysis

Si(OC2H5)4 + H2O → Si(OC2H5)3OH + C2H5OH (1)

Water condensation

≡S−O−H + H−O−Si → ≡Si−O−Si≡ + H2O (2)

Alcohol condensation

≡S−O−C2H5 + H−O−Si≡ → ≡Si−O−Si + C2E5OH (3)

Additives including, surfactants, electrolytes, and organic acids can also control
the size and morphology of SiO2 NPs using Stöber synthesis as a platform. Kim
et al. have generated silica nanoparticles using sodium iodide as an electrolyte, while
Rehman et. al. employed ammonium bromide to regulate the size of SiO2 NPs [15,
16]. Wang and colleagues reported SiO2 NPs in cubic form using tartaric acid as an
organic acid [17]. Ikari et. al. used a binary surfactant method to inhibit the growth of
particles with a nonionic amphiphilic agent by producing SiO2 NPswith hexagonally
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arranged mesopores [18]. Möller and colleagues produced mesoporous silica parti-
cles of nanometer size by using triethanolamine and cationic surfactant as a base and
template, respectively [19]. Venkatathri used polyvinyl pyrrolidine and various types
of cationic surfactants to synthesizemesoporous silica nanosphereswith uniform size
and morphology [20]. In addition, Arrigada and Osseo-Asare produced nanoscale
silica particles by employing controlled TEOS hydrolysis with reverse microemul-
sion [21], in the presence of NP-5 as a surfactant [22]. The resulting particles were
noticeably uniform and monodispersed, with a diameter ranging between 30 and
70 nm. The primary advantage of the reverse microemulsion approach over Stöber’s
method is the generation of an ideal environment for particle size control.

In this paper, nonionic surfactant Triton X-100 is used to form sol–gel assisted by
reverse micelle microemulsion to synthesize the spherical silica nanoparticles with
a diameter ranging from 13 to 145 nm by varying the methanol-surfactant molar
ratio as well as pH of the solution. The result is a simple, single-step procedure
for self-assembling structurally well-defined silica nanoparticles of predetermined
size. The silica nanoparticles’ structure, morphology, and size were characterized
through field-emission scanning electron microscopy (FESEM), energy dispersive
x-ray spectroscopy (EDX), X-ray diffraction (XRD), and infrared spectroscopy (FT-
IR).

2 Methodology

Silica nanoparticles were synthesized using the sol–gel process aided by reverse
micelle microemulsion, employing tetraethylorthosilicate (TEOS, Merck) as a silica
precursor, Triton X-100 (Sigma-Aldrich) as a non-ionic surfactant, methanol (98%,
Merck) as a co-surfactant, Cyclohexane (99.5%, Merck) as an oil phase, ammonia
(25%, Merck) as a pH adjuster and deionized water (≥18 M�). The chemicals were
used without further purification.

Surfactant, co-surfactant, and oil phase are initially combined at room temperature
to form a microemulsion at 700 rpm for 15 min. Upon the generation of microemul-
sion, the medium is modified to a basic pH with a solution of ammonium hydroxide
to catalyze the polymerization reactions needed to grow the silica nanoparticles that
are produced in the next step. Finally, TEOS is applied to facilitate the hydrolysis and
condensation of the silica molecules inside themicelle. The synthesis was fixed at 2 h
[23] in order to obtain the small size particles by reducing the nucleation period. The
microemulsion then was broken with the introduction of ethanol (VWR chemicals).
The mixture was centrifuged (3 × 10 min. 6000 rpm) and washed with ethanol and
water to recover the nanoparticles by removing the residual amount of surfactant
and co-surfactant still present on the nanoparticles. After that, the particles were
oven dried at 80 °C for overnight to obtain the dry nano-silica particles. Although
the co-surfactant charges are the source of interaction with the surfactant charges to
establish the micelle, the molar ratio [Methanol]/[Triton X-100] provides an appro-
priate environment within the micelle for the precursor’s polymerization reactions.
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Table 1 Variation in the
molar ratio of
[Methanol]/[Triton X-100]
for nano-silica synthesis

pH Synthesis parameters

[Methanol]/[Triton
X-100]

[H2O]/[Triton
X-100]

[H2O]/[TEOS]

10 4.5 9.2 59.1

7.6 9.2 59.1

12 4.5 9.2 59.1

7.6 9.2 59.1

Therefore, the influence of molar ratio of [Methanol]/[Triton X-100] on the size and
particle shape was studied, keeping other reagents constant. The variation of NH4OH
solution also induces a change in the solution’s pH, which affects the particle size
directly. Table 1 shows the variation of the molar ratio of [Methanol]/[Triton X-100]
and pH.

The size and shape of the as-synthesized particles were determined with a field
emission scanning electron microscope (FESEM, Zeiss Supra 55VP), equipped
with energy dispersive X-ray spectroscopy (EDX) for elemental analysis. The term
particle size used in this article refers to the mean diameter of the silica nanopar-
ticles. The average diameter was estimated for near-spherical particles. The XRD
pattern of SiO2 nanoparticles was obtained using X-ray diffraction (XRD, Bruker
D8) with CuKα (λ = 1.5406 Å) radiation source. The measurements were conducted
between a 2θ of 10°–90° ± 0.1 at an accelerated voltage of 40 kV and current
40 mA. The composition of the silica samples were analyzed using Fourier Trans-
form Infrared (FT-IR) spectrometer (Perkin Elmer) in the frequency range of 4000–
400 cm−1, where the measured transmittance was within ± 0.1%T. On the other
hand, surface area and porosity were determined using nitrogen adsorption–desorp-
tion (77 K) and the Brunauer– Emmett–Teller (BET) algorithm used by ASAP 2020
adsorption analyzer (Micromeritics). The samples were degassed overnight at 250 °C
under vacuum (10–3 mmHg). Assuming that the silica particles are homogeneous,
non-porous, and spherical, the average particle size D (nm) was determined using
spherical model equation [24, 25]:

D = 6/ρSsp (4)

where ρ is the density of silica particles (2.0 × 106 gm−3 for silica particles synthe-
sized using wet-synthesis method [26]) and Ssp is the surface area of the spherical
nanoparticles.

3 Results and Discussion

Nanoparticles are formed within the microemulsion in four stages: (i) TEOS inter-
action with the microemulsion; (ii) TEOS hydrolysis and monomers formation; (iii)
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nucleation; and (iv) particles growth.Reaction time is significant in the last twophases
due to the constant collision and coalescence of water droplets in the microemul-
sion. Contact reactions between TEOS and ammonia force Si(OH)4 to condense
within the microemulsion’s aqueous core. The generation of a large number of cores
causes a reduction in their size, which is reflected in small particle size, so that all
the cores are formed at the same time. Table 2 shows the impact of the change of
[Methanol]/[Triton TX-100] on the particle size at a basic pH of around 10, while
the other synthesis parameters were kept constant.

For the particles produced by the direct addition of TEOS andNH4OH, the particle
size and polydispersity are directly dependent on the stage of nucleation and growth.
However, methanol as a co-surfactant plays the role of micelle stabilizer in reverse
micelle microemulsion synthesis and the means to provide the chemical reaction
within it. Micelles serve as reservoirs in the silica cores formation. As a result,
particles show a decrement in diameter as the amount of methanol increases in the
microemulsion. Figure 1 shows that the SiO2 NPs have a particle size of (a) 27.9
± 3.6 nm and (b) 13.1 ± 3.2 nm, when the molar ratio of [Methanol]/[Triton TX-
100] changes from 4.5 to 7.6. As the methanol volume increased, the particle size
decreases, and they also become more dispersed. This is due to the presence of a
smaller amount of Triton X-100 in the micelles, compared to the methanol which
results in a drop size being smaller for the availability of polar groups of Triton
X-100 to bind methanol groups. On the other hand, the particle size decreases with
the increase in the volume of methanol as more nuclei develop within the silicon
micelle, resulting in smaller particle sizes.

Table 2 Change in particle
size related to variation in
[Methanol]/[Triton TX-100]

[Methanol]/[Triton X-100]a Particle Size (nm)

4.5 27.9 ± 3.6

7.6 13.1 ± 3.2

Fig. 1 Photomicrographs of FESEM of silica nanoparticles synthesized via sol–gel at varying
[Methanol]/ [Triton X-100] ratio of a 4.5 and b 7.6 and pH = 10
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Fig. 2 FESEM images of silica nanoparticles synthesized by varying [Methanol]/ [Triton X-100]
a 4.5 and b 7.6 at pH = 12 having a corresponding particle diameter of a 128.8 ± 11.8 nm and
b 119.3 ± 8.1 nm

The change in pH of the system causes a change in the molar ratio of water-
surfactant, which influences not only the particle size but also their morphology
(as shown in Fig. 2). In this case, pH value was increased from 10 to 12 by the
addition of ammonium hydroxide. An increase in pH causes a change not only in
particle shape, but also in size. At higher pH values, larger particle sizes (in the
range of nanometers) with well-defined spherical morphology and monodispersity
are obtained. The explanation behind the change in particle size, when the pH of
the system varies, can be the speed of polymerization reaction. To change the pH
value from 7.8 (pHi) to 12, a greater amount of ammonium hydroxide is required,
producing a large amount of OH and a higher rate of hydrolysis. This contributes to
a little number of nuclei produced that form larger particles [27].

For compositional analysis of SiO2 nanoparticles, EDX spectra of the surfactant-
modified silicas were presented in Fig. 3, and compared to study the influence of
molar ratio of [Methanol]/[Triton TX-100] in the silica matrix. The EDX spectra of
surfactant-modified SiO2 NPs clearly shows the presence of carbon (C). However,
the concentration of C noticeably increases to 38% at [Methanol]/[Triton TX-100]

Fig. 3 EDX spectrum of silica nanoparticles synthesized by varying [Methanol]/[Triton X-100]:
a 4.5 and b 7.6 at pH = 10
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= 7.6, which confirmed that Triton TX-100 was more thoroughly incorporated into
silica via sol–gel synthesis.

XRD patterns of silica nanoparticles shown a typical broad halo in Fig. 4, which
indicate the amorphous nature of as-synthesized nano-SiO2 by sol–gel technique.
These results are in accordance with the previous studies [28, 29].

A representative FTIR spectrum of SiO2 nanoparticles synthesized using different
molar ratio of [Methanol]/[Triton TX-100] at pH 10 and 12 is shown in Fig. 5.
The very intense and broad band appearing at ~ 1102 and 474 cm−1 is assigned to
extension and flexural vibrations of Si–O–Si bonds [30], which reveals that a dense
silica network was formed. On the other hand, ~ 800 cm−1 absorption band comes

Fig. 4 XRD pattern of SiO2
nanoparticles at varying
molar ratio [Methanol]/
[Triton X-100] of a 4.5,
b 7.6 at pH = 10 and c 4.5
and d 7.6 at pH = 12

Fig. 5 FTIR spectra of nano
silica particles synthesized
using molar ratio of
[Methanol]/ [Triton X-100]:
a 4.5, b 7.6 at pH = 10 and
c 4.5 and d 7.6 at pH = 12
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Table 3 Structural and
surface properties of
nano-silica prepared via a
variation in [methanol]/[triton
x-100]

Properties [Methanol]/[Triton X-100]b

4.5 7.6

BET surface area (m2

g−1)
104.9 236.3

Micropore area (m2 g−1) 5.39 12.6

Micropore volume (cm3

g−1)
0.00255 0.00503

Average pore diameter
(nm)

22.55 14.26

from the vibration of (SiO4) tetrahedrons, while the absorption bands at ~ 3435 and
1637 cm−1 originate fromO–Hbonding vibration of adsorbedmolecularwater. FTIR
spectra also revealed that, as the particle size is decreased, the band at 1109 cm−1 was
slightly moved to lower wave number. This finding indicates that the local bonding
structures of Si and O atoms shift for relatively small particles [31, 32].

N2 adsorption–desorption study was carried out to analyze the solid state char-
acteristics of the nanopowder. As shown in Table 3, SBET increased as the molar
ratio [Methanol]/[Triton TX-100] increased. Although, the surface area can decrease
readily due to the agglomeration, where nanoparticles join together to create a bulky
structure that is larger than individual particles [20]. On the other hand, pore volume
(Vp) was found to increase in the order of 7.6 < 4.5, correlating to the increase in
capillary condensation. The pores were formed by the voids present between i) the
nanoparticles, ii) the nanoparticles and agglomerates and iii) the agglomerates and
also within (see Fig. 1—FESEM) [24]. In addition, pore size diameter in Table 3
obviously supports the IUPAC definition of pore size i.e. 2–50 nm, for mesoporosity
behavior in the silica [25]. The high volume and pore size of nano-samples reveal the
presence of open structures associated with agglomeration [24]. These open struc-
tures result in nanoparticles being loosely packed. Both samples revealedmicropores
within the structure, which might represent the fine pores within the agglomerates.

4 Conclusion

The co-surfactant-surfactant molar ratio [Methanol]/[Triton TX-100], and solution
pH are relevant parameters for the generation of SiO2 NPs synthesized using sol–
gel technique aided by reverse micelles microemulsion. A change in the molar
ratio of [Methanol]/[Triton TX-100] affects the synthesis, where the particle size
reduces with an increase in the concentration of methanol. The condition resulting in
smaller particle size, improved spherical morphology, and monodispersity was when
[Methanol]/[Triton X-100] = 7.6, which generated an approximate size of 13.1 ±
3.2. The pH of the system was determined to influence both the particle size and
morphology. Higher values of pH generate an increase in the OH, which in turn



Role of Surface Modification in Synthesis of Structurally … 301

increase monodispersity, but also generate larger particles due to the formation of a
smaller number of nuclei. In XRD spectra, the amorphous structure of the prepared
nanoparticles has been confirmed by a single wide peak. While, EDX and FTIR
results revealed that Triton X-100 was successfully incorporated with the modified
nanoparticles. The structural and physical properties of the as-synthesized nanopar-
ticles were adjustable by the quantity of surfactant added. The incorporation of a
relatively large amount of Triton X-100 into silica results in an increase in particle
size, which correlates to a decrease in surface area.
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Sensitivity of Nickel Oxide Nanoflakes
Layer on Extend Gate Field Effect
Transistor for pH Sensor

Dauda Abubakar, Naser M. Ahmed, and Zakariyya Uba Zango

Abstract Nickel oxide (NiO) nanoflakes films for Extended gate field effect tran-
sistor (EGFET) pH sensors were synthesized and deposited by chemical bath depo-
sition (CBD) method on indium titanium oxide (ITO) with glass substrate. The
properties of NiO nanoflakes layer and pH sensing behaviour of the device were
studied. Field emission scanning electron microscopy (FESEM) result shows that
the NiO/Ni(OH)2 films consists of porous net-like structure made up of intercon-
nected nanoflake wall, with wall thickness of about 300 nm for the annealed NiO
layer sample at 300 °C. XRD (X-ray diffraction) analysis demonstrated that the
NiO nanoflakes has a cubic structure with the preferential orientation of the films
at (100), (200) and (220). The devices exhibited superior sensing characteristic, due
to the small size of the crystal and wide pore/flakes wall size of the NiO layer. The
results confirmed that the NiO nanoflakes membrane has high sensitivity (72 μA/pH
and 57 mV/pH) as compared with previews reports on NiO as sensing membrane for
pH sensor.

Keywords Nickel oxide · Nanoflakes · pH sensor · EGFET · Chemical bath
deposition

1 Introduction

The role Hydrogen ion concentration in the field of physical, biological and chem-
ical sciences is important. A precise pH concentration measurement for a particular
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system is needed in various experimental analysis for research and experimental
applications. Glass electrodes have been used in the measurement of pH due to its
higher sensitivity. But the high instability in corrosive solutions, high impedance
of glass membrane and miniaturization difficulty fragility, limit the glass electrode
application for pH sensor devices [1].

Therefore, to minimize the effect related to glass electrode, the Ion sensitive field
effect transistor (ISFET) has been employed based metal oxide field effect transistor
(MOSFET). However, as time goes on, the ISFET was observed to be facing some
imperfection due to its highly instability in solution of saline water with sensitivity
of light [2].

The Extended gate field effect transistor (EGFET) was advanced with the FET
isolation structure from the metal oxide, that separates part of the chemical solution
from the FET. EGFET structure is made of two separate parts; (1) commercial stan-
dard MOSFET and (2) sensing membrane cell. It comes along with so many advan-
tages,which include easymaintenance, lowcost, simple structure, free fromchemical
environment as well as light and temperature sensitivity. Nowadays, EGFETs has
got great attention due to its vast advantages over others [3].

However, different metal oxides have been developed as the sensing membrane
for EGFETs, such as PtO2, ZnO [4], SnO2 [5], Ta2O5, TiO2 [6], WO3 [7], etc. [8].
But the performance of some of these metal oxides appears to be average for pH
sensing. Currently, the development of device having easy fabrication with low cast
sensor membrane is the main focus in this area. Therefore, in this report, an effort
was made in obtaining high pH sensitivity with low cost and easy fabrication of NiO
nanostructure sensing membrane as a novel pH sensor based EGFET.

2 Experimental

2.1 Preparation of NiO Nanoflakes Sensing Membrane

TheNickel oxide (NiO) layers were deposited using chemical bath deposition (CBD)
technique. All chemicals were of analytical reagent grade and used without further
purification. De-ionized water was used in this synthesis and in washing steps of
NiO layer deposition. The precursor solution for Nanoflakes Nickel oxide layer was
obtained by dissolving 2.63 g (1 mol) of nickel sulphate hexahydrate (NiSO4.6H2O)
in 10 ml and 2.24 g (1 mol) of potassium chloride (KCl) in 30 ml of deionized water.
Further of it; 40 ml of 35% ammonia solution was added as complex agent. Colour
changes were observed in the solution upon addition of ammonia, demonstrating
the precipitation of nickel hydroxides particles from pale-green to blue-violet colour
[9]. The complex agents used slow down the precipitation action and enables the
formation of Ni(OH)2 [10]. The total volume of the solution was made up to 100 ml
by adding 20 ml of de-ionized water solution into 100 ml beaker. The mixture was
maintained at 300 rpm stirring of approximately 30 min. The pH of the resultant
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solution was measuring to be 13 due to excess ammonia solution. ITO/glass was
used as the substrates in this study. The substrates layers were chemically and ultra-
sonically cleaned before deposition, in acetone and ethanol for 900 s at 40 °C to elim-
inating any greasy track then rinsed with de-ionized water. The clean substrates were
immersed vertically in the solution and then heated. The deposition of Nanoflakes
Nickel hydroxide was made at a solution temperature of 90 0C. The sample was
annealed at 300 °C temperature for 90 min.

2.2 Characterization Techniques

X-ray diffraction analyses were obtained with an X-ray diffraction high resolu-
tion system (Model: Panalytical X’Pert PRO MRD PW3040) consisted of CuKα

(1.5406 Å) radiation. The nanostructures and surface morphology of the films were
analysed with a Field Emission Scanning ElectronMicroscopy (FESEMModel: FEI
Nova NanoSEM 450).

2.3 Measurement of pH Sensor

The analysis of NiO nanoflakes membranes was made using two (2) different source
meter (Keithley Series 2400) through personal computer (PC) system cable connec-
tion. Measurement was carried out using LabTracer software that aids in initiating
the pH sensor measurements by input data and receiving output data signal which
were saved and analysis as well. The setup measurement for the pH sensor is shown
in Fig. 1. The NiO nanoflakes sensing membrane was placed at the bottom of elec-
trochemical cell that contains the pH buffer solution. The connection of the cell was
made through the gate terminal of a commercially standard MOSFET (CD4007UB).
Ag/AgCl electrode was employed as the reference electrode due to its provision
of stable reference voltage to the sensing system [11]. The reference electrode was
inserted into the pH buffer solution contained inside the cell. The measurement was
carried out at room temperature (RT) (25 °C) and wait for 60 s before the begin-
ning of the pH measurements. The reference electrode was connected to the one of
the source meter for inputting reference voltage (VREF) to the electrode while the
second sourcemeter was used to input the drain-source voltage (VDS) to the drain and
source terminals of the MOSFET for drain-source current (IDS) output readingand
then measured the current–voltage (I–V) characteristics in pH = 4, 6, 8, 10 and 12
pH buffer solutions at RT. The VDS was set at 0.3 V, which is the voltage between
the drain and the source of the MOSFET and the VREF was set at 3 V, which is the
voltage that supply to the reference electrode.
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Fig. 1 Setup diagram of pH sensor measurement system

3 Results and Discussion

Figure 2 shows the X-ray diffraction pattern and the values related to peaks of chem-
ically grown, nanoporous Ni(OH)2 with the subsequent annealed sample at 300 °C.
From the pattern of the as-grown films sample, the Ni(OH)2 phase was identified.
The peaks at 33.15°, 38.62°, 59.18°, 62.73° and 72.68° that were labeled according
to the (ICSD 00-014-0117) with Hexagonal unit cell parameters of a= 3.1260 (Å), b
= 3.1260 (Å) and c = 4.6050 (Å) with angles Alpha = 90°, Beta = 90° and Gamma

Fig. 2 XRD pattern of the NiO/Ni(OH)2 nanoflakes as-grown and at 300 °C
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= 120°. Also, the peak for cubic ITO structure pattern has been identified for both
as-grown and annealed sample with peak orientation of (222) at 2θ = 30.62°.

Meanwhile, X-ray diffraction annealed samples that attribute to cubic NiO was
detected for the films on ITO/Glass substrate (00-047-1049) crystals with the lattice
parameter of a, b and c = 4.1771 Å, and angle of α = β = γ = 90. The peaks
obtained were at 2θ = 37.25°, 43.28°, and 62.88° with the preferential orientation of
the films being at (100), (200) and (220) respectively, that indicates high crystallinity
with the well defined intense peak at (100) indices. This indicates the formation of
polycrystalline NiO films after annealing, with no trace of Ni(OH)2 phase on the
treated films. Which shows a complete Ni(OH)2 to NiO transformation. The mean
size of the crystallite (D) was estimated based on the full width at the half maximum
(FWHM) peak position and the corresponding angle values was obtained, using
Scherer’s equation of Eq. (1). A small crystal size of 19.84 nm was obtained.

D = 0.9λ

β · cos θ
(1)

where: D is the mean size of the crystalline, K is a dimensionless shape factor,
λ is the X-ray wavelength; β is the line broadening at half the maximum inten-
sity (FWHM) in radian and θ is the Bragg angle.

FESEM measurements were carried out in order to determine the
micro/nanostructural properties of the chemically deposited NiO films; as shown
in Fig. 3. It can be seen that the NiO/Ni(OH)2 films consists of grown porous net-like
structure made up of interconnected nanoflakes’ wall with a thickness of 30–70 nm
of the annealed samples. The diameter of pores ranges from 50 to 300 nm with
an observable difference on the dimension of thin films micro/nanostructure as the
300 °C, that shows high surface to volume ratio. The flakes wall appears to have a

Fig. 3 FESEM image and EDS spectrum nanoflakes for a as-grown Ni(OH)2 and b 300 °C NiO
annealed sample
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Table 1 Atomic and the weightpercent of the as-grown and annealed sample obtained from EDS
EDX spectrum

Sample As grown 300 °C

Element O Ni O Ni

Atomic % 60.23 38.77 50.16 49.84

Weight % 29.51 70.49 21.35 78.65

rough surface with annealing temperature. The porous nanostructure, surface rough-
ness and surface to volume ratio can be an important factor that provides easy access
of ions surface reaction in sensor application [12] (Table 1).

The atomic ratio O: Ni of the 300 0C sample appears with non-stoichiometric
value, which makes it behave as a p-type material due Nickel vacancy.

3.1 Sensitivity and Linearity of pH Sensor

At the first contact of nanostructures NiO with an electrolyte, primary adsorption
of [OH−] and [H+] occurs. This procedure is made at a low degree of the surface
coverage. Furthermore, the surface reaction (NiO–OH) group occurs with [OH−]
ions in basic solution and [H+] ions in acidic solution. The rate of this reaction is
associated with the free electrons or holes concentration at the surface. The process
involves charge transfer to the solid, which is distributed by transport of electron over
the near surface region of the solid to create a depletion layer in solution of acid and
then to improved or generate an accumulation layer at the base. The site-dissociation
model was established to describe the oxide layer charging mechanism in the pH
sensor [8]. The oxide charging as the result of equilibrium between the AOH and
H+ ions surface sites in the solution bulk was given. The surface reactions were as
follows [13]

AOH
KA↔ AO− + H+

S (2)

AOH+
2

KB↔ AOH + H+
S (3)

where H+
S is the H+ ions located close to the solid surface and KA = [AO−][H+]S

[AOH] and

KB = [AOH][H+]S
[AOH+

2 ]
are the equilibrium constants of Eqs. (2) and (3) respectively AO−,

AOH+
2 and AOH represent negative, positive and neutral surface sites, respectively.[

AO−][
AOH+

2

]
and [AOH] are the numbers of these sites per surface area.

[
H+]

S is
the H+ ions surface activity.

In view of the pH electrode, the surface potential is obtained by the H+ ions
exchange between the binding sites on the surface of the sensing membrane and the
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solution. Also, the pH electrode selectivity and chemical sensitivity are controlled
by the properties of electrolyte/insulator interface. The pH electrode response obeys
the Nernstian equation, which represent straight line equation as;

E = EO − RT

nF
In

([
H+])

(4)

E = EO + Slope(T ) · pH (5)

where E is the measured potential, E0 is a characteristic constant for the ion-
sensitive/external electrode system, and the slope factor term “RT/F” is known as
the Nernst factor, which provides the amount of change in total potential (mV) for
all change in pH unit. T the absolute temperature (in Kelvin), n is the signed ionic
charge, R is the gas constant, F the Faraday constant and [H+] the molar concentra-
tion of the free ionic species. Nernst equation describes electrochemical cell potential
as a function of ions concentrations taking part in the reaction. The ideal response
was assumed to be 59.2 mV/pH at 25 °C [14].

Based on the site binding theory, the number of binding sites residing on the
sensing membrane could result to changes in the surface potential voltage between
the electrolyte and the interface of the sensing layer which depend on pH at point of
zero charge (pHpzc). The actual change in surface potential voltage would depend on
the pH value of the electrolytic solution. Based on the above mentioned site binding
model, the surface potential voltage ofNiOfilms between the electrolytic pH solution
interface and the sensing layer can be expressed as [15];

ψ = 2.303
kT

q

β

β + 1

(
pHpzc − pH

)
(6)

where, β = 2q2NS

(
KB
KA

)1/2

kTCDL
is the sensitivity parameter, which is dependent on the

surface density of hydroxyl groups and reflects the chemical sensitivity of the gate

insulator, pHpzc = − log10
(

KA
KB

)1/2
is the pH value at the zero charge point of the

sensing membrane, KA and KB are acid and base equilibrium constants, respectively.
NS is the total number of surface sites per unit area, CDL is the electrical double layer
capacitance derived by the Gouy–Chapman–Stern model, k is Boltzmann’s constant,
T is the absolute temperature, q is the charge of an electron [3].

Similar to theMOSFET, the linear relationship between the gate voltage (VG) and
the drain current (ID) for an EGFET is expressed as [16];

ID = μnCox
W

2L

[
2VDS(VGS − VT H ) − V 2

DS

]
(7)

where L is the gate length, μn is the charge-carrier effective mobility, Cox is the
gate oxide capacitance per unit area and W is the gate width, VDS is the drain-
source voltage and VTH is the threshold voltage of MOSFET relating to the surface
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potential[17]. Base on this sensing model, the pH sensitivity is therefore defined as
[18]:

Sensi tivi t y = �ψ

�pH
= �VT H

�pH
= �VGS

�pH
(8)

In the acidic region, more positive surface potential of the NiO films leads to a
smaller applied gate voltage. As the pH value raises, the VG value increased as well.
Accordingly, the pH sensitivity measurement can be obtained from the slope of gate
voltage VG versus pH solution.

The commercial MOSFET (CD 4007UB) has been confirmed to be a eligible
EGFET transducer due to its good linearity of over 99%. For operation of EGFET
at VGS = 3 V, it is within the operational region in pH values conversion to IDS with
remarkable sensitivity. The MOSFET controls the electron-holes flow from source
(S) to drain (D) by the control of size and shape of the conductive channel. The
channel size controls the gate-source voltage (Vgs) positivity ([H+]) or negativity
([OH−])). The IDS dependency on the pH value is because of the accumulation of
[H+] ions in the acidic solution on the sensing surface, which is similar to applying an
additional positive voltage at theMOSFET gate [14]. This would result to increase of
the conductive channel with increase of the concomitant current. On the contrary, the
conductive channel constricted or closed for the basic solution with extra negative
voltage application, hence, current decreases as shown in Fig. 4 [17].

Figure 4 shows the (I–V) characteristics for NiOmembranes using the Fig. 1 setup
with different pH value of 4, 6, 8, 10 and 12 buffer solutions. Figure 4a, b indicates
the (IDS–VGS) and (IDS–VDS) curves for linear regimes and saturation, respectively.
In the saturation regime, VGS was set fixed at 3 V, and in linear regime, VDS was
set fixed at 0.3 V. The (I–V) curves were then plotted to get the sensitivity for both
membranes from the slope of Fig. 4c, d.

The current was decrease with the increase in pH value in the saturation regime
while the threshold voltage shifted to the right with increase in the pH value. In
the saturation regime, where the low pH value is similar to high accumulation of
H+ ions in the acidic solution on the sensing surface. The high amounts of ions
result in additional positive voltage to be applied to the gate, in which conductive
channel increases but depletion region decreases, hence current increases. Unlike for
a basic solution, where the high pH value denoting high OH− ions and low H+ ions is
equivalent to applying negative voltage to the gate, the conductive channel decreases
through increasing the depletion region, thereby decreasing the current flow. Such
voltage is inversely proportional to the current, the threshold voltage shifted to the
right with the increase in the pH value for the linear regime. As a result, voltage is
directly proportional to pH value.

The site-binding model was used in this research work to show the chemical
processes that take place at the interface between the available [H+] ions in the
electrolyte and membrane. The membrane material elements enclose water shells,
which hinders any contact with the interface and inhibit chemical reactions, thus the
small sized [H+] ions will neither be hydrated nor shelled. This feature facilitates
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Fig. 4 I-V curve characteristics in a saturation and b linear regime with corresponding sensitivity
and linearity c and d NiO membrane

chemical reactions at the interface. On the contrary, [OH−] ions are the only ions
that can bond to the available sites on the interface surface.

Linearity and Sensitivity can be determined by linear fitting between IDS and VGS

values against pH values obtained at fixed value of VDS (4 V) and fixed value of
IDS (0.4 mA) of the I-V curves of Fig. 4 respectively using Eq. (8). From the linear
fitting, the voltage sensitivity obtained as slope and linearity as linear regression
of NiO membrane were found to be 57 mV/pH; 0.9995 and 72 μA/pH; 0.9959,
for both linear (IDS–VGS characteristics) and saturation (IDS–VDS characteristics)
regimes, respectively as shown in Fig. 4d, c. The result obtained is much better
than the earlier report works using NiO as membrane for pH sensing [17, 19]. This
apparent improvement in sensitivity can be associated to the high surface-to-volume
ratio with the small sized NiO nanoporous crystals and its high crystallinity, which
provides more surface binding sites and larger effective sensing areas. The NiO
nanostructures have a larger surface area for adsorbing additional OH− and H+ ions
and have increased oxygen-related binding that could sense H + ions effectively
in the acid solution region. The result suggests that the Nanoflakes NiO membrane
synthesis based on Chemical Bath Deposition is potentially an essential materials
for EGFET based pH sensors.
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4 Conclusion

Nanoflakes NiO membrane was made using Chemical Bath Deposition to determine
its applicability as EGFET based pH sensors. The structural and morphological
characteristics of the membranes were analyzed using FESEM and XRD. The NiO
membrane sensitivity (57 mV/pH) was found to be relatively higher than the works
reported previewly on NiO membrane as pH sensor, due to the high crystallinity,
small crystal size and high porosity properties of NiO Nanostructured layer, which
provided higher number of sites with surface area and increased the number of
exchangeable ions with the [H+] that exist in the electrolyte.
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Synthesis and Characterization
of Nickel–Cobalt Oxide (NiCo2O4)
for Promising Supercapacitor Material

Poppy Puspitasari , Mahdalena Julia, Avita Ayu Permanasari,
Maizatul Shima Shaharun , Timotius Pasang ,
and Muhamad Fatikul Arif

Abstract Supercapacitor takes advantage of the broad electrode surface and thin
dielectric material to reach higher capacity compared to the conventional capacitor.
These factors make it possible for the supercapacitor to have larger energy density
compared to the conventional and larger power density compared to a battery. Thus,
supercapacitor would become a right solution as an energy storage device. NiCo2O4

is a good oxide material and exciting to learn due to its promising material and good
electronic conductivity. NiCo2O4 was synthesised using self-combustion method
then sintered at 400, 500, 600 °C in time variations of 60, 120, 180 min before
testing with the XRD, SEM-EDAX, and VSM tests. The XRD test results showed a
single-phase because of the appearance of crystallite in all samples in all temperature
variations. The crystallite size, then, was calculated using the Scherrer equation. The
results were: sample with 60 min sintering duration had 6.699 nm crystallite size,
the sample with 120 min sintering duration had 4.678 nm crystallite size, and sample
with 180 min sintering duration had 5.883 nm crystallite size. The morphology in
the SEM test displayed the particles in small and nano size. The magnetic property
test showed that the samples were superparamagnetic with the highest coercivity
and retentivity was found in the sample of 500 °C temperature and 60 min sintering
process..
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Keywords Self-combustion ·Magnetic saturation · Retentivity · Coercivity

1 Introduction

In current modern life, electrical energy is a significant necessity that cannot be
avoided. Various technology nowadays most required electricity storage device.
There is a huge interest in researchers to develop and perfect more efficient energy
storage such as supercapacitor. A supercapacitor, also known as ultracapacitor or
electrochemical capacitor, utilises the electrode surface and thin dielectric electrolyte
solution to achieve capacitance several times greater than conventional capacitors
[1, 3].

Supercapacitors are used in applications that require energy sources that have a
faster charge/wear cycle than long-lasting energy sources, supercapacitors arewidely
used in cars, buses, trains, cranes and elevators [4]. Electrode material, as one of the
key components of super capacitors, is closely related to energy density and very
high power density in the case of high-cycle supercapacitors. Electrode material, as
one of the key components of supercapacitors, is closely related to energy density
and very high power density in the case of high-cycle supercapacitors [5, 6].

NiCo2O4 generally assumed as a mix valence of oxide that adopts pure spinel
structure where nickel occupies the octahedral site and cobalt is distributed in octa-
hedral and tetrahedral sites [7]. Nickel–cobalt oxide (NiCo2O4) receives interests to
be used in supercapacitor because of its good electron conductivity, stable struc-
ture, environmentally friendly, low cost, easy preparation, and higher electrical
conductivity compared to NiO and CoO [8–10].

2 Experimental Setup

2.1 Material Preparation

The NiCo2O4 samples were made with the self-combustion method using Ni
(NO3)2.6 H2O and Co (NO3)2.9 H2O was mixed using nitric acid as the fuel. The
samples were dissolved using distilled water and stirred using magnetic stirrer in
continuous heating and stirring. Slow evaporation from a homogeneous solution
produced a very thick gel and further heating resulted in spontaneous combustion.
The samples then oven-dried at 110 °C for 8 h, sintered at 400, 500, and 600 °C for
60, 120, and 180 min respectively.
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2.2 Characterization

Nickel Cobalt (NiCo2O4) nanopowder sample were then tested with XRD (X-Ray
DiffractionModel PanAnalytical, Type: E’xpert Pro) with long-range angle 10°–90°
2θ to find the crystallinity properties, SEM–EDX (Scanning Electron Microscopy
with EDAX feature Model FEI, Type: Inspect-S50) in 100.000 magnification to get
the morphologies and nano-elements produced, FTIR (Fourier Transform Infra-Red
Model Shimadzu, Type: IRPrestige21) start from 500 until 4000/cm wavelength to
find the functional groups and bonds, and VSM (Vibrating Sample Magnetometer
Model OXFORD, Type VSM 1.2H/CF/HT) up to 1 T of Magnetic force to find the
magnetic coercivity, retentivity, or saturation from all samples.

3 Result and Discussion

3.1 Phase Identification

The XRD chart in Fig. 1 shows that all samples are single-phase NiCo2O4 with peak
crystallites of [311], [400], and [440] in samples of 400 °C variation; the highest peak
is [400]. The sample with 60 min variation has crystallite of 8.977 nm, the sample
with 120 min duration has crystallite of 6.279 nm, and the sample with 180 min
duration has crystallite of 7.828 nm as displayed in Table 1.
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Fig. 1 XRD Graph for NiCo2O4 at Sintering Duration at 400 °C
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Table 1 Phase Identification of NiCo2O4 at 400 °C

Sample (min) Height (cts) FWHM (2Th.) d-spacing (Å) D (nm)

60 88.35 0.5510 2.0970 6.69

120 101.60 0.7872 2.0943 4.68

180 93.02 0.6298 2.0916 5.88

Figure 2 presents that all samples with 500 °C temperature variation form single-
phase with each has five peaks: [220], [311], [400], [511], and [440] with the highest
intensity is [400]. The sample with 60 min duration has crystallite size of 24.712 nm,
the sample with 120 min duration has crystallite of 19.151 nm, and the sample with
180°C minutes variation has 28.874 nm crystallite as shown in Table 2. Figure 3
presents the similar matter to Fig. 2 where samples have single-phase NiCo2O4 with
five peaks: [220], [311], [400], [511], and [440] and [400] as the highest peak. The
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Fig. 2 The X-Ray diffraction results of NiCo2O4 with Various Sintering duration at 500 °C

Table 2 Phase identification of NiCo2O4 at 500 °C

Sample (min) Height (cts) FWHM (2Th.) d-spacing (Å) D
(nm)

60 173.7 0.2755 2.4496 24.71

120 150.9 0.3542 2.4453 19.15

180 141.1 0.2362 2.4518 28.87
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Fig. 3 The X-Ray Diffraction Results of NiCo2O4 with Various Sintering Duration at 600 °C

Table 3 Phase identification of NiCo2O4 at 600 °C

Sample (min) Height (cts) FWHM (2Th.) d-spacing (Å) D (nm)

60 148.46 0.1968 2.44907 34.58

120 156.19 0.3542 2.44670 19.17

180 188.68 0.1968 2.44586 34.48

sample with 60 min duration has crystallite of 34.577 nm, the sample with 120 min
duration has crystallite of 19.172 nm, and the sample with 180 °C minutes variation
has 34.485 nm crystallite as shown in Table 3. Based on these three charts, the
NiCo2O4 nanoparticle has a cubic structure and centered on the surface [11–15],
supported with the images from the SEM test. From all charts, the high and low-
intensity peaks display the size of the crystallite, and the crystallite particle can be
calculated using the Scherrer formula [16, 17].

3.2 Morphological Analysis

Based on the Fig. 4, generally, all nine samples have similarities in their morpholo-
gies. The nanopowder morphology was close and adhered to each other and form
nano bulks. The content from the EDAX test was closer to the theory, in whichNickel
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(a)

(b)

(c)

Fig. 4 Morphologies of NiCo2O4 at 400 °C with Sintering Duration of a 60 min, b 120 min,
c 180 min
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(Ni) was higher than Cobalt (Co) with the ratio of 2:1. However, differed from the
theory, the oxygen level here was high due to impurities that causes an increase in the
oxide level. Moreover, there were large-size items as the result of particle unification
during the sintering process [18, 19]. All sample’s images show that the particle
sizes are nano, relatively consistent with the XRD method that applies the Scherrer
formula [16, 17]. The increase in sintering temperature was also followed with the
increase of particle size; which meant that the surface of other particles as impurities
disappear [19–23].

3.3 Magnetic Properties

The VSM test results showed that at 400 °C, the highest saturation was found in
the sample at 60 min duration with the value of 1.343 emu/g, whereas the highest
retentivity was found in the sample at 120min duration with the value of 0.140 emu/g
and the highest coercivity was found in the sample at 180 min duration with the
value of 0.0308 T. The samples at 500 °C had the highest magnetic saturation and
coercivity in the sample with 180 min duration with the value of 4.781 emu/g and
0.0240 T and highest retentivity in the sample with 60 min duration with the value
of 1.235 emu/g. The samples at 600 °C had the all the highest magnetic saturation,
retentivity, and coercivity in the sample with 60 min duration with the value of
1.986 emu/g, 0.215 emu/g, and 0.0240 T. It can be observed that from all results that
the highest magnetic saturation and retentivity occurred in the sample with 500 °C
temperature variant and 180 min and 60 min duration with the value of 4.781 emu/g
and 1.235 emu/g respectively while the highest coercivity occurred in the sample
with 400 °C temperature and 180 min duration that was 0.0308 T (Figs. 5, 6 and 7;
Tables 4, 5 and 6).

Figure 8 displays the curve characteristic where variants with 400 °C temperature
has superparamagnetic property, supported by the small particles between 7± 2 nm
and the highest coercivity value of 0.0308 T [24]. Meanwhile, variants with 500 °C
have higher magnetic saturation and retentivity with the value of 4.781 emu/g and
0.0240 T, but lower coercivity with the value of 0.0240 emu/g. These phenomena
was caused by the half of NiO phase that turned into antiferromagnetic [25, 26].
Variants at 600 °C also experienced a decrease of coercivity, magnetic saturation,
and retentivity. This is because the increasing of sintering temperature caused the
changing of NiO phase from ferromagnetic into antiferromagnetic and reduced the
NiO phase [25, 27–29] (Table 7).

4 Conclusion

Synthesis and characterisation using the self-combustion method were successfully
conducted. The phase identifications showed that the samples had single-phase as
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Table 4 Magnetic property
analysis of NiCo2O4 based on
hysteresis curve at 400 °C
temperature

Sample (min) Hc (T) Mr (emu/g) Ms (emu/g)

60 0.0202 0.128 1.343

120 0.0201 0.140 1.056

180 0.0308 0.072 1.086

Table 5 Magnetic property
analysis of NiCo2O4 based on
hysteresis curve at 500 °C
temperature

Sample (min) Hc (T) Mr (emu/g) Ms (emu/g)

60 0.0219 1.235 2.781

120 0.0227 0.438 2.669

180 0.0240 0.352 4.781

Table 6 Magnetic property
analysis of NiCo2O4 based on
hysteresis curve at 600 °C
temperature

Sample (min) Hc (T) Mr (emu/g) Ms (emu/g)

60 0.0204 0.215 1.986

120 0.0180 0.119 1.301

180 0.0166 0.162 1.706
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Fig. 8 Hysteresis Curves comparison of NiCo2O4 with different sintering temperature at 400, 500,
600 °C temperature

Table 7 Magnetic property
analysis of NiCo2O4 based on
hysteresis curve at 400, 500,
600 °C temperature

Sample (min) Hc (T) Mr (emu/g) Ms (emu/g)

400 °C 0.0308 0.072 1.086

500 °C 0.0240 0.352 4.781

600 °C 0.0204 0.215 1.986

proved by the matching peak of NiCo2O4. All charts with sintering temperature
variations displayed the NiCo2O4 nanoparticle in cubic structure centered on the
surface, supported by the morphological analysis. The morphological analysis of
NiCo2O4 presented the conversion from small particle become larger particle as
the sintering temperature increases. The shape of NiCo2O4 shows as nanosphere
powder,while theEDAX test resulted in the domination ofNi elements. Themagnetic
properties from the VSM test showed the highest coercivity at 400°C temperature
and the highest retention as 500 °C temperature, while samples at 600 °C had a
declination of coercivity, retentivity, and magnetic saturation. Samples with higher
temperature had lower coercivity because of the decrease or disappearance of NiO
phase from ferromagnetic into antiferromagnetic. Therefore, the best material for
supercapacitor is NiCo2O4 sintered at 500 °C for 60 min.
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Microwave Absorption of Coconut
Wasted Derived Activated Carbon

Hassan Soleimani, Jemilat Yetunde Yusuf, Noorhana Yahya,
Amir Reza Sadrolhosseini, Maziyar Sabet, and Lawal Adebayo Lanre

Abstract Recently, electromagnetic (EM) interference as an adverse effect of the
proliferation of technologies utilizing EM waves has become a serious problem.
EM wave absorbers have been extensively utilized as an effective means of elimi-
nating EMI. Activated carbon derived from agricultural waste has been identified as
potential material to fabricate an ideal EM wave absorber. This study investigates
activated carbon prepared from coconut fiber as an EM wave absorber at X-band
frequency. Coconut fiber Activated carbon at 600 °C exhibited the highest surface
area of 228.689 m2/g and 5.9 nm number of pores which is beneficial for microwave
absorption. COMSOLMultiphysics software was used to simulate the EM scattering
parameters of the coconut fiber activated carbon. A good microwave absorption
performance was observed minimum reflection loss value of−41.78 dB at 10.8 GHz
at a thickness of 4.0 mm. This result shows that activated carbon prepared from
coconut fiber can function as an EM wave absorber at X-band frequency.
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1 Introduction

The use of electronic gadgets andwireless communication devices has been of benefit
to the whole world. However, their excessive usage has increased the menace of
electromagnetic (EM) pollution and EM interference (EMI). EM pollution threatens
human health whereas EMI disturbs the adequate function of electronic devices [1–
4]. To tackle this problem, fabricating microwave absorbing materials (MAMs) has
attracted a lot of research attention [5, 6]. MAMs can dissipate the EM wave by
transforming the EM wave into heat and other forms of energy [7]. The mechanism
of loss in EM wave absorption depends greatly on the dielectric loss and magnetic
loss ability of the MAMs. The microwave absorption performance (MAP) of an
absorber can be evaluated by the relative permittivity (εr) and relative permeability
(μr) [8, 9].

εr = ε′ − jε′′ (1)

μr = μ′ − jμ′′ (2)

ε′ is the real permittivity andμ′ is the real permeability which determines the amount
of energy storage. The ε′′ is the imaginary part of the permittivity and μ′′ is the
imaginary permeabilitywhich indicates energy dissipation. The dissipation of energy
arises from various loss mechanisms such as conduction, dipolar, resonance, and
relaxation [10]. The degree of energy loss can be evaluated by the dielectric loss
(tan δε) and magnetic loss tangent (tan δm) [4, 11].

tan δm = μ′′

μ′ (3)

tanδε = ε′′

ε′ (4)

Hence, for a material to effectively absorb EMwaves it must possess good dielec-
tric and/or magnetic loss ability. Carbon materials have been reported in several
studies as good EM absorptive materials due to their unique properties including
lightweight, large surface area, and good dielectric properties. Graphene [12–15]
and carbon nanotubes (CNTs) [16, 17] have been reported by several researchers
as good MAMs. However, their expensive and time-consuming method of prepa-
ration limits their wide application. Recently, agricultural wastes products such
as rice husk, sugarcane bagasse, cotton, and walnut shell have been employed as
carbon precursors to produce activated carbon. Activated carbons are prepared by
simple carbonization of carbon precursors at high temperatures in the presence of
an inert gas followed by the activation with chemical activating agents. Activated
carbons have been widely utilized in different applications including MAMs due
to their lightweight, low-density large surface area, low cost of preparation, easy
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processability, well-defined porosity, and good dielectric loss properties [18, 19].
Coconut waste is one of the most abundant agricultural waste in the world with
Malaysia producing about 5280 kg of coconut wastes annually per hectare of land
[20]. Coconut husk generally contains about 30% (by weight) of coconut peats and
70% coconut fiber. Coconut fiber contains about 38–50% of carbon and high content
of lignin which makes them stable and durable[1]. Salleh et al. [21] reported the
MAP of a single-layer coconut shell base absorber. The activated carbon absorber
was prepared at different temperatures. A minimum RL peak of 22 dB was reached
at 9.6 GHz at 6.4 mm thickness. Chen et al. [22] also, studied the MAP of rice husk
ash calcined at different temp. Yew et al. [23] also reported the MAP of raw coconut
peat. A minimum RL of -38.58 dB was achieved at 12.0 GHz. Seok et al. [24] also
studied the dielectric properties of coconut shell activated carbon and coconut shell
powder. The coconut shell activated carbon displayed a high dielectric constant of
7.24 compared to the powdered coconut shell with 3.77. This makes the coconut
shell activated carbon a good EM absorber. In this work, the measured permeability
and permittivity was used in simulating the MAP of the activated carbon derived
from Coconut fiber (CF) at X-band frequency.

2 Methodology

2.1 Experimental Procedure

Sample Collection

Coconut husk was collected from a local coconut store at Sri Iskandar, Malaysia.

Sample Preparation

The CF was separated from the husk and cleaned with deionized water. The CF
sample was oven-dried and grounded to a fine powder after drying.

Preparation of Activated carbon

Chemical Activation

The grounded CF was activated using KOH as an activating agent at a 1:1 impregna-
tion ratio. 20 g of KOH was dissolved in 100 ml of deionized water. 20 g of CF was
impregnated in the dissolved KOH solution and stirred for 6 h and dried overnight.
The impregnation ratio is the dry weight of the powdered sample divided by the
weight of the dry activating agent.

Carbonization of chemically Activated Sample

The impregnated sample was carbonized in a tubular furnace under steady flow of
nitrogen gas (N2) at 5 °C/min different temperatures (400, 500, and 600 °C for
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1 h). The carbonized sample was collected when the furnace cooled down to room
temperature (20 °C).

Neutralization

The CF activated carbon was neutralized by washing several times with 0.1 M HCL
solution, then with deionized water several times until the pH is neutral. The sample
was dried at 60 °C for 2 h. This is to ensure the sample is free from chemical traces.

Characterization

The crystallinity of the samples was studied using the XRD to identify the phase
structure of the sample in the diffraction range of 10°–80°. The Renishaw Raman
spectroscopy operated at room temperature with a wavelength excitation of 514 nm
was used to study the state of carbon present in the sample. The surface area and
pore size of the sample, the nitrogen isothermal desorption adsorption was analyzed
using the Brunauer Emmett- Teller equation and BJH calculations. The EM charac-
terization was also carried out to measure the permeability and permittivity of the
samples.

Composite Preparation and Fabrication process

Paraffin wax was used as the matrix due to its transparency to the EM wave. It is
well known that the MAM particles should be smaller than the skin depth [17–19].
Therefore, a 1:1 weight ratio of CF-activated carbon to paraffin was used for fabrica-
tion. A Rectangular mould with an inner dimension of 14 cm length, 2.3 cm width,
and 1 cm height was used to fabricate the CF activated carbon into a rectangular-
shaped microwave absorber. CF activated carbon composite of different thickness
was fixed into the WR-90 waveguide adapter and the EM parameters were measured
at the X-band frequency (8.2–12.4 GHz) using the Vector Network Analyzer (VNA)
(Fig. 1).

Fig. 1 A Vector Network
Analyzer
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COMSOL Multiphysics Simulation

COMSOL Multiphysics software based on the finite element method (FEM) was
used to simulate rectangular waveguide with three dimensions (3D) geometry. The
finite element method (FEM) is the numerical method used in the electromagnetic
wave frequency domain and is governed by the equation below:

∇ × μ−1
r (∇ × ∪E) − k20

(
εr−

jσ

ωε0

)
E (5)

where, μr and Er are the permeability and permittivity, σ is the conductivity, ω is
the angular frequency, ε0 is the permittivity of free space and k corresponds to wave
vector. FEM is based on a spatial discretization, in a rectangular waveguide, the elec-
tric field was discretized using tetrahedron elements. The FEM analysis was used for
simulating the EM properties of CF-activated carbon composite. The dimension of
the rectangular waveguide was 2.3, 1 and 14 cm for width, height, and length respec-
tively and the geometry set up was modeled into 3D geometry. Firstly, the cross-
section of thewaveguide was drawn on awork plane and then extruded to 3D. The 3D
Rectangular waveguide was partitioned into three domains. Air was filled in domains
1 and 3. The CF activated carbon composite was filled in domain 2. The measured
permittivity and permeability value of the CF activated carbon was used to estimate
the refractive index which was input as the property of the material. Aluminum was
selected and applied to all boundaries except for two boundaries. These two bound-
aries were labeled port 1 and port 2. Electromagnetic wave frequency was selected
as the physics. Transverse electric TE10 mode was used as the propagating mode
through the waveguide in this study. The transverse electric indicates that the electric
field is transverse to the direction of the propagating wave. TE10 mode is known as
the mode with the lowest cut-off frequency that can transmit through the rectangular
waveguide. This model applies the RF module’s port boundary conditions (BC) to
solve the problem associated with wave propagation. The mesh (Fig. 2) was created
for the rectangular waveguide and the electromagnetic properties were studied in the
X band frequency. COMSOLMultiphysics software utilizes the BC to automatically
generate the reflection loss (RL), reflection, and transmission coefficient values (S11
and S21) [25].

Fig. 2 Mesh of the CF
activated carbon absorber
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3 Results and Discussion

Figure 3 shows the XRD diffraction pattern of CF samples at different carbonization
temperatures. The samples all exhibit one broad peak at (002) at 24° and one shoulder
peak (100) at 44° plane reflection of graphite. The presence of these peaks could be
ascribed to the amorphous nature of the samples. The broad peak observed in CF
400 is more obvious compared to that of CF 500 and CF 600. This may be due to
the amorphous nature of CF 400.

RAMAN SPECTRA

To further clarify the state of carbon atoms in the CF samples, the Raman spectrum
was studied. Figure 4 shows that all the samples exhibit two strong peaks at 1368
and 1590 cm−1 which can be attributed to the D and G band of carbon materials,
respectively. The D band observed from the result agrees with the sp3 hybridized
carbon atom of distorted or amorphous carbon whereas the G band represents the
sp2 hybridized carbon or graphitized carbon [18]. The ID/IG ratio represents the
degree of graphitization in each sample. The ID/IG ratio of CF-400, CF-500, CF 600
are 1.15, 1.16, 1.17, respectively. It was observed that the degree of graphitization
increases with an increase in carbonization temperature. More defects are introduced
to the carbon as the temperature increases which is beneficial for EM absorption.

The Brunauer-Emmert-Teller (BET) SAP analysis was used to identify the pore
distributions of CF and characterize their specific surface area. Liu et al. [22] reported
that the surface area and pore size can influence the scattering parameter in EM
absorption. Table 1 shows theBET calculationmodels andBJH calculation of surface

Fig. 3 XRD pattern for CF samples
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Fig. 4 Raman spectra of CF samples

Table 1 Nitrogen adsorption
and desorption isotherms for
CF at 600 °C

Samples BET surface
area (m2/g)

Total pore
volume (cm3/g)

Pore size (nm)

CF 400 °C 139.395 0.07144 4.3

CF 500 °C 197.336 0.05541 5.4

CF 600 °C 228.689 0.15726 5.9

area and pore distribution at different temperatures. The BET surface area increases
with an increase in temperature likewise the pore sizes also increase. This means the
higher the temperature the more the surface area and pore size. CF 600 exhibits the
highest surface area and number of pores. Figure 5 shows a type I isotherm Nitrogen
adsorption and desorption with a hysteresis loop for CF activated carbon at 600 °C.
The adsorption shows that a strong interaction exists between the sample surface
and adsorbate. The rapid rise in Nitrogen uptake at low a relative pressure (0.0–0.9)
indicates micropore adsorption [18]. The pore size was 5.9 nm which would extend
theEMwave routes of propagation. The high surface area ofCF600would effectively
trap microwaves and form junctions which could increase interfacial polarization.
Thus, enhancing microwave absorption.
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Fig. 5 Nitrogen adsorption
and desorption isotherms for
CF carbonized at 600 °C

4 Microwave Aborption Characterization

Computational Simulation (COMSOL) Result

The computational simulation result obtained for CF 600 °C shows that the reflec-
tion coefficient increases at thin thickness as the thickness increases, this implies that
the reflection coefficient gradually decreases to zero with a decrease in frequency.
Whereas the transmission coefficient increases with increasing thickness of the
sample. The reflection loss (RL) of the simulated CF 600 at a thickness of 2.0–
5.0 mm is as shown in Fig. 6. At thickness of 2.0 and 3.0 mm, the RL loss value
is less than −10 dB, this implies that CF 600 exhibit weak absorption intensity. At

Fig. 6 Frequency
dependence of reflection loss
of simulated CF 600



Microwave Absorption of Coconut Wasted Derived Activated Carbon 335

4.0 mm thickness, a minimum RL value of −41.78 dB was achieved at 10.8 GHz
with EAB of 2.11 GHz. Whereas at 5.0 mm thickness, a minimum RL value of −
53.5 dB was achieved at 11.8 GHz with an EAB of 2.0 GHz. This result shows that
there is a good impedance matching between the CF 600 and free space and thus
results in enhanced MAP.

5 Conclusion

CoconutFiber activated carbonwaspreparedusing a chemical activationmethod.The
XRD and Raman spectra show that the obtained CF activated carbon is a good source
of dielectric material. The presence of pores in the CF-activated carbon absorber may
inducemultiple reflection and scattering ofEMwaves. TheMAPwas simulated using
the measured permittivity and permeability. The RL curve reveals that CF activated
carbon possesses good microwave absorption ability with minimum RL values less
than −20 dB. This means about 99.9% of the EM wave was successfully dissipated.
Therefore, the use of agricultural waste as a microwave absorber due to their surface
area and porosity provides an alternative way for waste management and opens a
new route for the fabrication of green MAMs.
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Assessment of In-Depth Transport
and Retention of Zinc Oxide
Nanoparticles Using a Coreflood
Approach

Mohammed Falalu Hamza, Hassan Soleimani, Abdelazim Abbas Ahmed,
and Hassan Ali

Abstract The study is aimed at investigating the in-depth migration and retention
of ZnO nanoparticles (NPs) used in enhanced oil recovery. The nanofluid (0.03%)
was prepared according to a standard procedure of dispersing the NPs in brine. The
hydrodynamic diameter and zeta potential (ζ ) were investigated to ascertain the
aggregation and stability of the NPs in brine, respectively. The flooding scenarios
were maintained throughout at 0.2 mL min−1 flow rate and started by injecting 2
pore volume (PV ) of brine followed by 3 PV of nanofluid and lastly another 3 PV
of brine post-flush. The effluents were collected at around every 0.2 PV to ascertain
the NPs breakthrough, while the pressure drop (Δp) across the core was recorded to
assess the in-depth migration and retention of the NPs. The rock’s permeability (K)
and porosity (F) before and after the flooding was investigated to further ascertain
the impairment of the rock properties due to possible retention of the NPs. The
results of the Δp show that nanofluid could generate Δp of 109 ± 19 mbar slightly
higher than the waterflood baseline (107 ± 12 mbar) due to structural disjoining
pressure resulting from spreading of the NPs in the core. However, large Δp (210
± 29 mbar) was noticeable after brine post-flush signifying trapping of the NPs in
the porous media. The NPs effluent concentration profile shows that a breakthrough
had occurred after injecting 1.53 PV having a lower concentration than the initial
injection. Further analysis of K and F after the NPs injection revealed that the K
and F had reduced by 52 and 23.3%, respectively due to the NPs trapping. These
observations could be related to high aggregation (415 ± 34 nm) of the ZnO in brine
with moderate stability of − 35 ± 3 mV as described by the ζ .
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1 Introduction

The rate of oil production by secondary water flooding could not meet up with the
high oil demand because its operation leaves behind about 60–70% of oil in the
reservoir [1, 2]. Enhanced oil recovery (EOR) was purposely introduced to extract
additional oil left after water flood [3]. This technology has been widely accepted by
oil companies and has attracted widespread interests for further investigations into
practical application in the oil fields [4]. In this aspect, nanoparticles (NPs) have been
researched and have recorded success as ideal candidates for improving oil recovery
[5]. A number of scientific research studies shows that NPs account to about 4–51%
incremental factor in the EOR operations [6–9]. Their ultra-small sizes typically in
a nano range (1–100 nm) enabled them to have penetration power through the pore
throats to alter the petrophysical properties such as wettability and interfacial force
in order to mobilize the trapped oil [5]. However, it becomes paramount important
to understand their transport behaviors in the reservoir and the degree of retention
to predict their practical applications in the oil fields [10]. The mobility of the NPs
dispersion and retention are the two important components constituting the transport
of the NPs in the reservoirs. They give information about the fractions of the NPs that
can survive and reach the oil zones [10]. Similarly, because of their relative small
sizes, the transport is mostly governed by a dominant mechanism called ‘random
Brownian diffusion’ [11]. Zinc oxide (ZnO) NPs is among the widely investigated
particles because it demonstrates promising oil recovery at laboratory scale. For that
reason, the present study is an attempt to make investigation into the migration and
retention of the ZnONPs that has been limitedly reported. The approach employed in
this work is the concept of pressure gradient (Δp) before and after the NPs injection
as well as changes in permeability (K) and porosity (F) of the porous media to
investigate the retention parameters. The research could be an avenue in providing
with the scientific information guiding the selection of the ZnO NPs and may also
be compared with other NPs for potential field applications.

2 Experimental

2.1 Material and Methods

The ZnO NPs with an average particle diameter of 18 nm was purchased from US
Research Nanomaterials, Inc., USA and used as received without further purifica-
tions. The Sodium chloride used in the preparation of synthetic brine was purchased
from Sigma Aldrich Malaysia. The 3 inches Berea-gray sandstone was purchased
from Polygon Scientific Resources, Malaysia.
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2.2 Nanofluid Preparation

Exactly 3% of brine was prepared by dissolving certain mass of NaCl in deionized
water until completely dissolved. Thereafter, the predetermined mass of the NPs was
dispersed in certain volumes of brine to make up 0.03% of nanofluid. Thereafter, the
mixturewas stirred using amagnetic stirrer for fewhours until a homogenous solution
has been ensured. Subsequently, the nanofluidwas agitatedusing anUltrasonic device
(Ultrasonics Corporation, USA) at 25 °C for 1 h to minimize particle aggregation
and pH was recorded as 7.47. The hydrodynamic diameter and zeta potential (ζ ) of
the NPs dispersion was monitored by particle size distribution (PSD)-Zeta potential
equipment to ascertain the aggregation and dispersion stability of the NPs.

The calibration curves of different NPs concentrations (0.01–0.05%) in brine was
established showing linear trend relationship with the refractive index to enable the
determination of the NPs concentrations in the effluents received during flooding
experiments.

2.3 Core Characterization

The core sample was firstly cleaned and dried in oven at 80 °C for 24 h, and subse-
quently the weight, length and diameter were recorded as shown in Table 1. The core
was then saturated with the 3% brine using a desiccator. The saturation was achieved
in 24 h under vacuum until no air bubbles from the core and constant weight was
obtained [3]. Liquid pore volume (PV ) was determined by mass difference before
and after the saturation.

The POROPERM (CORVAL 30) Vinci technology instrument shown in Fig. 1 is
a fully automated multi-samples permeameter and porosimeter dedicated to measure
the porosity and permeability to helium gas under multiple confining pressures
ranging from 400 to 10,000 psi. The reservoir, manifold and the core sample were
filled with a Helium gas. After thermal equilibrium, the outlet valve was opened to
initiate the pressure transient.When the upstream pressure is reduced to about 85%of
the filled pressure, during which a smooth pressure profile is established throughout
the core. The rock compressibility factors, fracture volume and real pore volume are
subsequently computed in triplicate. The porosity and permeability measurements to
helium gas were conducted before and after the coreflood displacement to determine
the rock permeability and porosity impairments.

Similarly, the coreflood equipment (Vinci Technology, FES 350) shown in Fig. 2

Table 1 Sandstone core plug properties

Sandstone
type

Length
(mm)

Diameter
(mm)

Dry weight
(g)

Wet weight
(g)

PV (mL) K(brine) (mD)

Berea gray 76.04 38.04 182.19 199.75 17.56 101.7



340 M. F. Hamza et al.

Fig. 1 The POROPERM
(CORVAL 30) Vinci
technology instrument

Injection valves

Fluidchambers

Injection pump

Production valves

Core holder

Fig. 2 The coreflood displacement equipment used to ascertain the migration of NPs in the porous
media
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Fig. 3 The dp profile due to
injection of brine at different
flow rates
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was used to determine the liquid permeability by flooding experiments at room
temperature. Initially, several PV of brine was injected into the core at different flow
rates of 0.2, 0.5, and 1.0 mL min−1 until the pressure drops (Δp) are stabilized.

The recordedΔp pressures shown in Fig. 3 were used in the Darcy equation given
in Eq. 1 to calculate the core’s permeability (K) due to brine [12].

q = K A

μL
∗ �p (1)

where;K is permeability in (mD), q is the flow rate (ml s−1), A is the core area (cm2),
L is the core length (cm), Δp is the differential pressure across the core and μ is the
brine viscosity (cp).

2.4 Assessment of NPs Migration and Retention

The same core flood equipment was used to assess the NPs migration and retention
in the porous body. It started by injecting about 2 PV of brine at 0.2 mL min−1 to
establish a baselineΔp prior to nanofluid injection. Thereafter, 3PV of nanofluidwas
injected at the same flow rate and theΔpwas observed and recorded. Approximately,
for each 0.2 PV nanofluid injection, the sample effluent was collected and analysed
by the refractive index to determine the concentration of the NPs. Lastly, about 3 PV
of brine post-flush was then re-injected by maintaining the flow rate until the NPs
is undetected in the effluents at this stage. The Δp behaviour due to possible NPs
retention in the cores was observed.
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At the end of the experiment, the core was removed from the equipment, dried
and weighed again to re-analyze the K and F to investigate the core impairment due
retention of the NPs in the cores.

3 Results and Discussion

3.1 Stability of Nanofluid

The hydrodynamic measurement of the nanofluid shown in Fig. 4 exhibit a wide
particles size distribution between 250 and 1750 nm suggesting that high aggregation
of the NPs had occurred in the brine despite sonication procedure. This means that,
approximately, about 23 particles each having 18 nm size agglomerate together to
form a cluster of particles with average diameters of 415 ± 34 nm due to interfacial
interaction [11]. This may suggest that the stability of this nanofluid may not be
sufficiently achieved due to a large aggregation observed, to achieve efficient NPs
transport in the porous media the typical size must be less than 100 nm otherwise it
is predicted to encounter transport difficulties [10].

This was further confirmed after conducting the ζ measurement which describes
the potential difference between the mobile dispersion medium and the stationary
layer of the dispersion medium attached to the dispersed particle [13]. Excellent
nanofluid stability should demonstrate good ζ greater than ± 60 mV [14], However,
the dispersion of the ZnO NPs in this work reports the average ζ of − 35 ± 3 mV
as shown in Fig. 5, indicating moderate stability. The study shows that among the
factors affecting the nanofluid stability are likely the pH and ionic strength [15]
which could be the reason of the moderate stability observed in this study because
of high brine ionic strength (3%) used. The use of this ionic strength is inevitable

Fig. 4 Hydrodynamic
aggregation of the NPs
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Fig. 5 The distribution of
the ζ recorded for the
dispersion of the ZnO NPs in
brine
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as most reservoirs are associated with high salinity, consequently, it is an ideal for
investigation in this work.

3.2 Migration and Retention

Figure 6 shows the coreflood scenarios performed which enable the intriguing obser-
vations on the migration and retention of the NPs behaviors. The baseline Δp
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Fig. 6 The Δp showing migration and retention of the NPs in the core
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observed due to 1 PV initial water injection established that waterflood could only
maintain the Δp below 125 mbar with an average value of 107 ± 12 mbar. However,
after the 3 PV nanofluid injections, the �p increased slightly with an average of
109 ± 19 mbar resulting from the structural disjoining pressure due to partial migra-
tion and spreading of the NPs across the core [16]. Hendraningrat et al. [17] reports
that nanofluid has a tendency to build appreciable �p than the baseline waterflood
which is attributed to the activity of the NPs at pore throats. Correspondingly, the
NPs effluent concentration profile (Fig. 7) shows that the breakthrough of the NPs
had occurred after injecting 1.53 PV but having 0.01% lower concentration than the
injection concentration (0.03%). Subsequently, after continuous injection until 3 PV
it produces at concentrations of 0.02%. This shows that ZnO NPs could slightly be
transported with significant retention in the porous media. It is noticeable that after
injecting 3 PV brine post-flush, the Δp significantly increased and maintained at
150–250 mbar with an average value of about 210 ± 29 mbar. It is believed that the
retained NPs are responsible to generate high Δp due suspicion that a reduction in
the core permeability had occurred [18]. If the NPs have not been retained in the
core, the Δp should expectedly match with the Δp of the baseline brine.

During the injection of the brine post-flush until 1 PV, some NPs in the core
were producing at the same 0.02% concentration. Subsequently, the concentration
decreases until became undetected in the effluents after additional 2 PV injection,
indicating that no more NPs could be recovered from post-flush.

Further investigation into the retention of the NPs in the core could be supported
by Table 2 which presents the core properties before and after flooding experiment.
From the table the K and F had reduced by 52 and 23.3%, respectively, indicating
that NPs had been retained [18]. Consequently, the mass of ZnO NPs retained in the
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Table 2 Sandstone core plug
properties after NPs injection

Parameters Results

Dry weight after flooding (g) 183.84

K(brine) reduction (%) 52.00

K(air) reduction (%) 19.24

F reduction (%) 23.25

NPs retention (g) 1.65

core was found to be 1.65 g. The weak migration and high retention of the NPs could
be attributed to the high aggregation and moderate stability of the ZnO in brine as
described by the PSD and ζ in this work, respectively.

4 Conclusion

This study is an attempt to make investigations into the migration and retention
of the ZnO NPs commonly used in EOR. For economic reasons, the research is
necessary to provide scientific information guiding the selection of the NPs for field
applications. Thework shows that ZnONPs at 0.03%hasmoderate stabilitywith high
aggregation in brine (3%). Its transport in porous media is weak and demonstrates
high retention. Thus, for further investigation, the pH and brine ionic strength should
be controlled and its surface can be possibly modified to improve the dispersion
stability andultimately themigration distance. Furthermore, investigation into kinetic
mechanisms such as ‘random Brownian motion’ under the thermal influence could
help to ascertain the distance migration in the reservoirs.

Acknowledgements The authors acknowledged the support of Yayasan Universiti Teknologi
PETRONAS (YUTP grant: 015LC0143).

References

1. Hamza, M.F., Sinnathambi, C.M., Merican, Z.M.A.: Recent advancement of hybrid materials
used in chemical enhanced oil recovery (CEOR): a review. Mater. Sci. Eng. 206(1), 012007
(2017)

2. Li, S.: An Experimental Investigation of Enhanced Oil Recovery Mechanisms in Nanofluid
Injection Process. Ph.D. Thesis, Norwegian University of Science and Technology, Trond
heim, Norway (2016)

3. Bila, A., Stensen, J.Å., Torsæter, O.: Experimental investigation of polymer-coated silica
nanoparticles for enhanced oil recovery. Nanomaterials 9(6), 822 (2019)

4. Hamza, M.F., Soleimani, H., Merican, Z.M.A., Sinnathambi, C.M., Stephen, K.D., Ahmad,
A.A.: Nano-fluid viscosity screening and study of in situ foam pressure buildup at high-
temperature high-pressure conditions. J. Petrol. Explor. Prod. Technol. 1–12 (2019)



346 M. F. Hamza et al.

5. Agista, M.N., Guo, K., Yu, Z.: A state-of-the-art review of nanoparticles application in
petroleum with a focus on enhanced oil recovery. Appl. Sci. 8(6), 871 (2018)

6. Cheraghian,G.:Effects of titaniumdioxidenanoparticles on the efficiencyof surfactant flooding
of heavy oil in a glass micromodel. Petrol. Sci. Technol. 34, 260–267 (2016)

7. Joonaki, E., Ghanaatian, S.: The application of nanofluids for enhanced oil recovery: effects
on interfacial tension and coreflooding process. Petrol. Sci. Technol. 32, 2599–2607 (2014)

8. Onyekonwu, M.O., Ogolo, N.A.: Investigting the use of nanoparticles in enhancing oil
recovery. In: Proceedings of the Nigeria Annual International Conference and Exhibition,
Tinapa-Calabar. Nigeria, Society of Petroleum Engineers, Richardson, TX, USA (2010)

9. Ehtesabi, H., Ahadian, M.M., Taghikhani, V.: Enhanced heavy oil recovery using TiO2
nanoparticles: investigation of deposition during transport in core plug. Energy Fuels 29, 1–8
(2014)

10. Rodriguez Pin, E., Roberts, M., Yu, H., Huh, C., Bryant, S.L.: Enhanced migration of
surface-treated nanoparticles in sedimentary rocks. In: SPE Annual Technical Conference and
Exhibition. Society of Petroleum Engineers (2009)

11. Zhang, W., Crittenden, J., Li, K., Chen, Y.: Attachment efficiency of nanoparticle aggregation
in aqueous dispersions: modeling and experimental validation. Environ. Sci. Technol. 46(13),
7054–7062 (2012)

12. Lock, E., Ghasemi, M., Mostofi, M., Vamegh. R.: An experimental study of permeability
determination in the lab. WIT Trans. Eng. Sci. 80, 221–230 (2012)

13. Lu, G.W., Gao, P.: Emulsions and microemulsions for topical and transdermal drug delivery.
In: Handbook of Non-invasive Drug Delivery Systems, pp. 59–94.WilliamAndrew Publishing
(2010)

14. Kumar, A., Dixit, C.K.: Methods for characterization of nanoparticles, pp. 43–58. Advances
in Nanomedicine for the Delivery of Therapeutic Nucleic Acids, Woodhead Publishing (2017)

15. Choudhary, R., Khurana, D., Kumar, A., Subudhi, S.: Stability analysis of Al2O3/water
nanofluids. J. Exp. Nanosci. 12(1), 140–151 (2017)

16. Li, S., Torsaeter, O., Lau, H.C., Hadia, N.J., Stubbs, L.P.: The impact of nanoparticle adsorption
on transport and wettability alteration in water-wet berea sandstone: an experimental study.
Front. Phys. 7, 74 (2019)

17. Hendraningrat, L., Li, S., Torsæter, O.: A coreflood investigation of nanofluid enhanced oil
recovery. J. Petrol. Sci. Eng. 111, 128–138 (2013)

18. Aadland, R.C., Dziuba, C.J., Heggset, E.B., Syverud, K., Torsæter, O., Holt, T., Gates,
I.D., Bryant, S.L.: Identification of nanocellulose retention characteristics in porous media.
Nanomaterials 8(7), 547 (2018)



Application of ANN Model in Sandstone
Reservoir Using Electromagnetic
Parameters for Predicting Recovery
Factor

Surajudeen Sikiru , Hassan Soleimani, and Noorhana Yahya

Abstract Reservoir fluid is one of the major parameters that play a significant role
in oil mobility, the fluid flow through the porous of the reservoir, the mechanism
at which this fluid has been migrated are some of the major concerns in enhanced
oil recovery industries. So, it of great significance to use an appropriate technique
to calculate or to predict the oil recovery from the reservoir. The study aims to use
an artificial neural network (ANN) model with electromagnetic parameters such
as real and imaginary permittivity, real and imaginary permeability, and reflection
loos at different concentrations of NaCl electrolyte. Deep neural network (DNN)
approach with 280 nodes in each hidden layer and one output, it was revealed from
the obtained result the correlation coefficient given by the DNN is R2 of 0.994 for
estimated recovery factor andR2 of 0.894 for predicted recovery factor. This research
result shows a good prediction of RF with the reservoir rock and fluid properties in
terms of cost and production effectiveness.

Keywords Reservoir fluid · Electromagnetic parameters · Deep neural network
(DNN) · Enhanced oil recovery

1 Introduction

The oil prediction of reservoir has been a major constrain for oil and gas industries.
It is important factor to petroleum reservoir management [1, 2]. Primary recovery
process is the use of natural energy source to lift the oil from the reservoir zone, there
is a decline in the reservoir pressure due to long process of the oil from the same field.
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At this stage oil production is not economically feasible, to diminish the deterioration
of reservoir pressure, and drive the oil in the reservoir to the production well, the used
of water flooding will be required known as secondary recovery mechanisms which
entail the injection of water into the reservoir well. The declination in all filed in most
of the world oil fields make it difficult to discovered new oil filed, in the process of
primary recovery and secondary recovery techniques only 20–50% of the original
oil-in place can be recovered [3–6]. There is still about 60% of the oil trapped in the
reservoir zone after due process of primary and secondary recovery method due to
highmobility of the injectedwater induced by low viscosity [7–11]. Themobility can
be explained as the effective permeability of the reservoir divided by the viscosity
of the water [12]. After primary recovery and secondary recovery, tertiary recovery
will take place. Few methods in tertiary recovery or EOR are thermal, gas injection,
chemical, and others. Thermal recovery methods accelerate hydrocarbon recovery
by raising the temperature of the formation and reducing hydrocarbon viscosities
[13–15].

The injection of chemicals in chemical methods is one of the famous methods in
EOR. It is involving the use of long-chainedmolecules called polymers to increase the
effectiveness of waterflood. The use of detergent-like surfactants also helps lower
interfacial tension (IFT) that often prevents oil droplets from moving through a
reservoir. Other’s method is approaching new technology, which is a nanomaterial,
microbial, acoustic, and electromagnetic. Few kinds of research and fewer pilot-scale
application has been carried out, yet the technique still requires further research to
prove their technical and economic viability. The electromagnetic (EM) technique
utilizes radiofrequency and microwave regions to improve oil mobility in very deep
formations, thin pay-zones, and low permeability formation [16–22]. Furthermore,
EM is employed in nanotechnology EOR, which involves transferring of electrical
energy from EM waves to the dielectric and resistive nanomaterials to reduce the oil
interfacial tension and viscosity, thereby charge potential generated by EM waves
causes separation of negative and positive ion in the reservoir environments e.g. rock
surface cations positive charges [19, 23–26].

The artificial Neural network (ANN) is a function of the human brain. Naturally,
the brain can learn new things and adapt to new environments. The brain has the most
remarkable ability to analyze incomplete and unclear, fuzzy evidence, and make its
own decision out of it. The human brain is the most primitive animal which has more
capability than most advanced computers. The brain has different functions in the
body system just like controlling the physical part of the body and some complex
activities such as imagining, learning, thinking, visualizing, etc., also the activities
that cannot be described in physical terms. An artificial thinking machine is still
beyond the capacity of the most advanced supercomputers. The brain is made of cells
called neurons. The structure of the brain is illustrated in Fig. 1. The interconnection
of such cells (neurons) makes up the neural network or the brain. There are about
1011 neurons in the human brain and about 10,000 connections with each other.
ANN is an imitation of the natural neural network where the artificial neurons are
connected in a similar way as the brain network [27–29].
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Fig. 1 Brain neuron change

Artificial Neural networks (ANN) is an information-processing system that has
certain performance features in common with biological neural networks. A distinc-
tive neural network is a multilayered system comprising of a single input layer, a
single or double hidden layer, and a single output layer. Each layer is composed of
basic processing elements called neurons. Each neuron is connected to the neurons of
the adjacent layerwith the connection eights between0 and1.The signals between the
neurons are multiplied by the associated connection weights and added up together
as Eq. 1, and then used as the net input of the neuron [30].

NET =
n∑

k=1

1kW
k (1)

NET represents the net input of the neuron, l is the input variable, W is the
connection weight, k is the index and n are the numbers of input variables. The
activation function was applied to each neuron to its net input to determine its output
signal and the signal transmitted to the next neuron. The sigmoid faction in Eq. 2. Is
the activation function commonly used [30]

f (NET ) = 1

1+ eN ET 2
(2)

This study present electromagnetic parameters in prediction of enhanced oil
recovery usingANNmodel using real and imaginary permittivity, real and imaginary
permeability, and X-ray diffraction (XRD) for the comparison between two electro-
magnetic data at different concentration of electrolyte from 3000 pp, 5000 ppm,
7000 ppm, 9000 ppm and 11,000 ppm, respectively. XPS characterization was used
for the oil group present and the type of combination between carbon and oxygen,
then XRF give the illustration of the elemental composition present on the sandstone
after the infused of NaCl electrolyte.
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1.1 Methodology

Saturated Berea sandstone was used to replicate the reservoir sandstone, prepared at
different five concentration of NaCl electrolyte using 3000, 5000, 7000, 9000, and
11,000 ppm concentration, respectively [7, 8, 14]. The Berea sandstone were aged in
brine solution for 15 days to create a spontaneous imbibition. We then proceeded in
saturated in crude oil for another seven (7) days, the rock sample was put in autoclave
vessels at 70 °C at 1000 psia pressure to replicate the reservoir condition. This was
repeated for each sample at a specific concentration of electrolyte, each rock sample
were dehydrated in oven at 50 °C for 12 h. The rock sample analysis using Network
analyzer of Keysight N5071C for electromagnetic characterization. Also, we crushed
in an agate mortar to increase the exposed surface area for the XRF analysis for the
elemental composition. Artificial Neural network (ANN) with deep neural network
module (DNN) were used for the prediction of the recovery factor. The total number
of the data set involved in this analysis were 2456 for real and imaginary permittivity,
real and imaginary permeability, reflection loss at each concentration of electrolyte
with seven hidden layers. Then also the 60% of the data were used for the train the
ANN model, 20% was used for the validation of the model and the remaining 20%
were used to test the trained model for the better accuracy. Figure 2 show the ANN
deep neural model used in the study.

Fig. 2 Schematic diagram of deep neural networks usedwith 5 input parameters of electromagnetic
properties obtained from different influx of NaCl electrolyte concentration
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1.2 Result and Discussion

Minerology and elemental composition Analysis

The reservoir comprises of clays minerals which are majorly in the form of quartz,
K-feldpar, albite, Kaolinite, chlorite, siderite, clionchlore, and muscovite. The peak
from the XRD analysis after the influx of the electrolyte indicate quartz, clinochlore
and kaolinite (Fig. 3) while the XRF shows the major composition of the reservoir
sandstone which are Si, Al, Mg, fe, K, Na, Cl, and Ca (Table 1), then FTIR anal-

Fig. 3 a XRD spectral of the reservoir rock sample at different NaCl electrolyte concentration,
b Fourier transform infrared spectroscopy (FTIR) of the rock sample for five different concentration
of NaCl electrolyte
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Table 1 XRF elemental composition

Concentration (ppm) Elements (%)

Si Na Cl Ca Al Mg Fe K

3000 69.3 3.72 2.10 1.20 6.61 0.22 6.05 7.80

5000 69.7 3.70 3.10 1.13 6.92 0.20 5.47 8.50

7000 68.4 2.10 3.20 0.99 6.62 0.36 6.98 7.40

9000 62.9 2.80 2.19 1.54 7.74 0.22 12.70 7.13

11,000 63.2 2.50 2.29 1.22 8.38 0.27 9.54 8.38

ysis shows the characteristic peaks of Si–O = quartz, Si–O–Si = siloxane function
group, Si–O–A, O–H, and C–H bond starching and bending vibration were iden-
tified at 600 Cm−1 for 3000, 5000, 9000 pp, and 800 Cm−1, Si–O–Si were found
at 1000 Cm−1, C=C–C bond aromatic were identified around 1500 Cm−1, the C–H
bond was identified around 2900–2980 Cm−1 which shown in (Fig. 3b and Table 1).

XPS analysis

Figure 4 show the result of characterized XPS analysis of C1s and O1s peaks for the
saturated at different electrolyte concentration. The peak at 288.80 eV and 290 eV
represented the aliphatic and the aromatic carbon merge with oxygen atoms, the
linking modes of the carbon and oxygen atoms can be categorized into three (3)
categories. The peaks at 534, 536, 535, 536, and 540 eV correspond wit carbons
combine with the oxygen atoms through hydroxyls, carbonyl, and carboxyl group
[31]. The XPS result analysis were summarized in Table 2 for better clarity.

Deep Neural Network propagation for Recovery factor prediction

Figure 5 shows a comparison between the estimated and predicated recovery factor
from the electromagnetic parameters used in the analysis for both training data point
test data point. The input comprised of five (5) input layer and seven hidden layers
with one output which is the predicate recovery factor. The parameters comprise of
electromagnetic parameters of real and imaginary permittivity, real and imaginary
permeability, and reflection loss at five consecutive concentration of electrolyte. The
hidden layer is enclosedwith reservoir properties such asTemperature, fluid viscosity,
porosity, permeability, water saturation and original oil in place. Result shows in
Fig. 5 is the estimated vs predicted RF based on DNN methods for the training and
the predicted data sets, the training data sets for electromagnetic parameters has the
R2 of 0.994 and has the R2 of 0.894 for the predicted value. The overall coefficient
correlation given by these networks were 0.92434 which portray a good relation
between the predicted and the targeted recovery factors. This indication it because
the R2 value is very close to one (1) that shows there is a strong correlation, and the
network can predict the target recovery factors.
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Fig. 4 XPS analysis of C1s andO1s for the saturated sandstone at five consecutive NaCl electrolyte
concentration

2 Conclusion

This research work present DNN model for prediction of recovery factor using elec-
tromagnetic parameters based on reservoir rock and fluid properties. The study make
used of five input parameter, seven (7) hidden layers and one (1) output, the input
layers in generated fromNaCl electrolyte concentration for the electromagnetic field
parameters. It was revealed from the result obtained that the model successfully
predicted with 70% accuracy. The estimated R2 of 0.994 and predicted R2 of 0.894
show that ANN techniques can be used to predict the performance of oil recovery.
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Table 2 XPS analysis for the saturated sandstone at different NaCl electrolyte concentration

Con. Name Group type B.E. (eV) Relative Peak (%)

Before reaction After reaction

3000 ppm C1s C(al and ar) 288.80 61.02 62.11

O1s C=O 534 32.06 32.09

C–O 532 34.08 36.36

5000 ppm C1s C(al and ar) 288.50 62.61 63.01

O1s C=O 536 65.11 64.22

C–O 530 64.04 65.11

7000 ppm C1s C(al and ar) 204 50.45 52.12

O1s C=O 535 62.56 63.80

C–O 531 61.22 61.67

9000 ppm C1s C(al and ar) 284 63.09 63.78

O1s C=O 536 64.12 64.45

C–O 528 64.23 63.89

11,000 ppm C1s C(al and ar) 290 64.23 64.69

O1s C=O 540 64.88 64.89

C–O 535 62.12 62.48

Fig. 5 Estimated versus predicted recovery factor by the DNN correlation using electromagnetic
parameters
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Design and FEA Analysis of MEMS
Acoustic Sensors for High Voltage
Applications

Farooq Ahmad, Ayesha Rafique, and Syed Muhammad Arslan Gilani

Abstract MEMS based acoustic sensor are playing vital role in science and tech-
nology for many years because of their miniaturization, low cost, low power
consumption and high sensitivity. In this research article, MEMS acoustic sensor
with optical readout is presented by optimizing and designing of membrane in such
a way that it captures very low strength signal up to 0.2 Pa in resonance mode
and relatively higher strength signal in static mode showing deflection in µm ~ pm
range. The sensor membrane is designed using CMOS technology that is why it is
more sensitive and easily mounted on high voltage power equipment, on multiple
locations without electromagnetic interference. Fabrication of sensor performed in
simulation environment using Intellisuite software with the help of deposition and
etching technology that is more sensitive and less time consuming. Using ANSYS
Workbench testing of proposed solution ofMEMS based sensor in power cable gives
the sensitivity of 500 nm/Pa at the resonance frequency of 2.04 MHz with quality
factor of 33.124 and amplitude of 11.627 pm. In power transformer, sensitivity of
1700 pm/Pa is obtained at resonance frequency of 265 kHz with quality factor of
33.124 and amplitude of 92.39 pm.

Keywords MEMS · CMOS · UHF · AE · PD · UV ·MPW

1 Introduction

Regular health mentoring of electrical apparatus is one of the important factors
for reliable and continuous operation of power system. When power apparatus like
overhead power cables, power transformers and switchgears are exposed to worst
environment under pollution and high humidity, their insulation degradation occurs
that reduces the insulation capacity of gas, liquid and solid insulation materials [1,
2]. Insolation degradation and poor design initially leads to partial discharge and
if it persist for long time can cause flashover that is full line ground discharge.
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Partial discharge does not fully bridge the insolation therefore online monitoring of
PD phenomenon is important parameter for safety of power components because it
reduces the risk of complete failure of power system. Long term partial discharge
releases continuous energy that produces dangerous harmonics in the system [3, 4].

Corona, internal and surface discharges are the three main types of partial
discharge and all of them have different information data and pattern [5]. Partial
discharge is a randomsignal that bursts into different kindof energy signals like chem-
ical signals, acoustic signals, electrical signals, electromagnetic signals and structural
and physical changes around the affected insolation material. Partial discharge iden-
tifies with the help of many established conventional and unconventional methods.
Electrical method is considered as conventional method and unconventional methods
are surrounded with UHF, chemical, optical (interferometry fiber optic sensors and
fiber Bragg gratings) and acoustic methods [6]. Each method is opted according to
different apparatus being monitored. Acoustic method has certain advantages over
other methods: quicker and easier instrumentation setup, very effective for loca-
tion of PD source and immune to electromagnetic interference and noise. Conven-
tional acoustic emission (AE) sensors have cost and size issues that are resolved by
introducing micro-electro-mechanical-system (MEMS) technology with AE sensing
technology. A research on related work has been reviewed and it is found that large
number of MEMSAE sensor also used for PD detection having three basic transduc-
tion methods like piezoelectric, piezoresistive and capacitive [7]. Magnetic sensors
can also use for PD detection [8].

Different sensors that use different design and working principle methodology
such that Chemical detection, electrical detection, UHF detection and optical detec-
tion are bulky in size, consume largequantity of power, susceptible of electromagnetic
noise and difficult integration with ICS.

Optical fiber-based sensors are not suitable for PD detection due to its complex
setup. In this research article MEMS based acoustic sensor with optical readout
designed, optimized, and FEA analysis performed for the power cables and power
transformers.

2 Sensor Design

3D model of proposed acoustic sensor is shown in Fig. 1. The sensor structure
includes three materials that are silicon substrate, SiO2 layer at backside.

There is an Aluminum (Al) layer for making shining surface like mirror at front
side. Sensor membrane consists of two layers SiO2 and Al. When external stress
applied on that membrane, it gets displaced.

In this research work, sensor was designed using certain materials such as silicon,
silicon dioxide and aluminum. Selected material properties given in Table 1.
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Fig. 1 3D model of design
sensor

Table 1 Properties of selected materials

Sr.# Materials/properties Symbol Young’s
modulus
(GPa)

Poisson’s ratio Density
(kg/m3)

1 Silicon Si 140 0.265 2.28

2 Silicon dioxide SiO2 67 0.15 2.65

3 Aluminum Al 69 0.32 2.56

3 Optimization and Virtual Fabrication

In power cables frequency and pressure, range of acoustic signal produced by partial
discharge is KHz to MHz and 0.5 Pa to 10 kPa respectively. As partial discharge
is random signal so a certain frequency that is 2 MHz is selected for simulation
and testing purposes. Similarly, pressure and frequency range of acoustic signal in
power transformer is 0.2 Pa to 20 kPa and 20 kHz to 1 MHz respectively. Because
of acoustic wave propagation signal strength becomes weak so average frequency is
almost 260 kHz and that frequency is picked as resonance frequency for testing and
simulation purposes of power transformer. Optimization is performed according to
parameters and location of membrane in power cables. Parametric optimization of
membrane is performedbyvaryingdimension that is area and thickness ofmembrane.
Choice of area and thickness is in such a way that it meets resonance frequency
requirement andgives relativelymaximumdeflection.Optimizedparameter of design
sensor membrane for cable and transformer is given in Table 2.

The proposed sensor is compatible with MPW (Multi Project Wafer) approach
[9]. Fast modification and development of packaging and fabrication technologies
allowed the production of MEMS devices such that MEMS acoustic sensors and
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Table 2 Membrane
optimized parameters

Sr.# Dimensions (µm) Power cable Power transformer

1 Length 250 350

2 Width 250 350

3 Thickness 2.5 3

resonators. Fabrication of proposed and optimized sensor membrane in simulation
environment using Intelisuite software which is considered the best tool that have
many features and shows the photolithography process in steps. CMOS technology
is used for fabrication because of its characteristics like low propagation delay, high
noise immunity, low power consumption and high input impedance [10, 11]. Side
and cross-sectional view of fabrication is shown in Fig. 2. Photolithography process
contains the following steps.

• The definition of silicon substrate.
• Thermal deposition of SiO2 on silicon substrate.
• Deposition of photoresist by spin coating method on opposite side of Si substrate.
• Exposure of UV on specific part of photoresist that is the required area of etching.
• Wet etching of Si substrate for the development of model and sensor membrane
• Wet etching of extra photoresist that is not required.
• Deposition of Al on the front side by sputtering method to make the surface

shining like mirror so that light source easily reflect making 90° angle.

4 Simulation Results and Discussion

Simulated and theoretical results in power cables and power transformers are
explained using ANSYS andMATLAB software. Optimization of sensor membrane
is performed by changing dimensions that is area and thickness or location of sensor
in power cables and power transformers. While relationship between thickness and
deflection is reverse as compared to direct relation between area and deflection that
is shown in Figs. 3 and 4.

Area and resonance frequency of sensor membrane is inversely proportional to
each other on the other hand thickness is directly proportional to the resonance
frequency that is observed from Figs. 5 and 6.

Optimized location of membrane for the transformer is at the center of the trans-
former inside the transformer tank and for power cable perpendicular placement of
membrane is exact location where membrane gives the maximum deflection and
meets the resonance frequency criteria.

Optimized and fabricated sensor membrane is placed at the optimized location as
shown inFig. 7.Real environment in power transformer is created usingACTacoustic
extension to make transformer tank as acoustic body. Acoustic pressure strength of
partial discharge is 0.2 Pa to 20 kPa approximately or higher sowe assign transformer
tank to the acoustic body and provide that pressure to the membrane through acoustic
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Deposition of SiO2

Photo Resist Deposition

Side View                               Cross Sectional View

UV Exposure

Silicon Etching

Aluminum Deposition

Background Si SiO2 Photoresist Aluminium

Silicon Wafer

Fig. 2 Fabrication steps in Intellisuite software
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Fig. 3 Area versus deflection of sensor membrane

Fig. 4 Thickness versus deflection of membrane

body as a consequence it produce deflection shown in Fig. 8. Deflection ofmembrane
gradually increases as applied pressure increases shown in Figs. 9 and 10.

Sensor membrane is placed perpendicular to the length of cable that is optimized
location ofmembrane shown inFig. 11. Pressure strength of acoustic signal generated
by partial discharge is in the range of 0.5 Pa to 10 kPa. To create a real environment
cable is provided voltage that generates partial discharge having pressure in the 0.5 Pa
to 10 kPa that fall on membrane and gives deflection as shown in Figs. 12 and 13.

Voltage in electrical system and pressure inmechanical system they are analogous
to each other. Calibration curve between voltage and pressure is obtained to identify
how much voltage is needed to generate PD signal in the range of 0.5 Pa to 10 kPa
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Fig. 5 Area versus resonance frequency of sensor membrane

Fig. 6 Thickness versus resonance frequency of sensor membrane

through the help of ANSYS software. Calibration curve is represented in Fig. 14.
Figure 15 shows that according to calibration curve pressure obtained respective of
the pressure range in literature review that pressure is applied on sensor membrane
and pressure verses deflection curve of sensor membrane is achieved.

Theoretical and simulated results obtained from ANSYS and MATLAB respec-
tively compared that shows minimal difference between the two values. Tables 3 and
4 shows the comparison between the data obtained from ANSYS and MATLAB.

Theoretical and simulated results obtained from ANSYS and MATLAB respec-
tively compared that shows minimal difference between the two values. Tables 3 and
4 shows the comparison between the data obtained from ANSYS and MATLAB.
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Fig. 7 Optimized sensor membrane at optimized location

Fig. 8 Deflection of membrane due to applied pressure

5 Conclusions

In this research article, MEMS based acoustic sensor designed and explained for the
power cables and power transformers in the simulation. Design, micro fabrication
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Fig. 9 Resonance frequency versus amplitude of deflection

Fig. 10 Applied acoustic pressure versus deflection of membrane

and testing ofMEMS based acoustic sensor with optical readout is explained for high
voltage application such that power cables and power transformers in the simulation
environment by the help of ANSYS, Intellisuite and MATLAB software. Sensor
is tested for power cable and simulation is performed for 0.5 Pa acoustic pressure
that is lower limit of acoustic pressure. 0.5 Pa pressure is applied on the membrane
that gives deflection of 92.39 pm with quality factor of 33.124 which is compared
by theoretical value of amplitude that is 90.02 pm with quality factor 32. From the
Table 4 it is shows that sensitivity difference is 5.8% that clearly verified the design
of sensor.

Testing of sensor is than performed for power transformer at lower limit of acoustic
pressure signal that is 0.2 Pa that is applied on themembrane and gives deflectionwith
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Fig. 11 Optimized membrane at optimized location

Fig. 12 Deflection of membrane due to applied acoustic pressure
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Fig. 13 Resonance frequency versus amplitude of deflection

Fig. 14 Calibration curve of voltage versus acoustic pressure

amplitude 11.627 µm with quality factor of 40.803 and compared with theoretical
results that is 12.70 µm with quality factor 39.5354 in power cable. Requirements,
that sensor sense the lower limit of acoustic pressure with relatively higher and
measurable amplitude, higher sensitivity and quality factor is achieved.
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Fig. 15 Applied pressure versus deflection of membrane

Table 3 Comparison of simulated and theoretical data for power cable application

Sr.# Parameters Simulated data Theoretical data Percentage difference (%)

1 Resonance frequency 2.04 MHz 2 MHz 1.9

2 Amplitude 11.627 µm 12.70 µm 8.6

3 Quality factor 40.803 39.5354 3.1

4 Damping ratio 0.01224 0.0126468 3.2

5 Sensitivity 500 nm/Pa 500 nm/Pa 0

6 Linearity 0.9898 0.9913 0.1

Table 4 Comparison of simulated and theoretical data for power transformer application

Sr.# Parameters Simulated data Theoretical data Percentage difference (%)

1 Resonance frequency 265 kHz 260 kHz 1.8

2 Amplitude 92.39 pm 90.02 pm 2.5

3 Quality factor 33.124 32 3.3

4 Damping ratio 0.015094 0.015625 3.3

5 Sensitivity 1700 pm/Pa 1600 pm/Pa 5.8

6 Linearity 0.9934 1 0.6
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Hubbard’s Modified Density Functional
Theory Calculations for the Electronic
Structure and Optical Properties
of Carbon Doped Anatase TiO2

Norani Muti Mohamed, Farman Ullah, Robabeh Bashiri, Chong Fai Kait,
Mohamed Shuaib Mohamed Saheed, and Muhammad Umair Shahid

Abstract Reducing the bandgap of TiO2 to an optimal range by doping with other
atoms is a very effective method having great potential in solar energy applications.
The fundamental effect of structural changes upon the electronic structure of doped
semiconducting TiO2 is very much important to explore an effective doping config-
uration. A detailed computational study is therefore, required, to better understand
the effect of different doped materials upon the structural, electronic and optical
properties. We systematically study the carbon doped anatase TiO2, using first-
principle density functional theory (DFT) calculations to determine the effect of
carbon concentration on the structural, electronic and optical properties of C doped
TiO2. We optimize the geometric structures of carbon doped anatase TiO2 using
generalized gradient approximation (GGA) with Perdew–Burke–Ernzerhof (PBE)
potential (GGA+PBE). Furthermore, to study optical and electronic properties, we
perform the calculation with GGA+Hubbard potential (GGA+U) exchange correla-
tional functional. The results confirm that GGA+PBE produce more accurate results
for the geometric structure of undoped and carbon doped TiO2, closer to the experi-
mental results.Moreover, GGA+U functional presents the bandgap energies of doped
and undoped systems that are close to the actual values at lower computational cost.
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As a result of carbon doping, new impurity levels have been introduced into the
bandgap region of TiO2 that leads to the decrease of bandgap energy. Narrowing the
bandgap resulting in shift of the optical absorption edge to the visible region that
might enhance the photocatalytic activity.

Keywords Anatase TiO2 · Photocatalyst · Doping · Bandgap reduction · Density
functional theory (DFT) · Optical absorption

1 Introduction

Energy crises and climate changes are the main reasons for researchers to direct their
attention towards green renewable energy resources. Hydrogen production through
solar photocatalytic water-splitting technology is assumed to be a clean renewable
energy technology, in order to dealwith energy crisis and environmental challenges in
future [1]. Semiconductor photocatalysts has an important role as they are providing
an easyway for utilization of solar energy. Since Fujishima’s report in 1972, Titanium
dioxide (TiO2), has received intense attention as a promising photocatalytic material
due to their excellent physical and chemical properties [1, 2] for photocatalyst appli-
cations for photocatalyst applications. But the wide bandgap of TiO2 (valued 3.2 eV
for anatase) restricts their usefulness to ultraviolet radiation (< 387 nm) mainly,
which is only about 3–5% of the total sunlight. The utilization of sun light is there-
fore playing a very minor role, to activate this metal oxide to promote oxidation and
reduction surface reactions [3]. To improve the photocatalysis of TiO2, it is necessary
to know that how to increase optical absorptivity coefficient of TiO2 into the visible
range (43% of solar spectrum), having wavelength range (380–700 nm) therefore, it
is one of themost important subjects for researchers now a days. Tomodify their light
absorptivity and electronic structure, incorporation of the impurities into the crystal
structure, is the most feasible techniques. Considerable research work is going on in
order to minimize their band gap to an optimal position. Many approaches such as
doping ofmetal cations and non-metal anions have been attempted. TiO2 dopingwith
nonmetals including N, C, F, B and S etc. [4, 5] modify the electronic structure and
hence properties by creating new impurity energy state in the host crystal structure
[4, 6].

Carbon is considered an appropriate dopant element for TiO2 in order to mini-
mize their band gap, and therefore, improving the performance of the photocatalyst
by increasing the visible light absorption. Some theoretical and experimental studies
have been performed for carbon doped TiO2 photocatalyst [6, 7]. Recently, Compu-
tational simulation methods, like density functional theory (DFT), is attracting more
attention as a designing tool, as it is predicting many characteristics of the photo-
catalytic materials and to choose the suitable one for the practical application [8].
It is because, these methods provide a possibility to conduct research on compli-
cated structures without expensive and/or dangerous experiments. Previously, most
of the researchers conducted DFT calculations for the band gap of carbon doped
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TiO2 conventional DFT methods. These methods underestimated the value of the
bandgap for strongly corelated systems like transition metal oxides. To get more
effective results for the C-doping of TiO2 systems, we need a detailed information
as the mechanism is not clear too much yet [6, 9].

The goal of this work is to understand the effect of carbon concentration on the
structural, optical and electronic properties of C doped TiO2 by using DFT calcula-
tions. For structural properties GGA+PBE and for electronic and optical properties,
GGA+Hubbard potential (GGA+U) approachwere applied, respectively. It is notable
to highlight that GGA+U approach produces better result for band gap energy calcu-
lation in comparison with conventional DFT methods. We investigated different
structural, electronic and optical properties like lattice constants, cell parameters,
band structure, density of states, energy band gap and absorption of the undoped
and doped model using the concept of substitutional doped model. Geometry opti-
mization of the undoped and the different doped TiO2 model (2.08 and 4.17 at.%
concentration of C), have been done with plane-wave pseudopotential approach.
Geometries of the different undoped and doped structures calculated accurately and,
the band gaps energies and density of states calculation also agree very well with the
experimental ones.

2 Computational Methodology

In this study, all the theoretical calculations and designing of computational models
have been performed with Cambridge sequential total energy package (CASTEP),
one of the modules in Materials Studio program. It is based on the total energy
plane-wave pseudopotential DFT approach [10]. Firstly, geometries of the structures
have been optimized within the framework of GGA+PBE exchange correlational
functional. The structural properties were calculated by applying GGA+PBE poten-
tial. For a system like transition metal oxides, having strongly localized orbitals (d-
and f-orbitals), the bandgap energy may not be calculated too much accurately with
GGA+PBE functionals [11]. Generally, the band gaps of transition metal oxides
calculated with GGA+PBE functional are usually underestimated (approximately
50% smaller than the experimental value), because of the reason that it describes
the strong Coulomb interactions less accurately between electrons of the d- and/or
f-orbitals [12]. Therefore, in the present research work, we prefer the GGA+U
scheme, for electronic and optical properties calculations, to produce more accu-
rate results. GGA+U method produces more accurate results because of the reason
that it considers the electronic interactions in d-shell, as strongly correlated inter-
action by introducing an on-site Coulomb’s correction term and hence describe the
systems with localized d and f electrons also in a good way [12, 13]. In this method,
Hubbard-potential is used in order to obtain the value of bandgap energy, which is
much closer to experimental value. Different values of the Hubbard parameter (U)
may be used for the valence Ti 3d electrons and the energy gap values calculated
accordingly. In our present case, we choose the value of U = 8.47 eV for localized
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Fig. 1 DFT simulation images for a anatase TiO2 unit cell in real apace and b in reciprocal space

electrons and the result obtained for band gap energy is much closer to the experi-
mental ones. This method also provides a good balance between the accuracy of the
calculated results and the available computational resources.

To construct C-doped systems, we built the 48-atoms 2×2×1 anatase TiO2 super-
cell models. Simulation of the doped systems was conducted for the said 2×2×1
optimized supercell, containing different carbon atoms at the substituted position of
the titanium atoms, as shown in Fig. 1b, c. Optimization of the atomic positions and
cell parameters, were performed with residual forces below 0.03 eV/Å. To accel-
erate the computational runs, ultra-soft pseudopotential functional were applied to
the electronic configuration of Ti; 3s2, 3p6, 3d2, 4s2, C; 2s2 2p2 and O; 2s2, 2p4. A 3×
3×2 k-point mesh was used for numerical sampling integration, over the Brillouin
zone, with Monkhorst–Pack method. The cutoff energy for the valence electrons
wavefunction was 300 eV. The self-consistent field (SCF) iterations convergence
threshold equal to 2×10–6 eV/atom. The convergence parameters chosen with the
energy values 2×10–5 eV/atom and the stress on the atom limited below 0.1 GPa.
The force was set as 0.03 eV/Å and the atomic displacement less than 2×10–3 Å.

3 Result and Discussion

3.1 Structural Optimization

Anatase TiO2 has a tetragonal structure with lattice parameters a = 3.776 Å, b =
3.776 Å and c = 9.486 Å. Each Titanium atom is bonded to its four nearest oxygen
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neighbors. Figure 1a, b shows the computationally generated DFT simulation images
for anatase TiO2 unit cell in real apace and in reciprocal space.

Figure 2a shows a 2×2×1 supercell for pure anatase TiO2 including 16 titanium
and 32 oxygen atoms. Figure 2b, c represents carbon-doped TiO2 supercell with
2.08 at.% (1 Ti replaced by C) and 4.17 at.% (2 Ti replaced by C), respectively. The
concept of a supercell is introduced in order to effectively represent a bulk solid even
if we simulate this very small block (supercell). Also, if the system contains a non-
periodic entity such as a vacancy, we can apply the supercell approach by including
the vacancy into the supercell [11].

To analyze the structuralmodifications as a result of carbon dopants incorporation,
the optimized lattice parameters of the undoped and C-doped TiO2 structures is then
compared. For undoped system, the optimized bulk lattice parameters are a = b =

Fig. 2 (2×2×1) anatase TiO2 supercell models with different concentrations of C a 0 at.%, b 2.08
at.%, c 4.17 at.%
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Table 1 Comparison of the optimized lattice parameters

C (at.%) Lattice parameters (Å) Bond lengths (Å) �V (%)

a b c Ti–O C–O

0.00 3.797 3.797 9.556 1.947 – –

2.08 3.786 3.786 9.497 1.932 1.827 0.94

4.17 3.772 3.772 9.585 1.924 1.841 1.17

3.797 A˚ and c = 9.549 Å, that agrees well with the experimental values of the
anatase having values, a = b = 3.785 Å and c = 9.502 Å [12]. It also indicating
that our calculation method is more reliable. For carbon doped system having 2.08%
doping concentration, the optimized bulk lattice parameters are a= b= 3.786 Å and
c = 9.497 Å, while for 4.17% doped system, a = b = 3.772 Å, and c = 9.585 Å.
The bulk lattice parameters ‘a’ and ‘b’ of the doped systems decreases, whereas the
value of ‘c’ tends to increase after carbon doping. In doped models, the average bond
length of Ti–O is shorter, then the C–O bond lengths, while volume of the doped
system reduces, as the carbon concentration increases [13]. The contraction in the
overall volume is due to the differences in the radii of the host and dopant atoms.
Table 1 summarized the different structure optimization parameters, obtained from
of simulation of undoped and doped systems.

3.2 Electronic Structure/Properties

Addition of the dopant carbon atoms to the TiO2 lattice causes the structural distor-
tions and as well as modifying the electronic structures of semiconducting materials
also. New impurity states introduced in the bandgap causing changes in the elec-
tronic structure [14]. The electronic structure and their related properties have great
impact on the performance of TiO2. In the present study, the DFT+U (Hubbard coef-
ficient) approach has been adopted to find out the electronic and optical properties.
DFT+U approach improves the bandgap energy calculation partially more reliable
as discussed earlier [11]. Firstly, the bandgap energy for pure anatase TiO2, has been
found out with simple GGA functionals, which is 1.91 eV and much smaller than
the experimental value of 3.20 eV. We then calculated the bandgap with GGA+U
functionals. With U value equal to 8.47 eV, for Titanium 3d states, the calculated
bandgap is 3.13 eV and is closer to the experimental value [16]. Generally, valence
band (VB) for pure anatase TiO2, has more O 2p states and less Ti 3d states, whereas
the conduction band (CB) has more Ti 3d states with smaller number of O 2p states,
as previously reported by many researchers [15, 16].

Figure 3 indicates the band structure of the undoped and carbon doped models.
The zero-point energy is the Fermi energy level and the bandgap energy (Eg) for
undoped anatase TiO2 is 3.13 eV, as shown in the band structure plot in Fig. 3a. At
2.08% C concentration, the bandgap decreases to 3.02 eV, due to the carbon-doped
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Fig. 3 Electronic band structure of anatase TiO2 a 0 at.% (undoped) and b 4.17 at.%. Red-dashed
line corresponds to the Fermi energy level

impurity states in the bandgap region. At 4.17 at.% as shown in Fig. 3b, the bandgap
of C-doped TiO2 narrows to 2.52 eV as the conduction band minima (CBM) shifts
toward the Fermi level continuously, which results in an effective reduction of the
bandgap of TiO2. The result also indicates that the decrease in bandgap energy from
2.08 at.% to 4.17 at.% ismore obvious than that from 0 to 2.08 at.%. By narrowing the
bandgap, the excitation energy of the electrons in the valence band decreases as the
electrons in the valence band excited to impurity states easily, and subsequently to the
conduction band also [17]. As electron transition energy decreases in C-doped TiO2,
the material will absorb more visible light as the redshift of the optical absorption
edge occurs.

The density of states (DOS) graphs also confirming the reduction in the bandgap
energy as shown in Fig. 4. The DOS graphs also showing small peaks appearing
in the valence band (VB) region for carbon-doped models, that were not present
in the undoped TiO2, and is due to the induction of carbon impurity states. Thus,
the valence band was found to be more broaden as the concentration of incor-
porated carbon increases into TiO2. An increase in the bandwidth of the valence
band (WVB) might benefit the hole mobility in VB [18]. In this way, the effect of
both i.e. narrowing the bandgap and increase in the hole mobility can improve the
photocatalytic performance of the system.

3.3 Optical Properties

Pure anataseTiO2 only absorbs ultraviolet light radiation due towide bandgap energy,
due to which, their application range is very limited. To shift the absorption edge to
the longer wavelength range, red shift could be attributed to the bandgap reduction
and is due to the introduction of impurity states in the bandgap of TiO2 [19, 20].
We plotted the optical absorption (UV–visible) spectra for undoped and C-doped
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Fig. 4 Density of states of TiO2 doped with 0 at.%, 2.08 at.% and 4.17 at.% of C

models, as shown in Fig. 5. The absorption spectra show that undoped TiO2 mainly
absorbs the UV radiation in the wavelength region between 200 and 360 nm, which
agrees very well with previous theoretical calculations [21, 22]. After the C-doping
of TiO2, the changes in electronic structure extend the solar absorption edge from
the UV towards the longer wavelength visible region, resulting in the red-shift of
the optical absorption edge. Compared with undoped TiO2, the doped model with
4.17 at.%C-doping concentration, the absorption band edge shifted up to 450 nm and
thus resulting in red-shift of the absorption band edge. This redshift of the absorption
edge is due to the bandgap narrowing, which reduces the energy required for electron
excitation. It is to be noted that the C-doping not only resulting in red-shift of the
optical spectra, but also improving the absorption visible light significantly.
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Fig. 5 The absorption plot for undoped and carbon doped anatase TiO2

4 Conclusions

In this study, we investigate the structural properties of undoped and carbon doped
TiO2, throughDFT calculations using GGA+PBE exchange correlational functional.
A simple and efficient GGA+U technique is also used to find out the electronic
and optical properties of anatase TiO2 by investigating the influence of different
carbon doping concentrations. The calculated results imply that carbon concentration
induces new impurity energy states in the band structure of TiO2 and higher concen-
trations of carbon effectively narrowing the bandgap of anatase TiO2 to absorb more
visible light. The bandgap energy value for pure anatase TiO2, with theGGA+U tech-
nique (U = 8.47 eV), is around 3.13 eV and is in very close agreement with exper-
imental value (3.20 eV). An increase in carbon impurities decreases the bandgap
energy from 3.13 eV, for undoped TiO2 (0 at.% C), to 3.01 and 2.52 eV for 2.08 and
4.17% of carbon doping respectively. As a result of band gap reduction, the redshift
in the optical absorption edge occurs, that improving the visible light absorption also.
Therefore, we conclude that the carbon doping of TiO2 with a proper mechanism
is a feasible method to improve the photocatalytic performance of TiO2 under solar
light absorption.
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Temperature-Conductivity Relationship
of Solid Polymer Electrolyte Membrane
Based on PVA-K2CO3

Bashir Abubakar Abdulkadir , John Ojur Dennis ,
Mohd Fadhlullah Abd Shukur , Mohamed Mahmoud Elsayed Nasef,
and Fahad Usman

Abstract Solid polymer electrolyte for energy storage devices draws extensive
considerations nowadays. In this study, we prepared an eco-friendly, flexible
and transparent solid polymer electrolyte (SPE) from biodegradable polymer and
conducting salt of the poly vinyl alcohol and potassium carbonate (PVA-K2CO3) by
solution casting method. The prepared electrolyte was characterized using Fourier
transform infrared (FTIR) for their functional groups and electrochemical impedance
spectroscopy (EIS) for their electrochemical properties. The result for characteriza-
tion shows that, there is formation of composite between polymer and the salt that
designates the complete composites formation between polymer and the salts, which
formed PVA-K2CO3. The obtained PVA-K2CO3 electrolyte with good flexibility
exhibits highest conductivity of 9.4 × 10−5 mScm−1 at 373.15 K. The outcomes
equally show that, the electrolyte in this study is dependent on temperature as ionic
conductivity increases with increase in temperature. The good results found in this
study showed that, the PVA-K2CO3 as a newly developed SPE has a prospective
applications in solid-state and flexible energy storage devices.
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1 Introduction

Electrolyte is an essential part of energy storage devices like supercapacitors, which
control device electrochemistry [1]. Conventionally, liquid electrolyte is consider
a suitable candidate, which exhibit high ionic conductivity. However, it has many
issues, like leakage problem, which may lead to an explosion owing to the use
of flammable solvents. In order to solve these concerns, scientists produced solid
polymer electrolyte (SPEs) that can fundamentally settle the difficulties of using
liquid electrolytes. SPE is prepared from a mixture of host polymer such as PVA and
a conducting salt such as K2CO3 in a present of a solvent, such as water [2]. Funda-
mentally, good energy storage device like supercapacitors depend on the invention of
electrolyte such as SPEs that have high ionic conductivity andwide potential window.
The choices for polymer matrices are versatile. Polymers were reported to provide
a substitute way and draw a lot of consideration for application in supercapacitors
as either electrolyte material or electrolyte membrane. Polymer is known to be very
fast in redox reaction that result in pseudo-capacitance stored in a supercapacitor in
addition to the EDL capacitance. Furthermore, polymers are electrically conducting
materials [3]. Polymers have a π-conjugated backbone which contains a single (C–
C) and double (C=C) carbon bonds. Different polymers such as poly(pyrrole) (PPy),
poly (methylmethacrylate) (PMMA) and polyaniline (PANI) have been studied in
supercapacitor owing to their conductivity, simple way of preparation, effectiveness,
and environmental benign [4].

However, the major disadvantages of using SPEs is crystallinity that may lead to
low ionic conductivity and poor potential window and ion transport occurs primarily
through amorphous region. Therefore, to overcome these disadvantages and improve
SPEs conductivity, there is need to reduce the crystalline nature of the polymer
by incorporating a conducting salt that can affect polymer segmental motion. The
conjugated backbones of these polymers can easily be modified by incorporating
conducting salt to reduce the crystallinity and enhance electrochemical performance
of the electrolyte. Among these polymers, PVA has attracted particular interest
because its semi-crystalline, can trap liquid electrolytes, and provide mechanical
support [5]. Therefore, PVA can offer not only high ionic conductivity, but also good
mechanical properties. As a favourable conductive polymer electrolytematerial, PVA
have been extensively studied and reported due to its simple way of preparation, envi-
ronmental benign, good mechanical and temperature resistance, dielectric constant,
non-toxicity, and the capability to absorbed salts easily owing to the existence of
polar groups (–OH) [6]. This study is aim to report the development and character-
ization of SPE based on PVA-K2CO3 by solution casting technique for application
in energy storage devices.
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2 Material and Methods

2.1 Materials

Materials used in this study; K2CO3 (anhydrous) and PVA (hydrolyzed 99%) were
purchased from Sigma-Aldrich (002008792-H), WI, USA. The materials were all
of analytical grade and used without any further treatment. For all experiments
preparation, deionized water were used.

2.2 Development and Synthesis of SPE (PVA-K2CO3)

The SPEofK2CO3 doped PVA (PVA-K2CO3)were developed bymixing appropriate
quantities of salts and the polymer into 20 mL of deionized water in a distinct glass
beaker until the content were dissolved completely [2]. The two solutions were mix
together and continuously heated at 80 °Cwith a constant stirring until homogeneous,
viscous and clear solution were obtained. The solution was casted onto plastic Petri
dish to dry at room temperature. The dried film was kept in a desiccator packed
with silica gel for more drying. Figure 1a shows the picture of the synthesized SPE.
Clearly, the electrolyte film is freestanding and appropriate for the fabrication of
any energy storage device. Mechanical properties of the prepared SPE in this study
is found to have excellent bending and stretching properties as can be observed in
Fig. 1b. The electrolyte film is easy to bend into different and desired shapes. Similar
types of solid electrolyte were reported previously [7, 8].

Fig. 1 The view of a free-standing film and b flexible and foldable SPE based on PVA-K2CO3
(30 wt% K2CO3) composite
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2.3 Characterization

The Fourier transform infrared (FTIR) (Bruker Instruments, model Aquinox
55, Germany) spectroscopy was carried out on an FTIR spectrometer in the
4000–400 cm−1 range using KBr pellets with the scanning resolution of
4 cm−1. The Impedance Spectroscopy of the prepared SPE was studied using
AUTOLAB/AUT51018 (potential/galvanostat) electrochemical impedance spec-
troscopy (EIS). A blocking electrode cell packed with SPE sandwiched between
two stainless steel was used for the study [9]. The analysis was conducted over a
frequency and temperature ranges of 0.1–105 Hz and 303.15–383.15 K, respectively.
The conductivity of the sample was calculated using Eq. (1) [10].

σ = t

Rb A
(1)

where t is the thickness of the film (cm), Rb (�) is the bulk resistance and A is the
electrode/electrolyte contact area (cm2).

3 Result and Discussions

3.1 Characterization

Chemical Structure. FTIR spectroscopy was used to examine the interactions amid
PVA and conducting salt in PVA-K2CO3 electrolyte. By blending polymer and salt,
there would be extra sites for exchange and jumping for ions that make the ionic
conductivity to improve. The spectrum of pure PVA and K2CO3 incorporated SPE is
shown in Fig. 2. The result shows that, band of hydroxyl of PVA is seen at 3294 cm−1.
However, after K2CO3 successfully incorporated into the polymer system, the peak
moved to a lower band of 3266 cm−1, replicating the physical connections between
polymer matrix and the ions [11]. The changes, shifting and enlargement in the peak
intensities observed after incorporation of the salts obviously displaying effective
realization of SPEs from PVA-K2CO3 composites [12].

Resistance. EIS used to examine the charge transport mechanism of the electrolyte
and the result is presented in Fig. 3. The EIS is a versatile procedure employ to
measure the electrical performance of any electrolyte material. The responses of the
impedance from the synthesized electrolyte demonstrated a spike at both high and low
frequency range representing double layer capacitance owing to the ions migration at
the electrode–electrolyte interface [13]. The high-frequency intercept on the axis of
real impedance in the plot signifies the cell resistance known as bulk resistance (Rb)
(shown in Table 1) which reveals the bulk properties of the prepared sample. Based
onRb value, ionic conductivitywas computed followingEq. (1). The result show that,
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Table 1 Electrochemical properties of the synthesized solid polymer electrolytes at 373.15 K

Electrolyte Rb (�) Ionic conductivity, σ (mScm−1)

PK0 182.33 5.50 × 10–7

PK30 117.15 9.40 × 10–5

pure PVA displays high bulk resistance, which decrease significantly with doping of
K2CO3. This is associated with the presence and effect of K2CO3 in providing more
ions, which reduce the Rb value of the developed electrolyte material. This, however,
showed and confirmed the role of the salt in increasing interfacial interaction at the
electrolyte and the electrode surface. Similarly, as conducting salt is incorporated
and with the successful composite formation observed in Fig. 2, the space between
anode and cathode is reduce; hence, the diffusion resistance is condensed which
subsequently increase the ionic conductivity [8].

Ionic Conductivity. Ionic conductivity of an electrolyte material strongly affected
by mobility and number of ions that depends on the temperature [14]. The ionic
conductivity with respect to temperature of the SPE from PVA-K2CO3 in this study
was computed using the impedance analysis and the result is displayed in Fig. 4a, b.
The low ionic conductivity observed at low temperature can be credited to the slow
movement of ions at the electrode–electrolyte interface, which lessens the active
applied field that subsequently lead to low ionic conductivity. However, with the
increase in temperature, there is strong ion hopping within the electrodes and the
time of the applied field is small for the accumulation of charge, hence the ionic
conductivity improved [15]. Similarly, an increase in conductivity with temperature
increase can be related to the rise inmovement and number of ions, and this is because
with the rise in temperature, the chain in the polymer obtains faster internalmodes that
expedite inter and intra chain ion jumping in SPE. From the result, ionic conductivity
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K2CO3) at 373 K
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increased with the rise in in temperature where the highest ionic conductivity of 9.4
× 10−5 mScm−1 was achieved at 100 °C, which suggested that the conductivity is
temperature dependent. However, beyond 100 °C, a decrease in conductivity was
observed. This decrease can be credited to the conversion of active K+ in K2CO3

to inactive K0, which decrease the number of charge carriers that contribute in the
conduction process [16].

Similarly, the linear variation of temperature-dependence conductivity pure PVA
and PVA-K2CO3 electrolyte is depicted in Fig. 5 suggesting an Arrhenius-type
thermal activated process of the prepared SPEs; hence, the conductivity can be
expressed as:

σ = σo exp

(−Ea

kBT

)
(2)

where σ is the ionic conductivity (mScm−1), Ea is activation energy (eV), kB is
a Boltzmann constant and T stand for the absolute temperature (K). An increase
in conductivity with a steady rise in temperature is observed for both electrolytes.
This is mainly because of the increase in the modes of molecules vibration in the
polymer-salt complex at higher temperature [1]. It was reported that, fast mode of
vibration of the molecules in the complex helps in bond rotation in the polymer
matrix. Consequently, ionic transportation is enhance with increasing temperature.
Similar result study of increasewith increase in temperaturewere reported previously
[17, 18].
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4 Conclusion

Solid polymer electrolyte film based on PVA-K2CO3 composite that are freestanding
and flexible were prepared and characterized in this study. The structural results
confirm that, K2CO3 has successfully incorporated into the polymer matrix of PVA,
which confirm composite formation. The addition of salt into polymer increase the
ionic conductivity significantly, which might be link to the rise in number of ions on
the surface of the polymer. The electrolyte show that, ionic conductivity is tempera-
ture dependentwhere an increase in temperature results in increase ionic conductivity
where the highest conductivity of 9.4 × 10−5 mScm−1 was achieved at 373.15 K
which might be credited to the growth in number and movement of ions from the
K+. Therefore, this study indicate that the solid polymer electrolyte based on PVA-
K2CO3 is a capable electrolyte for the fabrication of any energy storage device owing
to their high conductivity and flexibility.
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for Electromagnetic Absorption
in Sandstone with SrFeO3 Nanofluid
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Abstract Electromagnetic absorption properties of sandstone saturated with Stron-
tium ferrite (SrFeO3) nanofluid are discussed in this paper. The synthesis of nanopar-
ticleswas carried out using the sol–gel combustionmethod and calcinated at a temper-
ature of 300–400 °C in a furnace. X-ray diffraction pattern verified the crystalline
structure of SrFeO3, and FESEM images confirmed the morphology of nanoparti-
cles. The dielectric and magnetic studies were carried out using the vector network
analyzer (VNA) to measure the dielectric losses in dry sandstone and the sandstone
saturated with SrFeO3 nanofluids. Comparative analysis of the electric permittivity,
complex permittivity, and the dielectric losses of sandstone with SrFeO3 provided
an insight about the microwave absorbing properties. Simulations of these materials
with electromagnetic field verified experimental results, as SrFeO3 has the greater
capacity to absorb the electromagnetic waves and can be used as a potential material
for enhanced oil recovery.

Keywords Enhanced oil recovery · Nanofluid · Dielectric permittivity · Dielectric
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1 Introduction

Nanoparticles and nanofluids have attained the attraction of scientists and researchers
in the field of oil and gas in the past decade [1]. The unique properties of dielectric and
magnetic particles because of their small size and interaction with electromagnetic
(EM) field has made such particles suitable for enhanced oil recovery (EOR) [2,
3]. These nanoparticles manipulate the petrophysical properties such as viscosity,
wettability, and interfacial tension in a reservoir on the application of the EM field
[4, 5]. This phenomenon has been adopted in a variety of other applications such as
damping devices, micro-robotics, memory devices, and cancer treatment [6].

Multiferroic materials exhibit that they can spontaneously switch the internal
order because of their magnetoelectric coupling [7]. Among such ferrites, strontium
ferrite (SrFeO3) has an advantage over others because of the applications of EM
absorption [8]. These materials can absorb the EMwaves which is incident on them,
and later on, dissipate the absorbed energy in form of heat [9]. The factors affecting
the absorption of EM waves in nanomaterials are the complex permittivity (ε′′),
complex permeability (μ′′), and dielectric loss factor (δ) [10–12].

In thiswork, a simulation technique based on thefinite elementmethod is proposed
for the absorption of EM waves in sandstone saturated with SrFeO3 nanofluid and
dry sandstone. The experimental work is conducted to synthesize nanofluid and to
find out the dielectric properties of sandstone and sandstone saturated with SrFeO3

nanofluid.

2 Methodology

2.1 Simulation of EM Waves in the Porous Medium

To describe the scattering and absorption of EMwaves in a porous medium saturated
with nanofluid, a simulation technique based on the finite element method (FEM)
has been adopted [13]. A system of equations comprising of Darcy’s law for two-
phase flow, continuity equation, andMaxwell’s equations have been used to simulate
the propagation of EM waves in the porous medium. The setup for the EM wave
transmitter is described in Sect. 2.2.

2.2 Electromagnetic Transmitter

The halfwave dipole antenna operating at 8–12.5 GHz frequency was designed. The
half waves were driven by a discrete face port or lumped port between the two rods of
the dipole antenna. The same dipole with different impedance was used as a receiver
on the other side of the porous medium near the outlet to calculate the EM losses
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Fig. 1 Simulation model of porous medium placed between two dipole antennas

Table 1 Input parameters for
dipole antenna

Description Name Expression

Permeability μ 4π × 10−7 H/m

Relative permittivity of SrFeO3 εsr 10.15

Relative permittivity of oil εo 2.5

Relative permittivity of rock εr 3.966

Relative permeability μo 1

Electric conductivity σ 0.05 [S/m]

Applied frequency fo 8–12.5 GHz

in the porous medium as shown in Fig. 1. The parameters and constants used for
simulation are given in Table 1.

2.3 Materials Used

Strontium ferrite was prepared using Strontium nitrate pentahydrate (Sr(NO3)2 ·
5H2O, iron nitrate nonahydrate (Fe(NO3)2 · 9H2O), along with oxalic acid and
ethanol was used. All the chemicals used were of analytical grade from Sigma
Aldrich.

2.4 Synthesis of Nanoparticles

Strontium ferrite SrFeO3 nanoparticles were synthesized using the sol–gel combus-
tion route bymaking separate solutions of strontium nitrate in ethanol and iron nitrate
in water. 11.05 g of strontium nitrate was mixed in 100 mL of ethanol, distilled water
was added dropwise to get a clear solution because of the low solubility of strontium
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nitrate in ethanol. Later, both the nitrate solutions were mixed for 8 h and the pH was
maintained as 0.19. the solution was filtered and dried in an oven at 160 °C for 2 h
and was calcinated at 500 °C for 5 h.

2.5 Characterization of Synthesized Particles

X-ray diffraction (XRD) technique was used with Cu-Ka radiation operated at
45 kV and 40 mA to analyze the structure of nanoparticles. The morphological
and elemental analysis were carried out by using FESEM to obtain EDX spectra of
particles. Dielectric properties of the sandstone with nanofluid and dry sandstone
were studied using a vector network analyzer.

2.6 Measurement of Dielectric Properties by VNA

The dielectric properties of lossy materials are calculated using the relative permit-
tivity, relative permeability, and tangent loss given by the following equations
[14].

ε = ε′ − jε′′ (1)

tan δ = ε′′

ε′ (2)

where ε′ is the real part of permittivity and is defined as the dielectric constant to
store energy in the material. ε′′ is referred to as dielectric loss factor, is a complex
quantity and influences the energy absorption and attenuation in thematerial. Another
important factor tan (δ) is attributed as tangent loss and it contributes to the dielectric
loss in heterogeneous media [15]. The sandstone samples from the Angsi-E2 oil field
were cut in specific dimensions and saturated with SrFeO3 nanofluids. The dielectric
measurements at a frequency of 8–12.5 GHz have been carried out using a vector
network analyzer (VNA).

3 Results and Discussion

3.1 XRD Analysis

The X-ray diffraction patterns of SrFeO3 are shown in Fig. 2. Some impurity peaks
were obtained while the peaks at 33.327, and 44.653 confirmed the formation
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Fig. 2 X-ray diffraction
pattern of SrFeO3
nanoparticles calcinated at
500 °C

of strontium ferrite corresponding to hkl parameters of (220), (203), and (2–24)
respectively.

3.2 FESEM Analysis

FESEM analysis of SrFeO3 in Fig. 3 shows that strontium ferrites obtained from the
gels of the solutionwith oxalic acid and thermal treatment at 500 °C consist of mostly
large agglomerates. We can observe the porous morphology of the agglomerated
particles with very few particles that are loosely bound. This porosity is due to the
combustion of oxalic acid and the partial sintering of the particles.

3.3 EDX Analysis

Energy dispersive X-ray (EDX) of SrFeO3 nanoparticles was carried out for the
elemental analysis as shown in Fig. 4. The EDX results of strontium ferrite confirmed
the elemental presentation of strontium, iron, and oxygen atoms with an atomic
percentage of 9.66%, 11.16%, and 79.18% respectively.

3.4 Dielectric Permittivity (ε′)

The real part of dielectric permittivity (ε′), dielectric loss (ε′′), and dielectric loss
factor (tan δ) is measured for the saturation of sandstone with SrFeO3 nanofluid (SSr)
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Fig. 3 SEM analysis of SrFeO3 calcinated at 500 °C

Fig. 4 EDX spectra of SrFeO3
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Fig. 5 Behavior of dielectric permittivity (ε′), dielectric loss (ε′′), and dielectric loss factor (tan δ)
as a function of frequency for dry rock (S0), and saturation with SrFeO3 nanofluid (SSr)

and dry sandstone (S0) at a range of frequencies 8.5–1.25 GHz (Fig. 5a–c). The
analysis of the dielectric permittivity confirmed that at a relatively low frequency ε’
is higher for SSr as compared to S0 while at a higher frequency of 1.25 GHz there
is an abrupt increase in ε′ for S0. At this sharp change of curves, behavior occurs in
that frequency range due to the effective conductivity dependence. This behavior of
SSr for greater dielectric permittivity is due to the presence of additional relaxation
due to the polarization of SrFeO3 nanoparticles. The dielectric loss with respect to
frequency for the sandstone saturated in SrFeO3 nanofluid and dry sandstone is shown
in Fig. 5b. It is observed that the dielectric loss is higher for SSr samples as compared
to the sandstone. The lower value of ε′′ for S0 shows that the conduction has increased
and at a higher frequency the dielectric losses become much less. The graph shows
that the dielectric loss increases with the increasing frequency in S0. This happens
because of the space charge polarization and reduced ionic conductivity in the dry
sandstone. The dielectric loss factor (tan δ) also varies with increasing frequency for
rock saturatedwith SrFeO3 nanofluid and dry rock is shown in Fig. 5c. Themaximum
loss factor is for SrFeO3 at 8.35 GHz frequency which is due to the relaxation of
ions which happens because of the ions present in the material.



400 H. Ali et al.

Fig. 6 Reflection loss (RL)
curves for S0 and SSr at
X-band (8.2–12.4 GHz)
frequency
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3.5 Simulated Result for Reflection Loss

The reflection loss (RL) curve is defined by the absorption of EM waves having a
frequency less than − 10 dB, where 90% of EM wave is absorbed. Figure 6 shows
the variation of the RL curve for S0 and SSr at a frequency of 8–12.5 GHz, the same
as in the vector network analyzer. For SSr the RL value was more than− 10 dB, while
for S0 the value is less for most frequencies. The reason for high absorption for S0 is
the factors such as for dry sandstone the pores were not filled with nanofluid and the
surface area was more. Also, the porous structure was responsible for greater energy
loss and greater microwave absorption.

4 Conclusion

Simulation results show that the reflection loss in dry rock increases with an increase
in frequency while it decreases for the rock with SrFeO3 nanofluid because of the
presence of ions the permittivity value increases, and more waves are absorbed.
The results from the network analyzer show that with the inclusion of nanoparticles
the dielectric permittivity ε′ of the system increases and hence the dielectric loss
ε′′ decreases which is beneficial for the effective activation of particles and can be
helpful for enhanced oil recovery. Also, the dielectric loss factor is maximum for
SrFeO3 as compared to dry rock, and high absorption of EM waves. So, SrFeO3 can
be used as a potential material for enhanced oil recovery.
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Flexible Photoelectrode Based
on Binder-Free Paste for Dye-Sensitized
Solar Cell
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Balbir Singh Mahinder Singh, Chong Fai Kait, Siti Noor Azella Zaine,
and Farman Ullah

Abstract The flexible Dye-sensitized solar cell (DSC) has a huge potential in
portable devices. However, the fabrication of flexible DSC is a challenge as it is
tough to sinter TiO2 film at low temperature. Therefore, in this study, a binder-free
TiO2 paste is presented, which has been sintered on a flexible conductive substrate
using UV exposure. The UV exposure time is optimized based on the XRD, FTIR,
FESEM and UV–Vis spectrophotometer. The XRD has shown that TiO2 is perfectly
crystalline and UV exposure transforms anatase and brookite completely into the
rutile phase. This transformation is investigated by sintering the same type of samples
in an oven. It is found that oven sintering does not support anatase transformation
into rutile. Moreover, FTIR, FESEM and UV–Vis transmittance has revealed that a
5 h of UV exposure is the optimum time to degrade the organic matter of the paste
and properly sinter the film on a flexible substrate.
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Keywords Flexible photoelectrode · Dye-sensitized solar cell · TiO2 · UV
exposure

1 Introduction

Photovoltaic (PV) is a promising future source of sustainable production of elec-
tricity. PV had been installed up to 30GWproducing about 25 TWh of electricity [1].
It has been predicted that 15–30% of all electricity could generate from solar energy
by 2050 [2]. Currently,most of the PV systems are based onmono ormulti-crystalline
silicon (c-Si), having a market share of 90%. By creating more cost-effective equip-
ment and easier manufacturing of solar cells, reducing production costs has become
an immediate need to make them an inexpensive way to generate renewable energy
[1, 3].

Nowadays, the demand for portable power sources has been increased due to
mobile electronic devices bring convenience to us, owing to the short serving time [4].
Amongst the available flexible devices, the flexible dye-sensitized solar cells show
high potential for the portable power due to ease of manufacturing, low production
cost, relatively potential conversion efficiency and excellent flexibility [5].

There are few challenges to translate DSC from glass to a flexible substrate,
amount these, preparation of highly disperse binder-free paste and its sintering on a
flexible substrate are most important [6, 7]. Typically, high-temperature sintering is
required for semiconductor TiO2 film, which is not possible with a flexible substrate
[8, 9]. Low-temperature sintering cannot degrade binders properly, thus poor electron
transport, consequently, low photoconversion efficiency (PCE). There are different
methods to prepare or sinter TiO2 films such as electrophoretic deposition, elec-
trochemical deposition, and laser sintering [10–12]. Moreover, UV light irradiation
has also been used to sinter TiO2 film on a flexible substrate [13]. However, the
UV exposure time for binder-free paste has not been explored well. Therefore, in
current work, binder-free TiO2 highly dispersed printable paste has been presented
to employe in the fabrication of flexible photoelectrode. The UV irradiation time
is optimized based on the various characterization techniques such as XRD, FTIR,
FESEM and UV–Vis spectroscopy.

2 Methodology

2.1 Synthesis of TiO2 Nanoparticles and Binder-Free Paste

A 0.7M solution of TTIP in water was prepared, immediately white preceptees were
formed [14]. Before addingwater, TTIPwasmodifiedwith 5mL of 2-propanol under
stirring. The solution was sonicated with probe type sonicator for 20 min to disperse
the white precipitates. Later concentrated nitric acid was added so that its molarity
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becomes 0.41 M and the temperature of the solution was raised to 80 °C and kept for
45 min under stirring. Later the solution was transferred to the Teflon lined autoclave
with 24 mL DI water and treated at 240 °C for 12 h. The white precipitates were
collected after cooling and washed with water and centrifuged three times.

A 6 g of TiO2 was dispersed in 150 mL of ethanol with the help of probe sonicator
for 30 min, then 2 mL of acetic acid was added and again sonicate for 10 min.
Afterwards, an amount of 0.6 mL Triton-X 100 surfactant was added under stirring,
after 5 min of stirring sonicated for 10 min. Later, 24 mL of terpineol was added into
TiO2 dispersion under stirring, after 5 min of stirring sonicated for 10 min. Finally,
TiO2 paste was obtained by removing ethanol.

2.2 Fabrication of Flexible Photoelectrode

Photoelectrode was fabricated with a simple tape casting process. First patterns were
prepared on a flexible conducting substrate using laser scriber; then the tape was
applied following the marking. The TiO2 paste was then fill in the cavity between
the tape and cast with the help of sharp scale. Later, samples were first dried at
room temperature for 5 min then transferred to the UV light chamber. Samples were
irradiated for 0.5–5 h after each 15min lampwas switched off then switched on again
after resting of 10min. Figure 1 shows the fabricated flexibility of the photoelectrode
after UV exposure (5 h) without cracking.

Fig. 1 Illustrating flexibility
of the film without cracking
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3 Characterization

The X-ray Diffraction (XRD) of the Bruker diffractometer with Cu Kα (λ =
0.1540 nm) is used to identify the crystalline structure of prepared TiO2 nanoparti-
cles. Grazing angle (GXRD) of Bruker has been employed to identify phase changes
in TiO2 film under due to UV exposure. Zeiss Supara55 VP Field Emission Scanning
Electron Microscope (FESEM) is used to acquire the morphology of the photoelec-
trodes. UV–Vis Spectrophotometer (Cary series) of Agilent technologies is used to
measure the optical transmittance of flexible photoelectrodes.

4 Results and Discussion

XRD is employed to identify the crystalline phases of prepared TiO2 nanoparticles
and determine the effect of UV exposure on the crystalline phases. Figure 2a, b
presents theXRDpattern of TiO2 nanoparticles. The peaks arematchedwith the three
phases of TiO2; anatase, rutile, and brookite. The intense peak at 25.28° corresponds
to (101) plane of the anatase, while the minor peaks at 27.32° and 30.80 show the
rutile phase at (110) and brookite at (121) orientation respectively [15]. The phase
composition analysis of TiO2 revealed that mainly anatase is present with ~ 83%
while rutile is 8%, and rest is brookite.

Moreover, Fig. 2a also shows the XRD patterns of the TiO2 film with different
UV exposure time. There is not a significant difference in XRD patterns of TiO2

with the function of UV exposure time, except for the peak intensity. The peak
intensity has been increased with the UV exposure time, that ascribed to the amount
of the corresponding phase and crystallinity. Further, it can be seen that the whole
anatase and brookite completely converted into the rutile phase surprisingly. That
indicates the rutile phase is thermodynamically more stable with UV exposure. The
minor rutile peaks which were found in prepared nanoparticles at ~ 37.9°, 41.2° and
68.9° are also entirely vanished, only the previous intense peak (27.32°) has grown
further. It shows that TiO2 crystallites are transformed into the rutile (110) orientation
completely.

To confirm this effect of UV, the same TiO2 binder-free paste was tape cast on the
glass and sintered in the oven at 120 °C; Fig. 2b shows the XRD patterns. It shows
that there is no significant difference between the oven treated film and primary
TiO2 particles. Therefore, this result confirms that the transformation of anatase and
brookite into rutile is due to UV exposure.

The degradation of organic solvent, stabilizer and surfactant in TiO2 paste depends
upon the UV exposure time and intensity. Here intensity is fixed, only exposure time
is varied. FTIR spectrumwas taken at different UV exposure time, such as; 0 h, 0.5 h,
1 h, and 4 h in order to evaluate the effect ofUVexposure on degrading the solvent and
surfactant. Figure 3 shows that there are several absorption peaks in 0 h UV exposed
sample (the sample without UV exposure), with an increase in UV exposure time
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Fig. 2 a XRD patterns of TiO2 NPs and film with different UV exposure time, b XRD pattern of
TiO2 sintered in an oven
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Fig. 3 FTIR spectra of
flexible photoelectrodes with
different UV exposure time

functional groups are disappeared that is attributed to the successful degradation of
solvent, stabilizer and surfactant. The TiO2 absorption peak as highlighted in the
spectrum is found in all samples. Figure 4 shows the appearance of real samples with
different exposure time.

Fig. 4 Displaying the
appearance of flexible
photoelectrode under
different UV exposure time
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Figure 5a–c show the morphology of flexible TiO2 photoelectrodes with UV
exposure times 3 h, 4 h and 5 h, respectively. On comparison of the morphology of
these photoelectrode film, it is observed that film treated at higher time 4 and 5 h
are relatively denser as compared to the 3 h one. However, there is no significant
difference found the morphology of 4 h, and 5 h UV treated films. Moreover, using
EDX the composition of the film was determined in order to trace carbon contents
which indicate the organic residue of stabilizers and surfactant. Figure 5d shows that
carbon contents dropped significantly from ~ 11 to ~ 5.4%. However, there is no
significant difference in carbon contents found between 4 and 5 h exposure time.

Figure 6 shows the optical transmittance of flexible photoelectrodes sintered with
different UV exposure time. The photoelectrodes have shown higher optical trans-
mittance in higherwavelength region. The transmittance decreasedwith a decrease in
wavelength. The transmittance of 2 and 3 h photoelectrodes is low than 4 and 5 h and
behaves differently. The curve for these 2 and 3 h photoelectrode shows abrupt fall in
transmittance if go less than 550 nm. It shows the absorption ofwhich attributed to the
residue organic components and improper degradation.Moreover, the photoelectrode

Fig. 5 The FESEM images of flexible photoelectrode with UV exposure a 3 h, b 4 h, 5 h,
and, carbon contents with the function of UV exposure time measured using EDX of the flexible
photoelectrodes
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Fig. 6 Optical transmittance
of flexible photoelectrodes
with different UV exposure
time

treated under UV for 5 h exposure time has shown drastically higher transmittance,
which is attributed to the successful sintering and proper degradation of organic
matters.

5 Conclusion

The flexible photoelectrode based on the binder-free TiO2 paste is successfully
presented. The UV exposure time to sinter TiO2 film on the flexible substrate and
degrade organic matter of the paste is optimized. It is found that UV exposure imme-
diately transforms anatase and brookites phases of TiO2 into rutile phases with (110)
plane preferred orientation. FESEM, FTIR and UV–Vis have shown that for proper
sintering of TiO2 on the flexible substrate the optimum is 5 h.

Acknowledgements This work is supported by Ministry of Higher Education (MOHE), Malaysia
under the research grant LRGS Nanomite (0153-AB k50).
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Abstract The Growing importance of H2 in different fields such as in industries,
fuel cell technology and medicine has increased the need for rapid detection of
H2. In this work, H2-gas sensitive n-type material based on undoped and Ni-doped
TiO2 nanotubes were synthesized and their H2 sensing properties were investigated.
For the first time, Ni was doped into anodic nanotubular TiO2 by hydrothermal
reaction. Morphological and crystallographic analysis by electron microscope and
X-ray diffraction suggested that Ni doping has no effect on surface morphology of
the tube structure. Whereas, X-ray photoemission spectroscopy revealed that Ni has
been incorporated interstitially in the TiO2 network, which in turn induced effective
reduction of bandgap, thereby improving the gas sensing properties towards low
concentration of H2 gas. The H2 sensing properties of the nanotubes exposed to 20,
70 and 100 ppm of H2 were investigated at operating temperature of 50, 100 and
200 °C. Ni-doped TiO2 nanotube effectively improved the hydrogen sensing of the
sensor compared to undoped TiO2 sensor.
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1 Introduction

H2 is a promising and capable nontoxic energy source. Due to which, the rapid indus-
trialization deems it necessary to constantly monitor this inflammable gas (4%in air).
The application of H2 gas varies across a wide range of industrial uses. Not only that,
but it also has a medical relevance to it. The presence of low concentration of H2 in
breath (< 25 ppm) is found to be a biomarker for certain diseases such as bacterial
growth, lactose intolerance and NEC. Over the years, a wide range of different detec-
tion principles, methods, and materials have been adopted to develop the hydrogen
sensors. Conventional sensingmaterial andmechanism include semiconductor metal
oxides [1, 2], Schottky diodes [3, 4], catalytic sensors[5], electrochemical sensors,
optical and acoustic etc. [6].

Semiconductor metal oxides (SMO) with the notable features of low cost,
simplicity and long term stability, has proved as potential candidates for gas sensing
technologies [1]. In this kind of sensor, H2 gas diffuses, reacting with the adsorbed
oxygen on the surface, resulting changes in its electrical resistance. A number of
researches have shown that performance of a SMO gas sensors is greatly related to
surface reactions [7].

Commonly and dominantly used SMOs for gas sensors are ZnO, SnO2 etc.
However, with the advent of nanotechnology, various other nanostructures of metal
oxides have been studied, and advancement in this technology to modify the
morphology as well as surface properties of the nanomaterial has been achieved.
Among a number of studies on numerous metal oxides, a rapid growing interest in
TiO2 has been observed due to its wide band gap (~ 3.2 eV) p rendering its usage in
catalytic, sensing and energy related applications [8, 9].

The application of TiO2 nanotubes for hydrogen gas sensing illustrates the
remarkable and readily measurable properties. At room temperature, in response to
1000 ppmhydrogenTiO2 nanotube arrays ~ 1μmin length demonstrated an unprece-
dented change in the electrical resistance of 8.7 orders of magnitude [10]. Due to
its notable ability, it has proven to be an ideal candidate for hydrogen sensing [11].
However, despite of being sensitive enough against resistance, TiO2 nanotubes carries
a drawback in terms of band gap. The crystalline forms of TiO2 nanotubes contain
anatase and rutile structures. The anatase is of great interest especially in the fields
of sensors as well as photoelectrochemical [12]. However, the band gap of anatase
is around 3.2 eV, resulting in relatively poor electrical conductivity and increase in
device resistance. This prevents it from further improvement in the sensitivity.

The sensitivity can be enhanced by increasing the conductivity of the sensing
element. The existing literature suggests that the doping is an efficientway to improve
the properties of TiO2 nanotubes [13]. Extensive efforts have beenmade to extend the
functionalities of titania bymodifying the band structure with a few dopant materials.
Only few reports with doped or alloyed TiO2 nanotube arrays are published. Li et al.
[14, 15] used a NiTi alloy (50.8 at.% Ni). The doped nanotubes were found to be
sensitive to hydrogen atmospheres in the temperature range from room temperature
to 200 °C. A wide-range of sensing has been carried out from 50 ppm to 2%. Since
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Nickel doping has shown remarkable improvement, therefore a wide space for the
efficiency improvement in H2 sensing properties is expected. Hence the focus dopant
in the work would be nickel. However, one drawback encountered is that by using
NiTi alloy, the doping level of Ni is fixed, which renders further improvement in H2

gas sensing.
In this work as opposed to using NiTi alloy, the nickel doped TiO2 nanotubes are

synthesized using a two-step route as first synthesized using anodization in viscous
electrolyte consisting of ethylene glycol of NH4F. Then the nanotubes are annealed
and then doped with nickel using hydrothermal reaction. The hydrogen gas sensing
properties of the prepared samples were investigated to low concentrations of H2

gas. With the integration and development of the synthesized nanotubes as stand
along sensor, a dedicated gas chamber is further used to investigate thoroughly the
gas sensing abilities. The remarkable sensing results has open new frontiers in the
H2 gas sensing with high sensitivity and quick response in detection at room and
higher working temperatures.

2 Methodology

2.1 Synthesis and Characterization of the Sensing Element

Titanium foil 0.127mmthickness,with the purity of 99.8%andplatinumfoil 0.25mm
thickness were used. Chemicals used were ethylene glycol, NH4F, NH4OH, NiSO4,
acetone and ethanol. All the chemicals were of reagent grade.

Prior to the experiment, the titanium foil (99.8% purity) was first mechanically
polished using sandpaper, followed by ultrasonication in a solution of acetone and
ethanol. Titanium foil was then rinsed with deionized water and dried in air. The as-
prepared TiO2 nanotube samples are amorphous. The samples are then annealed in a
furnace at 500 °C for three hours to improve crystallinity. This improves the efficiency
of nanotubes (Nanostructure). The sampleswere thenwashedwith distilledwater and
dried. The anodization was carried out with titanium plate as the anode and platinum
as cathode in an electrochemical cell consisting of two-electrodes. The potential was
supplied by a DC power supply connected to current sensor interfaced to a PC using
PASCO 750 interface. The experiments were performed at room temperature. The
electrolyte consisted of ethylene glycol and 0.27 M NH4F and 3 wt.% H2O. The
anodization was done at potentials 40 V for 2 h. Hydrothermal was carried out using
the as-prepared samples for 24 h, in a mixture of NH4OH and NiSO4.
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2.2 Sensor Configuration and Gas Detection Measurements

Like any semiconductor resistive type sensor, the electrodes are pasted on the top of
the TiO2 and Ni-TiO2 nanotubes for measuring the changes in the electrical char-
acteristics. In this work, gold electrodes are prepared by using silver epoxy directly
onto the nanotubes. The sensing element is fixed on a glass substrate and thin gold
wires were wire bonded for creating electrical contacts from the Au electrodes to by
using silver paste.

2.3 Hydrogen Gas Sensing Setup

The test chamber for H2 gas-sensing consists of a dedicated flow type stainless steel
chamber (4 L). Mass Flow Controllers (MFC) is used to control the gas flow through
the tube. The variation in sample resistance in air containing certain concentration of
hydrogen is observed by computer-controlled digital multimeter (Agilent 34410A).
All testing are carried out in laboratory environment under room temperature, unless
specified. The schematic diagram of testing setup is shown in Fig. 1.

In order to control the operation temperature, the sensor was placed on an
aluminum block attached to a thermocouple. The gas tube has an outer diameter
of 8 mm and the distance between the tube mouth and the sensor was 40 mm.

The gas chamber is first flushed using an inert gas e.g. Ar. Then air is introduced,
in order to provide an ambient environment. The H2 gas of desired concentration
(20 ppm) is inserted and contained. The changes in electrical characteristics are then
measured. The desired concentration of H2 has been created by inserting an exact
volume of H2 to the chamber and the concentration was verified with a calibrated
commercial H2 sensor (Linde). The measurement is repeated for each H2 concentra-
tion at different operating temperatures. The response of the sensor to hydrogen is
defined as:

Fig. 1 Schematic of gas sensing setup
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S = R0 − RH

RH
(1)

where Ro is the resistance in the absence of hydrogen, and RH is the resistance in
the presence of hydrogen.

3 Results and Discussion

3.1 Characterization of Ni Doped TiO2 Nanotube

After the synthesis, the structure of nanotubes were characterized using FESEM and
EDX measurements were performed to analyze the elemental composition of the
nanotubes. Figure 2 presents the morphology of top and cross-sectional images of
the nanotubes annealed at 500 °C. The result showed that after anodization of Ti
for 2 h at 40 V, well organized nanotubes were successfully achieved with average
diameter of 90 nm and tube length of about 6 μm (Fig. 2a). In Fig. 2a, the EDX
result revealed that the nanotubes consisted of three elements: Ti, O, and F.

The TiO2 nanotubes are doped with nickel, in order to modify their properties,
and to improve the gas sensing characteristics. Figure 2b shows the morphological
images of TiO2 nanotubes after doping with nickel. The cross-sectional image shows

Fig. 2 a FESEM images and EDX result of TiO2 nanotubes before doping with nickel, b FESEM
images and EDX result of TiO2 nanotubes after doping with nickel
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Fig. 3 XRD patterns of
pristine TiO2 nanotubes and
Ni doped TiO2 nanotubes,
showing absence of nickel
peak

slightly collapsed nanotubes at the top, overall tubular structure is retained. The EDX
result confirms the presence of Ti, O and Ni elements. The atomic percentage of Ti,
O and Ni was 29.01%, 66.89%, and 4.10% respectively.

XRD analysis is conducted to examine and study the crystallinity of TiO2 and Ni-
TiO2 nanotubes. Crystal structure and stability of the TiO2 nanotubes need to be taken
into consideration for different purposes such as DSCs, photocatalytic applications
and as a sensing element. As mentioned above, the anatase crystal phase of TiO2 is
preferred, since it has a higher charge carrier mobility compared to the rutile phase
[16]. Figure 3 shows XRD pattern of pure and Ni-doped TiO2 films annealed at
500 °C in order to convert the amorphous material into anatase. Typical peaks in
XRD pattern of TiO2 films are observed at 2θ values of 25.28°, 38.08°, 48.04°, and
55.02°, which are assigned to 101, 112, 200, and 211 planes respectively. Studies
show that the observed crystalline peaks correspond to anatase TiO2 phase [17]. In
both samples, the peaks corresponding to the formation of the anatase phase can be
observed, showing that incorporation of Ni preserves the anatase structure.

Figure 4 presents the comparison of absorbance of pristine TiO2 nanotubes and
Ni-TiO2 nanotubes. It can be seen that the absorption intensity of pristine TiO2

nanotubes cuts off at 396 nm which corresponds to the intrinsic band gap absorption
of anatase TiO2 nanotube, indicating a bandgap of 3.2 eV, consistentwith the reported
values [18]. For Ni-TiO2 nanotubes red shift was observed and showed absorption,
which is centered on 480–590 nm. A substantial enhancement in the visible light
absorption is observed compared to pristine TiO2 nanotube, which is considered
due to the doping of Ni ions in TiO2. The optical band gap energy is calculated by
extrapolating the linear portion of the (ahυ)2 versus hυ. Based on this, the band gap
is calculated to be 2.5 eV.
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Fig. 4 UV–Vis spectrum of
pristine TiO2 and Ni-doped
TiO2 nanotubes. The inset is
a plot of (ahυ)2 versus
energy

3.2 Hydrogen Detection Properties

Electrical characterization of TiO2 nanotubes based sensor is performed using the
setup described previously. The chamber is first flushed with flowing air through it,
for half an hour, after which H2 gas of specific concentration, mixed with 95% of N2

gas is introduced at a fixed flow rate of 200 sccm and contained to study the response.
Figure 5a describes the resistance versus time saturation and maximal response of
TiO2 sensor to 20, 70 and 100 ppm respectively of H2 at operating temperature of
50, 100 and 200 ºC for 2 cycles of the response and recovery. Baseline resistance for
TiO2 nanotubes is found to be 6.3 M�.

In order to investigate the behavior of the sensor on repeated hydrogen exposure
for 20 ppm, the temperature was varied in discrete steps from 0 to 200 °C while
keeping the hydrogen concentration constant at 20 ppm; the chamber is flushed with
air after each exposure to hydrogen. When H2 gas of 20 ppm is introduced, there is
decrease in resistance by a factor of 0.5 M� at 50 °C, and when H2 is flushed out,
the sensor recovers almost back to its baseline resistance. Change in the temperature
results in the reduction of resistance by a factor of 1M� at 100 °C and 1.3M� 200 °C
respectively. To obtain the certainty analysis, the process is repeated by flowing in
70 and 100 ppm of H2 gas concentration.

For Ni-TiO2 nanotube sensor, TiO2 nanotube with nickel doping level of 4% is
employed. For Ni-TiO2 the baseline resistance is found to be 5.8 M�. The change in
baseline resistance signifies the increase in conductivity on the surface of the doped
nanotubes. Following the same procedure of gas testing as TiO2 nanotube sensor, the
Ni-TiO2 nanotubes sensor is also tested with different concentration of H2 (20 ppm,
70 ppm, 100 ppm) at various operating temperatures. Figure 5b shows the resistance
versus time plot for 20, 70 and 100 ppm respectively at different temperatures.

Overall, the increase in temperature resulted in the decrease in baseline resistance
and also substantial reduction in the hysteresis. There is a linear increase in sensitivity
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Fig. 5 a 20 ppm H2 sensing of pristine TiO2 at 50, 100, and 200 °C temperature. b 20 ppm H2
sensing of Ni–TiO2 at 50, 100, and 200 °C temperature. Sensitivity versus H2 gas concentrations
at different operating temperature for TiO2 nanotubes

with respect to temperature. The same behavior can be observed for the increase in
H2 concentration.

The lowest sensor sensitivity (14%) for the pristine TiO2 nanotubes is at 50 °C for
20 ppm H2 concentration. It increases as H2 concentration increases, achieving up
to 27% at 100 ppm. At 100 °C, the sensitivity at 20 ppm is 22% for 20 ppm, 34% for
70 ppm and 42% for 100 ppm, the improvement in the sensitivities is associated with
the increase in temperature. The similar trend of increment is also seen at 200 °C,
the response range from 29% (20 ppm) to 50% (100 ppm) is obtained.
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4 Conclusion

In the presentwork, for thefirst timehighly-organized anatase-phasesTiO2 nanotubes
doped with nickel is successfully synthesized for the detection of low concentration
of containedH2 gas. Themain objective of this research is to develop sensing element
based on nickel doped TiO2 nanotubes with improved sensing properties by anodiza-
tion method and integrating it into sensor configuration. The Ni–TiO2 nanotubes
compared to pristine TiO2 showed enhanced sensitivity toward low concentration of
H2 surrounding. Sensor showed fast response and recovery time, and showed excel-
lent sensitivity at 200 °C. Hence, the results revealed that the sensor is not only able
to detect 20 ppm of H2 gas in N2 surrounding, but also utilization of this sensor
in various application specially breath analyzer has been realized. Furthermore, the
newmethod of doping can open new doors towards enhancing the sensing properties
even more by changing the doping levels of Ni.
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Abstract Doping is considered to be one of the effective approaches to modify the
properties ofTiO2 nanomaterials. Theworkpresented is the investigation on the effect
of nickel doping using successive ion layer adsorption-reaction (SILAR) method on
the optical and morphological properties of titanium dioxide nanotubes, synthesized
by anodizing Ti foil electrochemically.Morphology of the nanotubes is studied under
field emission scanning electron microscope (FE-SEM) with EDX result revealed
the incorporation of nickel in TiO2 nanotube. The anatase crystal structure of titania
was identified by X-ray diffraction (XRD). Furthermore, optical properties of nickel
doped TiO2 nanotube are also investigated using UV–VIS spectroscopy, in which
red shift is observed, indicating change in the band gap. The promising results of the
reduction in the bandgap of the doped TiO2 opens new frontier in the development
of sensors and photovoltaic cell, where the bandgap tailoring is essential for an
improved performance.
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1 Introduction

Nanotechnology has achieved immense attention owing to its investigation in novel
nanostructured materials and is also believed to hold the key to enhance contem-
porary and advanced technologies. Among such materials, TiO2 has been found to
be one of the most investigated compounds [1]. This recognition can be mainly
attributed to its perspective utilization in photoelectrochemical applications such as
Solar cells [2, 3] and photocatalysis [4, 5]. It is a very functional material consisting
of features like wide band gap, excellent ion intercalation properties, environmental
friendly, excellent biocompatibility and electronic properties. It has also demon-
strated outstanding performance in other fields e.g. hydrogen generation [6], sensors
[7–9], and biological applications [10].

Various approaches have been employed to synthesize TiO2 nanotubes which
include sol–gel method, template-assisted, hydrothermal and electrochemical. Since
properties of TiO2 nanotube change significantly when its morphology is altered
therefore, electrochemical anodization synthesis method is the most preferred choice
as it facilitate in controlling the nanotube’s morphology [10]. By changing the
anodizing parameters and electrolyte parameters e.g. viscosity, composition, the
morphological features are controlled.

The crystalline form of TiO2 nanotube contains anatase and rutile structures.
The anatase is of great interest especially in the fields of photoelectrochemical and
sensors. Thebandgapof anatase is around3.2 eV resulting in relatively poor electrical
conductivity and increase in device resistance. In addition to this, the reactivity and
chemical stability of TiO2 nanotube is only high under UV light (λ < 387 nm),
and is low under visible light (λ > 400 nm), the major part of solar spectrum. The
existing literature suggests that the above problems can effectively be approached
by doping, which is an efficient way to improve the properties of TiO2 nanotubes.
Generally comparedwith pristine TiO2, TiO2 dopedwith transitionmetal-ion usually
has a narrower band gap, larger specific surface area and smaller grain size, and its
optical absorption expands and a red shift can be observed. This leads to improved
photocatalytic properties and improved sensing properties compared to undoped
TiO2 [11–13]. The effect of TiO2 dopedwith some amount ofNi has been investigated
by various groups. A report on the improved sensing of the nanostructured 2.5% Ni-
doped TiO2 thin film to liquified petroleum gas has been presented [14]. A Study on
photocatalyst properties of Ni-TiO2 film for splitting Na2S + Na2SO3 solution into
H2 Ni-doping resulted in a broader optical absorption range of the nanotubes and a
red shift with increase of doping degree [15, 16].

It is envisaged that with the fabrication of a doped-TiO2 nanotubular structure,
improved photoelectrochemical and sensing properties can be realized. To date, very
rare work has been done on doping TiO2 nanotubes after synthesizing the nanotubes.
In this work, the doping of TiO2 nanotubes after its synthesis has been successfully
been achieved, whereby, giving the flexibility to change the doping level as per
requirement. TiO2 nanotubes have been synthesized by anodization method, and
have been doped with Ni via successive ionic layer adsorption and reaction (SILAR)
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method. In order to demonstrate the effects of Ni doping on the semiconducting
properties of TiO2, energy band gap of Ni-TiO2 was calculated. The band gap is
calculated by using the equation EG= 1240/λe, where EG is bandgap, and λe is the
absorption edge spectrum.

2 Experimental

2.1 Methods and Material

Titanium foil 0.127 mm thickness, with the purity of 99.7% and Platinum foil
0.25 mm thickness were used. Chemicals used were all reagent grade: Ethylene
glycol (99%Ammonium), Fluoride, Nickel Nitrate, Ethanol, Methanol and Acetone.

2.2 Synthesis of Titanium Dioxide Nanotubes (TiO2)

Prior to the experiment, the titanium sheet (99.8% purity) was first mechanically
polished using sandpaper, followed by ultra-sonication in a solution of acetone and
ethanol. Titanium foil was washed with deionized water and it was air dried. The
anodization was then performed with titanium plate as the anode and platinum as
cathode in a two-electrode system electrochemical. The potential was supplied by a
DC power supply connected to current sensor interfaced to a PC using PASCO 750
interface. The experiments were performed at room temperature. The electrolyte
consisted ethylene glycol and 0.30 M NH4F and 3 wt% H2O. The anodization was
done at potentials 40 V for 2 h.

2.3 Annealing

The as-prepared TiO2 samples are amorphous. The samples are then annealed in a
furnace at 500 °C for three hours to improve crystallinity. This improves the efficiency
of nanotubes. After that the samples were cleansed with distilled H2O and dried.

2.4 Doping with Nickel

Doping of TiO2 was carried out using a subsequent ionic layer absorption reaction
(SILAR) technique as previously reported [10, 11]. One SILAR cycle, consisted of
submerging a TiO2 sample in 0.1 M Ni(NO3)2 solution for one minute, followed
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by washing with methanol and then again submerging in in methanol/water solution
(50/50 vol.) for oneminute. It was done undermagnetic stirring, endingwithwashing
in methanol/water. Eight to twelve SILAR cycles, were completed, after which the
samples were vacuum dried overnight at 80 °C.

2.5 Characterization

After annealing, the morphological structures of the sample was observed under
field effect scanning electron microscope (FE-SEM), and the crystal structure of the
samples was examined X-ray Diffraction (XRD) and optical properties were studied
using Ultraviolet–visible spectroscopy (UV–VIS).

3 Results and Discussion

Titanium foil of 0.127 mm thickness was anodized in a bath containing ethylene
glycol, 0.30 M Ammonium fluoride was used as the source of fluoride, mixed in
3 wt% H2O. The anodizing voltages used were 40 V, whereas the anodization time
observed was 2 h and the growth of the nanotubes was analyzed. The water content
is kept to the minimum since the presence of H2O assists in dissolution of nanotubes,
resulting in shorter length.

Figure 1 shows the FE-SEM images of pristine and doped nanotubes synthesized
at 40 V for 2 h. During the anodization bubbles can be seen evolving at the cathode,
suggesting the formation of H2 as described by previous works [4]. The distribution
of the nanotubes is very uniform having diameter around 80 nm (Fig. 1a) with smooth

Fig. 1 The surface morphology of TiO2 nanotubes anodized at 40 V for 2 h. a Top view, b cross-
section of nanotubes, c EDX patterns of the TiO2 nanotubes, d top view of Ni doped TiO2, e cross-
section of Ni doped TiO2 nanotubes, f EDX patterns of Ni doped TiO2
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Fig. 2 XRD pattern of
pristine and doped TiO2
nanotube

walls. The cross-sectional thickness of the nanotube was found to be 5 μm as shown
in Fig. 1b. The EDX analysis of the pristine nanotubes (Fig. 1c) revealed that the
nanotubes consisted of three elements namely Ti, O and F. The weight percentage
of the Ti, O and F element at the top surface of TiO2 nanotubes were 56.94%,
32.27% and 10.80%, respectively. Figure 1d and e shows the top and cross sectional
view of doped TiO2 nanotubes. It is observed that the structure of the nanotube is
maintained even after doping, and there isn’t any surface dissolution taking place,
hence the length of the nanotubes is also same. The EDX analysis of Ni-TiO2 in
Fig. 1f indicated the presence of Ni along with Ti, O and F elements. The weight
percentages of Ni, Ti, O and f were found to be 2.85%, 51.70%, 34.79% and 10.67%
respectively.

The XRD pattern of TiO2 and Ni-TiO2 is shown in Fig. 2. From the analysis, TiO2

exists in two main crystallographic forms i.e. anatase and rutile, with anatase being
the dominant phase. Compared to rutile, anatase phase considered more reactive,
sensitive and also it has higher charge carrier mobility compare to the rutile phase.
The phase structure of nanotubes (Fig. 2) shows various peaks indicating the pres-
ence of anatase and rutile. It can be found that the nanotubes could still retain their
crystallographic form after doping. In contrast to the EDX analysis, the XRD does
not detect any crystalline form of Ni. Therefore, there isn’t any differences found
between the two patterns. It is believed that Ni may have dissolved into the matrix,
or exists in the amorphous form.

Optical properties of TiO2 nanotube and Ni-TiO2 nanotube are measured using
UV–Vis spectroscopy with a wavelength range of 200–800 nm. The energy band
gap of TiO2 has been known to be 3.2 eV [12, 13] as evident in Fig. 3. However, red
shift of around 50 nm is observed for Ni-TiO2 and the band-gap is calculated to be
2.8 eV. The reduction in the band-gap is attributed to the creation of sub-states below
the conduction band and above valence band, resulting in the narrowing of the band
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Fig. 3 UV–Vis spectra
(a) and reflectance (b) of the
two samples TiO2 and
Ni-TiO2 nanotube

gap. The Ni-TiO2 nanotube also shows the absorption in the range > 550 nm region.
This is because the oxygen defects have been created which allows the sample to
absorb in this region too. The reflectance graph (Fig. 3) shows strong reflectance at
> 320 nm for the TiO2 nanotubes, whereas for Ni-TiO2, the reflectance starts from
around 400 nm, supporting the results in the absorption. The change in band gap also
indicates the presence of nickel doping.

4 Conclusion

In summary, simplemethod to dopeTiO2 nanotubewith nickel has beendemonstrated
using SILAR technique. FE-SEM result showed the nanotubes are highly oriented
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with diameter around 80 nm and length approximately 5 μm. EDX conducted
confirmed the doping of nickel in TiO2 nanotube, which is found to be 2.85%.
Compared with TiO2 nanotube, about 50 nm red shift in the spectrum of UV–Vis is
observed aswell. The interstitial doping is expected to improve photoelectrochemical
as well as sensing performance compared to undoped TiO2 nanotube and warrants
further studies. The new preparation method provides great advantage of flexibility
by altering the doping levels according to conditions as per required and reduced
preparation cost.
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Performance of Organic Polymer
Electrolyte Based on Extracted Aloe Vera
Polysaccharide Compared with Mannose,
Agarose and Carboxymethyl-Cellulose
(CMC) for DSCs Application

N. A. S. Yuharmon , Norani Muti Mohamed , Chong Fai Kait ,
and K. Y. Cheong

Abstract In this work, the performance of integrated DSC based on AVG/CMC-
rGO-I−/I3− gel polymer electrolyte has been compared with the mannose/CMC-
DMSO-rGO-I−/I3−, agarose/CMC-DMSO-rGO-I−/I3− and CMC/PEG-DMF-rGO-
I−/I3− gel polymer electrolyte. The gel polymer electrolyte were characterized using
field-emission scanning electron microscopy (FESEM) in order to examine the
cross-section images of the gel polymer electrolyte thickness, current–voltage (I-
V) measurement and electrochemical impedance spectroscopy (EIS). The fabricated
test cells with an active area of 0.40 cm2 incorporated with AVG/CMC-rGO-I¯/I3¯
gel polymer electrolyte, possess the highest conversion efficiency (η) of 0.84%.
However, it still considered lower compared to mannose (2.35%), agarose (3.55%)
and CMC (5.76%) gel polymer electrolyte, due to the lower percentage of the
extracted polysaccharides.
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1 Introduction

Greenhouse emission can be reduced by a developing of renewable and green energy.
Solar technology is one type of renewable energy that have an advantages and poten-
tial for power generation [1]. Solar cells, or also known as photovoltaic cells able to
convert photon with specific wavelength to electricity. The physicals of solar cells
is depend on the photovoltaic influenced namely the generation, trapping, recombi-
nation and transport of electron–hole pairs throughout the semiconducting materials
and within the contact electrodes [2].

Photovoltaic technologies based on inorganic materials have been commercially
used until now. However, the price is costly and it also need more energy consuming
for preparation methods. The materials that has been used also are toxicity and
contains lower natural abundance. Therefore, organic materials has been introduced
in order to avoid those problems. Unfortunately, the efficiency of organic-based
photovoltaic cells cannot be compared with the purely inorganic-based photovoltaic
technologies [3, 4].

The most efficient dye solar cells (DSCs) is reported to possess high conver-
sion efficiency greater than 11%, which required low-cost renewable energy source.
However, liquid electrolytes have a major problem where the electrolyte loss caused
by the leakage and volatilization, which lead to the limitation of the long-term usage
of DSCs. Solidifying liquid electrolyte by forming a gel or quasi-solid-state elec-
trolytes is the primary solution in order to overcome this problem. It is because gel
or quasi-solid-state electrolytes able to make the sealing process easier and directly
capable to minimize the loss of electrolytes for enhanced durability [5].

Nowadays, an organic material such as k-carrageenan and agarose that contain
in seaweed, cellulose and chitosan has been choose by researcher to act as an elec-
trolytes for solar cells application. An organic materials has been used because it
has an advantages such as environmentally friendly, production cost for large-scale
fabrication is lower, easier processing technique compared to liquid electrolytes and
non-toxic [6]. Besides, it also able to act as a dielectric layer with a good dielectric
performance and exhibit charge trapping capabilities [5].

However, electrolyte based on an organic itself will cause several problem namely
lower ionic conductivity and thebondingwithin the layer becomeweaker [7]. Further-
more, this electrolytes will suffer from solvent leakage and also demand careful
sealing treatment at high temperature environments due to their instability under
high temperature [8].

In this research, bioactive polysaccharide of Aloe Vera in the form of manu-
ally extracted gel while comparing with the commercial mannose (also known as
polysaccharide) from Aloe Vera gel, agarose from bioactive compound seaweed and
plant extracted carboxymethyl-cellulose (CMC) has been proposed when all of this
organic materials act as an bio- or organic polymer electrolytes for DSCs. All of this
organic materials has been choose because it have a potential organic dielectric for
viable electronic application [9].
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2 Materials and Methods

2.1 Materials

Extracted Aloe Vera gel using Soxhlet extractor. Commercialize mannose, agarose,
carboxymethyl-cellulose (CMC), polyethylene glycol (PEG) and graphene oxide
(GO) were obtained from Sigma. Iodide/tri-iodide organic solvent based elec-
trolyte (EL-HSE), N719 (ruthenium 535-bis TBA), dimethylformamide (DMF) and
dimethyl sulfate (DMSO) as a solvent to dilute polymer salt and TiO2 were used as
received without purification.

2.2 Preparation of Organic Gel Polymer Electrolytes

The extracted Aloe gel polymer electrolyte were prepared by mixing the extracted
Aloe gel, which is in gelling form with CMC and reduce graphene oxide (rGO).
Then, all of this mixture were dissolved in iodide/tri-iodide organic solvent-based
electrolyte and being stirred at 20 °C. As for commercial mannose and agarose gel
polymer electrolytes, fixed amount of mannose and agarose (4.00 g) mixed with
CMC, rGO and iodide/tri-iodide organic solvent-based electrolyte were dissolved
in DMSO solvents (4.00 ml) in a beaker with continuous stirring, also at constant
heating of 20 °C. While for CMC gel polymer electrolyte, PEG (3.50 g) has been
mixed with CMC, rGO and iodide/tri-iodide organic solvent-based electrolyte. It has
been dissolved in DMF and left for continuous stirring (70 °C).

2.3 Dye Solar Cells (DSCs) Fabrication

A double-layer TiO2 was coated on fluorine-doped tin oxide (FTO) working glass
electrode while platinum (Pt) was coated on the FTO conducting glass electrode by
screen printing.After that, the FTO/TiO2 was annealed and then sensitized in anN719
dye solution at room temperature for 24 h. The organic gel polymer electrolyte then
being screen printed on FTO/TiO2/N719 dye working glass by using doctor blade
method and left it for a minute so that the electrolyte will diffuse homogenize on it.
DSCs were fabricated by glued both of TiO2 photo-anode and Pt-sputtered cathode
in sandwiched form. A DSCs test cell (active area 0.400 cm2) were completed for
each type of organic gel polymer electrolytes.
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3 Results and Discussion

3.1 Field-Emission Scanning Electron Microscopy
(FESEM-Thickness)

The cross-section images of the printed gel polymer electrolytes film taken using
FESEM at 100× of magnification are shown in Fig. 1. There have two layer that been
detected for all sampleswhich are the upper layer attributed to the organic gel polymer
electrolyte layer while the bottom layer correspond to the ITO glass substrates. As
for AVG/CMC-rGO-I−/I3− gel polymer electrolyte film exhibit the thickness around
115.8 μm. After that, mannose/CMC-DMSO-rGO-I−/I3−, agarose/CMC-DMSO-
rGO-I−/I3− and CMC/PEG-DMF-rGO-I−/I3− gel polymer electrolyte films have a
thickness around 183.1 μm, 90.3 μm and 562.1 μm, respectively.

However, CMC/PEG-DMF-rGO-I−/I3− gel polymer electrolyte films was
take over the thickness. It acquire the highest thickness followed with
mannose/CMC-DMSO-rGO-I−/I3−, AVG-Ethanol-Hexane (7:3)/CMC-rGO-I−/I3−
and agarose/CMC-DMSO-rGO-I−/I3− gel polymer electrolytes. Therefore, the
performance of all electrolytes can be relate with the thickness of each gel polymer
electrolytes that has been observed from the cross-sectional images.

Fig. 1 Typical cross-sectional FESEM images of (a) AVG-Ethanol-Hexane (7:3)/CMC-rGO-
I−/I3−, (b) mannose/CMC-DMSO-rGO-I−/I3−, (c) agarose/CMC-DMSO-rGO-I−/I3− and (d)
carboxymethyl cellulose/PEG-DMF-rGO-I−/I3− gel polymer electrolytes deposited on the ITO
substrates
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3.2 Current–Voltage (I-V) Performance

The performance of integrated DSC based on AVG/CMC-rGO-I−/I3− gel polymer
electrolyte has been compared with the mannose/CMC-DMSO-rGO-I−/I3−,
agarose/CMC-DMSO-rGO-I−/I3− and CMC/PEG-DMF-rGO-I−/I3− gel polymer
electrolyte. The photoelectrochemical measurement of all electrolytes were deter-
mined by the current–voltage (I-V) curves, as shown in Fig. 2. The overall light-
to-electricity conversion efficiency (η), fill factor (FF), open-circuit voltage (VOC)
and short-circuit current (ISC) has been tested under illumination of 100 Mw/cm2

intensity of simulated light. The summarized data of all photovoltaic parameter has
been listed in the Table 1.

As can be seen, the test cells with active area 0.400 cm2 that has been fabri-
cated based on AVG/CMC-rGO-I−/I3− gel polymer electrolyte exhibits ISC of
0.50 mA, VOC of 0.80 V and the FF of 2.11. The energy conversion efficiency
(η) obtained is 0.84%. After being compared with the commercial main product

Fig. 2 I-V curve of gel polymer electrolytes for solar cells application

Table 1 The photoelectrochemical performance parameters of the test cells for gel polymer
electrolytes with active area of 0.400 cm2

Gel polymer electrolytes VOC, V ISC, mA FF η, %

AVG/CMC-rGO-I−/I3− 0.80 0.50 2.11 0.84

Mannose/CMC-DMSO-rGO-I−/I3− 0.86 0.99 2.77 2.35

Agarose/CMC-DMSO-rGO-I−/I3− 0.80 1.85 2.78 4.12

CMC/PEG-DMF-rGO-I−/I3− 0.90 1.99 3.22 5.76
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such as mannose, agarose and CMC, it can be conclude that CMC/PEG-DMF-rGO-
I−/I3− gel polymer electrolyte possess highest values of efficiency which is 5.76%
followed by agarose/CMC-DMSO-rGO-I−/I3− gel polymer electrolyte (4.12%) and
mannose/CMC-DMSO-rGO-I−/I3− gel polymer electrolyte (2.35%).

From the table also, it shows that the value of VOC is different to each other except
for AVG/CMC-rGO-I−/I3− gel polymer electrolyte and agarose/CMC-DMSO-rGO-
I−/I3− gel polymer electrolyte, 0.80V. From the previous study, similarVOC indicates
that there is no difference in the value of Fermi level energy of TiO2 and redox couples
potential.

After that, AVG/CMC-rGO-I−/I3− gel polymer electrolyte and CMC/PEG-DMF-
rGO-I−/I3− gel polymer electrolyte shows the large difference in terms of ISC, where
the values is too gap in between of 0.50 mA to 1.99 mA. This situation can be related
to the injection of the efficiency of electron from dyemolecules to the semiconductor
and the recombination rate between the injected electrons and redox couples in the
gel polymer electrolytes [6]. However, the dye molecules and TiO2 photoelectrode
in this study does not being modified. Therefore, it can be conclude that the electron
injection efficiency which has been controlled by a photon energy can be considered
as constant.

As for fill factor, FF values, it can be considered highest for all gel polymer
electrolytes. Thus, there is no complications happened inside the test cells component
during the I-V being measured.

3.3 Electrochemical Impedance Spectroscopy (EIS)

Figure 3 presents the impedance plots for AVG/CMC-rGO-I−/I3−, mannose/CMC-
DMSO-rGO-I−/I3−, agarose/CMC-DMSO-rGO-I−/I3− and CMC/PEG-DMF-rGO-
I−/I3− gel polymer electrolytes. The equivalent circuit given in Fig. 4 have been
employed for the curve fitting of the impedance spectra of the test cells. The analyzed
properties namely transport resistance (RT), recombination resistance (RBR), chem-
ical capacitance (Cμ), electron lifetime (τn), reaction rate constant for recombina-
tion (k), electron diffusion coefficient (Dn), effective diffusion length (Ln) and the
steady-state electron density in the conduction band (ns) were summarized in Table
2.

From the table above, it presents that the value of RBR for AVG/CMC-rGO-I−/I3−,
agarose/CMC-DMSO-rGO-I−/I3− and CMC/PEG-DMF-rGO-I−/I3− gel polymer
electrolyte higher compared to RT, where the arc form in Nyquist plot showed a true
circle, whilst mannose/CMC-DMSO-rGO-I−/I3− gel polymer electrolyte possess
lower RBR (RBR < RT). When the Dn values increased, there is no effect to the
Nyquist plot. However, decreasing the values of Dn will significantly changes the
shapes of Nyquist plot. It can be seen through the Fig. 3 (c). Mannose/CMC-DMSO-
rGO-I−/I3− gel polymer electrolyte shows that when the values of RT decreased with
an increase in Dn, there is no drastic effect was observed [10].



Performance of Organic Polymer Electrolyte Based … 437

Fig. 3 The EIS analysis plots for (a) AVG/CMC-rGO-I−/I3−, (b) mannose/CMC-DMSO-rGO-
I−/I3−, (c) agarose/CMC-DMSO-rGO-I−/I3− and (d) CMC/PEG-DMF-rGO-I−/I3− gel polymer
electrolyte with 0.400 cm2 active area

Fig. 4 Equivalent circuit
model of the EIS of gel
polymer electrolytes test
cells
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4 Conclusion

The performance of AVG/CMC-rGO-I−/I3− gel polymer electrolyte has been
comparedwith themannose/CMC-DMSO-rGO-I−/I3−, agarose/CMC-DMSO-rGO-
I−/I3− and CMC/PEG-DMF-rGO-I−/I3− gel polymer electrolytes. The cross-
sectional images taken from FESEM shows that CMC/PEG-DMF-rGO-I−/I3−
gel polymer electrolyte film (562.1 μm) is the thicker compared to AVG/CMC-
rGO-I−/I3− (115.8 μm), mannose/CMC-DMSO-rGO-I−/I3− (183.1 μm) and
agarose/CMC-DMSO-rGO-I−/I3− (90.3 μm) gel polymer electrolytes film. As for
the I-V results, it representing that CMC/PEG-DMF-rGO-I−/I3− gel polymer elec-
trolyte possess the highest efficiency which is 5.76% followed by agarose/CMC-
DMSO-rGO-I−/I3− gel polymer electrolyte (4.12%), mannose/CMC-DMSO-rGO-
I−/I3− gel polymer electrolyte (2.35%) andAVG/CMC-rGO-I−/I3− gel polymer elec-
trolyte (0.84%). After that, the EIS analysis shows when the electron density in the
conduction band higher, the recombination rate become lower, thus resulting in high
efficiency performance.
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Effect on Addition of Low Loading
of Graphene Oxide to the Physical
Characterization of Electrospun
Polystyrene Fiber Mat

Kamilah Ramly , Norani Muti Mohamed , and Chong Fai Kait

Abstract Electrospun fiber made from electrospinning process is popular in the
development of flexible devices. For polystyrene to be applied in various applica-
tion that will experience physical endurance such as bending, pulling and folding;
graphene oxide was added as filler to enhance the mechanical strength of the fiber
mat.Wet electrospinning of polystyrene and polystyrene embedded with low content
of graphene oxide were carried out and the change of the physical characteristic was
observed. Based on the morphology, the non-bead fiber diameter was decreased after
the addition of the graphene oxide due to high conductivity of the polymer solution.
In addition, the chemical reaction between polymer matrix is poorly resolved as
shown in FTIR spectra of PS + GO, however in RAMAN spectra the G band of
the GO peaks was observed in the PS + GO peak. There was also some interaction
of GO polystyrene polymer chain as based on the XRD; the PS + GO peak were
becoming less intense as compared to PS fiber. Finally, the mechanical strength of
the PS + GO fiber was also increased upon the addition of the GO despite of the
addition of GO is considered small, ranging around 0.01%, proving the dispersion
of the low loading of nanofiller inside the fiber mat.

Keywords Electrospinning · Low loading filler · Graphene oxide
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1 Introduction

The production of flexible substrate nanofiber has increased since the last decade
proportional to its demand increase. As the flexible substrate is lightweight and fold-
able to a certain degree, it is suitable to be attached to consumer end-product that
emphasize in wearability, portability and rollability without sacrificing its perfor-
mance. In electrospinning process, nanoweb parameters such as diameter, porosity
and alignment can be finely tuned, as compared to other methods such as drawing,
phase separation and self-assembly. Electrospun nanofiber produced by electrospin-
ning has a large surface area and high porosity with very small pore [1, 2]. As
the result, it can be widely applied in energy harvesting, energy storage, oil–water
separation, drug delivery and bone or skin tissue engineering [3, 4].

Typical electrospinning unit consist of two electrodes (one is the needle while the
other is the collector) and a DC voltage supply. Initially, the drop of polymer solution
injected by the syringe at the tip of the needle were spherical in shape, due to its
surface tension.Whenvoltage is applied, electrostatic forcewill overcome the surface
tension, transforming the spherical shape into an oval shape and finally deformed into
a conical shape called “Taylor cone”. Further increment of electrostatic forcewill pull
the polymer solution drop and produce jet solution which will be grounded onto the
surface of the collector. Based on the fundamental of electrospinning process, it could
be foreseen that there are many parameters involved in developing a reproducible
fiber. The morphology of the electrospun fiber is highly depending on the process
parameter such as the conductivity of the polymer solvent, the density of polymer,
surrounding humidity, feeding rate and applied voltage. Apart from having high
thermal and chemical resistance, electrospinning of polystyrene alone is prone to
low mechanical strength and challenging to be processed when it is subjected to the
specific application that require high durability of the membrane [5]. For this reason,
fillers were added to the wet electrospinning in order to counter the drawback of
low mechanical strength of single electrospun fiber. Wet electrospinning is facile
compared to melt electrospinning because it is difficult to maintain a high melting
point polymer in liquid form at room temperature. Additionally, wet electrospinning
also can reduce the potential of the polymer to undergo chemical reaction under
high temperature. Aside from that, physical blending of filler either miscible or
immicible can also be electrospun by wet electrospinning [6]. This research focuses
on the impact of low loading of graphene oxide embedded within the polystyrene
fiber, with the objective to forsee the effect on the physical properties of the final
product. It is proven that the addition of small amount of graphene into polymers can
enhance the reinforcement, damage tolerance, electrical and thermal conductivity
[7].

Graphene is a well-known material to be used for electrochemical energy storage
due to its unique structure and properties, for instance, ultra-large specific surface
area, decent chemical stability, excellent electrical conductivity, and high mechan-
ical properties [8]. Due to its wide potential application such as supercapacitor,
optical element in fiber laser, lithium ion battery, sensor and solar cell, various
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method have been developed to produce graphene since its early discovery in 2004
[9, 10]. However, major drawback of graphene is that it is insoluble in many solvent,
contributing to its poor interaction when dispersed in polymer matrix. Unlike pris-
tine graphene which consisted of pure carbon that is highly conductive in nature,
graphene oxide is bound with several functional groups that contains oxygen namely
epoxy, hydroxyl, carboxyl and ester. As for the case of graphene oxide, the material
would still have a good connectivity with the ability to be dissolved in many organic
solvents because of the functional group attached at the edge of the GO plane.

2 Methodology

2.1 Materials

Polystyrene (Mw= 280,000 g/mol), N-N,dimethylformamide (DMF) and graphene
oxide in water dispersion (Sigma Aldrich) were used without further purification.

2.2 Production of Nonwoven Polystyrene Based Fiber Mat

For a start, Polystyrene solution were prepared in 20% (w/v) in DMF. It is stirred
for 12 h to promote homogenous mixture. The solution is then inserted into plastic
syringe and the nonwoven polystyrene (PS) fiber were produced with the electro-
spinning unit with applied voltage of 15 kV, distance from tip of the needle to the
collector is 10 cm and the feeding rate of 1 ml/h is used. Height of needle is to
be fix therefore the needle should be perpendicular to rotating collector covered in
aluminium foil.

Graphene oxide (GO) in water dispersion were dried at 80 °C for 12 h to eliminate
water content in graphene prior to the electrospinning process. 0.01%Graphene oxide
were added to PS solution and sonicated for 1 h to promote homogenous dispersion.
The PS+ GO solution were then electrospun using the earlier mentioned parameter
while maintaining the surrounding humidity.

2.3 Characterizations

Fourier Transform Infrared Spectroscopy (FTIR) of graphene oxide dispersed in
KBr pellet was recorded using ATR technique with Pelkin Elmer, Spectrum One.
The wavenumber was ranged from 400 to 4000 cm−1. As for the PS and PS + GO
membrane, the membrane was carefully peeled from the aluminium foil and tested
as a thin film.Morphology characterization of graphene oxide were carried out using
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Fig. 1 Tensile test on fiber
mat

FESEM (VPFESEM, Zeiss Supra55 VP). All samples were coated with gold before
testing. An area of (0.5 × 0.5) cm−2 nonwoven mat as spun fiber attached with the
collector substrate (aluminium foil) from the center were used.

Raman Spectroscopy was recorded using Horiba JobinYvon HR800 and the
wavenumber spanning from 1000 to 2000 cm−1 using 514 nm source. Raman Spectra
is then fitted using gaussian function using OriginLab. As for XRDmeasurement, the
scan was carried out from 5° to 40° using the X’Pert3 Powder & Empyrean, PANa-
lytical model. Further analysis on mechanical strength of the nanofiber mat were
carried out using a 100 N Universal Tensile Machine. The sample were prepared
according to ASTM D882. The tensile rate was set at 500 (in. min−1), the gage
length of the sample was 50 mm and the thickness for both PS fiber and PS + GO
fiber was comparable at about 0.3 mm. The tensile test arrangement on the fiber mat
is shown in Fig. 1.

3 Discussion

It was observed that the non-beads fiber of polystyrene fiber mat diameter reduced
after the GO is embedded into the fiber upon electrospinning process, as depicted in
Fig. 2a. The diameter of the initial PS fiber mat was ranging from 2 to 5 µm, while
after the GO addition, the size is decreased in diameter to around 1–3.5µm as shown
in Fig. 2b. This morphology most likely was affected by the increased in solution
conductivity causing the low surface tension at the tip of the electrospinning needle,
decreasing the flow rate and eventually causing a thinner solution jet captured by the
collector [11].

Both Raman and Fourier Transform Infrared Spectroscopy (FTIR) were used as
characterization tool to determine the functional group in graphene oxide due to
different information can be extracted, such as Raman is active when polarization is
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Fig. 2 Electrospun fiber for polystyrene and b polystyrene and GO
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changed during the vibration. On the other hand, IR is active when dipole moment
is changed during the vibration.

IR is excellent for carbonyl (C=O) species while Raman is quite variable. This
band is easily identified in the IR spectrum because of its intensity and lack of
interference from most other group frequencies. According to Fig. 3 the carbonyl in
Graphene oxide can be seen at 1713 cm−1. As carbonyl peak found in this region
fell between 1750 and 1700 (middle of carbonyl range) it can be considered as
aldehydes, ester, carbamate, ketones and carboxylic acids [12]. In addition to that,
the characteristic peaks of hydroxyl (OH) stretching at 3166 cm−1 and the C=C also

Fig. 3 FTIR Spectra of a Graphene oxide b polystyrene membrane and c PS + GO membrane
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can be seen at 1586 cm−1. Based on the FTIR spectra alone, the PS+GO absorption
bands were poorly resolved since it is similar to PS spectra, possibly because of
randomly dispersed graphene oxide and very small loading of graphene oxide in the
fiber mat. Additionally, it is also attributed to the physical attachment of graphene
oxide that stucked in between the polystyrene chains.

In contrast to FTIR spectra, Raman spectra in Fig. 4 shows the characteristic of
graphene oxide in polystyrene embedded with GO fiber mat. In GO spectrum, The D
band (the first peak of Raman Spectra) represents the defect concentration ormeasure
of disorder in the C–C bonds within the graphitic materials. The G-band (Second
peak of Raman Spectra) is associated with in-phase vibration of C–C bonds and is
a measure of graphitization [13]. The profound C=C showing the graphitizition (G

Fig. 4 Distribution of Raman spectra for GO, PS and PS + GO
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band) of carbon-based material at 1595 cm−1 also can be seen at PS+ GO spectrum
as shown in Fig. 5.

Figure 6 shows XRD pattern for GO, Polystyrene fiber (PS), composite of
polystyrene and graphene oxide fiber (PS+GO). The GO sample having prominent
peak at 10.5° showing the graphene oxide characteristic as studied by (ref). PS which
is having two broad peak at 9.5 and 18.8 were decreased upon addition of GO as
shown in PS+GOXRD pattern, indicates there are dispersion of GO in Polystyrene
sheet [14].

Fig. 5 D and G band of GO, PS and PS + GO
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Fig. 6 Distribution of XRD
peak for GO, PS + GO and
PS

The improvement in tensile strength and Elastic’s modulus as shown in Table
1 indicates a good dispersion of GO in the PS polymer. It also may be due to the
elongated porous after the addition of filler as observed in Fig. 7 as compared to the
initial Polystyrene fiber. The graphene oxide is suspected to increase the conductivity
of the PS solution, causing it to inject faster towards the collector drum.

Sample Elastic modulus Tensile strength Max load Max elongation Elongation @
break

PS 3.31 0.12 0.745 3.54 9.97

PS + GO 19.74 0.82 3.426 4.74 6.76

Fig. 7 Porous structure of
individual fiber for a PS fiber
and b PS + GO fiber
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4 Conclusions

Based on this study, it can be concluded that profound changes could be observed
in the final product of the PS + GO fiber mat, despite of the addition of GO is
consideredminute around 0.01%. This conclusion is drawn based on themorphology
obtained by FESEM, and the peak of GO in RAMAN spectra. Additionally, it was
also demonstrated that the low loading of graphene oxide dispersed in polystyrene
fiber mat can increase the mechanical strength of the PS + GO as high as 6%.
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Cellulose Nanofibers from Palm
Bio-waste as Separator Membrane
for EDLC

Khairul Anuar Jamaluddin , John Ojur Dennis ,
Mohd Fadhlullah Abd Shukur , Hisyam Jusoh ,
Bashir Abubakar Abdulkadir , Irwan Othman, and Imtias Amir

Abstract Empty fruit bunch (EFB) is a kind of bio-waste formed during the produc-
tion process of palm oil. EFB is what remains of the fresh fruits bunch after the
fruit has been removed for oil pressing. Therefore, this bio-waste was suggested for
developing separator as the electronic component for electric double layer capacitor
(EDLC). Separator made from paper pulp causes deforestation contributing more
carbon dioxide building up in the atmosphere. Hence, bio-waste could possibly
alternative to existing material for the separator. The objectives of this study are
to prepare separators (microfiber and nanofiber) from EFB and characterize it in
terms of morphology, surface area, porosity, and ionic conductance. The fibers were
prepared from bio-waste through laboratory synthesis. The preparation of EFB into
a cellulose microfiber and nanofiber covers; washing process, alkaline treatment and
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digestion, grinding, bleaching, dissolution, and electrospinning. The characteriza-
tion and performance test such as morphology, ionic conductivity, surface area and
porosity was performed. This project successfully produced cellulose microfiber
membrane (separator) made from 100% EFB and cellulose nanofiber membrane
(separator) by electrospinning technique. The measured cellulose microfiber diam-
eter was found to be 7 μm. The ionic conductivity of microfiber separator was
measured to have 1.600 × 10–3 S cm−1 while the surface area and porosity tends
to have the value of 1.638 m2/g and 48.73%. The diameter of cellulose nanofiber
from EFB was found to be 42 nm. The measured ionic conductivity indicated the
value was 1.552 × 10–3 S cm−1 where the value of surface area and porosity were
7.298 m2/g and 51.15%, respectively.

Keywords Empty fruit bunch (EFB) · Separator · Cellulose nanofiber · Electric
double layer capacitor (EDLC)

1 Introduction

The electrochemical double-layer capacitor (EDLC) is composed of two electrodes,
electrolyte and separator. An emerging technology plays a major role to fulfill the
demands in electronic device and system industries for present and future. It is
able to store larger amount of energy than conventional capacitors [1]. The sepa-
rator prevents the occurrence of electrical contact between two electrodes, yet it is
ion-permeable whereby allowing ionic charge transfer to take place [2]. Generally,
polymer and paper separators are used with organic electrolytes while ceramic and
glass fiber separators are often used with aqueous electrolytes. The used of conven-
tional separator frompapers comprisesmacro/microscopic cellulose fibers. Although
these materials are found produce a better performance yet consumes a high cost of
operation and production compared using abundance bio-waste material. Polymer
based separator encounter poor thermal shrinkage and weak mechanical properties;
it is difficult to fully ensure electrical isolation between electrodes [3]. Moreover,
their intrinsically hydrophobic character and low porosity raised serious concerns
over insufficient electrolyte wettability, which could directly impair ionic transport
through the separators. In addition, the high processing cost of polyolefin separators
remains a critical challenge. Cellulose fibers with porous structure and electrolyte
absorption properties are considered to be a good potential substrate for the sepa-
rator. Separator is usually a porous membrane or mat sandwiched between anode
and cathode. The main function of separator is to physically isolate the anode and
cathode in order to avoid electrical short circuits while at the same time provide
an ionic charge pathway in liquid electrolyte throughout the interconnected porous
structure [4]. The selection on the bio-waste materials determines the performance
of the separator is depending on the pore size distribution, surface area and specific
capacitance. The nano-sphere of bio-waste obtained from oil palm tree was found
its application as separator for supercapacitors due to its porous nature, good surface
area, high electrical resistance, high ionic conductance, and low thickness [5].
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2 Palm Bio-waste

2.1 Empty Fruit Bunch (EFB)

Empty fruit bunch (EFB) waste become liability to the country because of the indus-
tries are not fully utilize the usage of this waste. EFB is classified to have high
lignin (34.37%) and low cellulose content (39.13%) fiber compared to high cellu-
lose fibers. [6]. Hence, the EFB could possibly be utilized to produce separator from
bio-waste product. Thus, high porosity and surface area of separator material is
required for investigation. The scope of this study is to explore the potential empty
fruit bunch (EFB) application to a flexible separator membrane by converting waste
of oil palm-based into added value products. The preparation of EFB into a cellu-
lose fiber and cellulose nanofiber covers seven processes; washing process, alkaline
treatment and digestion, grinding, bleaching, dissolution, and electrospinning. The
separators performance from developed cellulose microfiber separator and cellulose
nanofiber separator were evaluated based on the standard properties such as surface
area, porosity and ionic conductivity.

2.2 Electrospinning

Electrospinning mechanism is used for production of nanoscale fibers on various
applications including medication, filtration, material and nano-electronics. This
electrospinning has become a satisfactory method for creating nanofibers since the
last decade [7]. It is a most favored method for producing a fiber which used electric
force to draw charged threads of polymer solutions or polymer melts up to fiber
diameters at size up to hundred nanometers. Electrospinning shares qualities of both
electro-spraying and conventional solution dry spinning of the fibers. This process
does not involve the use of coagulation chemistry and high temperatures to produce
fiber from the solution [8]. Hence, makes the practice principally suitable for fiber
production using large and complex molecules.

3 Material and Method

This study primarily focuses on investigating the characteristic of empty fruit bunch
(EFB) as alternative separator for electric double layer capacitor. Prior to EFB anal-
yses, the samples were obtained from local area palm oil estate at Kilang Sawit Felcra
Nasaruddin, Bota, Perak. This material will go through the processes in the making
of the separator. The determination of EFB characteristics were conducted based
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on specified experiment namely morphology, surface area, porosity, and conduc-
tivity. Scanning Electron Microscopes (SEM) and Field Emission Scanning Elec-
tron Microscopy (FESEM) was used in this project to analyze the morphology of the
cellulose fiber. The chemical microanalysis data was obtained from Energy Disper-
sive X-Ray Spectroscopy (EDX) analysis (not explain in this paper). For measuring
the surface area and porosity, the Brunauer, Emmett and Teller (BET) machine was
used. Then, the usage of Electrochemical Impedance Spectroscopy (EIS) machine
gave the result of ionic conductivity. By using the Nyquist Graph, the value of bulk
resistance (Rb) used to calculate the conductivity as shown in Eq. 1.

σ = (L/Rb A) (1)

where, σ, L, Rb and A is denoted as conductivity, thickness of the electrode together
with separator, bulk resistance and area of the electrode.

Nanofiber Electrospinning Machine is used to produce cellulose nanofiber in
this study. In this process, the fibers were forced by electrostatic and mechanical
to spin from the tip of a fine spinneret. The electrostatic repelling overcomes the
surface tension force of the polymer solution, the liquid spills out of the spinneret
and forms an extremely fine continuous filament. The solvents used to dissolve
this natural polymer (cellulose) are H20, N,N-dimethylformamide (DMF), Acetone,
Trifluoroacetic Acid (TFA) and Dichloroethylene (DCE). The schematic diagram of
the electrospinning was illustrated in Fig. 1.

Fig. 1 Schematic diagram of the electrospinning setup as illustrated in [8]
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4 Results and Discussion

Scanning Electron Microscope (SEM) analysis was conducted on raw empty fruit
bunch (EFB) and paper form cellulose microfiber as shown in Fig. 2. The produced
imaged were compared on fiber thickness with cellulose nanofiber. Figure 2a shows
the image of the raw EFB while Fig. 2b depicted the image of the cellulose fiber
which is more compact compared to the raw EFB where it has more surface area

Fig. 2 Image from scanning
electron microscopy (SEM)
for; a raw EFB and
b cellulose fiber
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which can store more electrolytes. The thickness of the measured fiber is between 4
and 10 μm.

Field Emission Scanning ElectronMicroscope (FESEM) was carried out to deter-
mine the cellulose nanofiber morphology and thickness. Two cellulose nanofiber
separators were prepared based on different duration of dissolution. Figure 3a and b
shows the morphology of the cellulose nanofiber comparatively was differentiate by

Fig. 3 FESEM image of
cellulose nanofiber a 3 days
dissolution, b 5 days
dissolution, c cellulose
nanofiber size
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Table 1 Characterization and performance test for cellulose fiber separator and cellulose nanofiber
separator

Analysis Cellulose
fiber

Cellulose
microfiber
separator

Cellulose nanofiber
separator (3 days)

Cellulose
nanofiber
separator
(4 days)

Cellulose
nanofiber
separator
(5 days)

Morphology
(fiber dia.)

7 μm 7 μm 42 nm NA 46.5 nm

Thickness of
the separator

NA 129 μm 29 μm 46 μm 14 μm

Conductivity NA 1.600 × 10–3

S cm−1
1.552 × 10–3

S cm−1
NA 0.738 × 10–3

S cm−1

Surface area 2.949 m2/g 1.638 m2/g 7.298 m2/g NA 5.642 m2/g

Pore size 5.037 nm 2.941 nm 2.135 nm NA 2.758 nm

Porosity 38.37% 48.73% 51.15% NA 39.56%

Dissolution
viscosity

NA NA 206 cP 191 cP 164 cP

Dissolution
conc.

NA NA 1.5 wt% 1.5 wt% 1.5 wt%

NA Not applicable

the dissolution duration time at 3 days and 5 days, respectively. Figure 3a image is
the most desirable with a lot of nanofibers compared to Fig. 3b. This is due that at
3 days dissolution the produced fiber having higher conductivity and thinner layer
than dissolution at 5 days. The average diameter size measured for the cellulose
nanofiber was 42 nm for 3 days dissolution (Fig. 3c) while 46.5 nm for 5 days disso-
lution. This proved that the obtained cellulose nanofiber by using electrospinning
method is effected by the variables such as dissolution, applied voltage and collector
distance [7, 9].

The summary of the analysis is described in Table 1 indicating the performance of
EFB as a separator for both micro and nano size separators. The separator thickness
measured for cellulose microfiber separator was 129 μm, while the thickness for
cellulose nanofiber separator was 29μm, 46μm and 14μm. The cellulose nanofiber
separator is thinner than the cellulose microfiber separator. The dissolution viscosity
recorded at 25 °C was 206 cP for 3 days dissolution, 191 cP for 4 days dissolution,
and 164 cP for 5 days dissolution by using the same concentration 1.5 wt%. The
surface area of cellulose nanofiber separator was found to be 7.298 m2/g and the
porosity value was 51.15%. This proves that higher porosity separator ensures the
membrane has excellent electrolyte retention and enhanced ionic conductivity.
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5 Conclusion

Empty fruit bunch (EFB) is a greener and sustainable alternative material for
separators in electric double layer capacitor (EDLC). Various technologies have
been applied to convert palm oil waste to renewable energy and value-added prod-
ucts. The huge amount of waste generated has to be utilized efficiently to promote
sustainability. The analyzed results using EFB shows the separator can possibly be
commercialized as an option to current material’s separator which made from pulp.
Hence, cellulose fromEFBwaste can be suggested as alternativematerial in separator
production. This can prevent global warming from becoming worse. Thus, cellulose
nanofiber separator is disclosed, which are electrically isolated, ionic conductive,
and high surface area. For this project, the diameter of the fiber produced was at
nanoscale where the diameter was found to be 42 nm. The measured ionic conduc-
tivity indicated the value was 1.552 × 10–3 S cm−1. The value of surface area and
porosity were 7.298 m2/g and 51.15%, respectively. Throughout this study, it can
be concluded that the production of cellulose nanofiber separator from empty fruit
bunch shall be further optimized in order to achieve a uniform distribution of the
fiber during electrospinning process.
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Study the Impact of Shading
on Series-Connected PV Modules

Easter Joseph and Balbir Singh Mahinder Singh

Abstract This research paper investigates the consequences of shading by varying
the solar irradiances falling on PV modules using MATLAB/ Simulink software.
Besides, the effect of different solar irradiances and temperature on PV arrays were
also evaluated. Partial shading and full shading are inevitable in a PV system and have
a severe impact on the power generation. The shading of the PVmodules represents a
critical variable in the optimization of solar power generation and energy prediction.
Shading has a paramount influence on the current and voltage and could even destroy
some or all the cells in the PVmodule in the event of a hot spot. In this paper, a bypass
diode is applied in PV modules to mitigate shading issues. Output power is retained
at a higher level when PV modules are connected with bypass diodes. Conversely,
environmental conditions such as solar irradiance appear to have a greater impact on
short circuit current meanwhile temperature has a prominent effect on voltage open
circuit.

Keywords Shading effect · Solar irradiance · Temperature ·MATLAB/Simulink ·
Bypass diode

1 Introduction

Over the past decades, the part of electricity production from PV has seen huge
growth, especially in tropical countries due to the rapid development in PV tech-
nologies as well as various incentives offered by the government. In Malaysia, a
small-scale solar electricity generating system (SEGS) is picking up, especially for
rural electrification projects [1]. The SEGS operates independently of the national
grid and is a competitive and effectiveway of providing electricity to thosewho do not
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have access to the national grid, particularly for the indigenous community in remote
areas. Despite being more affordable for rural electrification thanks to government
subsidization, the investment for the entire system dramatically relies on the overall
electricity output of the PV module. Thus, energy prediction in a PV system (PVS)
is essential particularly for the standalone SEGS to monitor and detect the presence
of faults through the performance of PV panels [2]. The major factors that influence
the performance of PVmodules are solar radiation, module temperature, dirt/soiling,
shading, and PV modules’ tilt angle and orientation [3–5]. The occurrence of such
events and faults may induce a high amount of energy loss that is difficult to observe
and encompass, leading to critical financial losses.

The solar radiation level is greatly affected by the weather conditions especially
during the cloudy or rainy day which in turn has a serious impact on the performance
of the PV modules. Even though the solar rays can penetrate the Earth’s atmosphere,
they are not entirely managed to reach the Earth’s surface. This is due to the solar
rays being absorbed, scattered, and reflected by air molecules, water vapor, clouds,
dust, and pollutants [6]. Semiconductor devices such as PV cell is extremely respon-
sive towards temperature. The temperature of the PV module increases with solar
radiation and air temperature which has impacts on its current short circuit (ISC),
voltage open circuit (VOC), power and fill factor (FF).

Shading normally occurs when several cells or modules are under the shade
caused by clouds, buildings, trees, etc. which is difficult to avoid. Shading resulted
in mismatches in the generated photocurrents of the individual cells of a module.
Besides, soiling on PV could also lead to partial shading caused by soil patches such
as leaves, bird dropping, and dirt patches [7]. Since the shaded cell produces a much
lower current than the unshaded cell, there will be a discrepancy of current flow in
each cell connected in series. Likewise, the maximum power point (MPP) current
of the shaded cell is also lower than the rest of the cells around it. According to a
previous study on hot-spotting, the temperature of the shaded cell can reach up to
10–20 °C higher than the neighboring cells under even illumination conditions and
about 10–20% energy loss yearly [8]. The common solution to the shading problem
is connecting Bypass Diodes (BD) across a sub-string of cells in the PV module. It
acts as an open switch when no shading occurs and acts as a closed switch whenever
there are current mismatches between the cells by allowing the generated current to
pass through the BD instead of the shaded sub-string [9].

This paper investigates the impact of different shading conditions and how the BD
improves the performance of the PV string under non-uniform conditions. Besides,
the effect of various solar radiations and temperatures on the performance of the PV
array was also studied. This research is simulated using Matlab/Simulink.
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2 Methodology

This study is divided into two parts. The first part is the analysis of various solar
radiations and temperature on PV array. The second part is the evaluation of the
shading effect on PV string with and without the presence of BD.

2.1 PV Array for Solar Radiation and Temperature

Commercial PV modules were connected in series to form a string. Three strings
were then connected in parallel to form an array as shown in Fig. 1. Each PVmodule
consists of 20 cells where each cell has 0.6 V. The datasheets of the reference PV
module for this simulation are given in Table 1. The PV datasheets values are derived
at STC (StandardTestConditions)which represents irradiance at 1000W/m2,module
temp. at 25 °C, wind speed of 0 m/s, air mass (AM 1.5), and light incidence angle
at 0°. The equivalent circuit of a PV cell is shown in Fig. 2 which is comprised
of a photo-current source (Iph) in parallel with a single diode (D), a shunt resistor
(Rsh), and a series resistor (Rs) [10]. Normally, the value of Rsh is extremely large

Fig. 1 An array made up of 3 strings

Table 1 Electrical
characteristics data of
reference PV module

Symbol Name Value

Isc Short circuit current (A) 8.62

Voc Open circuit voltage (V) 37.92

Vmax Voltage at max power (V) 30.96

Imax Current at max power (A) 8.07

Pmax Rated power (W) 250

Ns Number of cells connected in series 60

Np Number of PV strings connected in parallel 3
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Fig. 2 One diode model of
single PV cell

meanwhile Rs is very small. The PV modeling equations of Iph, saturation current
(I0), reverse saturation current (Irs), shunt resistance (Ish), and current output (I) can
be obtained from [11].

ThePVarray is used to study the effect of different solar radiations (G) and temper-
atures (T) on the output electrical parameters. Five (5) subsystems were created
according to the PVmodeling equations to calculate Iph, I0, Ish, Ir, and output I. These
subsystems were interconnected to produce a PV array model as illustrated in Fig. 3.
The workspace is added in this model to calculate the output I, power (P), and voltage
(V) based on the variable T and G. Simulink is used to demonstrate the behavior of
PV cells under different solar irradiance and temperature as given in Table 2.

Fig. 3 PV array model

Table 2 Various solar irradiance and temperature of PV array

Solar irradiance, G (W/m2) Temperature, T (°C)

1000 700 500 25

1000 30 40 50
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2.2 PV String for Shading

A PV string with similar electrical characteristics is used to investigate the effect of
partial and full shading. The I–VandP–Vcharacteristics of PVstringwill be analyzed
with and without the presence of BD. The characteristics curves of the PV string with
BD exhibit non-linearity with only one MPP. These complexities can be evaluated
with computing environments, such asMATLAB [12]. Themodel containing a BD is
illustrated in Fig. 4. The temperature difference between the shaded and non-shaded
modules and the reverse breakdown effect in the shaded module are not taken into
account in this study. Initially, the three modules are simulated in a circuit devoid
of the BD. Afterward, each module is connected to BD as shown in Fig. 5. Three
successive simulations were conducted withmodules illuminated with different solar
irradiances as portrayed in Table 3 [13].

Fig. 4 One diode model
with bypass diodes

Fig. 5 The PV modules connected in series with bypass diode highlighted in a red box
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Table 3 Various solar
irradiance and temperature of
PV array

Case Solar irradiance (W/m2)

Module 1 Module 2 Module 3

1 1000 1000 1000

2 1000 1000 500

3 1000 700 500

4 1000 500 0

3 Results and Discussion

3.1 PV Array Under Different Solar Irradiances

The effect of solar radiation on PV array can be measured by increasing the value
of G from 500, 700 to 1000 W/m2 at a constant temperature at 25°. The I–V and
P–V characteristics of the PV array with varying irradiation are shown in Fig. 6a
and b. From the simulation results, it can be observed that both Isc and Voc reduces
considerably as G is decreasing, however, the reduction in Voc is much less than the
corresponding Isc. The incident G falling on a PV cell has a prominent effect on the
photogenerated current which in turn affects the output I as well. It can be deduced
that Isc varies almost directly proportional to the incident G. Likewise, since both
parameters Isc and Voc increases, this contributes to an increase in P output of the PV
array. Therefore, solar irradiance has a huge dominance on Isc and P at a constant T.

3.2 PV Array Under Different Temperatures

To determine the effect of varying temperature on PV array, T was varied from 25°,
35° to 45° at constant irradiation of 1000W/m2. The Simulink results are displayed in
Fig. 7a and b.Based on I–Vcharacteristics of the PVarray,Voc decreases significantly
as compared to Ioc which shows a slight dropped as T is increasing. Similarly, a net
reduction in output P is observed as the cell’s temperature rises. The increase of
PV cell’s temperature reduces its energy band gap which allows a higher number of
electrons to excite from the valence band to the conduction band. Thiswill contributes
to the growing number of intrinsic carrier concentrations, thus escalating the internal
carries recombination rates [3]. An increase in dark saturation current lowers the Voc

more than it increases the Isc as saturation current of the diode of PV cell is highly
temperature-dependent [14]. Hence, under a constant illumination of 1000 W/m2,
module current increases slightly while voltage drops at a higher rate, resulting in a
larger drop in power output.
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Fig. 6 Impacts of variations in irradiance on the a I–V and b P–V characteristics of a PV array

3.3 PV String Under Different Shading

The I–V and P–V characteristics of the three series-connected PV modules with
constant irradiation (Case 1) and temperature at 1000W/m2 and 25° respectively are
shown in Fig. 8. The maximum power is recorded at 249.83 W. It can be observed
that the results are comparable for both simulations with and without the presence
of a BD. Similar curves are produced as in Fig. 6 for both characteristics when the
constant irradiation for all threemodules is decreased to 700 and 500W/m2. Based on
the results, we can conclude that as long as the threemodules are equally illuminated,
the output I and V depend solely on the solar irradiation, regardless of the presence
of a BD. Subsequently, the output P also relies on the values of both parameters.

In contrast, when PVmodules are simulated at different illuminations without the
BD for case 2, a significant degradation to the output P from 249.83 to 125.53 W
can be seen due to voltage reverse biased and hot spotting as displayed in Fig. 9.
The curves obtained are equivalent to the power of the least lighted module which
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Fig. 7 Impacts of variations of cell temperature on the a I–V and b V–P characteristics of a PV
array

Fig. 8 a I–Vcharacteristic and bP–Vcharacteristics of threePVmodules illuminated at 1000W/m2

with and without bypass diode



Study the Impact of Shading on Series-Connected PV Modules 471

Fig. 9 a I–V characteristic and b P–V characteristics of three PV modules illuminated at 1000,
1000, and 500 W/m2 without bypass diode

is 500 W/m2 [13]. In the case of series-connected PV modules, the performance
is critically affected by the non-uniform solar radiation. During the power genera-
tion process, the shaded module generates less current than the other two modules.
This causes the “good” modules to reduce their generated currents and match to
the current drop by increasing the VOC. Consequently, the shaded module becomes
reversed biased which allow the current to flow in the opposite direction, causing a
large fraction of power generated by the unshaded modules being dissipated due to
high resistance in the diode. Ultimately, when one or few cells or modules in series
string experience voltage reverse biased, the energy production will drop consid-
erably due to overheating or hot spotting. In a situation where the difference of
illumination levels is high between cells, there is an immense possibility of PV cells
to get damaged.

The structure of the I–V and P–V curves becomes more complex when the PV
modules are connected with BD at different irradiances (Case 2) as shown in Fig. 10.
The effect of shading has created several local MPPs with only one global maximum
which correspond to the lowest lighted module. Note that, the existence of two local
MPPs on the graph are corresponding to the two different illuminations on the PV
modules. The circuit with the BD generates output P at 160.85 W, which is 21.96%
greater than the output P without BD. Clearly, a BD maintains the output P at a
higher level. For Case 3, the PV modules are illuminated under three different solar
irradiances. The power generated is similar as in Case 2 for PV modules without
BD. Conversely, for the PV modules with the presence of BD, the I–V and P–
V characteristics show three local MPPs that are consistent with three different
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Fig. 10 a I–V characteristic and b P–V characteristics of three PV modules illuminated at 1000,
1000, and 500 W/m2 with bypass diode

illuminations (Fig. 11). The output P decreases to 138.43 W, but the VOC rises
to 33.07 V due to the current adjustment of the unshaded module. In Case 4, each
of the PV modules is put under full irradiance, partial, and full shading (Fig. 12).
Based on the curves obtained, only two local MPPs are present as it considers a full

Fig. 11 a I–V characteristic and b P–V characteristics of three PV modules illuminated at 1000,
1000, and 500 W/m2 without bypass diode
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Fig. 12 a I–V characteristic and b P–V characteristics of three PV modules illuminated at 1000,
1000, and 500 W/m2 without bypass diode

shadedmodule is not generating any current.With the presence of BD, an output P of
87.83 W is still attainable in comparison to when the BD is removed which brought
the output P to almost zero. The over-heating of the full shaded module contributes
to the low output P as a consequence of a large variation in terms of current generated
between modules that may terminate the entire system.

To understand the effect of BD on the shading conditions, the path taken by the
current is illustrated in Fig. 13 when one of the modules is put under the shading
effect. In this state, the BD becomes active and demonstrates a lower impedance as
compared to the shadedmodule.At this point, theBDcreates a short circuit around the
shaded module which allows the current to flow through it, thus avoiding the shaded
module. With regards to this, we can conclude that BD protects the solar cells by
preventing the current to flow through the shaded cells, hence halting the formation
of hot spots and reducing the voltage reverse biased. Partial and full shading causes a

Fig. 13 The path took by the current when shading occurs



474 E. Joseph and B. S. M. Singh

large reduction in the power generation of PV modules, and their impact towards the
output P is not linear with a BD, which is why it is crucial to understand the process
to reduce the power losses in a PV system [15].

4 Conclusion

The objective of this paper is to investigate the impact of various shading, solar
irradiances, and temperature on PV modules by using MATLAB/ Simulink. The
PV array model was developed with subsystem blocks and user-friendly icons and
dialogs to produce a meaningful outcome. The shading effect on PV modules was
conducted by changing the illuminations level from full irradiance to partial and full
shading. There is a significant drop in the performance of the PV modules when
one or more modules were put under partial and full shading due to hot spot and
voltage reverse biased. In the absence of a BD, the power generated is according
to the lowest illumination received by the modules. In contrast, employing a BD in
the PV connection prevents a vast drop of output P with the emergence of multiple
MPPs. On the other hand, output I has a positive correlation with the amount of
sunlight since it is directly related to the number of photons absorbed by the PV cell
while output V has a negative correlation with cell temperature since it increases the
internal recombination rates.
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CFD Simulation of Petcoke Gasification
in an Updraft Gasifier

Dennis Ling Chuan Ching and Iman Eslami Afrooz

Abstract Gasification is an environmentally benign solution for producing energy
from industrialwastes like petcoke.This canbedonebypartial combustion of petcoke
within a fluidized bed gasifier (FBG). Since the fabrication of gasifier reactor is
costly and time-consuming, the use of a reliable numerical technique reduces these
extra costs significantly. Computational fluid dynamics (CFD) is a powerful tool to
accurately validate the reactor design. In this study, CFD is used to predict the syngas
composition of the petcoke gasification. It is found out that CFD model can predict
well the syngas composition.

Keywords CFD · Simulation · Gasification · Fluidized bed gasifier

1 Introduction

Every year, millions of metric tons petroleum coke (petcoke) are produced world-
wide. However, according to the United Nations Statistics Division (UN Data) in
2013, Malaysia is 29th in the world ranking with 181,000 metric tons of petcoke
production from its refineries. This amount of petcoke can be used as feedstock for
fluidized bed gasifier (FBG) reactors to produce synthesis gas (syngas). Therefore,
there is a need to improve the efficiency of petcoke gasification process. This can be
done through simulation modeling using Computational Fluid Dynamics (CFD).

CFD has been used widely to simulate, predict and optimize reactor equipment
designs. The feedstock gasification efficiency can also be examined and enhanced
using CFD modelling and simulation. Discrete Phase Model (DPM) is an accu-
rate method in modelling of solid fuel particles. In this technique, solid fuel particles
injected into the gasification chamber are treated as dispersed phase and being solved
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by Lagrangian trajectory calculations including coupling with the continuous phase
(fluid phase). The heat and mass transfer between gas and solid phases are then
calculated. However, the DPM is only applicable if the solid phase volume fraction
is less than 10% [1]. Since the loading mas of solid-to-gas phase is low in gasifica-
tion process, DPM can be utilized as a powerful tool in thermal and hydrodynamic
characteristics estimation of gasification.

Gasification simulation has been widely discussed in the literature [2–6]. There
is however a lack of reports on the capability of CFD as a method for predicting the
thermal characteristics of petcoke gasification. Recently, Runstedtler et al. [7] used
CFDmodel to investigate the performance of a high-pressure entrained-flow gasifier
for petcoke gasification over the range of operating conditions. They compared the
CFD results with the experimental values and the good agreements were observed.
Bockelie et al. [8] used CFD for modeling the entrained flow gasifiers to validate
its ability in producing the reasonable results and the good agreement was observed
between their CFD results and those from literature. Chyou et al. [9, 10] simulated
the coal gasification within a cross-type gasifier using the commercial CFD solver
ANSYSFLUENT. They also successfully developed theirmodel to themore realistic
model with DPM to include heterogeneous finite-rate reactions and coal particles
tracking.

The above discussion attests that CFD is an efficient, accurate and cost-effective
tool in investigating and understanding the gasification process. This paper is an
attempt to demonstrate the application of CFD in an updraft gasifier simulation.

2 Methodology

In this study, ANSYS Fluent® (v.15) is used for the simulation of FBG reactor. The
geometry and boundary conditions used in this study is given in Fig. 1. The FBG
consists of a bed, a feeder and a riser. The geometry is a cylindrical vessel with
diameter and height of 0.0762 m and 1 m, respectively. Air is blown from the inlet
at the bottom of the bed and the feedstock is injected from the feeder located 10 cm
from the bed inlet. Petcoke was used as feedstock in the present study. The petcoke
characteristic is shown in Table 1.

The transient pressure based solver with K-epsilon (k-ε) turbulence model [11]
was employed.
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Fig. 1 Geometry of fluidized bed gasifier
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The 3-D Navier–Stokes equations for conservation of mass (Eq. 3), momentum
(Eq. 4) and energy (Eq. 5) and Discrete Ordinates (DO) for radiation model (Eq. 6)
were also used.
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Moreover, species transport equations with the Finite-Rate/Eddy-Dissipation
reaction model were incorporated. Table 2 shows chemical reactions applied to the
model.

The simple scheme together with least squares cell based theorem was used
to compute the gradient. The Second Order schemes were also used for all the
discretization terms.
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Table 2 Chemical reactions
included in the simulation

C + O2 = CO2 CH4 + 2O2 = CO2 + H2O

C + 0.5O2 = CO CH4 + H2O = CO + 3H2

C + CO2 = 2CO CO + 0.5O2 = CO2

C + H2O = CO + H2 CO + H2O = CO2 + H2

C + 2H2 = CH4 CO2 + H2 = CO + H2O

3 Results and Discussion

The simulationswere carried out for 4500 number of time stepswith the time step size
of 0.01 s. Figure 2 shows the temperature contours for the entrained-flow gasifier
and petcoke particles at selected time intervals for 45 s of simulation. As can be
clearly seen from the photo, the temperature increases along the reactor due to the
combustion of the volatiles matters. This provides the energy required for petcoke
gasification. The petcoke injection was stopped after 10 s. Almost all the petcoke
particles left the furnace chamber after 30 s where the gasification reactions stopped.

Figure 3 shows the mole fractions of the species at the outlet. Compared to typical
synthesis gas composition for petcoke and coal gasification [12, 13], it can be asserted
that the CFD model can predict well the gasification syngas composition. However,
the simulation was conducted on the basis of random reactor design. Therefore, the
results can be varied upon reactor size and operating conditions.

Fig. 2 Temperature contours of a FBG, b petcoke particles during 45 s
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Fig. 3 Components mole fraction at exit

4 Conclusion

In this paper, aCFDmodelwas applied to predict the singas composition of an upward
fluidized bed gasifier for petcoke gasification. The temperature gradient of gasifier
furnace and fuel particles and syngas composition were presented and discussed.
Results showed that the CFD simulation can be used as a powerful tool in gasifier
design and analysis. This simple model can also be used to help design full-scale
reactors to address sizing, performance, and safety.
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Electromagnetic Profile in Screening
Process of Seabed Logging Application
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Abstract Computer simulation is an important task for reservoir modeling in
screeningprocess of seabed logging. Information acquired from the computer simula-
tion could provide reliable information of electromagnetic (EM) profile and subsur-
face underneath the seabed. However, the computer simulation could be a time-
consuming task in the screening process due to its intricate mathematical equations.
In this paper, a predictive model based on Gaussian process regression (GPR) is
used to provide information of EM profile at various observations with low time
consumption. Multivariate GPR model is developed based on computer simulation
outputs. Normalized magnitude versus offset plots are analyzed to eliminate data
from any undesired wave interaction. Root mean square error and coefficient of
variation between the GPR model and the computer simulation outputs at untried
observations are computed. On average, the resulting error was 0.0352 and the coef-
ficient of variation was less than 0.5%. This indicates the multivariate GPR model is
well-fitted and capable of evaluating EM profile with low processing-time.
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1 Introduction

Seabed logging (SBL) is an application of controlled-source electromagnetic
(CSEM) surveying technique in marine environment to remotely detect and charac-
terize hydrocarbon-filled reservoirs beneath the seafloor. This promising application
exploits the fact that hydrocarbon reservoirs have higher electrical resistivity (approx-
imately 30–500 �m) than its surroundings such as seawater (0.5–2.0 �m) and sedi-
mentary rocks (1.0–2.0 �m) [1]. SBL survey is based on the use of an array seabed
receivers as the EM signal recorders and a moving source called as horizontal elec-
tric dipole (HED) transmitter. The source is normally elevated at 30–50 m from the
seafloor and it continuously emits low frequency, typically from 0.1 to 10.0 Hz, from
different positions through the seawater and the subsurface [2]. Generally, offshore
hydrocarbon-saturated reservoirs are embedded within conductive seabed geolog-
ical formations [3]. Based on the property of electrical resistivity, electromagnetic
(EM)-based surveying techniques can provide crucial information that complement
seismic surveying technique to characterize hydrocarbon-filled reservoirs beneath
the seafloor. In the SBL, screening process prior could identify whether the explo-
ration regions are suitable for marine CSEM mapping or not. In other words, it can
determine the applicability of the SBL given the potential target areas. Screening
process is done based on synthetic forward modelling codes by computing and simu-
lating synthetic EM datasets. Although this procedure could be disputed due to the
CSEM synthetic modelling can be poorly constrained, but according to the [4], the
study could indicate the limitation of the SBL application towards the “EM-friendly”
regions.

Computer simulation for screening process uses powerful numerical modeling
techniques to compute the synthetic EM profile. In geophysics applications, finite-
element method (FEM) is commonly employed in the marine CSEM forward
modeling due to its powerful capability of modeling offshore reservoirs compared
to the other numerical methods. However, solving the linear equations system
using FEM algorithms can become a time-consuming task [5]. Researchers in [6]
mentioned that evaluating the integrals and solving the linear equations in the FEM
require high computational time. In addition, only a few realizations of tried observa-
tions of the computer simulation are capable of being acquired after the very lengthy
computational time [7]. Addressing these problems, calibration of Gaussian process
regression (GPR) and computer simulation is proposed in this research work to eval-
uate the EM profile at all possible observations in the screening process of the SBL
application with low computational time. Multivariate GPR models are developed
based on prior information generated through computer simulation technology (CST)
outputs. In the context of this research work, the source-receiver separation distance
(i.e., offset), depth of hydrocarbon layer from the seabed surface (i.e., thickness of
overburden) and the transmission frequency are the multivariate independent vari-
ables used corresponding to the magnitude of E-field as the dependent variable. The
main goal of this paper is to extend the use of GPR in the SBL and determine its
viability as a predictive intelligent computational method to evaluate the EM profile
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in multivariate distribution. The literature of GPR methodology is briefly discussed
in next section.

2 Statistical Background—Gaussian Process Regression
(GPR)

Gaussian process regression has successfully been applied in numerous applications
especially in computer experiments and machine learning (ML). This intelligent
computational method becomes very famous due to its flexibility and its nature
of being a probabilistic and non-parametric model [8]. According to [9], Gaussian
process regression (GPR) has convenient properties for many tasks of modeling
especially for the use of analyzing data in statistics application andML. This method
provides predictions through Bayesian inference [10]. It utilizes the prior knowledge
of a condition associated to an event to describe the probability of the event. Bayesian
approach gives an advantage by providing significant and interpretable information
on the subject and group levels [11]. As in the GPR, the inference begins with a
prior distribution and knowledge is updated as data points are being observed, then
a posterior distribution over function is yielded as the output.

Studies related to calibration of statisticalmethodology and computer experiments
can be found in [12–16]. The details of the use of GPR in computer experiments also
was thoroughly explained in [7]. Learning regression functions from given datasets is
an essential task inML and computer vision in many applications. According to [17],
kernel machines such as Support Vector Machines (SVM) and GPR have shown an
outstanding performance in learning non-linear mappings for big-dimensional data
and low-dimensional as well. However, the regularization of parameters in SVM
needs cross validation [18], while GPR learns the parameters without the process.
The other advantage is, GPR is a probabilistic approach where it provides fully
predictive distribution. Ideally, GPR also is capable of measuring confidence of the
predictions. It can provide the predictive variance and show error bars along the
predictions. If the predictive distribution spreads widely over the values range, it
indicates that the model is uncertain [10].

In other application, GPR also has been utilized in optimizing the received-signal-
strength (RSS) threshold to generate useful proximity reports [19]. The complexity of
computation fromGPR-basedRSSmodelswas comparedwith the otherRSSmodels.
From the results, low-cost and low-complex proximity reportwas able to be generated
through the use of GPR algorithms. Next, the viability of GPR in geophysics applica-
tion has been proven by [20] in determining the reservoir porosity and permeability of
the southern basin of the SouthYellow Sea. From the findings, estimation of reservoir
porosity and permeability usingGPR consumed lower computational time than using
radial-basis-function-neural-network (RBFNN), back-propagation-neural-network
(BPNN) and generalized-regression-neural-network (GRNN). Researchers in [21]
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and [22] applied GPR as the alternative forward modeling technique in inversion
methodology to estimate hydrocarbon depth and resistivity in the SBL, respectively.

3 Data and Method

Subsections 3.1, 3.2 and 3.3 explain synthetic data acquisition using the computer
simulation technology (CST) software, methodology of the multivariate Gaussian
process regression (GPR) and validation of the GPR model, respectively.

3.1 Synthetic Data Acquisition

As mentioned earlier, the CST software is used to replicate the SBL models and
acquire the synthetic EM datasets (i.e., SBL data). The CST software offers CST
EM Studio (EMS) module as low-frequency solver to discretize Maxwell’s equa-
tions. In this research work, two types of SBL models were replicated and modeled
which are SBL model with presence of hydrocarbon layer (i.e., target model) and
SBL model with all sediment half-space beneath the seabed surface (i.e., reference
model). The target model consists of four horizontal layers which are air, seawater,
hydrocarbon and sediment, while the reference model has no hydrocarbon layer.
These synthetic SBL models are parameterized based on the literature. Illustration
of these two models is depicted in Fig. 1.

From Fig. 1, air and seawater layers for both target and reference models have
similar thicknesses which are 300 m and 1000 m, respectively. The thickness of the
overburden layer indicates the depth of hydrocarbon layer from the seafloor. Note that
the CST software designs the simulation models in three-dimensional (3D) (length
× width × height: 20 km × 20 km × 5 km). In order to understand the EM profile
with various possibilities of marine environment, various depths of hydrocarbon are
tested (1000–2000 m with gap of 200 m each) and thickness of hydrocarbon layer
replicated in the target models is fixed at 200 m with volume of 80km3 (length ×
width × height: 20 km × 20 km × 0.2 km). A 270 m-long transmitter is elevated
at 30 m from the seabed and positioned at the center of both the simulation models
with multiple low-frequencies emitted from the source (0.125 Hz, 0.25 Hz, 0.375 Hz
and 0.5 Hz). The current of the source is kept at 1250 A. Receivers are positioned
on the seabed and set to have gap of approximately 100 m each along the length
of the SBL models. Note that static source-receiver combination is exercised in this
research work along 20 km of offset distance.

The property of electrical resistivity is the key parameter in the SBL application.
Relevant electrical conductivity (inverse of electrical resistivity) is parameterized for
each layer of the simulationmodels. As of the prior knowledge, 24 EMdatasets of the
target models for 20 km-range source-receiver separation distances, four different
transmission frequencies (0.125 Hz, 0.25 Hz, 0.375 Hz, 0.5 Hz) and six different
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Fig. 1 a SBL model without
hydrocarbon layer, b SBL
model with hydrocarbon
layer. Sediment above the
hydrocarbon layer is known
as overburden

tested hydrocarbon depths (1000–2000 mwith an increment of 200 m) are generated
using the CST software, while four EM datasets of the reference models (for 20 km-
range offsets and four different frequencies) are generated as well. The multivariable
of the target models is portrayed in Fig. 2.

3.2 Developing Multivariate Gaussian Process Regression
(GPR) Model

Gaussian process (GP) can be defined as an infinite collection of random variables
where any of the finite subsets is normally distributed as well [23–25]. In the context
of this research work, zero-mean function m(x) = 0 is assumed as the prior since it
is a linear combination of random variables that is treated as Gaussian distribution
(i.e., normal distribution). 24 training sets of ntrain different input specifications
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Fig. 2 Multivariable of the target model (hydrocarbon depth × frequency × offset: 6 × 4 × 1).
For the reference model, the variable of hydrocarbon depth is ignored

are assumed to have the multivariate input, x , at spatial locations x ∈ R
ntrain×nd

and the output variable, y ∈ R, represents as the magnitude of electric field (E-
field). There are 62 data points for every EM dataset. In this research work, 1488
input–output specifications of the target model (i.e., ntrain) are observed with spatial
dimension nd = 3 multivariate consisting offset, hydrocarbon depth and frequency.
Thus, x = (p, q, r) where pa|a = 1, 2, . . . , 62, qb|b = 1, 2, . . . , 6, rc|c = 1, . . . , 4
denote the offset, depth and frequency, respectively. The GPR on function f is then
expressed in (1).

f (x) ∼ GP
(
0, k

(
x, x ′)) (1)

Mean function in the GPR represents the expected value of the function f at the
input point, while covariance function defines the correlation between the points.
Squared exponential (SE) covariance function, as shown in (2), is exercised in this
research work.

k
(
x, x ′) = σ 2

f exp

(
−d2

2

)
(2)

where
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d =
∣∣x − x ′∣∣

�
(3)

There are two hyper-parameters involved in (3) which are signal variance, σ f

and characteristic-length scale, �. In this research work, these hyper-parameters are
optimized by minimizing negative marginal log-likelihood as expressed in (4).

log p(y|X, θ) = −[
n log(2π) + log|K | + yT K−1y

]

2
(4)

where θ = {
σ f , �

}
and K is a covariance matrix of the training datasets obtained by

using (2). Logarithmic identifier is used to simplify the integral expression involved in
marginal likelihood equation. In order to get the expected function value f ∗ which
is represented by m∗, prior joint Gaussian distribution given the test input point
x∗ ∈ R

ntest×nd (untried observation) is expressed in (5).

[
m
m∗

]
∼ G

(
0,

[
K (X, X) + σ 2

n I K (X, X∗)
K (X, X∗)T K (X∗, X∗)

])
(5)

where σn denotes the signal noise that is normally distributed, K (X, X) is
K , K (X, X∗) represents the covariance matrix of the training–testing data and
K (X∗, X∗) is the covariance matrix of the testing-testing data. For the test input
points, GPR model is used to evaluate EM profile for ntest = 62 × 15 × 3 = 2790
different test input specifications (offset × depth × frequency). The untried obser-
vations of the hydrocarbon depth are from 1050 to 1950 m with a gap of 50 m (the
prior information is excluded) and for the transmission frequencies are 0.1875 Hz,
0.3125 Hz and 0.4375 Hz.

Here, the posterior conditional Gaussian distribution given X , y and x∗ is
expressed in (6).

p
(
m∗|X, y, x∗) ∼ G

(
m∗|μ∗, κ∗) (6)

where

μ∗ = K
(
X, X∗)T [

K (X, X) + σ 2
n I

]−1
y (7)

and

κ∗ = K
(
X∗, X∗) − K

(
X, X∗)T [

K + σ 2
n I

]−1
K

(
X, X∗) (8)

The GPR outputs are defined in terms of predictive mean μ∗ and predictive vari-
ance κ∗. The predictive mean is the EM profile evaluated by the GPR at the untried
observations, while the predictive variance represents the uncertainty quantification
of the predictive distribution in terms of ± two standard deviations (95% confidence
interval).



494 M. N. Mohd Aris et al.

3.3 Electromagnetic Profile Validation

This subsection briefly discusses the GPR model validation using root mean square
error (RMSE) and coefficient of variation (CV) in percentage. The purpose of this
subsection is to quantify the differences between the true EM values (generated
through the CST) and the estimates (the multivariate GPR model). The RMSE and
CV are calculated based on (9) and (10), respectively.

RMSE = √
MSE =

√
1

z

∑(
yi − y,

i

)2
(9)

and

CV = RMSE
∣∣μy,

∣∣ × 100% (10)

where z is number of data, y is the true value (i.e., CST output), y, is the estimate
evaluated by the multivariate GPR and μy, is the average of the estimates.

4 Results and Discussion

Normalizedmagnitude versus offset (MVO)was plotted for all the EMdatasets of the
simulationmodels for the purpose of identifying EMdata acquired from insignificant
waves contribution in the computer simulation. Note that the normalized MVO was
calculated by dividing the EM profile from the target model with the EM profile
from the reference model. The normalized MVO plot is capable of determining the
anomalies underneath the seafloor. If the calculated value is approaching to one, it
means that the EM profile of the target model apparently looks like the EM profile
of the reference model. This indicate that the surveyed area may absolutely have low
certainty of the presence of hydrocarbon-saturated reservoir underneath the seafloor.

Note that all the simulation models were modeled with 20 km source-receiver
separation distance and the source was located at the center of the simulationmodels.
Thus, all the CST outputs were symmetry. The EM signal traveled at equal separation
distances from the source location which was at coordinate of (x = 10,000, y =
10,000) to the left (0 km) and right (20 km) of the model boundaries. Therefore, only
half of the CST outputs (10–20 km) were considered for the visualization and GPR
modeling purposes in order to make it more interpretable. The normalized MVO
plots for all the EM datasets are depicted in Fig. 3.

Based on Fig. 4, there are six different plots where the x-axis represents the
source-receiver separation distance (i.e., offset) and the y-axis is the log10 of magni-
tude of E-field. These plots were grouped based on the depth of hydrocarbon layer.
For every hydrocarbon depth, four prior multi-frequencies were exercised in the
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Fig. 3 Normalized magnitude versus offset (MVO); a 1000 m, b 1200 m, c 1400 m, d 1600 m,
e 1800 m, f 2000 m

computer simulation models. Every curve defines normalized magnitude at different
transmission frequency (0.125Hz, 0.25Hz, 0.375Hz and 0.5Hz). It is known that this
research work replicated simulation target models with hydrocarbon layer positioned
at different depths. Thus, from the normalized MVO plots, the anomalies are present
where at certain offsets. The normalized EM profiles become irrelevant at short and
long source-receiver separation distances. At short offset which is approximately less
than 13 km (< ~ 3 km from the source), the normalized magnitude values are less
than one. Theoretically, The EM responses of the target model should be higher than
responses from the reference model. Thus, this research work assumed insignificant
wave contribution (e.g., direct wave) occurred at the short offset distances. Referring
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Fig. 4 EM profiles used as the prior knowledge of the GPR model. The colors represent the
magnitude of E-field in logarithmic scale

to Fig. 3, at long offset (> ~ 9 km from the source), the normalized magnitudes
suddenly decrease after gradually increase from the center of the models due to pres-
ence of noise at long source-receiver separation distances. Therefore, this research
work inferred to only process the EM data points at offsets of approximately 13 km
to 19 km (~3–9 km from the source), as shown in Fig. 4.

Figure 4 shows the visualization of all the CST outputs utilized for the GPR. There
are three different axes which represent source-receiver separation distance, depth
of hydrocarbon (HC) and transmission frequency. Legend provided in the figure
indicates the magnitude of E-field in logarithmic scale with base 10. Based on the
color codes, the EM profile exponentially decreases from the smallest offset distance
to the biggest distance. This proves that the CST software is capable of providing
relevantEMprofile to theGPR.TheCSTconsumedapproximately 18min to generate
four different EM datasets with different frequencies for each of the hydrocarbon
depth. Thus, in total, the time for the CST software to generate the 24 EM profiles
of the target models was approximately 108 min (~1 h 48 min). For the comparison
purposes, the multivariate GPR model is depicted in Fig. 5.

Note that GPR algorithms used in this research work can be found in study
presented by [9]. The multivariate GPR model consisted prior knowledge from the
CST outputs and the posterior distribution (i.e., estimates) at the untried observa-
tions. In total, Fig. 5 presents 62 × 21 × 7 = 9114 different EM data points. From
the figure, there are seven tested frequencies, 21 hydrocarbon depths and 62 source-
receiver separation distance points. GPR took about approximately less than five
minutes to evaluate 9114 EM data points. The difference between the time taken
of the computer simulation and GPR to generate the EM profiles is very signifi-
cant. Computer simulation could consume approximately 378 min (~6 h 18 min) in
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Fig. 5 Multivariate GPR model. The colors represent the magnitude of E-field in logarithmic scale

order to generate EM profiles with the 21 depths of hydrocarbon and four frequen-
cies. Furthermore, the capability of the GPR to provide such multivariable input
points with huge number of outputs (big input–output pair combination) with low
time consumption should be highlighted as well. Besides, this GPR modeling also
provides the uncertainty quantification along the predictions. The resulting predic-
tive variances revealed very small values. This means that the multivariate GPR is
able to fit the synthetic EM datasets very well in order to produce new information.

The EM profiles estimated by the multivariate GPR were validated and compared
with the CST outputs at the untried observations. Simulations for target models at the
untried observations were modeled and run separately for the purpose of the GPR
model validation. Root mean square error (RMSE) and coefficient of variation in
percentage (CV) were computed. Low RMSE and CV indicate the GPR is able to
evaluate reliable EM profile in the screening process of the SBL application. Figure 6
shows the comparison of MVO plots between the CST outputs as the true values and
the estimates (i.e., GPR model) at untried observations.

The random untried hydrocarbon depths were 1150 m, 1700 m and 1950 m, while
0.1875 Hz and 0.3125 Hz for the frequency. Based on Fig. 6, the x-axis represents
the offset and the y-axis represents the log10 of the magnitude of E-field. The red
curve denotes the estimates, while the blue curve represents the CST outputs. From
the figure, the comparisons look like no significant differences. This inference was
strongly strengthened by the numerical proof of the computed RMSE and CV. All
the RMSE and CV values for the comparisons shown in Fig. 6 are tabulated in Table
1.

Based on Table 1, all the resulting RMSE and CV values are very small. In
average, the RMSE was 0.0352 which was less than 0.04, while the average of the
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Fig. 6 Comparison of magnitude versus offset (MVO) plots between CST outputs and GPR at
random untried observation; a depth: 1150 m, frequency: 0.1875 Hz, b depth: 1150 m, frequency:
0.3125 Hz, c depth: 1700m, frequency: 0.1875 Hz, d depth: 1700m, frequency: 0.3125 Hz, e depth:
1950 m, frequency: 0.1875 Hz, f depth: 1950 m, frequency: 0.3125 Hz

CVwas 0.48%which was less than 0.5%. This indicates that the GPRmodel is well-
fitted and capable of providing such beneficial information of EM profile at untried
observations in the screening process of the SBL application.
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Table 1 The resulting RMSE
and CV at the untried
observations

HC depth (m) Frequency (Hz) RMSE CV (%)

1150 0.1875 0.0289 0.4152

0.3125 0.0333 0.4686

1700 0.1875 0.0268 0.3699

0.3125 0.0450 0.5985

1950 0.1875 0.0277 0.3769

0.3125 0.0493 0.6430

5 Conclusion

Multivariate Gaussian process regression (GPR) methodology was proposed in this
research work to evaluate electromagnetic (EM) profile in the screening process of
the SBL application. The GPR has proved that this methodology is able to estimate
the huge number of input–output pair specifications of EM profile with low time
consumption compared to the computer simulation. The error measurements (i.e.,
root mean square error and coefficient of variation) also revealed very small values
and percentages which were less than 0.04 and 0.5%, respectively. This means that
the multivariate GPR model for the untried observations was successfully devel-
oped with deviation from the computer simulation outputs. This attempt could help
geophysicists to understand and pre-determine the effect of the setup of the seabed
logging (SBL) application such as the transmission multi-frequency used during the
survey and the geometry configurations such as hydrocarbon depth towards the EM
profile behaviors before in-depth analysis. Besides de-risking the hydrocarbon explo-
ration in the SBL, this attempt also will be very useful for the higher-dimensional
modeling that faces insufficient information. Therefore, GPR could be very helpful
processing tool for the screening process of the SBL to evaluate EM profile at all
possible observations with low time consumption.
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On the Optimal Control of the Thermal
Exchange on a Two-Phase Boundary
Layer

Zh. Zhanabekov , G. Abduakhitova , and U. Kusherbayeva

Abstract This paper considers a problem of optimal control of an injection into an
incompressible laminar boundary layer with boundary surface. Based on the neces-
sary condition for the extremum of the auxiliary functional, a system of equations is
obtained for determining the Lagrange multipliers. The dependence of the viscosity
and thermal diffusivity coefficients on temperature is taken into account. A special
case is considered. A method for solving the problem is given.

Keywords Optimal control of the boundary layer · Injected fluid · Injection into
the boundary layer · Hydrodynamic problem · Laminar boundary layer ·
Minimization of heat flux

1 Introduction

In modern technology there are many devices that work under conditions of a gas
stream flowing around their surfaces at high speeds and high temperatures (gas flow
in nozzles and combustion chambers of jet engines, in interscapular channels of
gas turbines, etc.). An increase in surface temperature due to large heat fluxes from
the streamlined gas to the wall and aerodynamic heating can exceed the maximum
permissible values that ensure the strength of the device.

One of the possible ways to protect heated surfaces is the use of porous cooling
[1, 2].

The problem of optimal control of the boundary layer was first considered in
[3], where it was assumed that the physical properties of the injected fluid and the
incoming flow are similar.

In some practical problems, such an assumption significantly limits the control
possibilities; therefore, problems of injection into the boundary layer of a medium
that differs in its physical properties from the incident flow may be of interest.
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In [4], under thementioned assumption, the hydrodynamic problem of the optimal
control of friction in a laminar boundary layer with a boundary surfaces considered.

In this paper, we study the question of minimizing the heat flux from a streamlined
gas to a wall.

2 Problem Statement

A stream, having a speedU (x), temperature T∞, density ρ2 and viscosity ν2, outside
the boundary layer, flows around an asymptotically thin body, from the surface of
which a foreign liquid with a density of ρ1,, viscosity ν1, is supplied, which forms
the inner layer Fig. 1.

It is assumed that the amount of injected fluid is small, so that the effect of injection
only affects the fluid flow in a thin parietal layer 1 and does not introduce disturbances
in potential flow 2. We assume that there is a stable border between the media. In
this case, the system of equations of a steady incompressible two-phase boundary
layer in a rectangular coordinate system takes the form

Fi1 ≡ Ui
∂Ui

∂x
+ Vi

∂Ui

∂y
− ρ2

ρ1
U
dU

dx
− ∂

∂y
(νiτi ) = 0, (1)

Fi2 ≡ ∂Ui

∂x
+ ∂Vi

∂y
= 0, (2)

Fi3 ≡ Ui
∂Ti
∂x

+ Vi
∂Ti
∂y

− 1

σi

∂

∂y
(νi qi ) = 0, (3)

Fi4 ≡ τi − ∂Ui

∂y
= 0, (4)

Fi5 = qi − ∂Ti
∂y

= 0, Fi6 ≡ νi − fi (Ti ) = 0. (5)

The boundary conditions are of the form:

Fig. 1 Asymptotically thin
body from the surface of
which a foreign liquid is
supplied that forms parietal
layer
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U1 = 0, V1 = Vw(x), T1 = Tw if y = 0, (6)

U2 = U (x), T2 = T∞ if x → ∞,

U2 = U ∗(y), T2 = T ∗(y) if x = 0. (7)

The conditions on the boundary surface:

U1 ẏ0 − V1 = U2 ẏ0 − V2 = 0,

μ1
∂U1

∂y
= μ2

∂U2

∂y
, U1 = U2 = U0 (8)

k1
∂T1
∂y

= k2
∂T2
∂y

, T1 = T2 = T0, (9)

where σi are Prandtl numbers νi and ki are coefficients of viscosity and thermal
conductivity which depend on temperature. The following variational problem is
posed: among all admissible controls Vω(x) determine one that would result in a
minimum

Q = −
l∫

0

k1

(
∂T1
∂y

)
y=0

dx, (10)

the amount of heat transferred from the hot gas stream to the plate at a given power
of the cooling system

P =
l∫

0

a(x)V 2
ω (x)dx, (11)

where a(x) is the thickness of the porous wall. We believe that given Vω(x), solution
of problem (1)–(5) with conditions (6)–(9) exists and is unique.

3 Main Body

Guided by the general approach to solving variational problems on a conditional
extremum [5], we compose the functional:

I =
l∫

0

(−k1q1(x) + αaV 2
ω (x)

)
dx +

2∑
i=1

¨

Di

⎛
⎝ 6∑

j=1

λi j Fi j

⎞
⎠dxdy, (12)



506 Zh. Zhanabekov et al.

Fig. 2 Line bounding
regions D1 and D2

where D1 is the area bounded by lines y = 0, x = l, y = y0(x); D2 is the
area bounded by lines y = y0(x), x = l, y → ∞, x = 0 Fig. 2. Parameters
α, λi1, λi2, λi3, λi4, λi5, λi6 are Lagrange multipliers.

The first variation of functional (12) will be:

δ I =
l∫

0

[
−k1δq1 − q1

∂k1
∂T1

δT1 + 2αa (x)VwδVw

]
dx

+
2∑

i=1

¨

Di

(
Li1δ̃Vi + Li2δ̃τi + Li3δ̃qi

− Li4δ̃Ui − Li5δ̃Ti + Li6δ̃vi

)
dxdy

+
2∑

i=1

¨

Di

[
∂

∂x

(
Mi1δ̃Ui + λi3Ui δ̃Ti

+ ∂

∂y

(
Mi2δ̃Ui + λi2δ̃Vi + Mi3δ̃Ti − Mi4δ̃vi

−λi1vi δ̃τi − νi

σi
λi3δ̃qi

)]
dxdy. (13)

Consider the necessary condition of the extremum δ I = 0.
In expression (13), we leave only the control variation δVw, which is inde-

pendent, and exclude the remaining variations. For this, we select the factors
λi j (i = 1, 2; j = 1, 2, . . . , 6) so that they satisfy the system of equations:

λi1
∂Ui

∂y
− ∂λi2

∂y
+ λi3

∂Ti
∂y

= 0,

Ui
∂λi1

∂x
+ Vi

∂λi1

∂y
+ λi1

∂Vi

∂y
+ ∂λi2

∂x
− λi3

∂Ti
∂x

+ ∂

∂y

(
νi

∂λi2

∂y

)
= 0,

Ui
∂λi3

∂x
+ Vi

∂λi3

∂y
+ 1

σi

∂

∂y

(
νi

∂λi3

∂y

)
−

(
τi

∂λi1

∂y
+ qi

σi

∂λi3

∂y

)
∂ fi
∂Ti

= 0. (14)
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We determine the boundary conditions for system (14) from the condition that
the coefficients are equal to zero for variations of those functions whose values at
the boundary are not specified. Considering the contour integrals in expression (13)
along the lines x = 0, y = 0, x = l, y → ∞ and satisfying the necessary condition
for the extremum, we find the boundary conditions for the solution of (14):

λ11 = 0, λ13 = ρ1
(
cp

)
1 i f y = 0,

λ21 → 0, λ23 → 0, λ22 → 0, i f y → ∞,

λ11U1 + λ12 = λ21U2 + λ22 = 0, λ13U1 = λ23U = 0, i f x = l. (15)

We now consider the integral over the boundary surface y = y0(x) in the
expression for the first variation of functional (13):

δl2 =
2∑

i=1

(−1)i
l∫

0

[
(λi2 ẏ0 − λi4)δ̃Ui − λi5δ̃Ti − λi2δ̃Vi

+νiλi1δ̃τi + νi

σi
λi3δ̃qi

(
τiλi1 + qi

σi
λi3

)
δ̃νi

]
dx (16)

GivenEqs. (4), (5) and relations (8), (9),weobtain a relationbetween the variations
of functions Ui , Vi , Ti , τi , qi , νi :

U1 = δU2 = δu0, δVi = δUi ẏ0 +Uiδ ẏ0,

δτ2 = μ1

μ2
δτ1, δT1 = δT2 = δT0,

δq2 = k1
k2

δq1, δν1 = δν2 = δν0. (17)

The relation between the total variations and the variations for fixed integration
regions has the form [6]

δ̃Ui = δUi − ∂Ui

∂y
δy0, δ̃Vi = δVi − ∂Vi

∂y
δy0,

δ̃τi = δτi − ∂τi

∂y
δy0, δ̃Ti = δTi − ∂Ti

∂y
δy0,

δ̃qi = δqi − ∂qi
∂y

δy0, δ̃νi = δνi − ∂νi

∂y
δy0, (18)

Variation of the derivative function y0(x) can be eliminated by setting

λi2Uiδ ẏ0 = d

dx
(λi2Uiδy0) − dλi2

dx
Uiδy0 − λi2

dUi

dx
δy0, (19)
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where

dλi2

dx
= ∂λi2

∂x
+ ẏ0

∂λi2

∂y
,
dUi

dx
= ∂Ui

∂x
+ ẏ0

∂Ui

∂y

are total derivatives with respect to x along the curve y0(x). If we integrate, taking
into account expressions (17)–(19), then for δ I2 we will have:

δ I2 =
l∫

0

{
(λ14 − λ24)δU0 + (λ15 − λ25)δT0 +

(
ν2

μ1

μ2
λ21 − ν1λ11

)
δτ1

+
(

ν2

σ2
· k1
k2

λ23 − ν1

σ1
λ13

)
δq1 +

(
τ2λ21 − τ1λ11 + q2

σ2
λ23 − q1

σ1
λ13

)
δν0

+
2∑

i=1

(−1)i
[
λi4

∂Ui

∂y
− νiλi1

∂τi

∂y

+ ∂λi2

∂y
Ui ẏ0 + ∂λi2

∂x
Ui + λi5

∂Ti
∂y

− νi

σi
· ∂qi

∂y
λi3

−
(

τiλi1 + qi
σi

λi3

)
∂νi

∂y

]
δy0

}
dx + [(λ22 − λ12)U0δy0]x=l (20)

When integrating, we assume that δy0(0) = 0. Equating the coefficients of free
variations to zero in (20), we obtain the conditions on the boundary surface:

λ14 = λ24, λ15 = λ25
λ11

ρ1
= λ21

ρ2
,

λ13

p1cρ1
= λ23

p2cρ2
,

2∑
i=1

(−1)i
[
λi4

∂Ui

∂y
− νiλi1

∂τi

∂y
+ ∂λi2

∂y
Ui ẏ0 + ∂λi2

∂x
Ui + λi5

∂Ti
∂y

− νi

σi
λi3

∂qi
∂y

−
(

τiλi1 + qi
σi

λi3

)
∂νi

∂y

]
= 0, (21)

λ12 = λ22 i f x = l.

Now the variation of functional (12) is written as

δ I =
l∫

0

[
2αa(x)Vω − λ12(x, 0)

]
δVωdx . (22)

Since only a factor λ12 is included in (22), we resolve (14) with respect to λi2.

Eliminating λi1 from the first two equations in a system (14) and using (1)–(3), we
obtain the equation for λi2, which admits the first integral [7]:



On the Optimal Control of the Thermal Exchange … 509

νi
∂2λi2

∂y2
−

(
2νiUiyy

Uiy
+ νiy − Vi

)
∂λi2

∂y
+Ui

∂λi2

∂x
= fi (x, y) + ϕi (x),

where

fi (x, y) =
(

νi − νi

σi

)
Tiy

∂λi3

∂y

+
[(

νi + νi

σi

)
Tiyy− 2νiUiyyTiy

Uiy
+

(
1

σi
− 1

)
νiyTiy

]
λi3, (23)

and ϕi (x) is some integration function determined from the boundary conditions.
Consider the special case when νi = const, ki = const. Then, the function λi3

is found from the equation

νi

σi

∂2λi3

∂y2
+Ui

∂λi3

∂x
+ Vi

∂λi3

∂y
= 0 (24)

with boundary conditions

λ13 = ρ1cp1 if y = 0,

λ23 → 0 if y → ∞, (25)

λ13U1 = λ23U2 = 0 if x = l

and conditions on the boundary surface

λ13

ρ1cρ1
= λ23

ρ2cρ2
,

κ1

p1cp1

∂λ13

∂y
= κ2

p2cp2

∂λ23

∂y
. (26)

Solving the boundary conditions (15) and (21) relative to λi2, we find:

∂λ12

∂y
= pcp1 · q1(x, 0) if y = 0,

λ12 = 0, λ22 = 0 if x = l,

∂λ22

∂y
→ 0, λ22 → 0 if x → ∞. (27)

On the boundary surface, we will have:

2∑
i=1

(−1)iμi

(
νiUiyy

Uiy
− Vi

)
∂λi2

∂y
−Ui

∂λi2

∂x
− νi

σi
Tiy

∂λi3

∂y
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+
(

νi

σi
Tiyy − νi

TiyUiyy

Uiv

)
λi3 + ϕi (x) = 0,

ν1

[
∂λ12

∂y
− T1yλ13

]
= ν2

[
∂λ22

∂y
− T2yλ23

]
, (28)

ϕ1(x) = ϕ2(x).

Thus, to construct a control Vw, that delivers the minimum to functional (10), it
is necessary to solve the system of Eqs. (1)–(5) and (23) with conditions (6)–(9) and
(27), (28). The relationship between optimal control and function λ12 is given by the
relation

2αa · (x) Vω − λ12(x, 0) = 0,

following from (22).
The sequential descent method [8] allows one to approximately construct the

optimal control. First, we set the first approximation of control V (1)
ω (x) by which

we construct a solution to system (1)–(5), and then to Eq. (23). Knowing the first
approximation U (1), V (1), T (1) uλ

(1)
12 , we calculate the value of functionals (10) and

(11). It should be expected that the control V (1)
ω (x) will not immediately satisfy the

isoperimetric condition (11) and deliver a minimum to the functional (10), therefore,
it is necessary to change the control in the direction of better correspondence.

According to the steepest descent method, we set:

δV (1)
w = −ε

[
2αa(x)V (1)

w − λ
(1)
12 (x, 0)

]
. (29)

Here the constant ε determines the step of approximation. Assuming δP (1) = 0,
we get the equation for determining α:

l∫

0

2a(x)V (1)
ω

[
2αa(x)V (1)

w − λ
(1)
12

]
dx = 0. (30)

An unknown quantity ε is found from the condition P (1) = C1−P (1), where P =
C1. Now the variation δV (1)

w is completely determined.
Setting a small value to ε, we make several approximations before reaching

P = C1. In each approximation, for the obtained control V (s)
w + δV (s)

w (s is the
approximation number), the system (1)–(5) and (23) is solved anew, its own factor
is determined, and its own step ε is set. Satisfying the isoperimetric condition (11),
we proceed to constructing a control delivering min Q. The construction procedure
remains the same as when constructing a control satisfying the isoperimetric condi-
tion (11), but in each step we assume that δP (s) = 0. We assume that the control is
constructed after the condition Q = min Q is met precisely.
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4 Conclusion

In the formulation and solution of many problems of aerodynamics and hydrody-
namics, an important role is played by the theory of the boundary layer. This theory
allows us to characterize the ability of a transport object (ship, plane) to withstand the
resistance of a gaseous and liquid medium during movement. The development of
methods for controlling the boundary layer is associated with the goal of weakening
or preventing flow separation on the streamlined surface of the ship and aircraft skin,
reducing heat transfer at high flow rates [9, 10]. One of the promising controlmethods
is the possibility of laminarization of the boundary layer using suction. The next
promising method for controlling the boundary layer is to inject a gaseous jet along
the streamlined surface of a moving object [11, 12]. Today, increasing the pace in
the study of methods for managing the boundary layer is a promising direction. The
modern concept of fluid dynamics and aerodynamics of continuous facilities reveals
a variety of theoretical and experimental studies in the technical needs of different
countries of the world. In this regard, the fundamental assertion is that the wide
possibilities for the development of aviation and the navy are characterized by the
development of the theory of the boundary layer.
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Abstract Reconstruction a smooth surface from non-uniform points is amajor chal-
lenge in many areas. This paper discusses C1 surface scattered data interpolation
using rational quartic triangular patches with two different existing convex combi-
nation. In order to achieve C1 continuity, we apply a rational corrected that obtained
from convex combination between three local schemes. To validate our proposed
method, we tested the scheme by using two test functions and two real applications
from established dataset. We measured the performance by comparing errors which
is maximum error, root mean square (RMSE), coefficient of determination (R2) and
central processing unit (CPU). All numerical and graphical results are obtained using
MATLABR2019a. From the result, we found that the proposed scheme is better than
existing scheme.

Keywords C1 continuity · Local scheme · Scattered data interpolation · Convex
combination · Rational quartic triangular patches

N. N. C. Draman
Fundamental and Applied Sciences Department, Universiti Teknologi PETRONAS (UTP),
32610 Seri Iskandar, Perak, Malaysia
e-mail: nur_19001020@utp.edu.my

S. A. Abdul Karim (B)
Fundamental and Applied Sciences Department and Centre for Systems Engineering (CSE),
Institute of Autonomous System, Universiti Teknologi PETRONAS (UTP), 32610 Seri Iskandar,
Perak, Malaysia
e-mail: samsul_ariffin@utp.edu.my

I. Hashim
Department of Mathematical Sciences, Faculty of Science and Technology,
Universiti Kebangsaan Malaysia, 43600 UKM, Bangi, Selangor, Malaysia
e-mail: ishak_h@ukm.edu.my

Y. W. Ping
Faculty of Science, Universiti Brunei Darussalam, Bandar Seri Begawan BE1410,
Brunei Darussalam
e-mail: weeping.yeo@ubd.edu.bn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. A. Abdul Karim et al. (eds.), Proceedings of the 6th International Conference
on Fundamental and Applied Sciences, Springer Proceedings in Complexity,
https://doi.org/10.1007/978-981-16-4513-6_45

513

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4513-6_45&domain=pdf
http://orcid.org/0000-0001-6518-6705
mailto:nur_19001020@utp.edu.my
mailto:samsul_ariffin@utp.edu.my
mailto:ishak_h@ukm.edu.my
mailto:weeping.yeo@ubd.edu.bn
https://doi.org/10.1007/978-981-16-4513-6_45


514 N. N. C. Draman et al.

1 Introduction

Computer Aided Geometric Design (CAGD) has been widely used in scattered data
interpolation. Scattered data interpolation scheme is aimed to reconstruct smooth
surface from non-uniform data sets where it is sparse everywhere. This problem
usually arises in many areas such as seamount, rainfall, geochemical, oil and gas and
others. There are several methods that we can use to solve scattered data interpolation
such as Delaunay triangulation [1], moving last square (MLS) [2] and radial basis
function (RBF) [3]. In this paper, we focus on Delaunay triangulation to reconstruct
the surface. Many researchers have investigated scattered data interpolation using
Delaunay triangulation. Karim et al. [4] proposed spatial interpolation to estimate the
unknown data at certain point. Besides, shape preserving interpolation is considered
especially positivity preserving interpolation where the end of the result for the
surface is always positive. They usedDelunay triangulation basedmethod to estimate
the unknown points of rainfall at spatial localization using cubic Bezier triangular
patches. Ali et al. [5] discussed the scattered data interpolation to visualize the rainfall
data and digital elevation in Malaysia by using cubic Timmer triangular patches.
In [5], they calculated the inner ordinates with two existing schemes which are
Goodman and Said [6] and Foley and Opitz [7]. Hussain and Hussain [8] proposed
C1 positive scattered data interpolation using rational cubic function defined on
triangular grid. Each boundary of the triangle is constructed by rational cubic function
with two shape parameters. The final scheme comprising the convex combination of
three side vertex interpolations. To preserve the positivity, the simple sufficient data
independent is derived. Safraz et al. [9] presented positivity preserving scheme using
the side vertex method and applied to scattered data interpolation. A C1 piecewise
rational cubic functionwith four shape parameters is used for interpolation along edge
of a triangle. This scheme applied Delaunay triangulation to triangulate the sparse
data. The sufficient data dependent constrains is derived on two free parameters while
the other two are left for user to enhanced the shape of data.

The objective of this paper is to reconstruct a smooth surface using rational quar-
tic triangular patches with three parameters. The rest of this paper is organized as
follow. Description of rational quartic triangular patches and the properties is shows
in Sect. 2. Based on it, Sect. 3 construct derivation of sufficient condition of C1 scat-
tered data interpolation. The numerical and graphical results are given in Sect. 4.
Conclusions are given in Sect. 5.

2 Rational Quartic Triangular Patches

Quartic triangular patch with three shape parameters is an extension over a triangular
domain of the basis from two shape parameter [10]. Let the barycentric coordinate
α,β, γ on trianglePwith verticesV1,V2 andV3 such that x + y + z = 1 and x, y, z ≥
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Fig. 1 Triangle T

0. Any points V (x, y) ∈ R2 inside the triangle (including at the vertices) can be
expressed as

V = xV1 + yV2 + zV3

As shown in Fig. 1.
Rational quartic triangular patches are defined as follow: Definition 1. Let

α,β, γ ∈ [0,+∞), given control points Tp,q,r ∈ R3(p, q, r ∈ N , p + q + r = 3) and
a triangular domain D = (x, y, z)|x + y + z = 1, x ≥ 0, y ≥ 0, z ≥ 0. It is defined
as

R(x, y, z) =
∑

p+q+r=3

B3
p,q,r(x, y, z)Tp,q,r, (x, y, z) ∈ D (1)

the quartic rational triangular patch with three shape parameters α,β, γ with ten
basis functions. From (1), it can be written as

R(x, y, z) = x2

1 + α(1 − x)
B3,0,0 + y2

(1 + β(1 − y))
B0,3,0 + z2

(1 + γ(1 − z))
B0,0,3

+ (x2y[2 + α + 2α(1 − x)])
(1 + α(1 − x))

B2,1,0 + (x2z[2 + α + 2α(1 − x)])
(1 + α(1 − x))

B2,0,1

+ (xy2[2 + β + 2β(1 − y)])
(1 + β(1 − y))

B1,2,0 + (x2y[2 + β + 2β(1 − y)])
(1 + β(1 − y))

B0,2,1

+ (xz2[2 + γ + 2γ(1 − z)])
(1 + γ(1 − z))

B1,0,2 + (yz2[2 + γ + 2γ(1 − z)])
(1 + γ(1 − z))

B0,1,2

+6xyzB1,1,1 (2)

Figure2 shows barycentric coordinate quartic rational triangular patch that lies
on triangle patch.
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Fig. 2 Rational quartic
triangular patch basis

3 Derivation of C1 Scattered Data Interpolation

The problem statement for scattered data interpolation can be described as follows:
Given the functional scattered data

(ai, bi, zi), i = 1, 2, . . . ,N (3)

We wish to construct a smooth C1 surface z = P(ai, bi) such that

zi = F(ai, bi), i = 1, 2, . . . ,N (4)

3.1 Local Scheme

This scheme comprising convex combination of three local schemes P1,P2 and P3

are defined as below.

1. Saaban et al. [11]

R(x, y, z) = (yzP1 + xzP2 + xyP3)

(yz + xz + xy)
, (5)

2. Hussain and Hussain [8]

R(x, y, z) = (x2y2P1 + y2z2P2 + x2z2P3)

(x2y2 + y2z2 + x2z2)
. (6)

where the local scheme Pi, i = 1, 2, 3 is obtained by replacing Pi
1,1,1 in [4] as

shown in Fig. 3.

The inner triangular points for the local schemes Pi, i = 1, 2, 3 is calculated by
using cubic precision method that of Foley and Opitz [7].
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Fig. 3 The directional
P1,P2,P3

Fig. 4 Notations on a
triangle T

Goodman and Said [6] scheme is used to calculate the edge ordinates for each
triangle. Figure4 shows a directional triangle T with three vertices (V1,V2,V3),
three edges (e1, e2, e3) and one face. Note that,e3, e2, e1 are opposite to V3,V2,V1

respectively shown in Draman et al. [12].
To achieve C1 continuity along all edges as shown in Fig. 5, the following

equations must be satisfied.

c2,0,1 = r2b2,1,0 + 2stb0,2,1 + 2rsb1,2,0 + s2b0,3,0 + 2rtb11,1,1 + t2b0,1,2 (7)

c2,1,0 = r2b2,0,1 + 2stb0,1,2 + 2rtb1,0,2 + s2b0,2,1 + 2rsb11,1,1 + t2b0,0,3 (8)

b2,1,0 = u2c2,0,1 + 2vwc0,1,2 + 2uwc1,0,2 + v2c0,2,1 + 2uvc11,1,1 + w2c0,0,3 (9)

b2,0,1 = u2c2,1,0 + 2vwc0,2,1 + 2uwc1,2,0 + v2c0,3,0 + 2uvc11,1,1 + w2c0,1,2 (10)

To find b11,1,1 in (7) and (8), we need to add these equations together. Thus, we obtain

b11,1,1 = 1

2r(s + t)

(
c2,0,1 + c2,1,0 − r2(b2,1,0 + b2,0,1) − s2(b0,3,0 + b0,2,1)

)

+t2(b0,1,2 + b0,0,3) − 2st(b0,2,1 + b0,1,2 − rsb1,2,0 − 2rtb1,0,2)
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Fig. 5 Two adjacent rational quartic triangular patches

Similarly, with (9) and (10) we obtain the following

c11,1,1 = 1/2u(v + w)
(
b2,0,1 + b2,1,0 − u2(c2,1,0 + c2,0,1) − v2(c0,3,0 + c0,2,1)

)

+w2(c0,1,2 + c0,0,3) − 2vw(c0,2,1 + c0,1,2) − uvc1,2,0 − 2uwc1,0,2

So, the final scheme can be written as

R(x, y, z) =
∑

p+q+r=3,p.q.r �=1

bpqrB
3
p,q,r(x, y, z) + 6xyz(c1b

1
1,1,1 + c2b

2
1,1,1 + c3b

3
1,1,1)

(11)
with

c1 = yz

(yz + xz + xy)
, c2 = xz

(yz + xz + xy)
, c3 = xy

(yz + xz + xy)
(12)

and the other version of convex combination is used such that

c1 = (y2z2)

(y2z2 + x2z2 + x2y2)
, c2 = (x2z2)

(y2z2 + x2z2 + x2y2)
,

c3 = (x2y2)

(y2z2 + x2z2 + x2y2)
(13)

Both form (12) and (13) have difference final degree of the rational scheme. Rational
patches obtained from (12) is rational sextic with quartic denominator (6/4), while
(13) will give a rational octic with quartic denominator (8/4). But both schemes
require only 10 data points. This is the main advantages of the proposed scheme.
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4 Result and Discussion

To validate our scheme, we measure the performance by comparing errors which is
maximum error, root mean square error (RMSE), coefficient of determination (R2)

and CPU time. We generated the graphical and numerical result using MATLAB
R2019a.

Noted that, CPU A presented intel COREi5-2410M CPU @ 2.30GHz, and CPU
B representing to intel COREi3-5005U CPU@ 2.00GHz. The data we sample from
two real application were obtained from Gilat [13] and shows in Tables1 and 3
respectively.

Maxwells Equation

Molecules of a gas in a container are moving around at different speeds. Maxwell’s
speed distribution law gives the probability distribution P(v) as a function of tem-
perature and speed:

P(v) = 4π

(
M

2πRT

)3/2

v2e
−M v2

2RT

Table 1 49 data of Maxwells equation

x y P(v)

0 70 0

0 120 0

0 150 0

0 220 0

0 270 0

0 300 0

0 320 0

100 70 0.0025

100 120 0.0012

100 150 0.0009

100 220 0.0005

100 270 0.0004

100 300 0.0003

100 320 0.0003

200 70 0.0043

200 120 0.0031

200 150 0.0025

200 220 0.0016

200 270 0.0013

200 300 0.0011

200 320 0.0010

(continued)
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Table 1 (continued)

x y P(v)

300 70 0.0025

300 120 0.0031

300 150 0.0029

300 220 0.0024

300 270 0.0020

300 300 0.0019

300 320 0.0017

500 70 0.0001

500 120 0.0007

500 150 0.0010

500 220 0.0016

500 270 0.0018

500 300 0.0018

500 320 0.0019

750 70 0

750 120 0

750 150 0

750 220 0.0002

750 270 0.0004

750 300 0.0006

750 320 0.0006

1000 70 0

1000 120 0

1000 150 0

1000 220 0

1000 270 0

1000 300 0.0001

1000 320 0.0001

where M is the molar mass of the gas in kg/mol, R = 8.31 J/(mol K), is the gas
constant, T is the temperature in kelvins, and v is the molecule’s speed in m/s. Noted
that, 0 ≤ v ≤ 1000m/s and 70 ≤ T ≤ 320K for oxygen (molar mass 0.032kg/mol).
Table1 shows 49 data points that we used in Maxwells equations.

Figure6 shows the true surface for MaxWells equation. Figure7 shows Delaunay
triangulation where all the data points are connected. The total number of triangle is
72 triangles. Figure8 shows 3D interpolant for MaxWells. Meanwhile, Fig. 9 shows
surface interpolant using our proposed method for α = 6,β = 1, γ = 0.5

Table2 shows the error analysis for two different version convex combination
from Saaban et al. [11] and Hussain and Hussain [8]. From the result, we found
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Fig. 6 True surface of Maxwells equation

Fig. 7 Delaunay triangulations of Maxwells equation
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Fig. 8 3D interpolant of Maxwells equation

Fig. 9 Surface interpolant of Maxwells equation using our proposed method when (α = 6,β =
1, γ = 0.5)
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Table 2 Error measurements
Local
scheme

Method α β γ Max
error

RMSE R2 A B Average

Saaban
et al.
[11]

Cubic
Ball

0 0 0 0.0007 0.0001 0.9841 0.4757 0.3587 0.4172

Cubic
Bézier

0.0007 0.0001 0.9836 0.4529 0.3978 0.4254

Rational
quartic

2 1 0.5 0.0007 0.0001 0.9841 0.4696 0.3814 0.4255

6 1 0.5 0.0007 0.0001 0.9843 0.4573 0.3604 0.4089

2 1 1 0.0006 0.0001 0.9837 0.5407 0.3707 0.4557

Hussain
and
Hussain
[8]

Cubic
Ball

0 0 0 0.0007 0.0001 0.9832 0.4969 0.3513 0.4241

Cubic
Bézier

0.0007 0.0001 0.9835 0.5305 0.4653 0.4979

Rational
quartic

2 1 0.5 0.0007 0.0001 0.9839 0.4642 0.3913 0.4278

6 1 0.5 0.0007 0.0001 0.9841 0.4793 0.2496 0.3645

2 1 1 0.0006 0.0001 0.9837 0.4425 0.3250 0.3838

that Saaban et al. [11] scheme generated less maximum error, RMSE and higher R2

compared to Hussain and Hussain [8] scheme. Besides that, Saaban et al. [11] gives
less computation time compared with Hussain and Hussain [8] (Table2).

Figure10 shows true surface of U.S Customary units. Figure11 shows Delaunay
triangulation that contains 48 triangles. Figure12 shows 3D interpolant surface and
Fig. 13 shows surface interpolant using our proposedmethod. There are 48 triangular
patches with C1 continuity.

Table4 shows the error analysis for U.S. Customary equations with two different
version of convex combination. From the numerical result, we found that the resulting
scattered data interpolation using convex combination of Saaban et al. [11] generated
less maximum error, RMSE and higher R2 compared to Hussain and Hussain [8]
scheme. Besides, it gives less computation compare to Hussain and Hussain [8]
scheme. This is significant because we the user wanted to visualize a large sets of
scattered data.

5 Conclusion

This paper discusses the comparison between two existing convex combination using
rational quartic triangular patches with three free parameters on triangular domain.
We construct C1 continuity to the triangular patch by deriving the sufficient con-
ditions on each adjacent triangle. In addition, we measured the performance by
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Table 3 35 data of US customary

x y Twc

0 0 35.7400000000000

0 10 41.9550000000000

0 25 51.2775000000000

0 30 54.3850000000000

0 50 66.8150000000000

5 0 −9.95688897543972

5 10 −3.74188897543971

5 25 5.58061102456028

5 30 8.68811102456029

5 50 21.1181110245603

10 0 −15.3165463021730

10 10 −9.10154630217302

10 25 0.220953697826981

10 30 3.32845369782698

10 50 15.7584536978270

30 0 −25.1282526432565

30 10 −18.9132526432565

30 25 −9.59075264325648

30 30 −6.48325264325647

30 50 5.94674735674352

45 0 −29.2079482557028

45 10 −22.9929482557028

45 25 −13.6704482557028

45 30 −10.5629482557028

45 50 1.86705174429720

60 0 −32.2673157952409

60 10 −26.0523157952409

60 25 −16.7298157952409

60 30 −13.6223157952409

60 50 −1.19231579524087

70 0 −33.9655117885826

70 10 −27.7505117885825

70 25 −18.4280117885825

70 30 −15.3205117885825

70 50 −2.89051178858255
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Fig. 10 True surface of U.S. customary unit

Fig. 11 Delaunay triangulations for U.S. customary



526 N. N. C. Draman et al.

Fig. 12 3D interpolant for U.S. customary using our proposed method

Fig. 13 Surface interpolant for U.S. customary using our proposed method (α = 1,β = 1, γ = 0)
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Table 4 Error analysis
Local
scheme

Method α β γ Max
error

RMSE R2 A B Average

Saaban
et al.
[11]

Cubic
ball

0 0 0 18.5953 2.9592 0.9641 0.4867 0.3550 0.4209

Cubic
Bézier

18.5953 3.0370 0.9630 0.4821 0.4178 0.4500

Rational
quartic

1 0 0 18.3734 2.9317 0.9655 0.4764 0.4012 0.4388

1 0 0.5 18.4057 2.9326 0.9655 0.4061 0.3246 0.3654

1.5 0 1.5 18.8440 2.9288 0.9655 0.4484 0.3248 0.3866

Hussain
and
Hussain
[8]

Cubic
ball

0 0 0 18.5953 2.9903 0.9641 0.4346 0.2580 0.3463

Cubic
Bézier

18.5953 3.0419 0.9628 0.4362 0.3453 0.3908

Rational
quartic

1 0 0 18.3734 2.9556 0.9649 0.4312 0.3247 0.3780

1 0 0.5 18.4057 2.9491 0.9651 0.4482 0.3194 0.3838

1.5 0 1.5 18.8440 2.9442 0.9652 0.5066 0.4052 0.4559

calculating the Root Mean Square Error (RMSE), maximum error coefficient of
determination (R2) as well as CPU time (in seconds). From the result obtained, the
proposed scheme using convex combination of Saaban et al. [11] give less error
and less computation compared to the other convex combination form. For future
research, we can apply shape preserving such as positivity by using the proposed
rational quartic triangular patches.

Acknowledgements This research was fully supported by Universiti Teknologi PETRONAS
(UTP) through a research grant YUTP: 0153AA-H24 (Spline Triangulation for Spatial Interpolation
of Geophysical Data) and Ministry of Education, Malaysia through FRGS/1/2018/STG06/UTP/
03/1/015MA0-020. The first author is supported through Graduate Research Assistant (GRA)
Scheme.

References

1. Sulaiman, P.S., Jaafar, A.: Delaunay triangulation of a missing points. J. Adv. Sci. Eng. Res.
7, 58–69 (2017)

2. Zhang, L., Gu, T., Zhao, J., Ji, S., Hu, M., Li, X.: An improved moving least squares method
for curve and surface fitting. Math. Probl. Eng. (2013)

3. Cavoretto, R., De Rossi, A.: Adaptivemeshless refinement schemes for RBF-PUMcollocation.
Appl. Math. Lett. 90, 131–138 (2019)

4. Karim, S.A.A., Saaban, A., Hasan, M.K., Sulaiman, J., Hashim, I.: Interpolation using cubic
Bézier triangular patches. Int. J. Adv. Sci. Eng. Inf. Technol. 8(4–2), 2088–5334 (2018)



528 N. N. C. Draman et al.

5. Ali, F.A.M., Karim, S.A.A., Saaban, A., Hasan,M.K., Ghaffar, A., Baleanu, D.: Construction of
cubic timmer triangular patches and its application in scattered data interpolation.Mathematics
8(2), 159 (2020)

6. Goodman, T.N.T., Said, H.B.: A C1 triangular interpolant suitable for scattered data interpo-
lation. Commun. Appl. Numer. Methods 7(6), 479–485 (1991)

7. Foley, T.A., Opitz, K.: Hybrid cubic Bézier triangle patches. In: Mathematical Methods in
Computer Aided Geometric Design II, pp. 275–286. Academic Press, USA (1992)

8. Hussain, M.Z., Hussain, M.: C1 positive scattered data interpolation. Comput. Math. Appl.
59(1), 457–467 (2010)

9. Sarfraz,M.,Hussain,M.Z.,Ali,M.A.: Positivity-preserving scattered data interpolation scheme
using the side-vertex method. Appl. Math. Comput. 218(15), 7898–7910 (2012)

10. Zhu, Y., Han, X., Liu, S.: Quartic rational said-ball-like basis with tension shape parameters
and its application. J. Appl. Math. (2014)

11. Saaban, A., Majid, A.A., Piah, M., Rahni, A.: Visualization of rainfall data distribution using
quintic triangular Bézier patches. Bull. Malays. Math. Sci. Soc. 32(2), 2009 (2009)

12. Draman, N.N.C., Karim, S.A.A., Hashim, I.: Scattered data interpolation using rational quartic
triangular patches with three parameters. IEEEAccess 8, 44239–44262 (2020). https://doi.org/
10.1109/access.2020.2978173

13. Gilat, A.: MATLAB: An Introduction with Applications, 4th edn. Wiley, USA (2013)

https://doi.org/10.1109/access.2020.2978173
https://doi.org/10.1109/access.2020.2978173


Positivity Preserving Using C2 Rational
Quartic Spline Interpolation

Noor Adilla Harim and Samsul Ariffin Abdul Karim

Abstract This paper discusses the positivity preserving interpolation of C2 ratio-
nal quartic spline for positive data. The rational quartic spline has three different
parameters which are αi ,βi and γi . The proposed rational spline can achieve C2

continuity without the need to solve any tridiagonal systems linear of equations,
unlike some other splines that needed solving systems linear of the equation. The
sufficient condition is derived on one parameter meanwhile the other two parameters
are free parameters that can the user interpolate the final shape of the positive inter-
polating curve. These conditions will guarantee to produce a positive interpolating
curve everywhere. Comparison with the existing schemes also is discussed in detail.
From the graphical and numerical results, we found that the proposed scheme is bet-
ter than existing schemes, since it has an extra free parameter to control the positive
interpolating curve while maintaining C2 continuity.

Keywords Interpolation · Rational quartic · Said-ball function · Monotonicity

1 Introduction

The modeling of shape preserving interpolation for curves and surfaces for selected
given data has studiedwith various requirements such as smoothness of the interpola-
tion curves and surfaces and the preservation of the final shape of the data. Positivity
is one of shape preserving interpolation. The problem of positivity preserving inter-
polation occurs in visualizing the shape that cannot be negative whichmay arise if the
data is taken from some scientific or social. Positivity preserving gain meaning when
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theirs values are positive such as the amount of gas discharge during experiments by
Brodlie and Butt [4], Brodlie et al. [5] and Sarfraz et al. [17].

A great deal of research on this topic has done, especially on the shape pre-serving
interpolation. The cubic Hermite from Brodlie and Butt [6] and cubic polynomial
spline from Fiorot and Tabka [8] preserve the positivity preserving by inserting the
extra knots in the subinterval where the interpolation did not preserve the positivity.
In order to achieve the final shape of interpolation curves, the user needs the first
derivative modification. Duan et al. [7] and Bao et al. [3] have been introduced
the rational cubic spline for control value control, inflection-point control, convexity
control of the interpolation which were bases on the function values to achieve theC2

continuous curve. Lamberti and Manni [15] investigated the approximation order of
globalC2 shape preserving interpolation function using the parametric cubic curves.
Abbas [1], Karim and Kong [14] and Abbas et al. [2] have discussed the positivity
preserving interpolation by using C2 rational cubic spline with free parameters.

The rational cubic spline with quadratic denominator in Hussain et al. [13] and
Sarfraz et al. [17] have used for positivity, monotonicity and convexity preserving
with C2 continuity. Hussain et al. [10] have only one free parameter mean-while the
Sarfraz et al. [17] have no free parameters.

Wang et al. [18] have introduced the rational quartic with linear denominator
with two local control parameters for C2 continuity meanwhile Harim et al. [11]
have introduced the new rational quartic with quadratic denominator using three
different values of parameters. Harim et al. [12] extended the Harim et al. [11]
for positivity preserving interpolation for C1 continuity. Harim et al. [10] extended
for C2 continuity for data interpolation. Han [9] gave an explicit representation of
a C2 continuity with a local control parameters which is can be preserve the shape
preserving properties of the given data by choosing the suitable values of parameters.
This scheme has some disadvantage such as cannot preserve the positivity properties
aswell asmonotonicity properties in general. Zhu [19] introduced the rational quartic
spline with cubic denominator with two local control parameters.

Numerical comparison between C2 rational quartic spline and the works of Hus-
sain et al. [13], Abbas et al. [2], and Karim and Kong [14] also has been made
comprehensively. From all presented numerical result shape preserving interpola-
tion by using new C2 rational quartic spline gives more comparable results with
existing scheme.

The remainder of the paper organized as follows. Section2 introduced the new
C2 rational quartic spline with three parameters. In Sect. 3, we discuss positivity
preserving interpolation using the proposed scheme, and also devoted for Results
and Discussion. The summary is given in the final section.

2 Rational Quartic Spline Interpolation

This section will introduce C2 rational quartic spline interpolation with three param-
eters. The rational quartic spline has been initiated by Harim et al. [11]. The main



Positivity Preserving Using C2 Rational Quartic Spline … 531

differences is that, in this paper the rational quartic spline has C2 continuity while
in work by Harim et al. [12] it has C1 continuity. This section will introduce the
C2 rational quartic spline interpolant with three parameters. Given the scalar data
(xi , fi ), i = 1, 2, ..n where x1 < x2 < · · · < xn and the second derivative di , at the
respective point xi , i = 0, 1, ..n. Then the rational quartic spline with three param-
eters αi ,βi > 0 and γi ≥ 0 on the interval [xi , x(i+1)], i = 0, 1, . . . , n − 1 is given
by:

Si (x) = Pi (θ)

Qi (θ)
(1)

where

Pi (θ) = (1 − θ)4αi fi + (1 − θ)3θAi + (1 − θ)2θ2Bi + (1 − θ)θ3Ci + θ4βi f(i+1)

Qi (θ) = αi (1 − θ)2 + γi (1 − θ)θ + βiθ
2

S(x) = (1 − θ)4αi fi + (1 − θ)3θAi + (1 − θ)2θ2Bi + (1 − θ)θ3Ci + θ4βi f(i+1)

αi (1 − θ)2 + γi (1 − θ)θ + βiθ2
(2)

with hi = x(i+1) − xi , �i = f(i+1)− fi
hi

and a local variable, θ = x−xi
hi

where the,
θ ∈ [0, 1]. The following conditions, it will assure that the rational quartic spline
interpolant in Eq. (1) has C2 continuity.

S(xi ) = fi
S(xi+1) = fi+1

S1(xi ) = di

S1(xi+1) = di+1

S2(xi+) = S2(xi−) (3)

where S2(xi ) denote second derivative respectively while for S2(x
−
i ) shows the right

and left hand side of the second derivative. By using condition in Eq. (3), the C2

rational quartic spline interpolant with three parameters defined in Eq. (1) has the
unknowns:

Ai = (2αi + γi ) fi + αi hi di
Bi = (αi + γi ) fi+1 + (βi + γi ) fi
Ci = (2βi + γi ) fi+1 − βi hi di+1 (4)

The C2 continuity,

S2(xi+) = S2(xi−), i = 1, 2, 3, . . . , n − 1
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will give that

2[(βi−1 + γi−1)(di − �i−1)]
hi−1βi−1

= 2[(αi + γi )(�i − di )]
hiαi

(5)

3 Derivative Estimation

When the data interpolation is not from the true function, the second derivative need
to be determined. There is a commonmethod to estimate the second derivative which
is the arithmetic mean method (AMM) by Delbourgo and Gregory [6]. Suppose a
data (xi , fi ), i = 1, 2, ..n is considered that x1 < x2 < · · · < xn , The derivation of
di at the point xi , i = 1, 2, . . . , n are estimated as follow: Let assume hi = xi+1 − xi
and �i = ( fi+1− fi )

hi
. For endpoint derivatives d1 and dn described as:

S1(x1) = di , S1(xn) = dn (6)

which can be estimated by using the derivative estimation of Arithmetic Mean
Method (AMM).

d1 = �1 + (�1 − �2)

(
h1

(h1 + h2)

)
(7)

dn = �n−1 + (�n−1 − �n−2)

(
hn−1

(hn−2 + hn−1

)
(8)

At the other point, xi , i = 2, 3, . . . , n − 1 the value di is calculated by using Eq. (5)
after simplification

di =
[
αiβi−1�i−1hi + αiβi−1�i hi−1 + αiγi−1�i−1hi + βi−1γi�i hi−1

αiβi−1hi−1 + αiβi−1hi + αiγi−1hi + βi−1γi hi−1

]
(9)

Equation (8) can be written as:

di =
[
(hiαi (βi−1�i−1 + γi−1�i−1) + hi−1βi−1(αi�i + γi�i )

hiαi (βi−1 + γi−1) + hi−1βi−1(αi + γi )

]
,

i = 2, 3, . . . , n − 1 (10)

4 Positivity Preserving Interpolation

In this section, the positivity preserving interpolation by using the proposed C2

rational quartic spline interpolation defined by Eq. (1) will discussed in detail. We
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follow the same idea of Harim et al. [12] for positivity preserving interpolation. In
this study, given that given that (xi , fi ), i = 1, 2, .., n with x1 < x2 < · · · < xn is
positive to avoid dividing by zero such that

fi > 0, i = 1, 2, ..n (11)

We have adopted the method from Hussain et al. [13]. The following theorem gives
sufficient conditions for the positivity preserving of the proposed scheme. It is data-
dependent and has two free parameters to achieve the final interpolating curve of the
positive result.

Theorem 1 For strictly positive dataset, the rational quartic spline interpolant
defined on the interval [x1, xn] is positive in each subinterval [xi , x(i+1)], i =
1, 2, . . . , n − 1 if the following sufficient conditions are satisfied:

γi > max

{
0,

[−2αi fi − αi hi di
fi

]
,

[
(−2βi fi+1 + βi hi di+1)

fi+1

]}
(12)

Proof The sufficient conditions of the positivity are derived from the condition in
Eq. (10) as follows: it can be observed that αi fi ,βi fi+1 and Bi is positive since
αi ,βi , γi > 0 and fi , fi+1 > 0. Therefore, Pi (θ) will be positive value when both
of Ai and Ci are positive such that:

Ai > 0, Ci > 0 (13)

Ai > 0 if

γi >
−2αi fi − αi hi di

fi
(14)

Ci > 0 If

γi >
(−2βi fi+1 + βi hi di+1)

fi+1
(15)

The above constraints can combined and rewritten as:

γi > max

{
0,

[−2αi fi − αi hi di
fi

]
,

[
(−2βi fi+1 + βi hi di+1)

fi+1

]}
(16)

For the computer implementation, condition in Eq. (16) can rewritten as:

γi = λi + max

{
0,

[−2αi fi − αi hi di
fi

]
,

[
(−2βi fi+1 + βi hi di+1)

fi+1

]}
(17)

For i = 1, 2, . . . , n − 1
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5 Numerical Example

This section discusses the numerical example of the data interpolation using the pro-
posed scheme including comparison with some existing schemes for the comparison
in C2 continuity.

Example 1 Positive data from Hussain et al. [13] (Table1).
Figure1 shows the interpolating curve for positivity preserving interpolation curve

by comparing the existing schemes and the proposed scheme of a rational quartic
spline. Figure1a is Hussain et al. [13] and that figure shows the negative result on
the interval [0, 1] as shown in Fig. 2. Figure1b, c show the scheme of Abbas et al.
[2] and Karim and Kong [14]. Figure1d default quartic polynomial interpolating
curve when αi = βi = 1 and γi = 2 and Fig. 1e, f shows the curve interpolation
for positivity preserving by the proposed schemes with the values of parameters as
shown in Table2. Figure1f gives a more pleasing visually curve compared with other
proposed schemes.

Example 2 Positive data from Sarfraz et al. [16] (Table3).
Figure3 shows the interpolating curve for positivity preserving interpolation curve

by comparing the existing schemes and the proposed scheme of a rational quartic
spline. Figure3a is Hussain et al. [13] and that figure shows the negative result as

Table 1 Data from Hussain et al. [13]

i 1 2 3 4

xi 0 1 1.7 1.8

fi 0.25 1 11.11 25

di −7.2962 8.7962 123.4286 154.5714

di ([13]) −7.2962 2.7874 122.216 154.5714

di ([2]) −7.2962 3.079 69.242 154.5714

di ([14]) −7.2962 2.108 82.5421 154.5714

di (the proposed
scheme)

−7.2962 7.2022 115.8239 154.5714

Table 2 Values of parameters

i 1 2 3 4

di −7.2962 7.2022 115.8239 154.5714

Figure1e αi 1.0 1.0 1.0 –

βi 0.1 0.1 1.0 –

γi 27.283 5.40421 0.1 –

Figure1f αi 5.0 0.1 0.1 –

βi 0.5 1.0 1.0 –

γi 130.02 5.30543 0.1 –
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(a) Hussain et al. [13] (b) Abbas et al. [2]

(c) Karim and Kong [14] (d) Quartic Polynomial

(e) The proposed scheme (f) The proposed scheme

Fig. 1 The interpolating curve
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Fig. 2 The negative interpolating curve using Hussain et al. [13]

Table 3 Data from Sarfraz et al. [16]

i 1 2 3 4 5 6 7

xi 2 3 7 8 9 13 14

fi 10 2 3 7 2 3 10

di −9.65 −6.35 3.25 0 −3.95 5.65 8.35

di ([13]) −9.65 −3.2782 4.6 2.579 −6.9076 4.678 8.35

di ([2]) −9.65 −2.7481 3.6429 1.7012 −5.7728 9.446 8.35

di ([14]) −9.65 −4.86 3.34 −0.48 −4.057 5.25 8.35

di (the
proposed
scheme)

−9.65 −6.6974 3.0625 0.14871 −4.1728 5.3125 8.35

Table 4 Values of parameters

i 1 2 3 4 5 6 7

di −9.65 −6.6974 3.0625 0.14871 −4.1728 5.3125 8.35

Figure3e αi 1.0 1.0 1.0 1.0 1.0 1.0 –

βi 0.1 0.1 1.0 1.0 1.0 1.0 –

γi 0.1 0.1 0.7845 13.0472 1.0 1.0 –

Figure3f αi 1.0 1.0 1.0 1.0 1.0 1.0 –

βi 0.1 0.1 0.1 0.1 0.1 0.1 –

γi 0.1 0.1 0.7845 13.0074 0.1 0.1 –
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(a) Hussain et al. [13] (b) Abbas et al. [2]

(c) Karim and Kong [14] (d) Quartic Polynomial

(e) The proposed scheme (f) The proposed scheme

Fig. 3 The interpolating curve
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Fig. 4 The negative
interpolating curve using
Hussain et al. [13]

shown in Fig. 4. Figure3b, c show the scheme of Abbas et al. [2] and Karim and
Kong [14]. For Fig. 3c show the interpolating curve not very smooth on the interval
[13, 14]. Figure3d default quartic polynomial interpolating curve when αi = βi = 1
and γi = 2. Figure3e, f shows the curve interpolation for positivity preserving by
the proposed schemes with the values of parameters as shown in Table4. Figure3e
gives a more pleasing visually curve compared with other proposed schemes.

6 Conclusion

The new rational quartic spline scheme with three parameters with C2 continuity
can be used produce positive interpolating curves without solving a linear system of
consistency equation for the derivative. The free parameters can be manipulated to
preserve the positivity preserving interpolation curve.Based on our numerical results,
we found that the proposed scheme preserves the positivity preserving interpolation
everywhere compared with the work of Hussain et al. [13] that fails to produce
positive interpolating curve everywhere.
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K-means Clustering Analysis for EEG
Features of Situational Interest Detection
in Classroom Learning

Ernee Sazlinayati Othman , Ibrahima Faye , Areej Babiker,
and Aarij Mahmood Hussaan

Abstract This paper proposes a method to detect situational interest in classroom
learning using k-means algorithms. The developed algorithm in this paper had been
tested on features from ten studentswho experiencedmathematics learning in a class-
room. The subjects were given 21 min of Laplace lecture presentation with some
interesting elements introduced. Electroencephalogram (EEG) signal was prepro-
cessed and decomposed using Fast Fourier Transform. The mean power for each
sub-frequency band was served as input to the k-means algorithm. Results showed
that EEG features can be successfully clustered in the alpha frequency band at the
frontal region when visual-auditory stimuli are introduced to the subjects.

Keywords Situational interest · Classroom learning · EEG · K-means clustering

1 Introduction

Learning in general and learning Mathematics specifically remains a challenge for
some students. Studies from psychology have been demonstrated that interest is one
of the factors that affected the learning process. Literature has categorized interest
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into two: situational and individual interest. The difference between these two is
the activating and sustaining time. Rotgans [1] had observed that situational interest
can be activated quickly, while individual interest can be improved by repetitive
experiences and stimulating situational interest.

There are several ways tomeasure a student’s interests. Previously, the occurrence
of situational interest (SI)was evaluated through a personal perspective. Linnenbrink-
Garcia [2] andRotgans [3] reported that questionnaires and subjective self-reports are
commonly used but unfortunately, it is not always accurate. One of the well-known
SI questionnaires was developed by Mitchell [4] to measure situational interest in
mathematics classrooms among secondary school students. However, a current study
from Fuller [5] suffers from students imitating to take part, resulting in a doubted
execution of the self-report evaluation method.

Here, physiology measures, for example, Pupil Diameter, Electrocardiogram
(ECG) and Electroencephalography (EEG) give an alternative. Studies often used
EEG in interest research related to favourite during web searching and advertisement
[6, 7]. Unlike questionnaires, the signals obtained from EEG cannot be manipulated
by participants and it will not cause interference to participant’s attention, interest,
or the session flow.

This paper focuses on SI instead of individual interest since it can have an impul-
sive impact on student’s learning. It can also be effectively stimulated and esti-
mated by a physiological detector. Hidi [8] reported that students who completed
SI performed better at recalling thoughts and statements. Thus, uncovering this
biomarker will be valuable for evaluating teaching techniques that will promote
the improvement of classroom learning.

The objective of the present paper is to examine the ability of k-means cluster
analysis to detect SI when a person is observing interesting visual-auditory stimuli.
As the EEG signals were recorded when the subjects were learning in a classroom,
the data are useful to check the real-time feedback of the students. The k-means
clustering algorithm was used as an observation tool to determine to which class
(interested or not interested) each sample belongs. This might be used as instant
feedback to the teachers and educators to act immediately upon low or not interested
students during the lesson.

The remaining sections of this paper are arranged as follows: Sect. 2 describes the
related work about detecting SI, Sect. 3 discusses the details methodology, Sect. 4
presents the results and Sect. 5 summarizes the conclusion and future work.

2 Related Work

Unlike the psychological methods, usage of physiological sensors could qualify SI
which is not leveled out of the subjects themselves. The study fromMoldovan [9] has
shown that learner’s interest perceived using EEG have a significant consequence
on learning in multimedia-based mobile learning. Even though there is literature
on EEG associates with situational interest, to characterize and detect this type of
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interest in classroom learning is limited. Assessing attention is a way of measuring
SI in a classroom. The EEG beta and theta power ratio were used by Ko et al. [10]
to distinguish attentive and non-attentive students in a classroom setting. Besides,
studies from Palva [11] reported that the attenuation or reduction of alpha frequency
was used to indicates the attentional level.

3 Methodology

3.1 Participants

The research work was approved by Universiti Teknologi PETRONAS (UTP)
Research Ethical Committee. A total of eleven healthy volunteers (9 males and 2
females) participated in this experiment. One subject’s data was excluded because of
high artifacts. Theywere undergraduate students ofUTP.The subjectswere explained
about the experiment and signed consent forms before the start experiment is started.
A presentation questionnaire was undertaken once the experiment was done. The
score from the presentation’s questionnaire will be used later as a result of subjective
measurement.

3.2 EEG Recording

EEG signal was recorded with 500 samples per second using 8-channels Enobio
headset. The channels used were: Fp1, Fp2, F3, F4, T7, T8, O1 and O2 with 2
reference electrodes according to the international 10–20 system. The EEG data
were comprised of 4 min of eyes opened, 4 min of eyes closed and 21 min of
Laplace Transform lecture. All the subjects were placed in a classroom setting and
recordingwasobtained simultaneouslywith the assistant of researchers.Details of the
experimental are described in [12]. Tominimize the artifacts during the recording, the
subjects were instructed to seat calmly, avoid unnecessary eye blinks and movement
when possible.

3.3 Tasks

All the subjects have attended a lecture on Laplace Transform. The lecture was
performed by UTP lecturer who teaches the same courses in the university. The
lecture’s presentation was designed with some interesting elements such as including
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Table 1 Sub-points of the
delivered lecture

Sub-points Details Length (s)

A Introduction 33

B Learning Objectives 21

C Real-life problems 110

D Definition of Laplace 124

E Notation of Laplace Transform 26

F History of Laplace Transform 142

G Example 105

H Unit step function 68

I Challenge question 68

J Table of Laplace Transform 81

K Examples 94

L Definition of inverse Laplace and
linearity

149

M Table of inverse Laplace Transform 79

N Example 122

O Summary 38

different examples while maintaining meaningful content throughout the presenta-
tion. The sub-points of the presentation are described in Table 1. The total length of
EEG signal was 1260 s.

3.4 Methods

The rawEEGwas preprocessedwith a high pass filteringwith a low cut-off frequency
of 0.5Hzwas performed followed by a lowpass filteringwith a high cut-off frequency
of 45 Hz. Using bandpass filtering, power line noise artifacts were removed. The arti-
facts fromeye andmusclemovement are also being corrected. Later, the preprocessed
signal was divided into fifteen segments (15 subpoints) for each subject.

Reports from literature show that the EEG power bands can efficiently be used
to characterize an individual’s activity. To get a better understanding of situational
interest effect on each student’s brain, electrodemap and power spectral density were
plotted. The plots were generated using EEGLABwhich is an open signal processing
environment for electrophysiological signals. High or strong activated brain area is
indicated by red colour and low or no activation is indicated by blue colour.

Based on Fig. 1, theta and alpha were more concentrated in the frontal lobe for
low interested subjects compared to high interested subjects. Moreover, beta and
gamma are more pronounce at frontal for high interested subjects compared to low
interested subjects (Fig. 2). This might reflect the area affected when visual-auditory
stimuli are exposed to the subjects. Hence, power density can be one of the features
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Fig. 1 An example of
electrode map and power
spectral density of low SI
subject

Fig. 2 An example of
electrode map and power
spectral density of high SI
subject

to be future explored. The power of EEG signal was extracted and categorized into
five frequencies. The frequency range is defined as follows: delta (0.5–4 Hz), theta
(4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz), and gamma (30–45 Hz). EEG power
for all frequency bands was averaged within the subject.

A matrix Mij was formed, where i is the number of rows representing the mean
power for each band and j is the number of columns representing the number of
channels. The mean power for each sub-frequency band was fed as input to the k-
means algorithm to cluster the subject’s SI level. Clustering analysis aims to classify
n data distributions into k clusters in which each data belongs to the cluster with the
nearest mean, serving as a sample of the cluster.
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3.5 Algorithm Description

To demonstrate which class each subject belongs to, a quick and simple clustering
method called k-means clustering is applied. It is an iterative procedure carried out
to minimize within-class sum of squares. It works as follow [13]:

1. Randomly choose k initial centers M = {m1, …, mk}.
2. For each i ∈ {1, …, k}, set the cluster Mi to be the set of points in X that are

closer to mi than they are to mj for all j �= i.
3. For each i ∈ {1,…,k}, set mi to be the center of mass of all points in Mi: mi =

1/ |Mi |
∑

x∈Mi x .
4. Repeat Steps 2 and 3 until C no longer changes.

3.6 Statistical Analysis

The statistical evidence among the results obtained from k-means and presentation
scores was determined. The Kolmogorov was used to test the normality of the data
and Spearman to test the correlation between the k-means and presentation scores.
The SPSS software version 24 was used to perform the statistical tests with a 95%
confidence level and a 5% risk of claiming a difference.

4 Results and Discussion

The experiment was designed with a focus on assessing situational during math-
ematics classroom learning. Although eight electrodes were used during EEG
recording, for analysis purposes the channels were paired according to their brain
region. For example, for frontal polar region electrodes of Fp1-Fp2 were paired, the
frontal region was F3-F4, the temporal region was T7-T8 and the occipital region
was O1-O2 respectively.

After the k-means algorithm was applied through all frequency bands, the results
show the two clusters are separated best in the alpha band. Examples of clus-
tering results are shown in Fig. 3a–d. Based on an alpha inhibition hypothesis
from Klimesch [14] and Pfurtscheller [15], who proposed that an indicator of active
neuronal processing regions was reflected by a small amplitude of alpha oscillation,
while large-amplitude alpha oscillations reflect the reduction and disconnection of
task-irrelevant cortical areas. It could be seen that subjects in Cluster I is associated
with high interest and subjects who in Cluster II is associated with a low-interested
student.

Since alpha frequency shows a good biomarker to detect situational interest, we
compare the accuracy of the k-means clustering through the brain region. The accu-
racy is calculated by how effective the k-means algorithm distinguishes the two clus-
ters in all sub-points of the presentation. The frontal lobe has the highest accuracy
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Fig. 3 The best k-means clustering in alpha frequency at one of the presentation’s sub-point
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Table 2 Clustering accuracy
with alpha frequency band

Brain region Accuracy (%)

Frontalpolar 53.33

Frontal 93.33

Temporal 80.00

Occipital 66.67

with 93.33% whereas the frontal polar has the lowest percentage (see Table 2). This
finding was supported by Kothare [16] which describes the frontal cortex as mainly
associated with attention and other important functions including decision-making,
planning, working memory, language, and judgment.

Figure 4 shown a summarization of k-means clustering to all subjects. This figure
shows the level of the subject’s situational interest can be assessed through all sub-
points of the presentation. The interested level was indicated by the low mean power
of alpha frequency and the not interested level was indicated by the high mean power
of alpha frequency. This preliminary result might be used as a primary idea to develop
an instantaneous or automatic system to perceive the interest level of students while
learning in the classroom. This could be used as a real-time indicator for teachers and
educators to ensure level student’s interests remain high during classroom learning.

Examining behavioural data which are presentation score and k-means (Fig. 5),
showed a positive relationship between the high score in presentation with the high
k-means score. Except for participant numbers three and eight. The presentation
score will represent the SI score from the questionnaire. To check whether there
is a correlation between the presentation score and k-means score, the Spearman
test was applied. The correction value was ρ = 0.388 with a significant p-value (p

Fig. 4 Clustering of situational interest for each participant through all sub-points of presentation
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Fig. 5 Presentation score
and k-means result
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20%

40%

60%

80%

100%
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Participants

presentation score k-means

> 0.05) respectively indicating a weak correlation with no significant difference.
This is because only four out of 15 sub-points were considered when calculating the
presentation score.

5 Conclusion

This paper aims to investigate the ability of k-means clustering for situational interest
identification compared to the presentation questionnaire score. The results show
there is a weak correlation between them. However, this problem might be improved
by increased sample size to increase the accuracy of the result. By synchronizing the
length of the sub-points might also help the researcher to predict the optimum period
of students could retain their interest level.

Instead of only mean power used, the first-order statistical features such as mod,
median, variance, and standard deviation are recommended to serve as input. Further
work will employ different clustering algorithms to improve cluster accuracy.
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Modelling the Disease Severity of Cocoa
Black Pod Rot Disease

Albert Ling Sheng Chang , Suhaida Salleh, Ahmad Kamil Mohd Jaaffar,
and Haya Ramba

Abstract Cocoa black pod rot disease, caused by Phytophthora palmivora, is the
main disease that caused major losses in Malaysia. It is important for screening
the cocoa genotypes available in Malaysia on its tolerance level against the cocoa
black pod rot disease. Characterize the symptom of the cocoa black pod rot disease
in determined the disease severity over time can assist the breeder in identified the
tolerance level of the genotypes. In this study, we developed the nonlinear model
on the disease severity for 50 cocoa genotypes available in Malaysia that later find
the best fitted model for each genotype. Those selected nonlinear model was used
to determine its area under disease progress curve (AUDPC) which used to identify
the tolerance clones against cocoa black pod rot disease. Our results highlight the
Gompertz model was well fitted to the disease severity of 50 cocoa genotypes and its
estimation of AUDPC values showed few good tolerant clones against cocoa black
pod rot disease with the lowest AUDPC values such asMCBC13, PBC221, BAL209,
KKM19 and KKM17.
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1 Introduction

Cocoa black pod rot disease, caused by Phytophthora palmivora, is the main disease
that caused major losses in Malaysia. The symptom of the disease began with pod
lesions as small, hard, dark spots on any part of the pod, at any stage of pod develop-
ment [1]. It is important to establish the effective screening method for selecting the
tolerance genotypes in breeding program. However, selection of tolerance plant in
the field would take many years as need to wait until a tree bears pods and the infec-
tion rates are not always sufficient under natural infection conditions may disrupt the
reliability of assessment results [2]. Therefore, understanding the disease severity
progress from the lesion growth in the laboratory is more effective in assisting the
breeder in identify the tolerance level of cocoa genotypes available, especially in
Malaysia. This could be done by modeling the disease severity of its lesion growth
over the time. The nonlinear models are commonly used to model temporal changes
in the proportion of plant disease [3]. Four nonlinear models that commonly used
to describe the disease progress curve are the exponential model, monomolecular
model, logistic model and Gompertz model [4]. The work of characterized the
disease progress curve with nonlinear models and estimating the area under the
disease progress curve (AUDPC) to related the estimated AUDPC to changes in
the components of quantitative resistance has been carried out in many other plant
diseases such as rice blast disease [5], fire blight disease in apple [6] and late blight
disease in potato [7] but rarely used in cocoa screening test. Thus, this paper is to
develop the nonlinear models on the severity of the cocoa black pod rot disease and
estimating the area under the disease progress curve (AUDPC) of the best nonlinear
model developed. These AUDPC values of tested genotypes will be used to identify
the tolerance level of the genotypes against the cocoa black pod rot disease.

2 Materials and Methods

2.1 Samples Preparation

Fifty cocoa genotypes that were widely planted by cocoa smallholders in Malaysia
are used in this study. The detached pod test described in [8] was used in preparing
the pod sample for study the disease severity progress in each genotypes. Isolate
of Phytophthora sp. from a naturally infected cocoa pod was used to inoculate the
sample pods by a single point on the ridges of pod. Forty inoculated pods per genotype
with mycelial plugs from seven days old Phytophthora palmivora culture grown on
Potato Dextrose Agar (PDA) were incubated at room temperature (25 ± 2 °C) in
the laboratory. The diameter of the established lesions were measured with a caliper
meter throughout one to seven day after inoculation (DAI).
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2.2 Measuring the Disease Severity

The assessment to the black pod disease severity was measured by the proportion
of lesion size to the pod surface area. The pod surface was estimated as the prolate
spheroid model [9, 10] and the lesion area was estimated based on the ellipse shape
[11]. The disease severity of the black pod disease was expressed as;

y = The lesion area

Pod sur f ace area
= πr1r2

2πa2 + 2πa
(
ac
e

)
sin−1

(√
1− a2

c2

) (1)

where r1 is a major radius of the lesion area, r2 is a minor radius of the lesion area,
a is a polar radius of the pod and c is an equatorial radius of the pod.

2.3 Fitting the Disease Progress Curve

Four nonlinearmodelswere used to describe the disease progress curve or also known
as growth-curve models such as exponential model, monomolecular model, logistic
model and Gompertz model [4, 12]. The nonlinear models for disease progress curve
are given as follows:

Exponential model: y = y0 exp(rE t) (2)

Monomolecular model: y = 1− (1− y0) exp(−rMt) (3)

Logistic model: y = 1

1+ exp
(
− ln

[
y0

1−y0

]
− rL t

) (4)

Gompertz model: y = exp
[
ln(y0) × exp(−rGt)

]
(5)

where y0 is the initial disease intensity and rE , rM , rL and rG are the rate parameter
(constant).

2.4 The Goodness of Fit Test

Curve fitting on the black pod disease severity was done using PROC NLIN using
numerical method of Levenburg-Marquardt to minimize the error sum of squares of
fitted models [13].
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In order to identify the best fitted model among the four nonlinear models, two
goodness of fit tests were used, namely the Akaike Information Criterion (AIC) [14]
and the Bayesian Information Criterion (BIC) [15]. The best model was selected
based on the smallest value of AIC and BIC. The mathematical expression for both
tests was given as follows;

AIC = 2p−2ln(L) (6)

BIC = pln(n)−2ln(L) (7)

withp=number of parameters,n= sample size and ln(L)=maximum log-likelihood
of the estimated model and calculated as follows:

ln(L) = 0.5×
[

−N ×
(

ln(2π) + 1− ln(N ) + ln

(
n∑

i=1

x2i

))]

(8)

with x1, …, xn = the residuals from the nonlinear least squares fit and N = their
number.

2.5 Estimating the Area Under Disease Progress Curve

The area under disease progress curve (AUDPC) was calculated for each nonlinear
model fitted to the disease progress curve using the method of Yeh [16] based on
the trapezoidal rule that approximate the area under a curve by dividing the area into
a number of strips of equal width. Then, the sum of approximate area of each strip
by the area of the trapezium formed will give the approximation of area under the
curve. The trapezoidal rule can be presented as integral function given as follows:

b∫

a

f (x)dx = ((b−a)/n) × ((( f (a) + f (b))/2) + � f (a + i(b−a)/n)) (9)

where the domain [a, b] of the integration function are subdivided into n strips with
the points of x0, x1,...,xn. x0 = a, xn = b and xr = x0 + r (b–a) / n.

In our case of study, a = 1, b = 6 and n is set to 50 subdivisions or strips while
the f (x) is given as nonlinear function model of each clone.
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Table 1 ANOVA test on 50 cocoa genotypes

Source DF Pod length Pod girth Pod surface

Sum of
squares

F value Sum of
squares

F value Sum of
squares

F value

Genotype 49 16.137 18.25* 6.224 8.69* 28.593 12.35*

Error 1950 35.192 28.501 92.025

Corrected
Total

1999 51.330 34.725 120.618

Note: * Significant at 5% level

3 Results and Discussion

3.1 Samples Preparation

The cocoa genotypes used in this study varied in pod length, pod girth and pod
surface area (see ANOVA Test in Table 1). The pod length from 50 genotypes was
ranged between 13.38 cm to 22.08 cm, the girth pod were ranged between 20.13 and
26.59 cm and the pod surface area were ranged between 229.59 and 426.13 cm2.

3.2 Disease Severity Curve Fitted Model

The overall F-value for 50 genotypes are significant at 5% level in all developed
models except the Monomolecular model in the genotype KKM19, MCBC12 and
PBC221 (see Table 2). Table 2 shows the values of AIC and BIC of four nonlinear
models fitted on the disease severity of each genotype. The results of AIC test and
BIC test show Gompertz model fitted well the data disease severity in 47 genotypes
with the smallest value in AIC and BIC. Another three genotypes, QH326, MCBC6
and KKM1 were fitted well with the Logistic model. The results showed the disease
severity progress curve fitted well to two nonlinear models which are Logistic model
and Gompertz model. In order to select only one model to represent the cocoa black
pod disease severity progress curve, the Gompertz model was chosen due to higher
percentage of Gompertz model fitted well to the data compare to the Logistic model.
The application of Gompertz model in describing the disease progress also supported
byPlaut [17] andBerger [18]who reported thatGompertzmodelwas better fit to other
statistical models in plant diseases including estimation of epidemic rate, projection
of future disease severity and determination of initial disease.
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Fig. 1 The AUDPC values arranged in ascending order for 50 cocoa genotypes against cocoa black
pod rot disease

3.3 Estimate the Area Under Disease Progress Curve

The AUDPC has been widely used in two major areas such as crop loss assessment
and field assessment of quantitative resistance as it integrate all aspects of disease
progress related to host development and growth [19]. Figure 1 shows the estimated
AUDPC from severity disease progress curve fitted with Gompertz models for 50
genotypes. The AUDPC values of each genotype depend on the growth rate of the
disease severity over the time, the slow growth rate of the disease severity will see
the AUDPC value is lower than the fast growth rate. The lower AUDPC value also
indicated that the tolerance level is higher in that genotype compared to the genotype
with higher AUDPC value. Result in Fig. 1 showed the AUDPC values ranged from
2.246 to 13.194 with MCBC13 (2.246), PBC221 (3.827), BAL209 (3.992), KKM19
(4.075) and KKM17 (4.297) have the lowest AUDPC values while KKM5 (13.194),
BAL244 (11.809), MCBC1 (11.550), PBC139 (11.317) and QH441 (11.290) have
the highest AUDPC values.

The selection of AUDPC method as screening method in assessing the tolerance
level of cocoa genotypes is better than field assessment which necessitates waiting
until a tree bears pods before its level of resistance to black pod infection can be
determined [20]. The AUDPC method able to save time and cost in order to provide
information about pod resistance to the cocoa black pod disease.

4 Conclusion

In conclusion, the Gompertz models developed for the disease severity on the cocoa
black pod rot disease over the 50 genotypes planted in Malaysia by the smallholders
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was useful in estimating the AUDPC which can be practically used to assess the
cocoa genotypes for tolerance to cocoa black pod rot disease.
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Monotonicity Preserving Interpolation
Using Rational Quartic Said-Ball
Function

Samsul Ariffin Abdul Karim and Van Thien Nguyen

Abstract A curve interpolation scheme with C1 continuity is developed by using
rational quartic Said-Ball function with quartic numerator and linear denominator.
The scheme has a unique representation, with one shape parameter that can be used
to change the shape of the curve. Sufficient conditions for the monotonicity of the
rational interpolant have been derived. Several numerical results are given to show
the capability of the presented scheme.

Keywords Interpolation · Rational quartic · Said-Ball function · Monotonicity

1 Introduction

Data interpolation and approximation are important in sciences and engineering
applications. It is important that the interpolant must be able to produce the interpo-
lating curve that preserves its geometric properties such as monotonicity, convexity
and positivity. Monotonicity problems arise in our daily lives. Pricing models in
economics and finance, the level of uric acid in the body of patients with gout are
examples of monotone data [11, 17]. Cubic spline interpolating scheme with contin-
uous is not able to produce the monotone curves. Unwanted oscillations may appear
and it will destroy the characteristics of the data. Cubic Hermite function with conti-
nuity also cannot preserve the shape of the data. Thus, shape preserving interpolation
can be used to produce monotonic curves [2, 3, 8, 9]. There exist many methods for
monotonicity preserving by using various types of spline interpolant. For instances,
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Fristch and Butland [4] and Fristch and Carlson [5] discussed interpolation of mono-
tonic data using piecewise cubic spline polynomials. In the later article, the authors
have derived the necessary and sufficient conditions for the cubic interpolant to be
monotonic on entire given interval. But both methods are required the modification
of the first derivative in order to ensure the monotonicity of the data will be preserved
completely.

Besides the use of cubic spline for shape preserving interpolation, there existmany
schemes involving rational splines such as piecewise rational quadratic functions
by Gregory and Delbourgo [8] and Delbourgo and Gregory [3], rational cubic with
quadratic denominator byDelbourgo andGregory [2] andGregory [9], rational cubic
spline with cubic denominator in Sarfraz [18, 19] and Sarfraz et al. [17]. Duan et
al. [6, 7] have proposed rational cubic spline with linear denominator in order to
interpolate data set from given function. Meanwhile Abbas et al. [1] have proposed
new rational cubic spline with quadratic denominator to preserves the monotone data
by utilizing two free parameters to refine the final shape of the curves. Shukri et al.
[20] have study the use of cubic Bézier curve for data constrained interpolation. They
derived the simple sufficient condition when the constrained are subject to circle, an
ellipse and straight line. Our work in this paper is slightly different from the work
of Shukri et al. [20]. In this paper, the new rational quartic spline (quartic/linear)
has been used for monotonicity preserving. For survey articles on shape preserving
interpolation and approximation methods, see Goodman [10] and Kvasov [15] and
the listed references in their respective articles.

This paper discussed the monotonicity preserving for a given data sets. In Wang
and Tan [21], the authors have used Bernstein-Bezier quartic rational interpolant
(quartic numerator and linear denominator) with two shape parameters to preserves
themonotonic data. The derivation of calculus to obtain first and second-order deriva-
tives is easier when rational spline with linear denominator is used. Thus, it is easy
to construct or continuous curve by using rational spline interpolant in the form of
quartic/linear. Motivated by Wang and Tan [21], in this paper, a new rational spline
interpolant is proposed. It is based from rational Said-Ball curves of degree 4 (quar-
tic/linear) with one shape parameter to generate the monotonic interpolating curves.
One of the advantages of the proposed scheme is that, it will produce monotonic
interpolating curves for the monotonic data sets. Meanwhile the Wang and Tan [21]
scheme produces monotonic curves. Furthermore, we give the method on how to
choose the suitable values of first derivative, that satisfy the sufficient condition for
monotonicity. The scientific contributions of this paper are: (1) the new rational spline
interpolant based on Said-Ball basis function has been introduced for monotonicity
preserving; (2) the method on how to calculate the first derivative for monotonic-
ity preserving is discussed in details while in the work of Wang and Tan [21], the
authors do not discuss in details on how to calculate the first derivative values, (3)
an algorithm to generate the rational quartic spline for monotonicity preserving also
has been given and our final contribution is, the numerical comparison between the
proposed rational spline scheme with the existing method namely Sarfraz et al. [17]
has been done. This paper is organized as follows. Introduction is given in Sect. 1.
Rational quartic Said-Ball (quartic/linear) with one shape parameter is discussed
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in Sect. 2. Meanwhile, Sect. 3 is devoted to the monotonicity preserving by using
the proposed rational quartic Said-Ball interpolant together with algorithm for com-
puter implementation. In Sect. 4, Results and Discussion will be elaborated in details
together with numerical comparison between the proposed scheme and the rational
cubic spline (cubic/cubic) by Sarfraz et al. [17]. Section5 concludes the paper with
some future research recommendation.

2 Rational Quartic Said-Ball Interpolant

Suppose {(xi , fi ), i = 1, . . . , n} is a given set of data points, where x1 < x2 <

· · · < xn , hi = xi+1 − xi , �i = ( fi+1 − fi )/hi , local variable θ is defined by θi =
(x − xi )/hi such that 0 ≤ θ ≤ 1 and shape parameter αi > 0. For x ∈ [xi , xi+1], i =
1, 2, . . . , n − 1, the rational quartic Said-Ball interpolant is defined by

s(x) = s(xi + hiθ) ≡ Si (θ) = Pi (θ)

Qi (θ)
, (1)

where

Pi (θ) = Wi0(1 − θ)3 + Wi1θ(1 − θ)2 + Wi2θ
2(1 − θ)2 + Wi3θ

3(1 − θ) + Wi4θ
4

Qi (θ) = αi (1 − θ) + θ.

Now, to ensure the rational quartic Said-Ball interpolant in (1) is on the following
interpolatory properties must be satisfied:

s(xi ) = fi , s(xi+1) = fi+1

s(1)(xi ) = di , s(1)(xi+1) = di+1 (2)

Hence, the unknowns Wi j , j = 0, 1, 2, 3, 4 can be shown to have the following
values:

Wi0 = αi fi ,Wi1 = (2αi + 1) fi + αi hi di ,Wi2 = 3αi fi+1 + 3 fi
Wi3 = (αi + 2) fi+1 − hidi+1,Wi4 = fi+1. (3)

The first derivative values are denoted by di . The rational quartic interpolant in (1)
is C1[x1, xn]. The value of shape parameter αi can be utilized to changes the final
shape of the interpolating curve according to what the user needs [12]. Obviously
when αi = 1, then the rational quartic reduce to the non-rational quartic Said-Ball
[16] interpolant given as follows:
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s(x) = fi (1 − θ)3 + (3 fi + hidi )θ(1 − θ)2 + (3 fi + fi+1)θ
2(1 − θ)2

+ (3 fi+1 − hidi+1)θ
3(1 − θ) + fi+1θ

3. (4)

3 Monotonicity-Preserving Said-Ball Interpolation

Given themonotonic increasing set of data so that f1 ≤ f2 ≤ · · · ≤ fn or equivalently

�i ≥ 0, for i = 1, . . . , n − 1 and di ≥ 0 for i = 1, . . . , n. (5)

After some simplification, it can be shown that, the first derivative of the rational
quartic Said-Ball interpolant s(x) is given by

s(1)(x) =
∑4

j=0 Ai j (1 − θ)4− jθ j

[αi (1 − θ) + θ ]2
, (6)

where

Ai0 = α2
i di , Ai1 = 2α2

i (3�i − di )

Ai2 = 3αi (4�i − di − di+1), Ai3 = 2(3�i − di+1), Ai4 = di+1.

Now, if s(1)(x) then the rational interpolant s(x) will be monotonic increasing for all
x ∈ [x1, xn]. For x ∈ [xi , xi+1], the denominator in (4) is always positive, thus we
only consider the numerator in (4) to find the sufficient condition for monotonicity.
Since s(1)(x) is non-negative if and only if Ai j ≥ 0. It is obvious that the sufficient
conditions for Ai1 ≥ 0, Ai2 ≥ 0 and Ai3 ≥ 0 are

di ≤ 3�i , di+1 ≤ 3�i , di + di+1 ≤ 4�i . (7)

Therefore, s(1)(x) ≥ 0 if (7) holds. The following proposition gives the sufficient
condition for monotonicity preserving by using rational quartic Said-Ball interpolant
(quartic/linear).

Proposition 1 Given a monotonic increasing set of data satisfying (5), there exists
a class of monotonic rational (of the form quartic/linear) interpolating spline s(x) ∈
C1[x1, xn] involving free parameter αi provided that (7) holds.

Equation (7) can be rewritten as

di
�i

≤ 3,
di+1

�i
≤ 3,

di
�i

+ di+1

�i
≤ 4. (8)

Now, by following the same idea from Fristch and Carlson [5], the sufficient condi-
tions in (8) can be represented in the form of monotonicity region. Figure1 shows
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Fig. 1 Monotonicity region
for rational quartic Said-Ball
interpolant

the monotonicity region for rational quartic Said-Ball (quartic/linear) with one shape
parameter (shaded region denoted by M). The monotonicity region is a trapezium
with vertices (0, 0), (3, 0), (3, 1), (1, 3) and (0, 3). One question still needs to be
answered: How do we choose the first derivative value that will assure the mono-
tonicity preservation is achieved? In order to use the sufficient conditions in (8) for
monotonicity preserving, and from Fig. 1, the following choices will guarantee the
existence of monotone rational quartic Said-Ball interpolant for all given strictly
monotone data sets

0 ≤ di ≤ 2�i , 0 ≤ di+1 ≤ 2�i . (9)

Condition (9) satisfies conditions in (7) and (8). This sufficient condition is simple
and easy to use. Furthermore, as long as the first derivatives fall inside the mono-
tonicity region in (9), the rational interpolant will produce monotonic interpolating
curves for all monotone data sets.

Finally, the first derivative can be chosen as follows:

0 ≤ d1 ≤ 2�1, 0 ≤ dn ≤ 2�n−1 (10)

and

0 ≤ di ≤ min{2�i−1, 2�i }, i = 2, 3, . . . , n − 1. (11)

Thus, the derivatives value in (10) and (11) will ensure the sufficient condition for
monotonicity is met and the user may choose any positive value of shape parameter
to generate monotonic interpolating curves.
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Remark 1 The sufficient condition in (7) is the same as the sufficient condition for
monotonicity in Wang and Tan [21]. The main difference is that in this paper the
author has used rational quartic Said-Ball (quartic/linear) with one shape parameter
while Wang and Tan [21] have used rational quartic spline (quartic/linear) with two
shape parameters. Furthermore, we give complete idea on how to calculate the first
derivative values that will produces monotonicity preserving interpolation curves.

Remark 2 InKarim [12] the sufficient condition in (7) and (8) ismodified to produce
more visual pleasing graphical results.

To generate the default curves (quartic Said-Ball), the first derivative value is the
original value that calculated by using arithmeticmeanmethod (AMM) [3] withαi =
1. Figure2 shows the defaults quartic Said-Ball without shape preserving property.
When the sufficient condition formonotonicity ismet (by adjusting the first derivative
value in which the monotonicity is not preserved), then the monotonic interpolating
curves can be generated by choosing any shape parameter value αi > 0. Thus, for
same value of shape parameter, i.e. αi = 1, we may have two set of interpolating
curves where one interpolating curve having shape preserving property while the
other interpolating curve does not have shape preserving property. Figure3 shows this
example clearly. Below is an algorithm that can be used to generateC1 rational quartic
Said-Ball for monotonicity-preserving curves using the main result in Proposition 1.

Algorithm 1

1. Input data points {(xi , fi )}ni=1 andfirst derivative at endpointsd1 ∈ [0, 2�1], dn ∈
[0, 2�n−1].

2. For i = 2, . . . , n − 1
Compute the first derivative value: 0 ≤ di ≤ min(2�i−1, 2�i ).

3. For i = 1, . . . , n − 1

(a) Find hi and �i

(b) Assign αi > 0 (we set αi = 1 for the default curve)
(c) Calculate the inner control ordinates Wi1,Wi2 and Wi3 in (3)

4. For i = 1, . . . , n − 1 By using (1), generates the piecewise rational quartic Said-
Ball (quartic/linear) to produces monotonic interpolating curve everywhere.

4 Result and Discussion

We test the proposed method for monotonicity preserving by using monotone data
taken from Sarfraz et al. [17]

Figure2 shows the default interpolating curve when (with no derivative modifi-
cation), clearly the rational interpolant fails to preserve the monotonicity property
especially on interval [0, 2] and [3, 9]. Figure3 shows the shape preserving interpo-
lation with shape parameter values as follows: (solid), (dashed) and (gray).
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Table 1 Monotone data [17] i 1 2 3 4 5

xi 0 2 3 9 11

fi 0.5 1.5 7 9 13

Fig. 2 Quartic Said-Ball
curve (αi = 1) without shape
preserving (no derivative
modification)

Fig. 3 Monotonic
interpolating curves with
various values of shape
parameter

Meanwhile, Fig. 4 shows the visual pleasing shape preserving monotonic inter-
polating curve. From the figure, it can be seen clearly that, the proposed rational
interpolant Said-Ball function (quartic numerator and linear denominator) with one
shape parameter gives an acceptable result. Furthermore, the monotonic interpolat-
ing curves have C1 continuity at their common points. When sufficient conditions
for the monotonicity in (6) or (7) have been satisfied, the user can modify the shape
of the curve by assigning different shape parameter values. We may have variety
types of monotonic interpolating curves for the same data sets. This is one of the
unique of the proposed scheme. Furthermore, these properties might be useful for
some applications.

Finally, Fig. 5 shows the shape preserving by using the rational cubic spline
(cubic/cubic) with continuity proposed by Sarfraz et al. [17]. From Figs. 2, 3, 4
and 5 we could see that both shape preserving interpolation schemes produces very
visual pleasing result. But in term of easy to use and less calculation required, the
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Fig. 4 Shape preserving
interpolation (visual
pleasing) using rational
quartic Said-Ball
(quartic/linear) with
α1 = 0.1, αi = 2, i = 2, 3, 4

Fig. 5 Shape preserving
interpolation using Sarfraz et
al. [17] with ri = qi = 1
(solid), ri = 1, q1 = 2
(dashed) and ri = qi = 2
(gray) for data in Table1

rational quartic Said-Ball function (quartic/linear) with one shape parameter is the
best option compare to rational cubic function of Sarfraz et al. [17].

More complete results on shape preserving monotonic data by using rational
quartic Said-Ball (quartic/linear) together with shape control analysis were reported
in Karim [12].

Remark 3 The first derivative values, di , i = 1, 2, . . . , n can be estimated by using
Butland’s method [4]. This is since the simpler conditions to guarantee the mono-
tonicity in (6) is to use region inside the box [0, 2] × [0, 2] as shown in Fig. 1. This is
the sufficient condition in original Butland’s construction of monotonic interpolation
curves by using cubic spline [4]. It should be noted that, one of the main difference
between our scheme and Wang and Tan [21] is that, we gives complete methods on
how to choose the suitable derivative values that satisfy the sufficient conditions in
(7) and (8). Furthermore, Wang and Tan [21] discussed their rational quartic scheme
forC2 monotonicity preserving whiles our scheme utilized rational quartic Said-Ball
interpolant with one shape parameter for C1 monotonicity preserving.
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5 Conclusion

This paper has proposed new shape preserving interpolation by using rational quartic
Said-Ball (quartic numerator and linear denominator) with one shape parameter. The
parameter can be used to change the shape of the monotone curves. The sufficient
condition for the monotonicity of the rational interpolant also has been derived. The
proposed scheme may be used for data visualization purpose since these schemes
require less computation, local and it also gives satisfactory results. Future work
will focus on shape preserving for data in 2D and 3D. Finally, the work on shape
preserving for monotone, positive and convex data by using GC1 rational quartic
Said-Ball spline is underway. Two early results for shape preserving interpolation by
using rational quartic spline with GC1 continuity can be found in [13, 14]. Such of
the findings will be reported in future.
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Some Inequalities for σ -Convex
Functions

Ibrahima Faye and Van Thien Nguyen

Abstract The main purpose of this article is to establish Karamata and Ostrowski
type inequalities for σ -convex functions. An alternative definition of σ -convexity
is also proposed in this paper. With the alternative definition, simpler proofs of
Hermite-Hadamard and Karamata type inequalities are established.

Keywords σ -convex function · Karamata inequality · Ostrowski inequality ·
Hermite-Hadamard inequality

1 Introduction

The authors in [1] gave a new class of σ -convex set and σ -convex functions. Let σ

be a strictly monotonic continuous function. A set I ⊂ R is said to be σ -convex set
if

σ−1[(1 − t)σ (x) + tσ(y)] ∈ I ,∀x, y ∈ I , t ∈ [0, 1].

And a function f : I → R is said to be σ -convex function if

f [σ−1((1 − t)σ (x) + tσ(y))] ≤ (1 − t)f (x) + tf (y),

∀x, y ∈ I , t ∈ [0, 1].
The notion σ -convex functions generalizes the concepts of geometric convexity,

harmonic convexity, p-convexity, log-exponential convex functions that have been
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investigated before (see [2–4]). For each type of convexity considered, various inte-
gral inequailities have been investigated (see [5–7] for some examples. Similarly, the
authors in [1] showed the integral inequality ofHermite-Hadamard type for σ -convex
functions as it follows.

Theorem 1 Suppose that f : [a, b] → R is an integrable σ -convex function, then
we have the following inequalities:

f

(
σ−1

(
σ(a) + σ(b)

2

))
≤ 1

σ(b) − σ(a)

b∫
a

f (x)σ
′
(x)dx

≤ f (a) + f (b)

2
.

In this note, we focus on proving the Karamata’s inequality and Ostrowski’s
inequality for σ -convex functions.

2 Karamata’s Inequality

Definition 1 A tuples (x1, x2, . . . , xn) is σ -majorant of the tuples (y1, y2, . . . , yn)
((xi) is σ -majorant of (yi) for short) if the following conditions are satisfied:

(i) σ(x1) ≥ σ(x2) ≥ · · · ≥ σ(xn), σ(y1) ≥ σ(y2) ≥ · · · ≥ σ(yn)
(ii)

∑i
k=1 σ(xk) ≥ ∑i

k=1 σ(yk),∀i ∈ {1, 2, . . . , n − 1}
(iii)

∑n
k=1 σ(xk) = ∑n

k=1 σ(yk).

We have the Karamata’s inequality type for σ -convex function

Theorem 2 Suppose that xi, yi ∈ I , i = 1, . . . , n, (xi) is σ -majorant of (yi) and a
function f is σ -convex on I . Then we have

n∑
i=1

f (xi) ≥
n∑

i=1

f (yi). (1)

To prove this theorem, we need the following lemma.

Lemma 1 Let f : I → R is σ -convex. Then the different quotient

f (x) − f (y)

σ (x) − σ(y)

is non-decreasing with respect to σ(x) for fixed y.
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Proof We prove for σ is increasing on I (the case σ is decreasing can be proved
similarly). Fix y ∈ I . We must show that for x1, x2 ∈ I such that σ(x1) > σ(x2) then

f (x1) − f (y)

σ (x1) − σ(y)
≥ f (x2) − f (y)

σ (x2) − σ(y)
. (2)

We consider the following cases.
Case 1. σ(x1) > σ(y) > σ(x2).

We have σ(y) = tσ(x1) + (1 − t)σ (x2) for some t ∈ (0, 1).
Since f is σ -convex, we obtain that

(t + 1 − t)f (y) = f (y) = [
f σ−1(σ (y))

]
=f

[
σ−1(tσ(x1) + (1 − t)σ (x2))

] ≤ tf (x1) + (1 − t)f (x2).

Hence
t(f (y) − f (x1)) ≤ (1 − t)(f (x2) − f (y)). (3)

Moreover, we have (t + 1 − t)σ (y) = tσ(x1) + (1 − t)σ (x2). This shows that

t(σ (y) − σ(x1)) = (1 − t)(σ (x2) − σ(y)). (4)

Divide (3) by (4), inequality (2) is followed.
Case 2. σ(x1) > σ(x2) > σ(y).

We have σ(x2) = tσ(x1) + (1 − t)σ (y). As above,

f (x2) = f
[
σ−1(tσ(x1) + (1 − t)σ (y))

]

≤ tf (x1) + (1 − t)f (y).

This implies that
f (x2) − f (y) ≤ t(f (x1) − f (y)). (5)

In plus, since σ(x2) = tσ(x1) + (1 − t)σ (y),

σ(x2) − σ(y) = t(σ (x1) − σ(y)). (6)

Divide (5) by (6), we obtain inequality (2).
Case 3. σ(y) > σ(x1) > σ(x2).
We have σ(x1) = tσ(y) + (1 − t)σ (x2).
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By σ -convexity of f ,

f (x1) =f
[
f (σ−1(σ (x1)))

]
=f

[
σ−1(tσ(y) + (1 − t)σ (x2))

]
≤tf (y) + (1 − t)f (x2).

Hence,

t(f (x1) − f (y)) ≤ (1 − t)(f (x2) − f (y)). (7)

Since σ(x1) = tσ(y) + (1 − t)σ (x2), we have

t(σ (x1) − σ(y) = (1 − t)(σ (x2) − σ(y)). (8)

Devide (7) by (8), we get inequality (2).

Proof (Proof of Theorem 2) Set

ai =
i∑

k=1

σ(xk), bi =
i∑

k=1

σ(yk) for i ∈ {1, . . . , n}, (9)

a0 = b0 = 0. (10)

By the majorization assumption, we have

ai ≥ bi for i ∈ {1, . . . , n − 1} and an = bn.

For each i ∈ {1, . . . , n}, put

ci = f (xi − f (yi))

σ (xi) − σ(yi)
for i ∈ {1, . . . , n}.

By Lemma 1, we have ci+1 ≤ ci, for each i ∈ {1, . . . , n − 1}. Hence
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n∑
k=1

(f (xk) − f (yk)) =
n∑

k=1

ck(σ (xk) − σ(yk))

=
n∑

k=1

ck
[
(ak − ak−1) − (bk − bk−1)

]

=
n∑

k=1

ck(ak − bk) −
n∑

k=1

ck(ak−1 − bk−1)

=cn(an − bn) +
n−1∑
k=1

(ck − ck+1)(ak − bk) − c1(a0 − b0)

=
n−1∑
k=1

(ck − ck+1)(ak − bk) ≥ 0.

Inequality (1) is proved.

Remark 1 Ifwe takeσ(x) = x inTheorem2, thenweobtain the classicalKaramata’s
theorem.

3 Ostrowski Inequality

The next inequality we want to mention here is Ostrowski inequality.

Theorem 3 Let f : I → R be an integrable function, and σ is a strictly monotonic
function. If f is differentiable on the interior of I and if |f ′(t)| ≤ M for all t ∈ [a, b],
where a, b ∈ Io then the following inequalities holds

∣∣∣∣∣∣f (x) − 1

σ(b) − σ(a)

b∫
a

f (t)σ ′(t)dt

∣∣∣∣∣∣ ≤ (11)

M

σ(b) − σ(a)

⎡
⎣

x∫
a

σ(t)dt +
x∫

b

σ(t)dt + σ(a)(a − x) + σ(b)(b − x)

⎤
⎦

Proof The proof follows the approach suggested in [8]. Assume that σ is strictly
increasing. Using the fact that −M < f ′ < M we obtain

(σ (t) − σ(a))(f ′(t) + M ) ≥ 0 (12)

and
(σ (b) − σ(t))(M − f ′(t)) ≥ 0 (13)
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By (12), we get

I =
x∫

a

(σ (t) − σ(a))(f ′(t) + M )dt ≥ 0

Integrating by parts for above integral with u = σ(t) − σ(a), du = σ ′(t); dv =
(f ′(t) + M )dt, v = f (t) + Mt,

I = [(σ (t) − σ(a)]
[
f (t) + Mt)

] ∣∣a
t=a −

x∫
a

σ ′(t)(f (t) + Mt)dt

= [σ(x) − σ(a)]
[
f (x) + Mx

] −
x∫

a

σ ′(t)f (t)dt − M

x∫
a

tσ ′(t)dt

= [σ(x) − σ(a)] f (x) + Mxσ(x) − Mxσ(a) −
x∫

a

σ ′(t)f (t)dt

− M (tσ(t))
∣∣x
t=a + M

x∫
a

σ(t)dt

= [σ(x) − σ(a)] f (x) + Mxσ(x) − Mxσ(a) −
x∫

a

σ ′(t)f (t)dt

− Mxσ(x) + Maσ(a) + M

x∫
a

σ(t)dt ≥ 0.

Using (13), we get

J =
b∫

x

(σ (b) − σ(t))(M − f ′(t))dt ≥ 0.

Integrating by parts for J with u = σ(b) − σ(t), du = −σ ′(t)dt;
dv = (M − f ′(t))dt, v = Mt − f (t), we get
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J = [σ(b) − σ(t)]
[
Mt − f (t)

] ∣∣b
t=x +

b∫
x

Mtσ ′(t)dt

−
b∫

x

σ ′(t)f (t)dt

=[σ(x) − σ(b)][Mx − f (x)] + M [tσ(t)]∣∣bt=x

− M

b∫
x

σ(t)dt −
b∫

x

σ ′(t)f (t)dt

=Mxσ(x) − Mxσ(b) + f (x)(σ (b) − σ(x)) + Mbσ(b)

− Mxσ(x) − M

b∫
x

σ(t)dt −
b∫

x

σ ′(t)f (t)dt ≥ 0.

Hence

I + J =f (x)(σ (b) − σ(a))

+ M [σ(a)(a − x) + σ(b)(b − x)]

+ M

⎡
⎣

x∫
a

σ(t)dt +
x∫

b

σ(t)dt

⎤
⎦ −

b∫
a

σ ′(t)f (t)dt ≥ 0.

This implies that

f (x) − 1

σ(b) − σ(a)

b∫
a

σ ′(t)f (t)dt

≥ − M

σ(b) − σ(a)
[σ(a)(a − x) + σ(b)(b − x) + p], where

p =
x∫

a

σ(t)dt +
x∫

b

σ(t)dt. (14)

Again from −M ≤ f ′(t) ≤ M and σ is increasing we get

K =
x∫

a

(σ (t) − σ(a))(M − f ′(t))dt ≥ 0 (15)
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and

L =
b∫

x

(σ (b) − σ(t))(f ′(t) + M )dt ≥ 0. (16)

As above, we are going to estimate K and L. Take integration by parts for K with
u = σ(t) − σ(a), du = σ ′(t)dt; dv = (M − f ′(t))dt, v = Mt − f (t),

K =[σ(t) − σ(a)][Mt − f (t)]∣∣xt=a − M

x∫
a

tσ ′(t)dt

+
x∫

a

σ ′(t)f (t)dt

=[σ(x) − σ(a)][Mx − f (x)] − M [tσ(t)]∣∣xt=a

+ M

x∫
a

σ(t)dt +
x∫

a

σ ′(t)f (t)dt

=Mxσ(x) − Mxσ(a) − (σ (x) − σ(a))f (x) − Mxσ(x)

+ Maσ(a) + M

x∫
a

σ(t)dt +
x∫

a

σ ′(t)f (t)dt ≥ 0.

For L, integration by parts with u = σ(b) − σ(t), du = −σ ′(t); dv = (f ′(t) +
M )dt, v = f (t) + Mt,

L = [σ(b) − σ(t)][f (t) + Mt]∣∣bt=x +
b∫

x

σ ′(t)f (t)dt + M

b∫
x

tσ ′(t)dt

=[σ(x) − σ(b)][f (x) + Mx] − Mxσ(b) +
b∫

x

σ ′(t)f (t)dt

+ M [tσ(t)]∣∣b
t=x

− M

b∫
x

σ(t)dt

=(σ (x) − σ(b))f (x) + Mxσ(x) − Mxσ(b) + Mbσ(b) − Mxσ(x)

+
b∫

x

σ ′(t)f (t)dt − M

b∫
x

σ(t)dt ≥ 0.
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Hence,

K + L =(σ (a) − σ(b))f (x)

+
b∫

a

σ ′(t)f (t)dt + M [σ(a)(a − x) + σ(b)(b − x)]

+ M

x∫
a

σ(t)dt + M

x∫
b

σ(t)dt ≥ 0.

This lead us to the following inequality

f (x) − 1

σ(b) − σ(a)

b∫
a

σ ′(t)f (t)dt ≤ (17)

M

σ(b) − σ(a)

⎡
⎣σ(a)(a − x) + σ(b)(b − x) +

x∫
a

σ(t)dt +
x∫

b

σ(t)dt

⎤
⎦ .

Combining (14) and (17) we get the inequality (11).
For σ strictly decreasing, using the facts

(σ (a) − σ(t))(f ′(t) + M ) ≥ 0,

(σ (t) − σ(b))(M − f ′(t)) ≥ 0,

(σ (a) − σ(t))(M − f ′(t)) ≥ 0,

(σ (t) − σ(b))(f ′(t) + M ) ≥ 0,

Theorem 3 could be proven following the same previous steps.

Remark 2 For σ(x) = x, by Theorem 3

∣∣∣∣∣∣f (x) − 1

b − a

b∫
a

f (t)dt

∣∣∣∣∣∣
≤ M

b − a

[
1

2
t2

∣∣x
a + 1

2
t2

∣∣x
b + a2 − ax + b2 − bx

]

≤ M

b − a

[
1

2
(x2 − a2 + b2 − b2) + 1

2
(2a2 − 2ax + 2b2 − 2bx)

]

= M

2(b − a)

[
(x − a)2 + (x − b)2

]
,

which is the classic Ostrowski inequality.



584 I. Faye and V. T. Nguyen

4 Other Comments

We can define σ -convex function in a easy way as follows

Definition 2 Let σ : I → R is a strictly monotonic function. A function f : I → R

is called σ -convex if the composition function

f ◦ σ−1 : σ(I) → R

is convex function on σ(I).

Based on this definition, we are going to give an easy way to prove Theorems 1 and
2.

Proof (Proof of Theorem 1) By the classical Hermite-Hadamard inequality,

(
f ◦ σ−1

) (
σ(a) + σ(b)

2

)
≤ 1

σ(b) − σ(a)

σ(b)∫
σ(a)

f ◦ σ−1(t)dt

≤ f ◦ σ−1(σ (a)) + f ◦ σ−1(σ (b))

2

By changing variable t = σ(x),

σ(b)∫
σ(a)

f ◦ σ−1(t)dt =
b∫

a

f (t)σ ′(t)dt.

Hence, Theorem 1 is established.

Proof (Proof of Theorem 2) By the classical Karamata inequality, we obtain that

n∑
i=1

f ◦ σ−1(σ (xi)) ≥
n∑

i=1

f ◦ σ−1(σ (yi)),

which shows Theorem 2.

Acknowledgements This researchwas partly done duringV. T. Nguyen’s visit to UTP inMalaysia,
in 2019. He wishes to thank the members of the Department of Fundamental and Applied Sciences
for their kind hospitality.



Some Inequalities for σ -Convex Functions 585

References

1. S. Wu, M. Awan, M. Noor, K. Noor, S. Iftikhar, On a new class of convex functions and integral
inequalities. J. Inequalities Appl. 2019, Article number 131 (2019)

2. Anderson, G.D., Vamanamurthy, M.K., Vuorinen, M.: Generalized convexity and inequalities.
J. Math. Anal. Appl. 335(2), 1294–1308 (2007)

3. Iscan, I.: Hermite-Hadamard type inequalities for harmonically convex functions.Hacet. J.Math.
Stat. 43(6), 935–942 (2014)

4. Zhang,K.S.,Wan, J.P.: p-convex functions and their properties. PureAppl.Math. 23(1), 130–133
(2007)

5. Set, E., Akdemir, A.O., Ozdemir, M.E.: Simpson type inequalities for convex functions via
Riemann-Liouville integrals. Filomat 31(14), 4415–4420 (2017)

6. Alomari, M., Darus, M., Drogomir, S.S., Cerone, P.: Ostrowski type inequalities for functions
whose derivatives are s-convex in the second sense. Appl. Math. Lett. 23, 1071–1076 (2010)

7. Bai, Y.M., Wu, S.H., Wu, Y.: Hermite-Hadamard type integral inequalities for functions whose
second-order mixed derivatives are coordinated (s,m) − P-convex. J. Funct. Spaces article ID
1693075 (2018)

8. Farid, G.: Straightforward proofs of Ostrowski inequality and some related results. Int. J. Anal.
3918483 (2016)



On the Space of m-subharmonic
Functions

Samsul Ariffin Abdul Karim and Van Thien Nguyen

Abstract In this study, we investigate the space of m-subharmonic functions.
We introduce the Mabuchi space of strictly m-subharmonic functions in an m-
hyperconvex domain.We also study themetric properties of this space usingMabuchi
geodesics. Some theoretical results are given in this study. We prove the connection
between geodesics and homogeneous Hessian equations. The main result is impor-
tant in the geometry of m-subharmonic functions.

Keywords Pluripotential theory · m-subharmonic function · Metric space

1 Introduction

The pluripotential theory is a developed nonlinear complex counterpart of classical
potential theory. The basic objects of pluripotential theory are plurisubharmonic
functions.

Caffarelli, Nirenberg and Spruck introduced a more general notions than sh and
psh functions, to help us study both of them, which called m-subharmonic function.
A smooth function u defined in open subset Ω of Cn is m-subharmonic if

σk(u) =
∑

1≤ j1<···< jk≤n

λ j1 · · · λ jk ≥ 0, ∀k = 1, . . . ,m
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where (λ j1 , . . . , λ jn ) is the eigenvalue vector of the complex Hessian matrix of u. For
non-smooth function u,m-subharmonicity of u can be defined if its regularization u �

ρε is m-sh in Ωε = {z ∈ Ω : distance(x, ∂Ω) > ε}. The complex Hessian operator
Hm(u) = (ddcu)m ∧ (ddc|z|2)n−m of a locally bounded m-subharmonic function u
is a Radon measure (see [1]). This operator generalized both the classical Laplacian
and the complex Monge-Ampère operators. It has many applications in complex
geometry (see e.g. [1–7]). The complex Hessian operator is much harder to study
since it is neither linearly nor holomorphically invariant. For recent investigation of
m-subharmonic function, please see [8–21].

We shall define a space of m-subharmonic functions along with the Mabuchi
metric. We also introduce a geodesics between two points in this space and give an
equivalent condition when a curve on the space is geodesics.

2 Space of Strictly m-subharmonic Functions

In this section, we shall define the metric in the space of strictly m-subharmonic
functions on the m-hyperconvex domain. We introduction the readers to nice results
[22, 23] for plurisubharmonic functions and Kähler manifolds settings.

Let Ω be an m-hyperconvex domain in R
n . We are going to define the Mabuchi

space of m-subharmonic functions on Ω .

Definition 1 The Mabuchi space of m-subharmonic functions in Ω is

Mm : = {ϕ ∈ C∞(Ω,R) ∩ SHm,+(Ω) : ϕ = 0 on ∂Ω}, (1)

where SHm,+(Ω) is the set of all strictly m-subharmonic functions defined on Ω .
And the tangent space of Mm at a point ϕ, denoted by TϕMm as followed

TϕMm = {γ ′(0) : γ : [−ε, ε] → Mm, γ (0) = ϕ}. (2)

Proposition 1 The tangent space of Mm at ϕ can be identified with

TϕMm ≡ {u ∈ C∞(Ω,R) : u = 0 on ∂Ω}.

Proof Let v ∈ C∞(Ω,R), v = 0 on ∂Ω . Put γ (s) : = ϕ + sv. Then we have
γ (0) = ϕ andγ ′(0) = v.Moreover, sinceϕ is strictlym-subharmonic,we can choose
s is close enough to 0 that γ (s) ∈ Mm , which implies that v ∈ TϕMm .

Conversely, let γ : [−ε, ε] → Mm . We have that γ (s) �∂Ω= 0 for every s ∈
[−ε, ε]. This implies that γ ′(0) �∂Ω= 0. Therefore,

v = γ ′(0) ∈ {u ∈ C∞(Ω,R) : u = 0 on ∂Ω}.
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Definition 2 We define the Mabuchi metric on TϕMm for each ϕ ∈ Mm as follows

〈v1, v2〉ϕ : =
∫

Ω

v1v2Hm(ϕ),

where v1, v2 ∈ TϕMm .

Definition 3 The energy functional on Mm is defined by

E(ϕt ) = 1

2

1∫

0

∫

Ω

(ϕ̇t )
2Hm(ϕt ),

where ϕt is a path inMm joining ϕ0 and ϕ1.

Definition 4 Geodesics between two points ϕ0, ϕ1 in Mm are defined as the
extremals of the energy functional of a path joining ϕ0 to ϕ1.

Theorem 1 The geodesics equation is obtained by computing the Euler-Lagrange
equation of the functional E as following

ϕ̈t Hm(ϕt ) = mdϕ̇t ∧ dcϕ̇t ∧ (ddcϕt )
m−1 ∧ βn−m . (3)

Proof Let (φs,t ) be a variation of ϕt , it means that

φ0,t = ϕt , φs,0 = ϕ0, φs,1 = ϕ1 and φs,t = 0 on ∂Ω.

We put ψt := ∂φ

∂s �s=0. We can see that ψ0 ≡ ψ1 ≡ 0 and ψt = 0 on ∂Ω . Thus,

φs,t = ϕt + sψt + o(s),
∂φs,t

∂t
= ϕ̇t + sψ̇t + o(s),

and

Hm(φs,t ) = [ddc(ϕt + sψt )]m ∧ βn−m + o(s)

= Hm(ϕt ) + smddcψt ∧ (ddcϕt )
m−1 ∧ βn−m + o(s).
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We can compute

E(φs,t ) =1

2

1∫

0

∫

Ω

(
∂φs,t

∂t

)2

Hm(φs,t )

=1

2

1∫

0

∫

Ω

(ϕ̇t + sψ̇t )
2[Hm(ϕt ) + smddcψt ∧ (ddcϕt )

m−1 ∧ βn−m
]
dt + o(s)

(4)

=E(ϕt ) + s

1∫

0

∫

Ω

ϕ̇t ψ̇t Hm(ϕt )dt

+ sm

2

1∫

0

∫

Ω

(ϕ̇t )
2ddcψt ∧ (ddcϕt )

m−1 ∧ βn−mdt + o(s).

We have known that ψ0 ≡ ψ1 ≡ 0. Using the integration by parts, we obtain that

1∫

0

∫

Ω

ϕ̇t ψ̇t Hm(ϕt )dt

= −
1∫

0

∫

Ω

ψt
[
dϕ̇t ∧ dcϕ̇t + ϕ̇t dd

cϕ̇t
] ∧ (ddcϕt )

m−1 ∧ βn−mdt. (5)

Moreover, by Stokes formula,

1∫

0

∫

Ω

(ϕ̇t )
2ddcψt ∧ (ddcϕt )

m−1 ∧ βn−mdt

=2

1∫

0

∫

Ω

ψt (dϕ̇t ∧ dcϕ̇t + ϕ̇t dd
cϕ̇t ) ∧ (ddcϕt )

m−1 ∧ βn−mdt. (6)

Combining (4), (5) and (6), we get that

E(φs,t ) = E(ϕt ) + s

1∫

0

∫

Ω

ψt
[ − ϕ̈t (dd

cϕt )
m + mdϕ̇t ∧ dcϕ̇t

∧ (ddcϕt )
m−1

] ∧ βn−mdt + o(s).
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Hence,

lim
s→0

E(φs,t ) − E(ϕt )

s

=
1∫

0

∫

Ω

ψt
[−ϕ̈t (dd

cϕt )
m + mdϕ̇t ∧ dcϕ̇t ∧ (ddcϕt )

m−1
] ∧ βn−mdt.

Therefore, (ϕt ) is a critical point of E if and only if

ϕ̈t Hm(ϕt ) = mdϕ̇t ∧ dcϕ̇t ∧ (ddcϕt )
m−1 ∧ βn−m .

3 Geodesics and Homogeneous Hessian Equations

In this section,we shall give a bridge connecting geodesics andhomogeneousHessian
equations.

For each point (ϕt ), t ∈ [0, 1] inMm , we set

Φ(z, ζ ) = ϕt (z), z ∈ Ω

and
ζ = et+is ∈ T = {ξ ∈ C : 1 < |ξ | < e}.

We shall prove that

Theorem 2 A curve (ϕt )0≤t≤1 is a geodesic if and only if [ddc
z,ζ Φ(z, ζ )]m+1 ∧

βn−m(z, ζ ) = 0, where β(z, ζ ) = ddc|(z, ζ )|2.
Proof We see that

dz,ζ Φ(z, ζ ) = dzΦ + dζ Φ, dc
z,ζ Φ = dc

zΦ + dc
ζ Φ.

Now, computing by hands,

ddc
z,ζ Φ = (dz + dζ )(d

c
zΦ + dc

ζ Φ)

= dzd
c
zΦ + dzd

c
ζ Φ + dζd

c
zΦ + dζd

c
ζ Φ

= dzd
c
zΦ + R(z, ζ ),
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where R(z, ζ ) = dzdc
ζ Φ + dζdc

zΦ + dζdc
ζ Φ. Thus,

(ddc
z,ζ Φ)m+1 ∧ βn−m(z, ζ )

= [dzdc
zΦ + R(z, ζ )]m+1 ∧ βn−m(z, ζ ) (7)

=
m+1∑

k=0

(
m + 1

k

)
(dzd

c
zΦ)k ∧ Rm+1−k ∧ βn−m(z, ζ )

= (dzd
c
zΦ)m+1 ∧ βn−m(z, ζ )

+ (m + 1)(dzd
c
zΦ)m ∧ R ∧ βn−m(z, ζ )

+ m(m + 1)

2
(dzd

c
zΦ)m−1 ∧ R2 ∧ βn−m(z, ζ ).

We have used the fact that R3 = R ∧ R ∧ R = 0.
We shall using the techniques in [22] to show that the right hand side of (7) is

zero.
The first term in the right hand side of (7) equal to 0 by the bi-degree computation.

Otherwise, we have

dζ Φ = ∂ζΦ + ∂̄ζΦ = ∂Φ

∂ζ
dζ + ∂Φ

∂ζ̄
= ϕ̇t (z)(dζ + d ζ̄ ),

dc
ζ Φ = i

2

[
∂Φ

∂ζ̄
d ζ̄ − ∂Φ

∂ζ
dζ

]
= i

2
ϕ̇t (z)(dζ − d ζ̄ ),

dζd
c
ζ Φ = i ϕ̈t (z)dζ ∧ d ζ̄ .

These imply that

R = R(z, ζ ) = i ϕ̈t dζ ∧ d ζ̄ + i

2
dzϕ̇t ∧ d ζ̄

− i

2
dzϕ̇t ∧ dζ + dc

z ϕ̇t ∧ dζ + dc
z ϕ̇t ∧ d ζ̄ ,

R2 = 2idz ϕ̇t ∧ dc
z ϕ̇t ∧ dζ ∧ d ζ̄ .

Hence the second term in the right hand side of (7) is computed as

(dzd
c
zΦ)m ∧ R ∧ βn−m(z, ζ )

= [
dzd

c
zϕt (z)

]m ∧ [
i ¨ϕt (z)dζ ∧ d ζ̄ + i

2
dzϕ̇t ∧ d ζ̄ (8)

− i

2
dz ϕ̇t ∧ dζ + dc

z ϕ̇t ∧ dζ + dc
z ϕ̇t ∧ d ζ̄

] ∧ βn−m(z, ζ )

= i ¨ϕt (z)(dzd
c
zϕt (z))

m ∧ dζ ∧ d ζ̄ ∧ βn−m(z).
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For the third term, we compute

(dzd
c
zΦ)m−1 ∧ R2 ∧ βn−m(z, ζ )

= (dzd
c
zϕt (z))

m−1 ∧ 2idz (̇ϕt ) ∧ dc
z ϕ̇t ∧ dζ ∧ d ζ̄ (9)

= −2i(dzd
c
zϕt (z))

m−1 ∧ dz ϕ̇t ∧ dc
z ϕ̇t ∧ dζ ∧ d ζ̄ ∧ βn−m(z).

From (8) and (9), expression (7) is rewritten by

(ddc
z,ζ Φ)m+1 ∧ βn−m(z, ζ )

= (m + 1)i
[
ϕ̈t (dzd

c
zϕt )

m ∧ βn−m(z)

− m(dzd
c
zϕt )

m−1 ∧ dz ϕ̇t ∧ dc
z ϕ̇t ∧ βn−m(z)

] ∧ dζ ∧ d ζ̄ .

By Theorem 1, we obtain

(ddc
z,ζ Φ)m+1 ∧ βn−m(z, ζ ) = 0

if and only if the curve (ϕt )0≤t≤1 is a geodesic. These concludes the prove of
Theorem 2.

4 Conclusion

In this study we have established a connection between geodesics and homogeneous
Hessian equations. This connection is important because the homogeneous Hessian
equations has been investigated and it is easy to check when an m-subharmonic
function is maximal, while geodesics notation in the space of m-subharmonic func-
tions belongs to geometric category. This connection helps us more understand about
m-subharmonic functions as well as their geometry.
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Unsteady Nanofluid Flow Over
Exponentially Stretching Sheet
with Vertical Throughflow

Abdullah Al-Yaari, Hamzah Sakidin, Nooraini Zainuddin,
and Ishak Hashim

Abstract Owing to its excellent thermal conductivity, the use of nanofluid as a heat
transfer agent has becomemore popular recently. The study of heat transfer is critical
in keeping up with the rapid development of industries such as cooling and advanced
the nuclear technology. The purpose of this research is to investigate the unsteady
flow, heat, and mass transfer of nanofluid over exponentially stretching sheet. This
research’s mathematical model manages the nanoparticles passively at the boundary,
rather than actively making it physically more realistic. A convective term is also
added to the energy equation due to the vertical throughflow. The system of partial
differential equations is reduced to nonlinear ordinary differential equations using
similarity transformation and then solved using bvp4c solver in MATLAB numer-
ically. The skin friction coefficient, heat transfer rate, velocity, temperature, and
nanoparticle volume fraction are computed for various values of relevant parame-
ters involved. Results show that the Brownian motion parameter has no effect on
the heat transfer rate. The reduced Nusselt number shows decreasing trend for the
thermophoresis parameter and Scmidt number but increases for Prandtl number.
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1 Introduction

The use of nanofluids to improve heat transfer over the last decade has caught the
attention of many scientists. Choi [1] was the first to use the term’ nanofluid’ refer-
ring to the dispersion of particles of nanometer size (less than 100 nm in diameter)
in a base fluid such as water, ethylene glycol, propylene glycol, toluene, and oil to
increase their thermal conductivity. Thismakes nanofluids very useful formany engi-
neering applications including cooling and heat exchange. Nanofluid applications in
engineering include such areas as microelectronics, coolant, fuel cells, pharmaceu-
tical processes, household refrigerator, and chiller. The ultrafine particles are usually
formed from a conductive material via a high-energy-pulsed process. These nanopar-
ticles typically consisting of metals, oxides, carbides, or carbon nanotubes, Oztop
et al. [2]. Research has shown that the dispersal of different types of nanoparticles into
a base fluid can enhance the fluid’s thermal properties, Das et al. [3]. Today, with
the rapid progress in nanomanufacturing, various economic combinations of base
fluid/nan particles are available. Das et al. [4] stated that the addition to standard heat
transfer fluids of a small amount (less than 1 percent by volume) of nanoparticles
approximately doubled their thermal conductivity.

Some explications for the improved nanofluid heat transfer characteristics have
been proposed. Pak et al. [5] stated that the heat transfer enhancement discovered in
nanofluids was due to the dispersion of suspended particles in the base fluid while
Xuan et al. [6] suggested that the heat transfer coefficient increase was due to the
intensified turbulence produced by the movement of nanoparticles. On the other
hand, experimental data on water-glycerin nanofluid has shown that the heat transfer
enhancement is the result of rotation of nanoparticles, Ahuja [7]. Nevertheless, after
a thorough evaluation, Buongiorno [8] found that the high heat transfer coefficients
of nanofluids were not adequately explained by dispersion of nanoparticles, increase
in turbulence, or rotation of nanoparticles. Buongiorno [8] proposed a nanofluid
convective transport model that considers Brownian diffusion and thermophoresis
and explained the high heat transfer coefficient is due to a substantial reduction in
the viscosity of the fluid due to a large difference in the boundary layers temperature.

With the recent advancements in nanotechnology, there are two effective models
for convective heat transfer in nanofluids. The first modelling was developed by
Buongiorno [8] who discovered that absolute velocity of nanoparticles could be
regarded as the sum of the base fluid velocity and a slip velocity, with a total of seven
slip mechanisms involved: inertia, Brownian diffusion, thermophoresis, diffusio-
phoresis, Magnus effect, fluid drainage, and gravity settling. Only Brownian motion
and thermophoresis are found vital to the development of the convective heat transfer
model in nanofluids, of all the slipmechanisms. Tiwari et al. [9] pioneered the second
nanofluid model which proposed a model incorporating the effect of the nanoparticle
volume fraction on heat transfer enhancement. Many researchers have applied those
two well-known nanofluid models. For example, the model proposed by Buongiorno
[8] was used by Nield et al. [10] and Kuznetsov et al. [11], while Bachok et al.
[12] and Bachok et al. [13] applied the model proposed by Tiwari et al. [9]. Many
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nanofluid papers, such as the papers by Xuan et al. [6], Buongiorno [8], Tiwari et al.
[9], Xuan et al. [14] and Eastman et al. [15], have also been published. It is also worth
mentioning that references to nanofluids can be found in Das et al. [3] and Neild et al.
[16] articles, and Trisaksri et al. [17]-Mahian et al. [18] review papers, etc. Ellahi
et al. [19] recently studied Copper–water nanofluid entropy generation with variable
shapes of nanosized particles. More recently, by applying the mesoscopic method,
Sheikholeslami [20] found numerical solution for the flow of magnetohydrodynamic
(MHD) in copper–water nanofluid past a permeable canal.

The model from Buongiorno [8] has been used by a considerable number of
researchers to boost heat transfer in nanofluid with various physical aspects. They
nevertheless constantly tried to control the concentration of nanoparticles on the
surface. Kuznetsov et al. [21] were the first to eradicate this limitation by changing
the fractional boundary state of the nanoparticles to passive rather than active control
andnamed it “revisedmodel.“They also claimed that the changedboundary condition
is more physically feasible because in real-life application, it is difficult to actively
monitor the nanoparticle fraction at the boundary. In this revised model, the surface
nanoparticles ormass flux areweighted to be zero and the fraction of the nanoparticles
on the boundary is passively controlled rather than actively controlled, independent
of the imposed temperature. Later, they reviewed and revised their previous works by
implementing the same approach for various physical aspects as in Neild et al. [22]
and Kuznetsov et al. [23]. In their studies it was found that due to zero nanoparticle
flux on the boundary, the Nusselt number or heat transfer rate became negligible to
theBrownianmotion parameter. This foundingmeans that Brownianmotion’s contri-
bution to the equation of thermal energy is now tending to zero. They also reported
a decreasing function of the hat transfer rate for the thermophoresis parameter.

Following Kuznetsov et al. [21], different researchers revisited their works and
revised their models using the Buongiorno model. A couple of significant works
are listed here. Zaimi et al. [24] revised his work on nanofluid flow as a result of a
suction stretching / shrinking surface. Rana et al. [25] and Chand et al. [26] revised
their work for the elastic Rivlin-Ericksen and the viscoelastic nanofluid models of
Walter, respectively. Rana et al. [27] used the revised model to passively control
the surface volume fraction of the nanoparticles and reported that the heat transfer
rate became almost independent at given Prandtl and Lewis numbers of values.
Yadav et al. [28] revisited their rotating nanofluid layer thermal instability model and
found that zero mass flux at the boundary has a more destabilizing effect than fixed
boundary conditions for alumina-water nanofluid and the opposite effect for copper–
water nanofluid is observed. Recently Jahan et al. [29] revised the flow model due to
moving surface in a nanofluid by considering passive regulation of concentration of
nanoparticles at the boundaries. Uddin et al. [30] recently used the updated model to
investigate the effect of buoyancy onMHDstagnation point flowdue to a convectively
heated stretching layer in a nanofluid.

Work on throughflow is important as it offers the opportunity to monitor possible
convective instability through a modification of the throughflow. Wooding [31] was
the founder of the principle of throughflow. He contemplated instability of the
Rayleigh convection in a permeable, throughflowmedium. Sutton [32] subsequently
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considered the convective flow in a two-dimensional, permeable channel when a net
fluid flow through the channel occurs. Nield [33] subsequently studied the effect of
throughflow on convection with sloped temperature slopes. Nield et al. [34] subse-
quently made a reference to their previous work Nield [33]. He then called the
correction that there should be a convective portion of mass flux in the presence of
throughflow. He thus modified the equation of concentration conservation by adding
a convective term to it. Barletta et al. [35] recently investigated the effect of vertical
throughflow of a non-Newtonian power law fluid on the initiation of convection in
a horizontally saturated permeable layer of fluid. Recently, Pop et al. [36] adopted
the work of Nield et al. [34] and updated the work of Khan et al. [37] by adding the
convective to the conservation equation of nanoparticles and finding that there are
two solutions to this equation.

Buongiorno [8] developed a model combining the impact of parameter Brownian
motion and thermophoresis. Since then, several researchers have used the Buon-
giorno model [8] to study the various flows and heat transfer problems in nanofluid.
Nonetheless, the model has one drawback which is the active regulation of nanopar-
ticles flux at the boundary which is very difficult to implement realistically. Nield
et al. [34] subsequently made a correction to their previous work Kuznetsov et al.
[21] and included the convective term in the conservation of the mass equation, as it
is found that a convective term of the mass flux of nanoparticles should exist in the
presence of throughflow.

Therefore, the goal of this work is to build amathematical model for unstable flow,
heat and mass transfer of a nanofluid through an exponentially stretching surface,
using a more practical boundary condition with vertical throughflow. This work will
examine the effect of vertical throughflow and zeromass flux boundary conditions on
various flow parameters, including velocity, temperature and concentration profiles
as well as the skin friction coefficient and the reduced Nusselt number.

2 Mathematical Formulation

Consider an unsteady three-dimensional boundary layer flow of a viscous and
incompressible nanofluid past a permeable stretching/shrinking surface with
suction/injection. A set of coordinates (x, y, z) is measured normal to the plate.
The x- and y-coordinates are in the plane of the surface, while the z-coordinate
is perpendicularly measured to the surface with the flow confined to z ≥ 0. It is
assumed that the plate is stretching continuously in both x- and y-directions with
the velocities uw(x, t) and vw(y, t) respectively. It is also assumed that Tw is the
surface wall temperature and T∞ is the ambient temperature while Cw and C∞ are
the nanoparticle volume fraction on the surface and away from the surface respec-
tively. Figure 1 shows the physical model and coordinate system for a flow past a
stretching sheet.

The governing equations for conservation of mass, momentum, energy, and
concentration can be written in vector form as:
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Fig. 1 Physical model and
coordinate system

∇.(v) = 0 (1)

∂v

∂t
+ (∇.v)v = 1

ρ
∇P + v∇2v (2)

∂T

∂t
+ (∇.v)T = α∇2T + β

[
DB∇C + (C − C∞)v + DT

T∞
∇

]
∇.T (3)

∂C

∂t
+ (v.∇)C = DB∇2C + DT

T∞
∇2T (4)

where v is the velocity vector, T is the nanofluid temperature, C is the nanoparticle
volume fraction, t is time, p is the pressure,ρ is the density,α is the thermal diffusivity
of the nanofluid, v is the kinematic viscosity of the fluid, DB is theBrownian diffusion
coefficient, DT is the thermophoresis diffusion coefficient, β = (ρcp)p/(ρcp) f ,
where (ρcp)p is the effective heat capacity of the nanoparticle material and (ρcp) f
is the heat capacity of the fluid. It should be mentioned that, according to [36], the
expression inside the square brackets in (3) represents the nanoparticle flux. It is noted
the inclusion of a convective term (C−C∞) ·v∇T is due to the vertical throughflow,
which was ignored in most of previously published papers on stretching/shrinking
sheets using the mathematical nanofluid model proposed by [8].

Under the boundary layer assumptions, (1)–(4) can be written in the Cartesian
coordinates x, y and z as:

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0 (5)

∂u

∂t
+ u

∂u

∂x
+ v
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∂y
+ w

∂u

∂z
= v

∂2u

∂z2
(6)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
= v

∂2v

∂z2
(7)



600 A. Al-Yaari et al.

∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
= α

∂2T

∂z2

+ β

[
DB

∂C

∂z

∂T
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+ (C − C∞)v

∂T

∂z
+ DT

T∞

(
∂T

∂z

)2
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(8)

subject to the following boundary conditions:
For t < 0;

u = 0, v = 0, w = 0,

T = T∞, C = C∞, for any x, y, z (9)

For t ≥ 0;

u = λU0

1 − ωt
e

x+y
L , v = λV0

1 − ωt
e

x+y
L

w = 0, T = Tw

DB
∂C

∂z
+ DT

T∞
∂T

∂z
= 0 at z = 0

u → 0, v → 0, w → 0,

T → T∞, C → C∞ as z → ∞ (10)

where λ is a stretching/shrinking parameter with λ > 0 corresponds to stretching
while λ < 0 corresponds to shrinking surface. U0 and V0 are constants while L is
the reference length. ω is the parameter showing the unsteadiness of the problem.
The boundary condition DB

∂C
∂z + DT

T∞
∂T
∂z = 0 at z = 0 implies that, with Brownian

motion and thermophoresis taken into account, the nanoparticles flux at the boundary
is zero.

A similarity transformation is introduced as

u = λU0

1 − ωt
e

x+y
L f ′(η), v = λV0

1 − ωt
e

x+y
L g′(η)

w = −
(

vU0

2L(1 − ωt)

) 1
2

e
x+y
2L

[
f + η f ′ + g + ηg′]

θ = T − T∞
Tw − T∞

, φ = C − C∞
C∞

η =
(

U0

2vL(1 − ωt)

) 1
2

e
x+y
2L z (11)

where primes denote differentiation with respect to η. Using the similarity variables
(11), (5) is automatically satisfied, while (6)–(9) are reduced to a system of nonlinear
ordinary differential equations as follows:

f ′′′ − 2
(
f ′ + g′) f ′ + ( f + g) f ′′ − A

(
η f ′′ + 2 f ′) = 0 (12)
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g′′′ − 2
(
f ′ + g′)g′ + ( f + g)g′′ − A

(
ηg′′ + 2g′) = 0 (13)

θ ′′ + Pr( f + g)θ ′ + ηPr(B − A)θ ′ + Nbθ ′ϕ′ + Ntθ ′2 = 0 (14)

φ′′ + Sc( f + g)φ′ − AηScφ′ + Nt

Nb
θ ′′ = 0 (15)

and the boundary conditions (10) are reduced to:

f ′(0) = λ, g′(0) = λ, f (0) = 0, g(0) = 0,

θ(0) = 1, Nbφ′(0) + Ntθ ′(0) = 0

f ′(η) → 0, g′(η) → 0, θ(η) → 0, φ(η) → 0 as η → ∞

where A = ωL
U0

e− x+y
L , B = β 2vL(Cw−C∞)(1−ωt)

U0
ηe− x+y

L , Pr = v
α
, Sc = v

DB
,

Nb = βDB
(Cw − C∞)

α
and Nt = β

DT

T∞
Tw − T∞

α

and is solved using the bvp4c solver in MATLAB. The effects of various param-
eters on the skin friction coefficient, local Nusselt number as well as the velocity,
temperature and concentration profiles are discussed.

3 Results and Discussions

The nonlinear partial differential (5)–(9) together with boundary conditions (10) is
converted into a set of ordinary differential Eq. (12)–(15). They are then reduced to
first order ODEs and is solved using the bvp4c solver in MATLAB. In this method,
suitable initial guess for the solution needs to be chosen. These guesses must satisfy
the boundary conditions and keep the solution behavior. The convergence criteria
for the solution is set to be 10−8. The impact of the governing parameters such as
the Prandtl number (Pr), Brownian motion parameter (Nb), thermophoresis param-
eter (Nt), stretching parameter (λ) and Schmidt number (Sc) on the skin friction
coefficient, the reduced Nusselt number, the velocity, temperature, and concentration
profiles is discussed. The effects of Nb and Nt on the reduced Nusselt number are
observed with active and passive control of nanoparticles by keeping other parameter
fixed.

Table 1 shows that an increase in Nb does not give any effect on the heat transfer
rate for passive control of nanoparticles. This is because of the implementation of the
realistic boundary condition which resulted in zero nanoparticle flux at the boundary.
As for active control, the heat transfer rate decreases as Nb increases. This happens
because of frequent collisions that occurred with the increase inNb, thus resulting
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Table 1 Numerical results of
reduced Nusselt number
when Pr = 5, Nt = 0.5,
λ = 0.5, Sc = 3 and A = −1

Nb −θ ′(0)
Active control of
nanoparticle

−ϕ′(0)
Passive control of
nanoparticle

0.1 1.89751 1.92713

0.3 1.88089 1.92713

0.5 1.86431 1.92713

0.7 1.84777 1.92713

0.9 1.83125 1.92713

more condensed nanoparticles. From Table 2, a decreasing trend is seen for the
reduced Nusselt number as value of Nt increases for both active and passive control
of nanoparticle. This is due to thermophoresis exhilarates the diffusion of nanopar-
ticles and causing increase in thermal boundary layer thickness. Table 3 shows the
numerical results for the heat transfer rate without and with vertical throughflow
taking into account. It can be seen that there is difference of values of heat transfer
rate betweenwith andwithout vertical throughflow. This is because when the vertical
throughflow is considered, the energy equation included the convective component.
This result is more accurate as supported by the work of [34] where they found that
in the presence of throughflow there is convective term that is previously ignored
by researchers. From Table 4 and Fig. 2, the increase in Nt will decrease the local
Nusselt number and an increase in thermal boundary layer thickness. This result coin-
cides with Table 2. Table 5 and Fig. 3 show that Nb has no effect on the heat transfer
rate and therefore negligible. This is because of the implementation of the realistic

Table 2 Numerical results of
reduced Nusselt number
when Pr = 5, Nb = 0.5,
λ = 0.5, Sc = 3 and A = −1

Nt −θ ′(0)
Active control of
nanoparticle

−ϕ′(0)
Passive control of
nanoparticle

0.1 2.27185 2.32773

0.3 2.05421 2.11431

0.5 1.86431 1.92713

0.7 1.69821 1.76259

0.9 1.55254 1.61759

Table 3 Numerical results of
reduced Nusselt number
when Nb = Nt = 0.5,
λ = 0.5, Sc = 3 and A = −1

Pr −θ ′(0)
Without vertical throughflow

−ϕ′(0)
With vertical throughflow

5 1.92451 1.92713

10 2.74789 2.75271

15 3.37940 3.38507

20 3.91169 3.91772

25 4.38060 4.38678
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Table 4 Values of the
reduced Nusselt number and
the Sherwood number for
some values of Nt when
Pr = 5, Nb = 0.5, λ = 0.5,
Sc = 3 and A = −1

Nt −θ ′(0) −ϕ′(0)
0.1 2.76106 −0.55221

0.2 2.63023 −1.05209

0.3 2.50780 −1.50468

0.4 2.39317 −1.91453

0.5 2.28577 −2.28577

Fig. 2 Temperature
distribution for several
values of Nt when = 5,
Nb = 0.5, λ = 0.5, Sc = 3
and A = −1

= 0.3, 0.5, 0.8

(  
)

θ
η

Table 5 Values of the
reduced Nusselt number and
the Sherwood number for
some values of Nb when
Pr = 5, Nt = 0.5, λ = 0.5,
Sc = 3 and A = −1

Nb −θ′(0) −ϕ′(0)
0.1 2.28577 −11.42887

0.2 2.28577 −5.71444

0.3 2.28577 −3.80962

0.4 2.28577 −2.85722

0.5 2.28577 −2.28577

boundary condition which resulted in zero nanoparticle flux at the boundary. The
result coincides with Table 1. As shown in Table 6 and Fig. 4, when Pr increases, the
thermal boundary layer thickness decreases which led to increase in the heat transfer
rate. This is due to decreasing fluid thermal conductivity as Pr increases. Table 7
shows that as Sc increases, the heat transfer rate decreases. This is because higher
Sc will increase the momentum diffusivity which resulted the widening of thermal
boundary layer thickness and increase in temperature. From Fig. 5, the increase in
λ will widen the range of the local Nusselt number which then delayed the thermal
boundary layer separation. Parabolic behavior is noticed for the case of nanoparticle
volume fraction. It is quite interesting to observe the concentration profiles because
the similarity variable over-shoots and attains negative values in the neighborhood
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Fig. 3 Temperature
distribution for several
values of Nb when Pr = 5,
Nt = 0.5, λ = 0.5, Sc = 3
and A = −1

Table 6 Values of the
reduced Nusselt number and
the Sherwood number for
some values of Pr when
Nb = Nt = 0.5, λ = 0.5,
Sc = 3 and A = −1

Pr −θ ′(0) −ϕ′(0)
5 2.28577 −2.28577

10 3.29495 −3.29495

15 4.06855 −4.06855

20 4.72034 −4.72034

25 5.29439 −5.29439

Fig. 4 Temperature
distribution for several
values of Pr when
Nb = Nt = 0.5, λ = 0.5,
Sc = 3 and A = −1

(  
)

θ
η

of the surface as shown in Figs. 6, 7, 8, 9 and 10. This interesting behavior is also
observed by [21, 22]. This is due to the zero-nanoparticle flux condition (accounting
for both Brownian motion and thermophoresis parameters) on the surface, which
means that the nanoparticle flux at the surface is suppressed.
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Table 7 Values of the
reduced Nusselt number and
the Sherwood number for
some values of Sc when
Pr = 5,
Nb = Nt = 0.5, λ = 0.5,
and A = −1

Sc −θ ′(0) −ϕ′(0)
1 2.29545 −2.29545

2 2.28892 −2.28892

3 2.28577 −2.28577

4 2.28396 −2.28396

5 2.28282 −2.28282

Fig. 5 Temperature
distribution for several
values of λ when Pr = 5,
Nb = Nt = 0.5, Sc = 3 and
A = −1

(  
)

θ
η

Fig. 6 Concentration
distribution for several
values of Sc when Pr = 5,
Nb = Nt = 0.5, λ = 0.5
and A = −1

= 3, 6, 9(  
 )

φ

4 Conclusion

The aim of this research is to study the impact of vertical throughflow on unsteady
three-dimensional laminar boundary layer flow, heat and mass transfer of nanofluid
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Fig. 7 Concentration
distribution for several
values of Pr when
Nb = Nt = 0.5, λ = 0.5,
Sc = 3 and A = −1

= 5, 10, 15φ
(  

)η

Fig. 8 Concentration
distribution for several
values of Nt when Pr = 5,
Nb = 0.5, λ = 0.5, Sc = 3
and A = −1

= 0.3, 0.4, 0.5φ
(  

)η

Fig. 9 Concentration
distribution for several
values of Nb when Pr = 5,
Nt = 0.5, λ = 0.5, Sc = 3
and A = −1

Nb = 0.3, 0.4, 0.5

φ
(  

)η
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Fig. 10 Concentration
distribution for several
values of λ when Pr = 5,
Nb = Nt = 0.5, Sc = 3 and
A = −1

(η
)

φ

towards an exponentially deforming sheet by using the realistic approach. The
nanoparticle volume fraction at the boundary is passively controlled to get a more
realistic results and a convective term is added to the conservation equation of
nanoparticles. The system of governing partial differential equations together with
its boundary conditions are reduced to nonlinear ordinary differential equations and
then solved numerically using bvp4c solver in MATLAB software. It was found that
an increase in Nb does not give any effect on the heat transfer rate for passive control
of nanoparticles but decreases the heat transfer rate for active control of nanopar-
ticle. It can also be seen that increase in Nt decreases the local Nusselt number for
both passive and active control. It is found as Pr increases, the heat transfer rate
increases. On the other hand, it was found that increase in λ widen the range of the
local Nusselt number. As Sc increases, the heat transfer rate also decreases. Lastly,
Parabolic behavior is noticed for the case of nanoparticle volume fraction.
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Pitt’s Inequality Associated
with Fractional Wavelet Transform

Mawardi Bahri and Samsul Ariffin Abdul Karim

Abstract The fractional wavelet transform is an extension of the conventional
wavelet transform in the context of the fractional Fourier transform. In current work,
we present the natural link between the fractional Fourier transform and conventional
wavelet transform. We apply this relation to provide the different proof of some fun-
damental properties of the fractional wavelet transform such as the orthogonality
relation, inversion formula and reproducing kernel. Based on these properties and
relation, we formulate Pitt’s inequality associated with the fractional Fourier trans-
form.

Keywords Fractional wavelet transform · Fractional Fourier transform · Pitt’s
inequality

1 Introduction

As is well known, the conventional wavelet transform (WT) is a useful mathematical
tool, which has been widely applied in quantum physics, signal processing and many
other fields of science and engineering (see, e.g., [3, 8, 13]). In recent years, a
number of efforts have been increasing interest in extending the conventional wavelet
transform using the fractional Fourier transform (FRFT). In [5, 6, 12, 14], the authors
have studied an extension of theWT in the FRFT domain, the so-called the fractional
wavelet transform (FRWT). The generalized transform is obtained by including the
Fourier kernel with the FRFT kernel in the definition of the WT. They also have
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derived its essential properties like linearity, orthogonality relation, reconstruction
formula and the inequalities.

On the other hand, the author [10, 11] has discussed that the fractional Fourier
transform can be changed to the Fourier transformation. Due to this idea, some
properties of the fractional Fourier transform can be easily obtained using the basic
connection between the fractional Fourier transform and Fourier transform. In this
work, we develop this approach within the framework of the fractional wavelet
transform.We provide the other proof of the fundamental properties of the fractional
Fourier transform such as the orthogonality relation and inversion formula using the
basic relationship between the FRWT and the WT. We also build the reproducing
kernel related to the fractional Fourier transform. Finally, based on the properties
and Pitt’s inequality for the fractional Fourier transform we explore Pitt’s inequality
related to the fractional Fourier transform.

Thepaper is arranged as follows. InSect. 2we shortly recall basic knowledge about
the fractional Fourier transform and notations that will be needed in next section.
Section3 is concerned with introducing the definition of the fractional wavelet trans-
form. Some of its essential properties are investigated in some detail in this section.
We also establish Pitt’s inequality related to the fractional wavelet transform. In
Sect. 4 we conclude this work.

2 Preliminaries

This part recalls the definition of the fractional Fourier transform (FRFT) and basic
properties (see [1, 7, 9]). We also introduce a natural link between the fractional
Fourier transform and conventional Fourier transform. Let us start with the following
definitions.

Definition 1 For 1 ≤ p < ∞, Lp(R) is the space of measurable functions onRwith
the norm

‖f ‖Lp(R) =
(∫

R

|f (t)|p dt
)1/p

< ∞. (1)

In particular, for p = 2, L2(R) is a Hilbert space with the inner product

〈f , g〉L2(R) =
∫
R

f (t)g(t) dt,

and ‖f ‖L2(R) = √〈f , f 〉L2(R).

Denote by C∞(R), the set of all complex-valued smooth functions on R and by
Z+, the set of non-negative integers.
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Definition 2 The Schwartz space is then defined by

S(R) =
{
f ∈ C∞(R) | sup

t∈R
|tαDβ f (t)| < ∞, ∀α, β ∈ Z+

}
. (2)

Elements of the dual space S ′(R) of S(R) are called tempered distributions.

The Fourier transform of the function f ∈ L1(R) is defined by [2]

F{f }(ξ) = f̂ (ξ) =
∫
R

f (t)e−iξ t dt. (3)

Let θ ∈ R be a real parameter called the transform order. The kernel Kθ (t, ξ) of the
fractional Fourier transform is defined by

Kθ (t, ξ) =

⎧⎪⎪⎨
⎪⎪⎩

Cθei(t
2+ξ 2) cot θ

2 −itξ csc θ , θ 
= nπ
1√
2π
e−itξ , θ = π

2

δ(t − ξ), θ = 2nπ
δ(t + ξ), θ = (2n + 1)π, n ∈ Z,

(4)

where δ is a Dirac delta function and

Cθ = ei(
π
4 − θ

2 )

√
2π sin θ

=
√
1 − i cot θ

2π
. (5)

Definition 3 The FRFT of f ∈ L1(R) is defined in following way

F θ {f }(ξ) = f̂ θ (ξ) =
∫
R

f (t)Kθ (t, ξ) dt. (6)

Remark 1 Note that F θ , θ = π
2 becomes precisely the definition of the Fourier

transform F{f } and F θ , θ = −π
2 is the definition of the inverse Fourier transform.

Definition 4 The inverse FRFT of f̂ θ ∈ L1(R) is defined by the integral

(F θ )−1{f̂ θ }(t) =
∫
R

f̂ θ (ξ)Kθ (t, ξ) dξ, (7)

where Kθ (t, ξ) is the complex conjugate of Kθ (t, ξ).



614 M. Bahri and S. A. Abdul Karim

In the sequel, we describe a direct connection between the Fourier transform and
fractional Fourier transform. It follows from the FRFT definition that

F θ {f }(ξ) =
∫
R

f (t)Kθ (t, ξ) dt

= Cθ

∫
R

f (t)ei(t
2+ξ 2) cot θ

2 −itξ csc θ dt

= Cθeiξ
2 cot θ

2

∫
R

f (t)eit
2 cot θ

2 −itξ csc θ dt

= Cθeiξ
2 cot θ

2 F{eit2 cot θ
2 f (t)}(ξ csc θ). (8)

Now set
fθ (t) = eit

2 cot θ
2 f (t), (9)

we obtain

e−iξ 2 cot θ
2√

1 − i cot θ
F θ {f }(ξ) = F{fθ } (ξ csc θ) . (10)

Hence,

e−iξ 2 cot θ
2√

1 − i cot θ
F θ {e−it2 cot θ

2 f }(ξ) = F{f }(ξ csc θ
)
. (11)

As is known that the FRFT Parseval identity for f , g ∈ L1(R) ∩ L2(R) is given by

〈f , g〉L2(R) = 〈F θ {f },F θ {g}〉L2(R). (12)

and

‖f ‖2L2(R) = ‖F θ {f }‖2L2(R). (13)

3 Continuous Fractional Wavelet Transform (CFRWT)

We begin this section by recalling the wavelet transform. Let the shifting parameter
be b ∈ R and scaling parameter be a ∈ R+. We denote the shifting and scaling of the
function f by τbf (t) = f (t − b) and fa(t) = a−1/2f (t/a), respectively. The family of
wavelets are functions of the form
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ψa,b(t) = τbψa(t) = 1√
a
ψ

(
t − b

a

)
, (14)

that are generated from the mother (basic) wavelets ψ ∈ L2(R). Further, we obtain
the definition of the continuous wavelet transform of f ∈ L2(R) with respect to the
mother wavelet ψ as

Tψ f (a, b) =
∫
R

f (t)ψa,b(t) dt

= 1√
a

∫
R

f (t)ψ

(
t − b

a

)
dt. (15)

Let us consider the family of fractional mother wavelets described by

ψa,b,θ (t) = 1√
a
ψ

(
t − b

a

)
e− i

2 (t2−b2) cot θ

= ψa,b(t)e
− i

2 (t2−b2) cot θ . (16)

The most important property of family of fractional mother wavelets (16) is the
admissibility condition as follows.

Definition 5 We say a mother wavelet ψ ∈ L2(R) associated with the FRFT is
admissible if and only if the following admissibility condition is satisfied:

Cψ,θ =
∫
R+

∣∣∣F θ {e− i
2 (·)2 cot θψ}(aξ)

∣∣∣2 da
a

< ∞. (17)

In this case, Cψ,θ is a real positive constant independent of ξ satisfying |ξ | = 1.

Lemma 1 Suppose that

Cψ =
∫
R+

|F{ψ}(aξ)|2 da
a

< ∞. (18)

is the admissibility condition for the conventionalwavelet transform. The relationship
between (17) and (18) is described by

Cψ = sin θ Cψ,θ . (19)
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Proof A direct computation using (11) results in

Cϕ =
( ∫

R+

∣∣∣∣F{ψ}(aξ)

∣∣∣∣
2 da

a

)

=
( ∫

R+

∣∣∣∣F{ψ}(aξ csc θ)

∣∣∣∣
2 da

a

)

=
( ∫

R+

∣∣∣∣ e−iξ 2 cot θ
2√

1 − i cot θ
F θ {e−it2 cot θ

2 ψ}(aξ)

∣∣∣∣
2 da

a

)

=
( ∫

R+

∣∣∣∣e−iξ 2 cot θ
2

√
i sin θ e−i θ

2F θ {e−it2 cot θ
2 ψ}(aξ)

∣∣∣∣
2 da

a

)

= sin θ

(∫
R+

∣∣∣∣F θ {e−it2 cot θ
2 ψ}(aξ)

∣∣∣∣
2 da

a

)
, (20)

and the proof is complete.

Note that the Fourier transform of (14) takes the form

ψ̂a,b(ξ) = √
a e−ibξF{ψ}(aξ). (21)

The following Lemma 2 gives a relationship between (16) and its FRFT.

Lemma 2 Let ψ be a mother wavelet. Then, the family of the fractional mother
wavelets (16) can be expressed in terms of the FRFT as

F θ {ψa,b,θ }(ξ) = ψ̂θ
a,b,θ (ξ)

= √
a e

i
2 (b2+ξ 2) cot θ−ibξ csc θ− i

2 a
2ξ 2 cot θF θ {e− i

2 (·)2 cot θψ}(aξ). (22)

Let us define the continuous fractional wavelet transform (CFRWT).

Definition 6 (CFRWT) The CFRWT of f ∈ L2(R) with respect to mother wavelet
ψ ∈ L2(R) associated with the FRFT is defined by

T θ
ψ f (a, b) =

∫
R

f (t)ψa,b,θ (t) dt

= 1√
a

∫
R

f (t)ψ

(
t − b

a

)
e

i
2 (t2−b2) cot θ dt. (23)

The following lemma explains an interesting connection between the CFRWT
and the CWT (see [12] for more details).

Lemma 3 Let ψ , f ∈ L2(R). Then,

T θ
ψ f (a, b) = e− i

2 b
2 cot θTψ f̃ (a, b), (24)
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where

f̃ (t) = f (t)e
i
2 t

2 cot θ . (25)

Lemma 4 Let ψ ∈ L2(R). Then, the CFRWT (23) has a fractional Fourier repre-
sentation form

T θ
ψ f (a, b)

= √
a

∫
R

e− i
2 (b2+ξ 2) cot θ+ibξ csc θ+ i

2 a
2ξ 2 cot θF θ {e− i

2 (·)2 cot θψ}(aξ)f̂ θ (ξ) dξ. (26)

In view of the inverse transform of the FRFT defined by (7), we have

F θ
b {T θ

ψ f (a, b)}(ξ) =
√
a

Cθ
e

i
2 a

2ξ 2 cot θF θ {e− i
2 (·)2 cot θψ}(aξ)f̂ θ (ξ). (27)

The following results are devoted to the derivation of inversion formula and
orthogonality relation related to the CFRWT by applying direct connection between
the fractional wavelet transform and the conventional wavelet transform.

Theorem 1 Letψ ∈ L2(R) satisfy the admissibility condition defined by (17). Then,
for f ∈ L2(R), the following inversion formula holds:

f (t) = 1

2π sin θ Cψ,θ

∫
R+

∫
R

ψa,b,θ (t)T
θ
ψ f (a, b) db

da

a2
. (28)

Proof Since f̃ (t) ∈ L2(R), the inversion formula for the WFT can be expressed as
[3]

f̃ (t) = 1

2π Cψ

∫
R+

∫
R

ψa,b(t)Tψ f̃ (a, b) db
da

a2
. (29)

The above expression is equal to

f (t)e
i
2 t

2 cot θ = 1

2π Cψ

∫
R+

∫
R

ψa,b(t)Tψ f̃ (a, b) db
da

a2
. (30)

We can write equation (30) in the form

f (t) = 1

2π Cψ

∫
R+

∫
R

e− i
2 (t2−b2) cot θψa,b(t) e

− i
2 b

2 cot θTψ f̃ (a, b) db
da

a2
. (31)

Using (19) and (24) we see that
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f (t) = 1

2π sin θ Cψ,θ

∫
R+

∫
R

e− i
2 (t2−b2) cot θψa,b(t) e

− i
2 b

2 cot θTψ f̃ (a, b) db
da

a2

= 1

2π sin θ Cψ,θ

∫
R+

∫
R

e− i
2 (t2−b2) cot θψa,b(t)T

θ
ψ f (a, b) db

da

a2
. (32)

This gives the required result.

Theorem 2 Assume that the basic wavelet ϕ ∈ L2(R) related to the FRFT satisfies
the admissibility condition (17). For f , g ∈ L2(R) ∩ L1(R) we have

∫
R+

∫
R

T θ
ψ f (a, b)T

θ
ψg(a, b) db

da

a2
= 2π sin θ Cψ,θ (f , g)L2(R), (33)

and
∫
R+

∫
R

∣∣TA
ψ f (a, b)

∣∣2db da

a2
=

∫
R+

‖T θ
ψ f (a, b)‖2L2(R)

da

a2
= 2π sin θ Cψ,θ‖f ‖2L2(R).

(34)

Proof Because f̃ (t) and g̃(t) defined by (25) are in L2(R), then the orthogonality
relation for the conventional wavelet transform implies that

∫
R+

(∫
R

Tψ f̃ (a, b)Tψ g̃(a, b) db

)
da

a2
= 2π Cψ(f̃ , g̃)L2(R). (35)

where C� is given by (18). The above identity can be rewritten in the form

∫
R+

(∫
R

e
i
2 b

2 cot θe− i
2 b

2 cot θTψ f̃ (a, b)Tψ g̃(a, b) db

)
da

a2
= 2π Cψ(f̃ , g̃)L2(R),

which gives

∫
R+

(∫
R

e
i
2 b

2 cot θTψ f̃ (a, b) e
i
2 b

2 cot θTψ g̃(a, b) db

)
da

a2

= 2π Cψ

∫
R

f (t)e
i
2 t

2 cot θg(t)e
i
2 t

2 cot θ dt.

Using (19) we infer that

∫
R+

(∫
R

T θ
ψ f (a, b)T

θ
ψg(a, b) db

)
da

a2
= 2π sin θ Cψ,θ

∫
R

f (t)g(t) dt, (36)

and the proof is complete.

The next result is reproducing kernel related to the CFRWT, which is an extension
of the reproducing kernel of the conventional wavelet transform (see Mallat [3]).
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Theorem 3 [Reproducing kernel] Let ψ be an admissible wavelet. If

Kψ(a, b, θ; a′, b′, θ ′) = 1

2π sin θ Cψ,θ

(
ψa,b,θ , ψa′,b′,θ ′

)
L2(R)

, (37)

then Kψ(a, b, θ; a′, b′, θ ′) is a reproducing kernel, i.e.,

T θ ′
ψ f (a′, b′) =

∫
R+

∫
R

T θ
ψ f (a, b)Kψ(a, b, θ; a′, b′, θ ′) db

da

a2
. (38)

Proof It directly follows from the reproducing kernel for the CWT that

Tψ f̃ (a
′, b′) =

∫
R+

∫
R

Tψ f̃ (a, b)Kψ(a, b; a′, b′) db
da

a2

e− i
2 b

′2 cot θ ′
Tψ f̃ (a

′, b′) =
∫
R+

∫
R

e− i
2 b

′2 cot θ ′
Tψ f̃ (a, b)Kψ(a, b; a′, b′) db

da

a2
. (39)

With help of (24) and (25) we may write the above identity in the form

T θ ′
ψ f (a′, b′) =

∫
R+

∫
R

T θ
ψ f (a, b)e

− i
2 (t2−b2) cot θe

i
2 (t2−b′2) cot θKψ(a, b; a′, b′) db

da

a2

=
∫
R+

∫
R

T θ
ψ f (a, b)K�(a, b, θ; a′, b′, θ ′) db

da

a2
. (40)

This proves that Kψ is a reproducing kernel for T θ
ψ f in L2(R). This achieves the

proof.

The next result will be useful in proving the main result of this work.

Theorem 4 [FRFT Pitt’s Inequality] Let f ∈ S(R) and 0 ≤ α < 1. Then the fol-
lowing inequality holds:

∫
R

|ξ |−α
∣∣F θ {f }(ξ)

∣∣2 dξ ≤ | csc θ |αCα

∫
R

|t|α|f (t)|2 dt, (41)

where

Cα = πα

[
�

(
1 − α

4

) /
�

(
1 + α

4

)]2

.

Here �(·) is the gamma function.

Proof Based on the Pitt’s inequality for the Fourier transformation we have

∫
R

|ξ |−α|F{f }(ξ)|2 dξ ≤ Cα

∫
R

|t|α|f (t)|2 dt. (42)

Now inserting fθ into both sides of relation (42) above we see that
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∫
R

|ξ |−α|F{fθ }(ξ)|2 dξ ≤ Cα

∫
R

|t|α|fθ (t)|2 dt. (43)

This implies that

∫
R

|ξ csc θ |−α|F{fθ }(ξ csc θ)|2 dξ csc θ ≤ Cα

∫
R

|t|α|fθ (t)|2 dt. (44)

Applying (10) we may write the above identity as

∫
R

|ξ |−α| csc θ |−α

∣∣∣∣ e−iξ 2 cot θ
2√

1 − i cot θ
F θ {f }(ξ)

∣∣∣∣
2

dξ csc θ ≤ Cα

∫
R

|t|α|eit2 cot θ
2 f (t)|2 dt.

(45)

Hence,

∫
R

|ξ |−α
∣∣F θ {f }(ξ)

∣∣2 dξ ≤ | csc θ |αCα

∫
R

|t|α|f (t)|2 dt.

This is the desired result.

A generalization of Pitt’s inequality in the framework of CFRWT is discussed in
the following result.

Theorem 5 (CFRWT Pitt’s Inequality) Let ψ ∈ S(R) be a fractional admissible
wavelet. Then, for any f ∈ S(R) such that T θ

ψ f (a, b) ∈ S(R), one has

∫
R

|ξ |−α
∣∣F θ {f }(ξ)

∣∣2dξ ≤ | csc θ |αCθCα

Cψ,θ

∫
R+

∫
R

|b|α|T θ
ψ f (a, b)|2 db

da

a2
. (46)

Proof Now replacement of the function f (t) by T θ
ψ f (a, b) on both sides of Theorem

4 we see that
∫
R

|ξ |−α
∣∣F θ {T θ

ψ f (a, b)}
∣∣2 dξ ≤ | csc θ |αCα

∫
R

|b|α|T θ
ψ f (a, b)|2 db. (47)

By integrating both sides of (47) with respect to da
a2 , we get

∫
R+

∫
R

|ξ |−α
∣∣F θ {T θ

ψ f (a, b)}
∣∣2 dξ

da

a2

≤ | csc θ |αCα

∫
R+

∫
R

|b|α|T θ
ψ f (a, b)|2 db

da

a2
. (48)

According to relations (17), (27), (34) and the Fubini’s theorem, the left-hand side
of (48) above may be expressed in the form
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∫
R+

∫
R

|ξ |−α a

Cθ

∣∣F θ {e− i
2 (·)2 cot θψ}(aξ)

∣∣2∣∣F θ {f }(ξ)
∣∣2 dξ

da

a2

≤ | csc θ |αCα

∫
R+

∫
R

|b|α|T θ
ψ f (a, b)|2 db

da

a2∫
R+

∣∣F θ {e− i
2 (·)2 cot θψ}(aξ)

∣∣2 da
a

∫
R

|ξ |−α
∣∣F θ {f }(ξ)

∣∣2 dξ

≤ | csc θ |αCθCα

∫
R+

∫
R

|b|α|T θ
ψ f (a, b)|2 db

da

a2

Cψ,θ

∫
R

|ξ |−α
∣∣F θ {f }(ξ)

∣∣2dξ ≤ | csc θ |αCθCα

∫
R+

∫
R

|b|α|T θ
ψ f (a, b)|2 db

da

a2
,

which is the desired result.

As a special case of Pitt’s inequality related to the CFRWT above we get the
following remark.

Remark 2 It should be observed that by choosing α = 0 in Theorem 5, we obtain
the following inequality

∫
R

∣∣F θ {f }(ξ)
∣∣2dξ ≤ Cθ

Cψ,θ

∫
R+

∫
R

|T θ
ψ f (a, b)|2 db

da

a2
. (49)

4 Conclusion

In this work, we have investigated some fundamental properties of the fractional
Fourier transform like he orthogonality relation and inversion formula using direct
interaction between the FRWT and the WT. Based on Pitt’s inequality related to
the fractional Fourier transform we have derived Pitt’s inequality in context of the
fractional wavelet transform.
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Models in Time Series Forecasting:
An Application to Airline Passenger
Volume
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Abstract Several time series data consist of fluctuating information such as risks and
uncertainties, arising from instability of the series data. The most popular model for
these data is Generalized Auto Regressive Conditional Heteroskedasticity (GARCH)
model. However, the GARCHmodel does not capture the influence of each variance
in the observation because the model uses long-run average variance. The computa-
tion of the long-run average variance only considers on the entire series, so it loses
information on different effects of the variances in each observation. This study
therefore develops a new forecasting model using fuzzy window variance to replace
the long-run average variance to incorporate more recent returns, which will yield
greater weight of forecast. The concept of fuzzy sliding window was embedded
in GARCH model to capture the influence of each variance in the observation. This
study is aimed at improving the effectiveness of forecasting time series, which in turn
increases forecast accuracy. A monthly airline passenger volume dataset is used for
evaluation purposes. The accuracy of the proposed model is compared with Sliding
WindowGARCH (SWGARCH) and GARCH. From the results, the proposed model
produces forecasts that are almost accurate as the actual data and outperforms the
benchmark models. The proposed model is significantly fitted and reliable for time
series forecasting.
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1 Introduction

Airline passenger volume forecasting is considered to be of key importance to both
airlines and stakeholders, as investment performance is greatly influenced by the
precision and adequacy of the estimate carried out [1]. Forecasts also assist airlines in
minimizing airport risks and in decision-making on the construction of infrastructure
facilities such as availability of seats, thereby improving their passengers’ services
[2]. Globally, the number of passengers boarding the airline industry is increasing
significantly from 2004 to 2017 [3]. This number is expected to increase each year;
however, the airline passenger data engage in some seasonal periodicity with an
upward trend, making the data non-stationary and nonlinear [4]. Therefore, it is
crucial that this airline passenger volume to get forecast accurately by handling the
fluctuating information with suitable forecasting models.

Various forecasting techniques have been used by researchers in the airline fore-
casting industry such as worldwide airline network [5], multitude of decision trees
[6], neural network [7], time series models [8] and others. Although these forecasting
techniques are mostly used by analysts, the techniques are difficult and unsuitable to
handle the nonlinearity of the data that contains changes of variance over time. These
changes are related to the dispersion of returns for a given factor and the use of prior
values in the observed series. The returns are defined as the change of measurements
at the ending time. The selection of a goodmodel is important to handle these changes
using standard deviation or variance between the returns of the same factors. These
models of nonlinear time series should be able to differentiate assumptions about the
effects of volatility by treating the weights of each estimated parameter value.

The most common model for analyzing nonlinear time series data is General-
ized Auto Regressive Conditional Heteroskedasticity (GARCH) [9]. Being autore-
gressive, GARCH processes depend on past square observations and past variances
to model current variance. GARCH seeks to reduce forecast errors by taking into
account past forecast errors and thereby improving the reliability of ongoing fore-
casts. GARCH processes are commonly used in finance [10, 11], merely found in
medicine [12], physics [13], and agriculture [14]. In forecasting time series data, the
GARCH model is more accurate compared to the considered benchmark models,
both in long term forecasting and short-term forecasting [15, 16]. Extensive research
is being undertaken to improve the GARCH model by combining mathematical and
statistical models into the new models. These hybrid models are more efficient than
the classic forecasting models [17–20].

However, the GARCH model uses long run average variance which does not
reflect the influence of each observation because the long run average variance is
calculated from the entire series. Hence, it is essential to improve the long run average
variance in order to capture the influence of each observation differently. The hybrid
forecasting models involving GARCH are complicated in nature as there are long
process of computation, especially the hybrid of Artificial Neural Network (ANN)
and GARCH models. The ANN are not easily understandable and only concern on
the adjustment of weights in order to get correct output from the given input [21].
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Furthermore, the common neural networks are ineffective in detecting nonlinear or
dynamic time series behaviors that have average moving conditions and therefore
low predictability [22].

This study has interest in fuzzy logic to improve the GARCHmodel. The applica-
tions of fuzzy logic are important to deal with the uncertainties data, as ANN cannot
deal with it singlehandedly [23]. The fuzzy models have resulted in higher accuracy
compared to other methods [24, 25]. The models can estimate nonlinear continuous
functions with arbitrary accuracy uniformly, allowing the model to generate more
accurate results than GARCH model [26]. The application of fuzzy theory is robust
to outliers and noise data points and offers positive forecast results even in cases
where the number of observations is small and entails uncertainties [27].

In order to achieve a higher level of accuracy of the forecasting performance,
it is important to decide how much training data is sufficient to adjust weights of
the forecast. Sliding window technique is found to be beneficial in determining the
adjustment weights and identifying a set cut of points to partition the range into a
small number of intervals [28]. The sliding window technique is usually used for the
concept of data mining as well as for forecasting [29]. Since the variation in the prior
data is crucial in time series forecasting, [21] used the sliding window algorithmwith
the implementation of fuzzy time series model to forecast weather conditions. They
fragmented the data into twelve sliding windows and considered a two-week span of
the variation of the previous year to determine the dependence of the variation of the
current year. This resulted in high weather prediction accuracy, with the exception
of the highly unpredictable conditions in some seasonal months. In addition, the
performance of the sliding window technique allows the researchers to understand
how cases behave and has an effect on changing the efficiency pattern [30].

The slidingwindow techniquewas combined inGARCHmodel to produceSliding
Window GARCH (SWGARCH) model [31]. This model had overcome one of the
weakness of GARCHmodel. The long run average variance ofGARCHwas replaced
by a window variance to determine weight of forecast. The window variance compu-
tation and determination of forecast weight were based on Principal Component
Analysis (PCA). However, the determined weights based on PCA did not produce
the best accuracy performance. As stated in [32] any PC is prone to error because the
original features of the dataset will be converted to a PC that is a linear combination
of the original features. As a result, some information is missing as well as not read-
able and interpreted in comparison to the original list of features. The performance
of forecasting using PCA is discussed in next section. Therefore, this study aims
to address these drawbacks by proposing Fuzzy Sliding Window GARCH for time
series forecasting model (FSWGARCH).

The proposed model is developed by imposing fuzzy window variance, which
automatically replaces the long run average variance in the GARCH model. The
appropriate forecast weight estimation in the FSWGARCH model allow the predic-
tion model to be efficiently used for time series forecasting. The performance of
the FSWGARCH model is then validated using statistical error analysis techniques,
which are mean square error, mean absolute percentage error and linear regression
model.
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2 Methodology

In this section, we present the methodology of GARCH, SWGARCH and
FSWGARCH for comparison purpose. The GARCH and SWGARCH models are
discussed in Sects. 2.1 and 2.2, respectively, while the proposed FSWGARCHmodel
is explained in Sect. 2.3. More details of GARCH model can be founded in [9–11]
and for SWGARCH see [31], for example.

2.1 Generalized Auto Regressive Conditional
Heteroskedasticity (GARCH)

Modelling and forecasting of nonlinear time series data is of interest to some practi-
tioners and researchers. GARCH is most common used in the modelling variable and
high volatile data. GARCHmodel is written as GARCH (p, q) where p is the number
of auto-regressive terms and q is the number of moving-average terms. GARCH
(1, 1) was developed where the parameters of the model were estimated by using
maximum likelihood estimation (MLE). The GARCH (1, 1) model is represented as
below.

σ 2
n = VL × γ + u2n−1 × α + σ 2

n−1 × β (1)

where VL is calculated from a long-run average variance rate, as well as from return
rate u2n−1 and recent variance σ 2

n−1. Parameters γ , α and β are estimated using
maximum likelihood method and must sum to one. The return is defined as the
continuously compounded return during time t (between the end of time t − 1 and
end of time t). In other words, return is the gain or loss in a particular period.

2.2 Sliding Window Generalized Auto Regressive Conditional
Heteroskedasticity (SWGARCH)

The long-run average variance of GARCH does not reflect the influence of each
observation because its calculation is from the entire series. Thus, SWGARCH is
introduced to overcome the limitation of GARCH model. The SWGARCH replace
the component of long-run average variance into component of window variance.
The SWGARCH model is represented as below.

σ 2
n = VW × γ + u2n−1 × α + σ 2

n−1 × β (2)

where VW is a window variance that is calculated from a sliding window technique
based on PCA, as well as from u2n−1 and σ 2

n−1. The PCA is used to determine the
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weight of forecast by estimating the size of the window where there is a massive
drop in the scree plot of the variance. The weight of each observation in the window
consists of two steps. The first step is to calculate the total weight of the window size
(TF) using Eq. (3) and normalized using Eq. (4).

T F = wn + wn−1 + wn−2 + · · · + w1 (3)

Wi = wi

T F
(4)

where w1 is the first weight, n is the window size and wi is the weight for each
observation. Multiplying each weight by the return, and computing the sum of the
multiplied values as shown in Eq. (5) are performed to obtain the result for the
window variance.

Vw = u2t × W1 + u2t−1 × W2 + · · · + u2t−(n−1) × Wi (5)

where u2t is the return for time t, and Wn (n = 1, 2, 3, …) is the window weight
subject to

∑n
i=1 Wi = 1.

2.3 The Proposed Fuzzy Sliding Window Generalized Auto
Regressive Conditional Heteroskedasticity
(FSWGARCH)

The window variance of SWGARCH is calculated based on PCA. Due to some
information may miss and the linear combination of PC of the original data features
is not readable and interpreted compared to the original list of features, a fuzzy logic
is introduced to address these drawbacks to improve the performance of modelling
and forecasting the nonlinear data. Applications of fuzzy logic are important for
dealing with data uncertainty that is a major issue in the nonlinear data. The proposed
FSWGARCHmodel is improved by replacing the window variance component with
a component called fuzzy window variance. Fuzzy sliding window algorithm is
developed in the model to compute the fuzzy window variance which based on
fuzzy logic and sliding window knowledge. The fuzzy window variance can capture
the influence of each variance in the observation thus the information on different
effects of the variances in each observation is preserved. The proposed FSWGARCH
calculates the variance (σ 2

n ) using fuzzy window variance (Fw) as well as from the
recent return (u2n−1) and recent variance (σ 2

n−1) as shown as below.

σ 2
n = Fw × γ + u2n−1 × α + σ 2

n−1 × β (6)
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where Fw is a fuzzy window variance calculated from a fuzzy sliding window algo-
rithm, as well as from u2n−1 and σ 2

n−1. The fuzzy sliding window algorithm is used
to determine the weight of forecast by estimating the size of window. The algorithm
is composed of six simple steps:

(i) load and fuzzify data into triangular fuzzy number (TFN),
(ii) divide the data into a matrix size of 12 × 1 for the current year (Y ) and a

matrix size of 24× 1 for the previous year (PY ) consisting of 24 months from
the preceding two years,

(iii) construct twelve sliding windows (X) with matrix sized of 12 × 1 from PY,
(iv) calculate the difference between current values in Y and previous values in

each X using algebraic operation on TFN,
(v) find Euclidean distance (Ed) of each difference in step (iv), and
(vi) compare the Euclidean distance of the 12 sliding windows. The minimum

mean of Euclidean distance estimates the size of window thus determines the
weight of forecast.

Fuzzification process is done to change a real scalar value into a fuzzy value. This
is achieved using triangular fuzzy number (TFN). The definition of TFN is:

Definition 1 Let X be a universe of discourse, Ã is a fuzzy subset of X, that if for
all. If Ã = (a1, a2, a3), 0 ≤ a1 ≤ a2 ≤ a3 then Ã is defined as TFN.

A matrix size of 12 × 1 is then divided and constructed for the current year (Y )
and a matrix size of 24 × 1 is constructed for the previous year (PY ) consisting
of 24 months from the preceding two years, as adopted from the study by Kapoor
and Bedi [21]. The matrix PY is used to partition 12 slices of sliding windows. The
sliding windows are labelled as Xi and have the same size as the matrix Y. The
matrix Y and the partitions of the sliding windows Xi and are given in Eqs. (7) and
(8), respectively.

Y = {Yn−11, Xn−10, Xn−9, . . . , Xn} (7)

Xi = {
Xn−(i+22), Xn−(i+21), Xn−(i+20), . . . , Xn−(i−11)

}
(8)

where Xn−(i+11) (i = 1, 2, 3, . . . , 12) is the previous observation of the first element
in matrix of Y. Both matrices X and Y are in the TFN form where Xi = (x1, x2, x3)
and Y = (y1, y2, y3). The weakness of SWGARCH is addressed where the elements
in current year and 12 sliding windowmatrices are considered in fuzzy values. Then,
Euclidean distance, Edi, for every 12 fuzzified sliding windows is obtained first by
calculating the difference between current and previous values as shown in Eq. (9).

Ỹ j − X̃ j = (y1 − x3, y2 − x2, y3 − x1) = (z1, z2, z3) (9)

where j = 1, 2, 3, . . . , 12 is the row of the elements in the both matrices of Y and
X. Then, the TFN computed in Eq. (9) is defuzzified as in Eq. (10).
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Edi, j = z1 + (2 × z2) + z3
4

(10)

The Euclidean distance is calculated using Eq. (11).

Edi =
√
√
√
√

12∑

j=1

(
Edi, j

)2
(11)

Next, by comparing the Euclidean distance of each sliding window, the window
size can be estimated based on the minimum Euclidean distance Edi produced by the
sliding window. Thus, the forecast weight can be determined by following the two
steps in SWGARCHwhich are the calculation of the total weight of the window size
(TF) using Eq. (3) and normalized using Eq. (4). Further, fuzzy window variance is
computed by summing up the multiplication of each weight with the returns of the
observation as in Eq. (12).

Fw = u2t × W1 + · · · + u2t−(n−1) × Wn (12)

where u2t is the return for time t, and Wn (n = 1, 2, 3, …) is the window weight
subject to

∑n
i=1 Wi = 1.

2.4 Forecasting

In the last step of the GARCH, SWGARCH and FSWGARCH model, the future
values are calculated using expected forecast variance, which uses the long-run
average variance as in Eq. (13), window variance as in Eq. (14) and fuzzy window
variance as in Eq. (15), which act as the forecast weight as shown below.

E
[
σ 2
n+t

] = VL + (α + β)t + (
σ 2
n − VL

)
(13)

E
[
σ 2
n+t

] = Vw + (α + β)t + (
σ 2
n − Vw

)
(14)

E
[
σ 2
n+t

] = Fw + (α + β)t + (
σ 2
n − Fw

)
(15)

where n is the measured variance measurement and where t is the additional time
representing the forecast value. Eventually, as shown below, the expected value is
obtained.

Xn+1 = Xn + (
Xn × E

[
σ 2
n

])
(16)

where Xn is the current observation.
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2.5 Model Validation

The performance of the proposed model is validated using error analysis. The error
analysis used in this study is in terms of root mean square error (RMSE) and mean
absolute percentage error (MAPE). RMSE is a standard deviation of the prediction
errors and determines the concentrated data is around the line of best fit. MAPE
measures the accuracy of forecast in terms of percentage. The RMSE andMAPE are
shown in Eqs. (17) and (18), respectively.

RMSE =
√
√
√
√1

n

n∑

i=1

(
Ŷi −Yi

)2
(17)

MAPE = 1

n

n∑

t−1

∣
∣ Ŷi −Yi

∣
∣

Yi
× 100 (18)

where Yi is the actual value, Y
∧

i is the forecast value and n is the number of periods.
According to previous study, if the proposed model produces smaller value of RMSE
and MAPE than the benchmark models considered, it is interpreted as producing
higher accuracy of forecast thus becoming a better model [33]. In this study, the
performance of the proposed FSWGARCH is compared to the performance of the
SWGARCH and GARCH models.

Furthermore, regression analysis according toR-squared can also be used to verify
the performance of the proposedmodel [34]. The analysis determines the relationship
between the variance of FSWGARCHand its covariates, which are the fuzzywindow
variance, recent returns and recent variances. The R-squared analysis tests on a
comfortable scale of 0–100% the strength of the relationship between the model and
its covariates. A hypothesis testing is also developed as stated below.

H0: μ1 = μ2

H1: μ1 �= μ2 (19)

The test statistic used to test the significance of the proposed model is F0 =
MSR/MSE , where MSR = SSR/k and MSE = SSE/(n − p) with the rejection
criteria of F0 > f α

2 ,k,n−p where f α
2 ,k,n−p is the critical value. If H0 is rejected,

then there is enough evidence to say that the proposed model is significant. Other
than that, two-sample t-tests allowing unequal variance is also used to compare the
differences in the performance of the proposed model and the previous models. The
null hypothesis is rejected in favor of the alternative if, t < tα/2 or t > t1−α/2. If H0

is not rejected, then there is insufficient evidence to suggest that the proposed model
yields completely different results compared to previous ones.
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3 Data Analysis and Results

This section comprises the evaluation of the proposed model using a monthly dataset
which is airline passenger volume dataset at United State of America (USA) airports,
retrieved from the Bureau Transport Statistics repository, https://www.transtats.bts.
gov/Data_Elements.aspx?Data=1 for a period of January 2003 to August 2019. A
plot of part of the monthly USA airline passenger volumes that are used in the study
(see Fig. 1). The x-axis is the time numbered from January 2003 to August 2019
while y-axis is the volume of airline passenger.

Increasing trend and cyclical component are apparent from the plot, indicating the
necessity of suitable model for nonlinear time series forecasting, such as GARCH,
SWGARCH and FSWGARCHmodels. From the analysis, the GARCHmodel fore-
cast the USA airline passenger volume data with optimal estimated parameters γ

= 0.0174, α = 0.0583, β = 0.9243 and the long run variance is VL = 0.01063. A
part of forecast values by GARCH are tabulated in Table 1 in the fifth column. The
percentage errors produced by GARCH model are low and most of them are within
1 and 3%.

For the SWGARCH, the total weight of window size is 1 + 2 + 3 = 6 because
there is a big drop at component 3 in the scree plot of PCA, which resulted six
forecast weight were produced. Hence, the SWGARCH model forecast the USA
airline passenger volume data with optimal estimated parameters γ = 0.8138, α =
0.0307 and β = 0.1555. A part of forecast values by SWGARCH are tabulated in
Table 1 in the fourth column. The percentage errors produced by SWGARCHmodel
are low and most of them are within 1 and 4%.

For the proposed FSWGARCH model, SW12 produced the minimum mean of
Euclidean distance, hence, the total weight of window size is 1 + 2 + 3 + 4 +
5 + 6 + 7 + 8 + 9 + 10 + 11 + 12 = 78 and resulted twelve forecast weight.
The FSWGARCH forecast the USA airline passenger volume data with optimal
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Table 1 Comparison results of forecasting USA airlines passenger volume using FSWGARCH,
SWGARCH and GARCH

Time Actual FSWGARCH SWGARCH GARCH

160 18,051,374 18,251,574 18,127,781 18,379,118

161 18,830,854 19,125,724 19,268,080 19,270,583

162 17,552,376 17,805,293 17,840,514 17,934,898

163 19,520,179 19,767,406 19,726,736 19,924,592

164 18,690,817 18,922,832 18,844,133 19,073,183

165 16,276,419 16,450,755 16,373,679 16,587,778

166 20,290,541 20,513,935 20,510,793 20,694,237

167 20,019,304 20,381,540 20,728,048 20,499,970

168 20,911,015 21,260,057 21,404,605 21,375,580

169 22,742,565 23,070,992 23,005,092 23,214,629

170 23,788,306 24,109,024 23,901,549 24,264,150

171 23,208,590 23,483,242 23,301,876 23,643,180

estimated parameters γ = 0.8100, α = 0.0497 and β = 0.1402. A part of forecast
values by FSWGARCH are tabulated in Table 1 in the third column. The percentage
errors produced by FSWGARCH model are low and most of them are within 1 and
2%.

The performance of the proposed model is compared to the benchmark models
of SWGARCH as shown in Table 1. The comparison is illustrated in Fig. 2, which
starts with time 166 for an easy interpretation and the readers can see the differences
between the lines.

Figure 2 illustrates the blue line as the actual airline passenger volume, the red
line as the forecast value using the FSWGARCHmodel, the green line as the forecast
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22000000
22500000
23000000
23500000
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166 167 168 169 170 171
Actual FSWGARCH SWGARCH GARCH

Fig. 2 Plot of the actual data versus forecasted values using FSWGARCH, SWGARCH and
GARCH of USA airline passenger volume data
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Table 2 Comparison results
of the proposed model with
the benchmark models for
USA airlines passenger
volume in terms of RMSE
and MAPE

Model RMSE MAPE

FSWGARCH 2.02E+05 1.2447

SWGARCH 2.31E+05 1.2700

GARCH 2.68E+05 1.9868

Table 3 Regression statistics
of the model

Regression statistics

Multiple R 0.959384

R square 0.920417

Adjusted R square 0.918836

Standard error 0.000751

Observations 155

Table 4 ANOVA of the
model

Model df F Significance F
9.72E−83

Regression 3 582.13 9.72E-83

Residual 151

Total 154

value using the SWGARCH model and the orange line as the forecast value using
the GARCH model. The red line of FSWGARCH is the nearest to the blue line of
the actual data. The RMSE andMAPE produced by the proposed and the benchmark
models is summarized in Table 2.

From the above table, the FSWGARCH model has the lowest RMSE and MAPE
compared to the SWGARCH and GARCH models. This means the proposed model
is able to reduce forecasting errors and outperforms the benchmark models in fore-
casting the airline passenger volume. Since the proposed model is a new model, the
model undergoes a goodness-of-fit test using regression analysis. The results of the
analysis are tabulated in Tables 3, 4 and 5 to prove the efficacy of the proposedmodel.

Table 5 t-test of two models (assuming unequal variances)

FSWGARCH GARCH FSWGARCH SWGARCH

Mean 1.2447 1.9531 1.2447 1.2699

Variance 0.0624 0.0464 0.0624 0.7545

Hypothesized Mean difference 0 0

t Stat −29.2934 −0.3805

P(T ≤ t) two-tail 0.0000 0.7039

t Critical two-tail 1.9665 1.9711
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From Table 2, the R2 value is equal to 92.04% which is a very strong intensity of
the model’s relationship.

Referring Table 4, the F value is 582.13 that is bigger than F0.025,3,186 = 3.2269,
with p-value 9.72E-83. The F value is from Table 4, which is higher than the value of
F0.025,3,151. Thus, H0 is rejected and there is enough evidence to say that the proposed
model is statistically significant.

From Table 5, firstly the t-test of FSWGARCH and GARCH models show that
P(T ≤ t) two-tail (0.0000) gives us the probability that a value of the t-Statistic
(−29.29) would be observed that is smaller in absolute value than t Critical two-tail
(1.97). Since thep-value is smaller than ourAlpha (0.05),we reject the null hypothesis
that there is statistically significant difference in the means of each FSWGARCH
and GARCH models. Secondly, the t-test of FSWGARCH and SWGARCH models
show that P(T ≤ t) two-tail (0.7039) gives us the probability that a value of the t-
Statistic (−0.38) would be observed that is larger in absolute value than t Critical
two-tail (1.97). Since the p-value is larger than our Alpha (0.05), we cannot reject
the null hypothesis that there is no statistically significant difference in the means
of each FSWGARCH and SWGARCH models. This result is inline with the result
of MAPE, that there is small difference between the MAPE of FSWGARCH and
MAPE of SWGARCH. Therefore, we can say that the proposed FSWGARCHmodel
is significantly fitted and effective as the SWGARCH model [31].

4 Conclusion

This study presented an enhanced model for forecasting time series data. The
enhanced model implemented a component called fuzzy window variance to replace
the long run average variance component in the GARCH model. The fuzzy window
variance is the combination of fuzzy theory and sliding window technique. Based
on the results, by producing lower mean errors, the FSWGARCH model produced
higher accuracy and outperformed the benchmark models. The findings have shown
that the proposed model is superior, robust and well adapted to forecast time series
data. The importance of this work lies in the application of fuzzy sliding window
algorithm that overcomes the limitation of GARCH and SWGARCH models.

The FSWGARCHmodel is capable of capturing the influence of variance in each
observation and can identify the true window selection for forecast weight. The true
identification of forecast weight yields the best performance in accuracy. In view
of the need for a model that is easily understood by most people, particularly fore-
casters, the proposed model is computationally easy and highly practical. Therefore,
the application of the FSWGARCH model will facilitate the airlines in minimizing
airport risks and in decision-making on the construction of infrastructure facilities,
thereby improving their passengers’ services. To extend this research, an improve-
ment in estimating parameters of the model is suggested to improve the accuracy
performance.
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Optimization of PV/T Solar Collector
Performance with Fuzzy If-Then Rules
Generation

Noran Nur Wahida Khalili, Mahmod Othman, Hamzah Sakidin,
Mohd Nazari Abu Bakar, and Lazim Abdullah

Abstract Solar energy has been a great resource of energy that help to fulfill the
world’s energy demand. However, the surrounding conditions affect the performance
of a photovoltaic/thermal solar collector greatly. Since the operation of air photo-
voltaic/thermal solar collector involves energy input to generate the air flow, it is
important to ensure balance in the input and output energy. Based on the experi-
mental data collected, membership functions have been developed and a set of rules
has been generated using graphical method to ensure the optimization of the solar
collector performance under changes of environmental factor such as solar radiation
and ambient temperature.

Keywords Solar energy · Membership functions · Fuzzy rules · Optimization

N. N. W. Khalili (B) · M. Othman · H. Sakidin
Fundamental and Applied Sciences Department, Universiti Teknologi PETRONAS, Seri Iskandar,
Perak, Malaysia
e-mail: noran_17005800@utp.edu.my

M. Othman
e-mail: mahmod.othman@utp.edu.my

H. Sakidin
e-mail: hamzah.sakidin@utp.edu.my

M. N. A. Bakar
Faculty of Applied Sciences, Universiti Teknologi MARA Perlis, Arau Campus, Arau, Perlis,
Malaysia
e-mail: mohdnazari@uitm.edu.my

L. Abdullah
School of Informatics and Applied Mathematics, Universiti Malaysia Terengganu, Kuala
Terengganu, Terengganu, Malaysia
e-mail: lazim_m@umt.edu.my

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. A. Abdul Karim et al. (eds.), Proceedings of the 6th International Conference
on Fundamental and Applied Sciences, Springer Proceedings in Complexity,
https://doi.org/10.1007/978-981-16-4513-6_55

637

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4513-6_55&domain=pdf
mailto:noran_17005800@utp.edu.my
mailto:mahmod.othman@utp.edu.my
mailto:hamzah.sakidin@utp.edu.my
mailto:mohdnazari@uitm.edu.my
mailto:lazim_m@umt.edu.my
https://doi.org/10.1007/978-981-16-4513-6_55


638 N. N. W. Khalili et al.

Fig. 1 Combination of solar
thermal and solar PV system

1 Introduction

The increase in demand of the world energy is significantly fulfillable with one of the
renewable energies, the solar energy. Solar energy is seen to be high potential because
it does not pollute the environment and reliable. Since mid-1970s, researchers have
focused their interest on the study of photovoltaic/thermal (PV/T) solar collectors
[1], and it continues until today. Research have been done on various collector system
aspects,which includes the experimental and theoretical studies of the performanceof
the solar collectors, and also the designs. PV/T is a combinationof a solar photovoltaic
(PV) system and a thermal (T) system, which the output of each system is electricity
and heat respectively (see Fig. 1).

The operation of air PV/T solar collector is much depending on the parameters
affecting its efficiency. Factors such as solar radiation, PV temperature, air mass
flowrate affect the collector’s performance in significant way. Previously, the velocity
of air that is forced into the collector is done manually by the researcher. However, it
does not necessarily for the fan to be operated at full speed at every time to remove
the heat. There must be a balance between the input and output energy used in the
collector system. Therefore, this study is to analyze the effect of parameters on the
operation of the PV/T solar collector. From the data collected through the experiment,
Mamdani fuzzy if-then rule is used to generate fuzzy rules that represent the effect
of the parameters on the collector’s efficiency [2].

The objective of this paper is to generate a set of rules from the experimental
data collected to predict the optimum speed of fan to be operated to ensure optimum
efficiency of the solar collector.

2 Methodology

2.1 Collection of Experimental Data

The factors affecting the operation of the PV/T solar collector are numerous since
it depends greatly on the surrounding condition. However, the experiment is carried
out under the assumptions that: (a) the system has achieved steady state of energy
transfer; (b) heat capacity effects of the solar cells and the back plate have been
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neglected; (c) the temperature of the collector varies in the air flow direction and
(d) the system side losses are neglected [3]. The parameters that have been collected
are the PV temperature, ambient temperature, output temperature, solar radiation,
voltage and current output and air mass flowrate. The data were collected from the
experiment carried out in Universiti Teknologi PETRONAS.

Experimental Setup. The experiment has been carried out using a 50 Wmonocrys-
talline silicon solar panel with an aluminiumbackplate attachedwith a set of fins, also
made of aluminium. The fins act as heat transfer enhancement factor, installed verti-
cally in the direction of air flow. TwoDC fans of 12 V have been used to create the air
flow in transferring the heat out of the collector system.Apyranometer, air flowmeter,
and temperature sensors are used to measure solar radiation, air mass flowrate and
temperature of the solar collector. All parameter data collected is recorded by a data
logger via a PC (see Fig. 2). However, for this study, only solar radiation and ambient
temperature are taken into consideration in generation of the fuzzy rules.

For the experiment set-up, the following conditions have been followed. PV
modules can be installed where power source is available, on ground; but in this set-
up, the effects of heat capacity of the solar cells and back plate have been neglected.
Since shading can adversely affect the photovoltaic arrays the PV system needs clear
and uninterrupted access to the solar radiation. The orientation of PV modules is
ideally towards true south; based on the latitude angle of the location where it is
mounted. The collector system is installed in the compound of Universiti Teknologi
PETRONAS, hence the tilt angle is approximately 4.3590°. The detailed description
of the experiment setup and results can be found in [4].

Fig. 2 The experimental setup of the air PV/T solar collector with the installation of fans,
temperature sensors, pyranometer and data logger
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Fig. 3 Membership function for air mass flowrate

2.2 Membership Functions Development

From the experiments carried out, the data collected has been used to develop
membership functions for the parameters involved, air mass flowrate and total effi-
ciency of the solar collector. The membership functions have been developed using
entropy method [5] and are presented in the following figures (Figs. 3 and 4).

Both parameters have been categorized into low,medium, and high in themember-
ship function. The calculations that represent the graphs of membership function are
as follows [6]:

1. If the parameter, P falls in the low region (P ≤ a), the fuzzy value is equal to 1.
2. If the parameter, P falls in the low region (a < P ≤ b), the fuzzy value is

µ(P) = b − P

b − a

3. If the parameter, P falls in the medium region (a < P ≤ b), the fuzzy value is

µ(P) = P − a

b − a

4. If the parameter, P falls in the medium region (b < P ≤ c), the fuzzy value is

µ(P) = c − P

c − b
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Fig. 4 Membership function for total efficiency of PV/T solar collector

5. If the parameter, P falls in the high region (b < P ≤ c), the fuzzy value is

µ(P) = P − b

c − b

6. If the parameter, P falls in the high region (P > c), the fuzzy value is 1.
7. Elsewhere, the fuzzy value is equal to 0.

Then, as shown in Figs. 3 and 4 the values of air mass flowrate and total efficiency
of the PV/T solar collector have been categorized into three; depicted by the dotted
lines. The category is then plotted into the graphs of the effect of changes in air mass
flowrate on the total efficiency (Figs. 5 and 6).

In Fig. 5, when the ambient temperature is 301 K under various solar radia-
tion values, it can be seen that the total efficiency increases with air mass flowrate.
However, it is observed that the fan does not necessarily be operated at full speed
every time.

For example, when solar radiation is at 100 W/m2, the total efficiency does not
increase significantly even when the air mass flowrate increase. Hence, it can be
concluded that the optimum fan speed for the condition of ambient temperature of
301 K and solar radiation of 100 W/m2 is low speed. Observing another situation,
when the solar radiation is 600W/m2, the optimum speed is high, since there is more
heat to be removed to maintain the collector’s efficiency.

The process is repeated for every condition, in which the ambient temperature
varies from 301 to 310 K, and solar radiation varies from 100 to 600 W/m2. The
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Fig. 5 The effect of changes in air mass flowrate on the total efficiency of the PV/T solar collector
performance under ambient temperature 301 K and various solar radiation G

Fig. 6 The effect of changes in air mass flowrate on the total efficiency of the PV/T solar collector
performance under ambient temperature 310 K and various solar radiation G
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Table 1 Optimum air mass flowrate for various ambient temperature and solar radiation

Ambient temperature (K)

301 302 303 304 305 306 307 308 309 310

Solar radiation 100 L L L L L L L L L L

200 M M M M M M M M M M

300 M M M M M M H H H H

400 M H H H H H H H H H

500 H H H H H H H H H H

600 H H H H H H H H H H

final classification of optimum fan speed is tabulated in Table 1. In the table, the
categories are written in symbols: Low (L), Medium (M) and High (H).

3 Results and Discussion

From the experiment data collected, it can be seen that the performance of an air
PV/T solar collector, calculated from its efficiency is dependent on various factors.
By smaller scope, solar radiation and ambient temperature are considered important
factors that could significantly changes the collector’s performance. From Table 1
shown, the set of rules to optimize the performance of PV/T solar collector can be
listed as follows:

Rule 1: IF solar radiation is 100 W/m2 or below,
THEN the optimum fan speed is Low.

Rule 2: IF solar radiation is in between 100 and 200 W/m2,
THEN the optimum fan speed is Medium.

Rule 3: IF solar radiation is in between 200 and 300 W/m2,
AND ambient temperature is 306 K or below,
THEN the optimum fan speed is Medium.

Rule 4: IF solar radiation is in between 200 and 300 W/m2,
AND ambient temperature is more than 306 K,
THEN the optimum fan speed is High.

Rule 5: IF solar radiation is more than 300 W/m2,
THEN the optimum fan speed is High.

It is shown here that the fan does not need to be in full speed during the operation
of the solar collector. While reducing the speed of fan, the input energy required is
also reduced, hence improving the balance with the output energy.
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4 Conclusion

This study has presented a fuzzy if-then set of rules to optimize the performance of
an air PV/T solar collector. The data has been collected from experiments carried out
and membership functions of each parameter has been developed based on the data.
Fuzzy rules generated could help with decision making by researchers or industry in
optimization of solar collectors. The results showed that the performance of collectors
can be predicted, and it can be optimized to ensure balance in input and output energy
from the system.
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Predicting Household Income Due
to Fuel Price Fluctuations

Norhana Abd. Rahim and Yumn Suhaylah Yusoff

Abstract The paper mainly aims to predict the household income due to the fuel
price fluctuation in Malaysia as resulted from the subsidy removal. Other macroeco-
nomic variables namely household income, household expenditure, household size,
inflation rate and gross domestic product (GDP) also added to increase the effi-
ciency of the model. The data is simulated based on the historical data ranges from
2006 to 2016. The Granger causality test is used to examine the causal relationship
between variables. The results revealed that there is a causal relationship between
the selected variables. Then, the household income is predicted using the Vector
Autoregressive (VAR) model. The prediction takes place for the next ten periods.
The findings showed that the predicted income is decreasing as the predicted fuel
price decreases. This indicate that the future income will be enough as the predicted
fuel price decreases. However, if the inverse trend of predicted fuel price occurs, the
future income will not be enough to compensate the increase in the fuel price. Thus,
this model could be beneficial in helping individual to plan their spending of income.

Keywords Household income · Fuel price · Fluctuation · Prediction

1 Introduction

Starting inNovember 2014, the government ofMalaysia has stopped the fuel subsidy.
Since then, the fuel price is depending on the world crude oil price. Initially, the fuel
subsidy is provided by the government of Malaysia with the aim to help the poor.
However, the fuel subsidy scheme is failed to meet its main objective. The subsidy
is most benefited by the rich group instead of helping the poor. In Malaysia, the
middle-income group significantly affected by the increased in the fuel price [1].
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The same situation occurs in other countries. Coady et al. [2] found that the gasoline
subsidies were mostly enjoyed by the richest 40% of households in Africa and Latin
America. In Gabon, about one third of the total subsidy was received by the richest
10% group. However, only 13% of all subsidies were received by the poorest 30%
of individuals in Gabon [3]. While in Nigeria, the richest 20% households received
double the benefit of kerosene and petrol subsidies as compared to the poorest 20%
households [4]. The negative effect of fuel subsidy is affected the poor households
in China as they share the largest portion of their income on fuel [5]. This shows
that the fuel subsidy is mostly benefited by the rich group. The study on the poverty
impact of fuel price adjustment in Indonesia found that the increase in petroleum
price by 29% will increase poverty rate by 1.95% which proved that the fuel price
increment did had a significant impact on the poor households [6].

Consequently, this situation has also created many problems to Malaysian such
as the increase in the price of necessities, food, transportation and others. All these
problems have caused the insufficient income amongMalaysian households. Several
studies have pointed out this significant cause in Malaysia. Saari et al. [7] conducted
a study on the impact of fuel price fluctuation across various ethnicities in Malaysia.
This study found that Malays faced the biggest impact compared to Chinese and
Indians. At the same time, another study by Roslan et al. [1] also investigated the
impact of increasing fuel price on three different income groups in Malaysia. This
study found that the middle-income group was significantly affected by the increase
in fuel price. Moreover, other countries around the world also faced the problem
of insufficient income due to the fuel price increment. Oktaviani et al. [8] found
that the removal of fuel subsidy has resulted in the reduction of household income
in Indonesia. Moreover, a study by Coady et al. [9] stated that when the fuel price
increased by 50% on average, the average real income decreased by 4.60%. This is
in line with the study by Godek andMurray [10] that showed the overall expenditure
was reduced which was a result of the decrease in income due to the increase in the
fuel price.

Malaysians nowadays have started taking initiatives to reduce the monthly expen-
diture in order to compensate the increase in fuel consumption cost. Rohani and
Pahazri [11] found that there was a reduction in the frequency of personal vehicle
usage. The reduction was about 2–7%, which was based on the trips that were
frequently observed. This study also showed that the number of respondents using
public transportation has increased when the fuel price increased. Another study by
Ahmat [12] showed that individuals had changed their travel patterns because of
income insufficiency, which was due to the increase in fuel price.

Therefore, this study undertakes with main aim to predict the household income
for the next ten periods. Subsequently, this study analyses the effects of fuel price
fluctuation on theMalaysian household income. Hence, this study could be beneficial
for individual to plan their income and lives in better life.
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2 Methodology

2.1 Data and Variables

The variables used in this study are household income, household expenditure, fuel
price, household size, inflation, and gross domestic product (GDP). These variables
are selected based on the literature review of the previous studies. These selected
variables are proven to have relationship with the household income. This study used
yearly data from 2006 to 2016. Based on this data, we run simulation to generate
10,000 simulated values. The simulated values are used to achieve the objective of
this study due to limited availability of historical data.

2.2 Stationary Test

Firstly, the data will be tested for stationary property of each variable. The stationary
property will be enabling the prediction of time series data. The Augmented Dickey-
Fuller Test (ADF) is used. The ADF models are defined as follows:

(i) No constant and no trend (Model 1)

�yt = β1yt−1 +
m∑

s=1

as�yt−s + ε (1)

(ii) Constant, no trend (Model 2)

�yt = α + β1yt−1 +
m∑

s=1

as�yt−s + ε (2)

(iii) Constant and trend (Model 3)

�yt = α + β1yt−1 + μt +
m∑

s=1

as�yt−s + ε (3)

where y is the variable of interest, �yt−1 is the difference between yt−1 and
yt−2, βi is a set of parameters and ε is the error term.

The hypothesis testing is performed to test the stationary property of the variable
of interest. The hypotheses are defined as follows:

H0: The series is not stationary.
H1: The series is stationary.
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If the p-value is less than 5%, the null hypothesis is rejected and hence, the data
is stationary.

2.3 Causal Relationship

After the stationary test, the study also examined the causal relationship between
variables. The Granger causality test is used to examine the relationship between
variables. The Granger causality test is expressed as follows:

Yt = γ0 +
p∑

z=1

γzYt−z +
q∑

i=1

λi Xt−1 + μt (4)

Xt = ϕ0 +
p∑

z=1

δz Xt−z +
q∑

i=1

ϕi Yt−1 + εt (5)

where Yt and Xt are the tested variables, μt and εt are error terms, t is time period
and z and i are the number of lags.

The hypothesis testing is performed to test the granger causality betweenvariables.
The hypotheses are defined as follows:

H0: No instantaneous causality between y and xi.
H1: There is instantaneous causality between y and xi.

If the p-value is less than 5% level of significance, the null hypothesis is rejected.
Then, the variable Y is significantly contributed to forecast the value of another
variable X, thus Y has a Granger causal relationship with X and vice versa. After
investigating the Granger causal relationship between variables, the study will be
forecasting all variables for the next ten periods.

2.4 Lag Selection

Firstly, the lag length should be chosen in order to run the test. This is done to ensure
that the residuals are not serially correlated. This study used theAkaike’s information
criterion (AIC) to select the lag length. The Akaike information criterion (AIC) is as
follows:

AIC = −2 ln(L) + 2k (6)

where L is the value of the likelihood and k is the number of estimated parameters.
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2.5 Prediction

Following that, the VAR (1) is performed. The VAR (1) is conducted to capture
the independences among multiple time series and forecasting the future values of
the selected variables. However, the focus of this study is to analyse the household
income prediction due to the fuel price fluctuation. The VAR (1) models are defined
as follows:

y1,t = β1,1y1,t−1 + β1,2y2,t−1 + β1,3y3,t−1 + β1,4y4,t−1

+ β1,5y5,t−1 + β1,6y6,t−1 + ε (7)

y2,t = β2,1y1,t−1 + β2,2y2,t−1 + β2,3y3,t−1 + β2,4y4,t−1

+ β2,5y5,t−1 + β2,6y6,t−1 + ε (8)

y3,t = β3,1y1,t−1 + β3,2y2,t−1 + β3,3y3,t−1 + β3,4y4,t−1

+ β3,5y5,t−1 + β3,6y6,t−1 + ε (9)

y4,t = β4,1y1,t−1 + β4,2y2,t−1 + β4,3y3,t−1 + β4,4y4,t−1

+ β4,5y5,t−1 + β4,6y6,t−1 + ε (10)

y5,t = β5,1y1,t−1 + β5,2y2,t−1 + β5,3y3,t−1 + β5,4y4,t−1

+ β5,5y5,t−1 + β5,6y6,t−1 + ε (11)

y6,t = β6,1y1,t−1 + β6,2y2,t−1 + β6,3y3,t−1 + β6,4y4,t−1

+ β6,5y5,t−1 + β6,6y6,t−1 + ε (12)

where y1 is household income, y2 is household expenditure, y3 is fuel price, y4 is
household size, y5 inflation rate and y6 is gross domestic product (GDP).

3 Results and Discussions

3.1 Stationary Test

The stationary property of all variables was tested using ADF test to avoid the possi-
bility of estimating spurious regressions. Threemodelswere used in this study.Model
1 does not include constant and trend. While Model 2 included only the constant and
Model 3 included both the constant and trend. The results of ADF test for all vari-
ables from three different models are shown in Tables 1, 2 and 3. The p-values of all
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Table 1 Augmented
Dickey-Fuller (ADF) results
for Model 1

Variables p-values Conclusions

Household income 0.000 Stationary at level

Household expenditure 0.000 Stationary at level

Fuel price 0.000 Stationary at level

Household size 0.000 Stationary at level

Inflation 0.000 Stationary at level

GDP 0.000 Stationary at level

Table 2 Augmented
Dickey-Fuller (ADF) results
for Model 2

Variables p-values Conclusions

Household income 0.000 Stationary at level

0.000 There is a constant term

Household expenditure 0.000 Stationary at level

0.000 There is a constant term

Fuel price 0.000 Stationary at level

0.000 There is a constant term

Household size 0.000 Stationary at level

0.000 There is a constant term

Inflation 0.000 Stationary at level

0.000 There is a constant term

GDP 0.000 Stationary at level

0.000 There is a constant term

Table 3 Augmented
Dickey-Fuller (ADF) results
for Model 3

Variables p-values Conclusions

Household income 0.000 Stationary at level

0.354 There is no trend

Household expenditure 0.000 Stationary at level

0.243 There is no trend

Fuel price 0.000 Stationary at level

0.057 There is no trend

Household size 0.000 Stationary at level

0.195 There is no trend

Inflation 0.000 Stationary at level

0.197 There is no trend

GDP 0.000 Stationary at level

0.479 There is no trend
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variables are 0.000 for Model 1. This indicates that the null hypothesis is rejected.
Thus, all variables are stationary at level. Model 2 also showed the same results as
Model 1 whereby all variables are stationary at level. The constant term that included
in Model 2 shows significant result as p-values for all variables are less than 5%.
Hence, there is a constant term. However, the constant term is not considered in this
study. For the Model 3, the p-values are less than 5% for all variables. This indicates
that all variables are stationary at level. However, the trend term shows insignificant
result and there is no trend term existed. Thus, the trend term will not be included
to predict the future values. Since the data are stationary, it is appropriate to proceed
with the Granger causality test.

3.2 Granger Causality Relationship

Since all variables are stationary at level, the Granger causality test is performed
to investigate the causal relationship between the selected variables. The results are
presented in Table 4. The results indicated that household income isGranger cause by
other selected variables namely household expenditure, fuel price, household size,
inflation and GDP. This means that the changes in household income are mostly
driven by the household expenditure, fuel price, household size, inflation and GDP.
Household expenditure also found to be Granger cause by household income, fuel
price, household size, inflation and GDP. This indicates that the household expen-
diture influences household income, fuel price, household size, inflation and GDP.
Then, the other variables namely fuel price, household size, inflation and GDP also
showed the same results. These results are similar to other studies which found there
is short run and long run relationship between household expenditure, income and
other macroeconomics variables [13–17]. The findings of this study suggest that
changes in fuel price and other macroeconomics variables would affect the house-
hold income. Since there is a relationship between these selected variables, the VAR
can be performed.

Table 4 Granger causality
relationship results

Variables p-value Decision

Household income 0.0000 Reject Ho

Household expenditure 0.0000 Reject Ho

Fuel price 0.0000 Reject Ho

Household size 0.0000 Reject Ho

Inflation 0.0000 Reject Ho

GDP 0.0000 Reject Ho



652 N. Abd. Rahim and Y. S. Yusoff

3.3 Lag Selection and Prediction

Before the VARwas conducted, the lag order selection criteria were performed using
Akaike’s information criterion. The results (not included in this paper) showed that
the most suitable lag length for all variables is lag one. This indicates that the time
series for all variables are not serially correlated. Thus, we can proceed with the VAR
(1) and predict all variables for the next ten periods. After the lag selection is done,
the VAR (1) model without trend and constant is performed. The estimated equations
for each variable are as follows:

ŷ1,t = 0.090y1,t−1 + 0.0413y2,t−1 + 1105y3,t−1 + 25.26y4,t−1

+ 22620y5,t−1 + 1.624y6,t−1 + ε (13)

ŷ2,t = 0.053y1,t−1 + 0.024y2,t−1 + 481y3,t−1 + 3.169y4,t−1

+ 13040y5,t−1 + 0.644y6,t−1 + ε (14)

ŷ3,t = 0.0000446y1,t−1 + 0.0000118y2,t−1 + 0.593y3,t−1 + 0.0098y4,t−1

+ 10.97y5,t−1 + 0.000675y6,t−1 + ε (15)

ŷ4,t = 0.000121y1,t−1 + 0.0000137y2,t−1 + 0.8481y3,t−1 + 0.0212y4,t−1

+ 21.77y5,t−1 ++0.00129y6,t−1 + ε (16)

ŷ5,t = 0.000000702y1,t−1 + 0.000000139y2,t−1 + 0.0103y3,t−1

+ 0.0001658y4,t−1 + 0.2045y5,t−1 + 0.0000128y6,t−1 + ε (17)

ŷ6,t = 0.00588y1,t−1 + 0.00195y2,t−1 + 83.55y3,t−1 + 1.702y4,t−1

+ 1448y5,t−1 + 0.07207y6,t−1 + ε (18)

From the estimated equations above, all variables have a positive coefficient and
hence indicated the positive relationship. The results for VAR (1) (not included in
this paper) showed that all variables have p-value less than 0.000. This indicates that
all variables have a significant relationship. These findings similar to other studies
which found a significant relationship between household expenditure, income and
other macroeconomics variables [15–21].

Next, the forecasted values for all variables are calculated for ten periods ahead.
The results showed inTable 5. Based on the results, the fuel price showed a decreasing
trend for the next ten periods which cause the decrease in expenditure. Hence, the
decreasing trend reflected the household income as well. This finding revealed that
lower household income will be enough if the fuel price keeps decreasing. However,
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Table 5 Forecasted values for next 10 years

Household income Household expenditure Fuel Household size Inflation GDP

4057.554 1935.910 2.059 3.533 0.0363 281.229

4086.512 1917.166 2.048 3.490 0.0359 278.435

4062.885 1906.708 2.036 3.472 0.0357 276.878

4039.919 1895.894 2.025 3.452 0.0355 275.313

4017.071 1885.171 2.013 3.433 0.0353 273.756

3994.761 1874.509 2.002 3.413 0.0351 272.207

3971.761 1863.907 1.990 3.394 0.0349 270.668

3949.298 1853.366 1.979 3.375 0.0347 269.137

3926.962 1842.884 1.968 3.356 0.0345 267.615

3904.752 1832.461 1.957 3.337 0.0343 266.101

when the fuel price increases, the higher household income will be required. More-
over, other macroeconomics factors such as inflation and GDP also predicted to
be decreasing over the next ten periods which also contributed to decrease in the
household income.

4 Conclusion

This studywas carried outwithmain objective to predict the household income due to
the fuel price fluctuation inMalaysia. The data were simulated based on the historical
data from 2006 to 2016. The simulation is carried out due to the limited data avail-
ability. Thevariables used in this study are household income, household expenditure,
fuel price, household size, inflation rate and gross domestic product (GDP). Firstly,
all variables are tested for stationary property and the results showed that all variables
are stationary at level. Then, the Granger causality test is performed to investigate
the causal relationship between the selected variables. This study found that there
is a significant causal relationship between the selected variables. Following that,
the prediction is performed using VAR (1) model. All variables showed a decreasing
trend over the forecast periods. This study revealed thatwhen the fuel price decreased,
the household income will be decreased. The other selected variables also showed
the same effect in predicting the household income. In conclusion, this prediction
model could be beneficial in helping individual to plan their income efficiently.
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Review on Cardiovascular Disease Risk
Factors Among Selected Countries
in Asia

Yumn Suhaylah Yusoff , Norhana Abd. Rahim ,
and Muhammad Hariz Hasmi

Abstract Cardiovascular disease is known as the principal cause of death world-
wide. Among all the diseases related to cardiovascular disease, myocardial infarction
and stroke are the most common contributors to the increased death rate. This paper
aims to study the risk factors affecting cardiovascular disease, especially in the region
of Asia. This paper reviews past studies regarding cardiovascular disease to investi-
gate the contributing risk factors for this disease. This study found that most of the
cardiovascular disease risk factors are related to unhealthy lifestyles. Blood pressure
level, smoking status, body mass index, cholesterol level and blood glucose level
are among the most significant risk factors for cardiovascular disease. Promoting a
healthy lifestyle towards all citizens is necessary to reduce the mortality rate due
to cardiovascular disease. A comprehensive prevention plan by the government is
essential to reduce the risk and the mortality rate of cardiovascular disease.

Keywords Cardiovascular disease ·Myocardial infarction · Stroke · Risk factors

1 Introduction

The heart is an organ in the human body, which ensures continuous blood flow in the
blood vessel without any stop. Heart functions to pump the blood to the entire human
body. This process is vital to ensure an adequate supply of oxygen to cells throughout
the body. The process of blood circulation begins with oxygenated blood cells, which
are blood cells that carry oxygen from the lung to the heart. Then, the heart will pump
the oxygenated blood cell to the entire body. The oxygenated blood cells will supply
the body’s tissue with the oxygen needed by the body. Lastly, after the exchange of
oxygen and carbon dioxide at the body tissue, the deoxygenated blood cell, which
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carries carbon dioxide, will be transported to the heart before being pump back to
the lung. This process will continuously occur until the human dies. The blood in
the human body does not only carries oxygen and carbon dioxide, but it also carries
nutrients, hormones, wastematerials, and interstitial fluid that are needed by the body
[1]. Approximately, there are 72 heartbeats per minute. The human heart weight was
estimated at around 300–350 g for men and 250–300 g for women [2]. Like other
organs in the human body, the heart also requires oxygen to function continuously.
The artery that provides the blood to the heart is called the coronary artery [1].

Humans’ routine changed from being active and focused on farming for food to
being inactivewith high consumption of fast food in the last decades due to advancing
technology. Besides that, a worldwide increase in cigarette consumption increases
the risk of cardiovascular disease (CVD). CVD is a phrase used to describe diseases
related to heart and blood vessels. CVD occurs when a blood vessel has narrowed
or blocked, disturbing the oxygen supply to the organ’s tissue [3]. This condition is
known as atherosclerosis, a condition when plaques from fats, cholesterol and other
substances developed at the artery’s inner wall and disturb the blood circulation
system. The plaques’ development starts with the formation of tiny cholesterols
crystals inside the intima and its underlying smooth muscle. The plaque will then
expand with the development of fibrous tissues and its surrounding smooth muscle.
The plaque will bend within the arteries and lower the flow of blood. Fibroblast
connective tissue development and calcium accumulation in the lesion will cause the
arteries to harden. The arteries’ irregular surface results in the growth of clots and
thrombosis, leading the blood flow being suddenly obstructed [4].

There are two types of CVD, which describes the diseases of the heart and blood
circulation. The most common cause for the heart disease is myocardial infarction
(MI) or heart attack, and the most common cause for the disease of the circulation
is cerebrovascular accident or stroke [2].

Ischaemic Heart Disease (IHD) is a disease due to blockage of the blood flow
in the coronary artery. MI is the results of IHD. MI is the condition when there is
a blood clot that blocks the coronary artery from delivering blood, which supplies
the heart muscle with oxygen. MI also refers to the condition when the myocardial
cell dies due to shortage of oxygen [5]. Based on the MI definition, not all MI cases
would be due to the presence of a blood clot. The oxygen supply to the heart muscle
must be equal to the oxygen demand by the heart muscle. Any imbalance ratio of
supply and demand will lead to a rapid heart rate or increased blood pressure. This
condition can lead to MI without the existence of blood clot [6].

Stroke is also the most frequent cause of death for patients with CVD. A stroke
occurs when there is a sudden decrease in blood flow to the brain and causes brain
functions loss due to lack of oxygen and nutrients supply to the brain. A stroke usually
presents the symptoms of hemiparesis, vomiting, drowsiness, and loss of conscious-
ness. The most common type of stroke is the ischemic stroke due to blockage of
blood vessel towards the brain, while haemorrhagic stroke is due to the spontaneous
rupture of blood vessel [7].

CVD was the principal factor of mortality and morbidity worldwide. The total
number of deaths due to CVD had increased universally from 14.4 million death



Review on Cardiovascular Disease Risk Factors Among Selected … 657

in 1990 to 17.5 million death in 2012. In 2012, 31% of worldwide deaths were
caused by CVD, and it has been the largest single contributor to global mortality
and was projected to maintain its dominance of the world mortality trends in the
future [8]. CVD had also contributed to more than 30% of all deaths worldwide,
and 82% of CVD deaths happen in low and middle-income countries. It is also
predicted around 23.6 million people would die annually due to CVD during 2030,
and the most significant rise of CVD deaths would be in South East Asia countries
[3]. CVD treatment is the most expensive, with 11% or 5.4 billion dollars of the
total expenditure on health was from CVD cases in 2000–2001. Other than that,
CVD survivors were mostly disabled and are not able to work. These had become a
tremendous financial burden for the patients [3].

Many risk factors can contribute to the trends of CVD cases. This paper aims to
review the trend of risk factors on CVD among selected countries in Asia: China,
India, Indonesia, Japan,Malaysia, Singapore, and Thailand. Section 2will review the
distribution of CVDamong selected countries. Following this, Sect. 3will discuss the
prevalence of the risk factors for CVD among selected countries and the relationship
between each country’s death trend. Section 4 will discuss the prevention of CVD.
Section 5 will discuss the review’s findings, and Sect. 6 will conclude all the finding
in the research.

2 Distribution of Cardiovascular Disease Among Selected
Countries

Type of CVD that are fatal differs among countries. China, Cambodia, North Korea,
South Korea, Vietnam, Bangladesh, and Myanmar have a higher mortality rate due
to stroke than MI, while in all the other Asian countries the mortality rate due to MI
is higher than mortality resulted from stroke [9]. Figure 1 shows the proportion of
MI and stroke deaths among the selected countries and shows Malaysia, India, and
China to have the highest mortality due to MI in 2016. Other than that, these three
countries show an increasing rate ofMImortality in the 16 years. Figure 2 shows that
stroke mortality is highest in China and has an increasing trend in China, Indonesia,
and India.

Studying the mortality rate of CVD will allow a glance at the mortality rate of
MI and stroke since most CVD were due to MI and stroke. Among all CVD cases,
MI and stroke comprise 87.8% of all CVD deaths worldwide [9]. Figure 3 shows
the CVD mortality rate of the selected countries. Based on the figure, China had
the highest CVD mortality rate compared to other countries. China has also shown
a 10% increase in CVD mortality rate from 2000 to 2016. Many studies reported a
decline in physical activity among individuals in China. During 2002, the Chinese
National Nutrition and Health Survey had proved that only 34% of adults in a large
city and 45% adults in the small and medium cities have an active lifestyle. Only
18.7% of Chinese adults have regular physical activity. The study believes that the
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Fig. 1 Percentage of myocardial infarction death in selected countries [9]

Fig. 2 Percentage of stroke death in selected countries [9]

decline in the number of active Chinese adults will contribute to China’s rising cases
of CVD deaths [10].

The graph also shows that Japan and Singapore have a declining trend in CVD’s
mortality from 2000 to 2016. Another study discovered that Japan also reported the
lowest MI death worldwide, with 47 deaths per 100,000 populations [11]. Although
therewas a declining in the statistics ofCVDdeath in Singapore, CVD is still themain
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Fig. 3 Percentage of cardiovascular disease death in selected countries [9]

contributor to Singapore’s total death because its population was moving towards the
ageing population [12]. The graph also shows that China, India, Indonesia, Malaysia,
andThailand have an increasedCVDmortality rate. The risk factorswhich contribute
to the different CVD trends would be discussed further in the next section.

3 Prevalence of Risk Factors Among Selected Countries

Many risk factors contribute to CVD. There are two types of risk factors: control-
lable risk factors and uncontrollable risk factors. The uncontrollable risk factors
are the risk factors that could not be modified or avoided. Family history, age,
ethnicity, and gender are among the uncontrollable risk factors of CVD. Whereas
the controllable risk factors were the risk factors that could be modified or avoided.
Dyslipidaemia, hypertension, hyperglycaemia, low physical activities, low nutrition
consumption, smoking habits and BMI were the controllable CVD risk factors [13].
A study reported that current smoking behaviour, psychosocial factors, diabetes
mellitus, hypertension history, abdominal obesity, alcoholic drinks consumption,
reduced regular activities and low daily consumption of fruits and vegetables are the
significant CVD risk factors [14]. Another study discovered that diabetes mellitus,
hypertension, CVD family history, renal disease, Percutaneous Coronary Interven-
tion (PCI), Killip class and age were the main contributing CVD risk factors [15].
National Health and Morbidity Survey 2019 reported hypertension, diabetes, and
high cholesterol as the main risk factors of CVD in Malaysia. 1.7 million people in
Malaysia have these three risk factors, while 3.4 million people have two of these
three risk factors [16]. Based on a lot of research, it can be concluded that blood
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pressure, BMI, smoking status, cholesterol level and blood glucose level were the
main CVD risk factors. This paper will discuss in detail these CVD’s risk factors.

3.1 Blood Pressure

High blood pressure or hypertension was the number one risk factors for CVD.
According to Malaysian clinical practice guideline, the patients would be classified
as having hypertension if the reading of blood pressure were 140/90 mmHg or higher
[17]. Hypertension has contributed tomore than 15%of deathsworldwide.Hyperten-
sion also contributed to 62% of all strokes and 49% ofMI cases [18]. Based on Fig. 4,
all countries had more than 10% of raised blood pressure. Among all these seven
countries, India, Indonesia, Malaysia, and Thailand, have the highest percentage of
raised blood pressure. It is comparable to the previous graph that shows that India,
Indonesia, Malaysia, and Thailand have an increasing trend of CVD mortality. This
finding concludes that hypertension has a high impact on CVD mortality.

Hypertension is a disease which is related to the increase in age. Increasing age
would increase the risk of having hypertension. It was approximated that 60% of
people aged 60 years and above have hypertension. Since the global population is
moving towards an ageing population, it is predictable that most of the worldwide
population aged 60 years and abovewould develop hypertension by 2030 [19].One of
the factors that contribute to the increasing rate of hypertension cases was excessive
salt consumption. Current salt consumption in the world population is alarming.
Although sodiumhasmanybenefits for the humanbody, consuming toomuch sodium

Fig. 4 Percentage of raised blood pressure in selected countries [9]
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than what is needed by the body would overload the metabolic system. The overload
would increase blood pressure and cause millions of deaths, mostly related to CVD
[18].

3.2 Smoking Status

Cigarette smoking was found to be the largest risk factor for premature death among
developing countries. Premature death is a condition when a person dies before the
average age of the country. It was estimated that approximately 3 million deaths
were reported per year worldwide due to smoking-related diseases, and 10 million
deaths were forecasted to occur due to smoking-related diseases [20]. Smoking was
the second leading risk factor for CVD after high blood pressure. According to the
World Health Organization (WHO), more than 1 billion smokers exist worldwide,
and the statistics keep increasing [21].

Figure 5 shows the percentage of smokers amongst the selected countries. By
analyzing the graph, most of the countries have nearly half of their population
that were smokers. India and Singapore recorded the smallest number of smokers’
percentage. Indonesia, China, andMalaysia recorded the highest number of smokers
in these countries. These countries showed the highest statistics for CVD mortality
during 2016. This finding proves that smoking has a high impact on CVD mortality
trends.

There are many reasons for the youths to be involved in smoking, such as peer
pressure, desire to look mature, kill boredom, and to help relax and release stress.

Fig. 5 Percentage of smokers in selected countries [9]
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Usually, this would be learned from their friends, influenced by family members who
are also smokers or tried by themselves because of curiosity [22]. There are many
reasons for people to start smoking either due to the environment or genetic factors.
Many smokers would try to stop smoking or reduce their cigarette consumption, but
many tend to fail due to strong nicotine addiction. Since majority of smokers are
men, it is found that men are two to five times at greater chance of developing CVD
[21].

3.3 Body Mass Index

BMI is another significant risk factor for the development of MI and stroke. In
Malaysian clinical practice guideline, individuals with BMI reading between 18.5
and 22.9 kg/m2 were classified as normal. Individuals being above these values are
considered obese [23]. Some studies reported that BMI does not directly affect CVD,
but it has a second-order CVD effect. High BMI value would increase the risk of
developing hypertension, diabetes and hypercholesterolaemia. Smoking had a little
impact on BMI. Quitting smoking could raise the BMI level while continuing to
smoke cigarette could reduce the BMI level. Studies have proved that reducing BMI
would result in the reduction of CVD occurrence risk [24].

Figure 6 demonstrates that most of the countries showed an increase in the BMI
average from the year 2000–2016. As for overweight individuals, their BMI values
would be in the range of 25–40. Individuals passing the value of 40 would be classed
as being obese. Most countries were nearly approaching the average BMI range of

Fig. 6 Average body mass index in selected countries [9]
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Fig. 7 Percentage of overweight citizens in selected countries [9]

overweight while Malaysia had already passed this range. This finding shows that
most of the countries are moving towards the average BMI of being overweight.

Figure 7 also exposed thatMalaysia has 42.5% of individuals categorised as being
overweight. The graph also shows that the percentage of overweight individuals in
all countries has increased from 2000 to 2016. This finding is alarming since the
increase in BMI could trigger other CVD risk factors.

Physical inactiveness is the main factor for the increase in BMI level, which can
lead to obesity. Increase in BMI would also increase the risk of CVD. Individuals
with high physical activity or fitness have the potential to counter the risk ofmortality
caused by obesity [25].

3.4 Cholesterol

Dyslipidaemia is the condition in which the blood lipid or cholesterol levels are
increased. Increase in the blood cholesterol level could cause ischemia or blood
vessel blockage in the heart [26].According to clinical practice guideline inMalaysia,
patient with a total cholesterol level higher than 5.2mmol/Lwould be diagnosedwith
dyslipidaemia [27]. Figure 8 shows that Japan, Malaysia, Singapore, and Thailand
have more than 50% of the individuals with raised total cholesterol level. Although
China and Indonesia recorded the highest CVD deaths, the percentage of individuals
with raised total cholesterol is lower. The effect of blood cholesterol level towards
CVD is antagonistic in this study, suggesting that the cholesterol level may not have
a high impact on CVD risk in these countries.
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Fig. 8 Percentage of raised total cholesterol in selected countries [9]

Increased cholesterol level would increase the CVD risk, and a decrease in choles-
terol level would reduce CVD risk. There are many strategies to reduce the blood
cholesterol level, which in turn would reduce the risk of CVD, such as by consuming
statins [28].

3.5 Blood Glucose Level

Blood glucose level has a significant positive effect on CVD risk. Increase in blood
glucose level would increase the risk of CVD [23, 24]. For diabetic patients, the
clinical practice guideline in Malaysia had set the reading for venous plasma glucose
would be higher than 7.0 mmol/L for fasting patient and 11.1 mmol/L for non-fasting
patients [29]. Figure 9 shows thatMalaysia has the highest percentage of raised blood
glucose, and Japan has the lowest percentage. Findings for other countries varied
among each other. The impact of blood glucose level on CVD mortality may not be
high, since the percentage of raised blood glucose level is lower than other CVD risk
factors that had been discussed.

Diabetes is a well-recognized risk factor for CVD.Diabetic patients who consume
insulin should monitor their blood glucose level routinely to assure their diabetes is
controlled with the correct diet, exercise, and medication. Taking good care of blood
glucose level would reduce the risk of CVD [30].
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Fig. 9 Percentage of raised fasting blood glucose in selected countries [9]

4 Methods of Preventing the Risk of Suffering
from Cardiovascular Disease

Based on the risk factors mentioned above, most of the risk factors mentioned were
related to anunhealthy lifestyle.Replacing thebadhabit of lifestyleswith better habits
would reduce the CVD risk, especially for developingMI and stroke. There are many
ways to reduce the risk of MI and stroke. Quitting or reducing smoking, having a
healthy diet, and being active physically by playing sports and jogging could help
reduce this risk. Implementing a healthy lifestyle would lead to cessation of deaths
related toMI and stroke [14]. According to the National Health andMorbidity survey
2019, CVDwas considered a non-communicable disease. Some ways to help reduce
the risk of having the non-communicable disease are by controlling the bloodpressure
to be below 140/90 mmHg, practicing a healthy diet, maintaining a healthy weight,
having regular exercises, stop smoking and reducing the consumption of alcohol
[16].

Lessening salt intake would assist to lower the high blood pressure Reducing
the number of individuals having high blood pressure may lead to excellent health
gain. WHO had recommended reducing the consumption of salt to 5 g per day [18].
Other than that, quitting smoking could also be beneficial for CVD risk reduction.
About 40% of smokers try to quit smoking, but only 4–6% would be successful.
This failure is due to high nicotine addiction and lack of motivation. Having great
motivation would influence someone to stop smoking and having a better life [31].
Having an active lifestyle would reduce the risk of being overweight and obese.
People who are obese but have an active lifestyle tend to have a lower risk of CVD
than those with an inactive lifestyle. People who are active in sports also less likely to
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be smokers [25]. Taking statinmay result in reducing blood cholesterol or lipid levels.
With the exception for individuals with extreme cholesterol panel, controlling diet
or dietary therapy may help reduce the risk of developing hyperlipidaemia. Having
a balanced diet, proper exercise, consuming fruits and vegetables, and fish oil may
reduce the blood cholesterol level [32]. Reducing sugar consumption would reduce
the risk of diabetes development [33].

4.1 Prevention of the Cardiovascular Disease Risk
from an Islamic Perspective

Islam encourages individuals to take care of their health. Having a good health
condition not only prevents individuals from developing dangerous diseases, but it
also helps them to focus on their worship to Allah. Allah SWT had said in the Quran:

One of the two women said, “O my father, take him as a hired man (shepherd of
sheep), surely the best person you choose is the one who is strong and trustworthy”
(Al-Qasas: 26).

From Abi Hurairah RA, Rasulullah SAW said: “A strong believer is better and
more favoured by Allah than a weak believer. Even when both are good. Do your
utmost to obey Allah and seek His help and do not be discouraged. If you are hit by
disaster, do not say ‘if I had not done that’, but say ‘Allah had destined it and what
Allah desires would surely happen.’ Indeed, the word ‘if’ could open the door to the
devil” (Sahih Muslim).

Both verses from Al-Quran and Al-Hadith explain that it is essential to be strong
since Allah love strong believers. ‘Strong’ means having a healthy life. Healthy
people tend to have more energy to work efficiently and perform worship to Allah
calmly. Allah SWT also Said in the Quran:

AndWe say: “Eat of the good things whichWe have given to you and do not cross
the limit because who are over the limit would face My anger and whoever faces My
anger would certainly perish” (Taha: 81).

This verse explains that Allah has permitted us to eat all the good foods provided
on the earth, but do not consume excessively until the limit is crossed. Anything that
is over the limit would usually bring disaster. For example, consuming too much salt
would increase the chance of developing high blood pressure, and too much sugar
would lead to diabetes. Hence, we need to be balanced and not crossover the limit.
Rasulullah SAW had said:

And indeed, every human body has lumps of blood that if it is good then the body would
be good, and if it is damaged the body would be damaged. You know, it is Al-Qalb. (Sahih
Bukhari)

From this verse, it can be understood that to have a healthy body, not only
having an intense physical activity is required, but the spiritual needs should also be
complete. Having a good spiritual condition may help individuals to overcome stress
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and tension, hence avoiding them from harming themselves by taking dangerous
substances to calm themselves, such as by smoking.

Therefore, it can be concluded that Islam encourages individuals to take care of
themselves to maintain physical and mental health. Having a balanced physical and
spiritual activitieswould reduce the risk of being unhealthy. Eating fromgood sources
and not consuming over the limit, would provide sufficient nutrients to maintain a
healthy body, thus reducing the risk of developing MI, stroke, and other diseases.

5 Discussion

Based on the study above, only China had a lower rate of MI deaths compared to
stroke. This previous study also reported that China’s strokemortality was lower than
MI, with 157 deaths related to stroke per 100,000 individuals, while MI contributed
to 63 deaths per 100,000 individuals [34]. This study also discovered that Japan
and Singapore showed a declining mortality rate related to both MI and stroke. A
study reported that Singapore’s CVD mortality rate had declined from 99 deaths per
100,000 population in 1976 to 59 deaths per 100,000 population in 1994 [34]. They
reported that Japan mortality rate due to stroke had decreased from 974 deaths per
100,000 in 1964–1971 to 231 deaths per 100,000 in 1996–2003. The study also found
that there is no change in MI mortality rate in Akita, Hiroshima, and Nagasaki from
1960 to 1990. It is estimated that the trend of stroke mortality events in Singapore
decreases 3–5% annually. Japan showed a 70% decrease in stroke-related deaths
from the year 1960–1990 [35]. There was also a study that discovered a different
result from the previous discussion. The study reported that Japan’s MI mortality
rate had increased by 7.4 deaths per 100,000 individuals in 1979 to 27.0 deaths per
100,000 in 2008 due to the increase in Japan’s ageing population. The results were
contradictory and could be due to many factors, such as the different analysis method
used [36].

Many risk factors were contributing to the trends of CVD mortality rate. Each
risk factors have a different level of impact on the death rate of CVD. Blood pressure
is the most significant risk factors of CVD, especially for MI and stroke. It was
reported that 54% of stroke and MI cases were contributed by high blood pressure.
In the Asia Pacific region, hypertension contributes 665 CVD cases. Reduction in
blood pressure will give a consistent effect on CVD reduction [37].

Smoking is also an important risk factor for CVD, strongly related to the increase
in morbidity and mortality of CVD patients. Smoking cessation would result in
declining CVD mortality rates [38]. People who are smokers have 3.436 times more
chances to develop MI and 2.158 more chances to develop stroke, compared to those
who never smoke. Smoking also increases the chance of developing other risk factors
such as diabetes, hypertension and hypercholesterolaemia. Smokers who suffered
MI and stroke were 1.766 times more likely to die than people who never smoked.
Reducing the number of cigarette smokes could increase the BMI of the individual
while resuming smoking could decrease the BMI level [39].
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Increase in BMI was directly related to developing MI. Being overweight and
obese would affect the health and other independent risk factors of MI [40].
Some studies argued that BMI not an important risk factor of MI and stroke but
has a second-order effect since BMI is an important risk factor for hypertension,
hypercholesterolaemia and diabetes [24].

Dyslipidaemia is another significant risk factor of CVD. Many patients of dyslip-
idaemia developed MI. High level of total cholesterol increases the chance of having
CVD. Improving blood cholesterol level tomanage dyslipidaemia better could reduce
the risk of developing MI [40]. Dyslipidaemia in Asian countries is generally than
lower than the United States of America and other western countries. Among Asian
countries, Singapore recorded with the highest dyslipidaemia cases [41].

Diabetic patients have a higher probability of developing CVD. More than 70%
of patients with type 2 diabetes died from CVD [37]. People with type 2 diabetes
have a higher probability of injury and death due to CVD. Diabetes raises the risk of
CVD by 2 to 4 times. Individuals with diabetes’ life expectancy are reduced almost
by eight years since the chance of mortality increases. Diabetes also increases the
probability of developing MI because diabetes increases the rate of atherosclerotic
progression and mitigate the formation of atherosclerotic plaque [40].

6 Conclusion

CVD is the number one cause of mortality in the world. Among all the disease
in CVD, MI and stroke are the most common contributor to CVD-related deaths
worldwide. There are many risk factors that contribute to the high number of deaths
due to CVD. There are controllable and uncontrollable risk factors. Some of the
uncontrollable risk factors are family history with CVD, increase in age, ethnicity,
and being a male. High blood pressure and smoking are the most important risk
factors since it can be reflected in the rate of death in selected countries. The BMI,
cholesterol and blood glucose are also significant risk factors for CVD; even when
it does not reflect too much on the CVD mortality trends of the selected countries.
There are many ways to reduce the risk of CVD such as by quitting or reducing
smoking, having healthy food with consistent intake of fruits and vegetables, and
having active physicals activities such as sport and jogging. Islam also encourages
individuals to have a healthy physical and spiritual and taking sufficient nutrient to
have a healthy body.
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Abstract Over the years the retail price of petroleum fuel in Malaysia, Ron95,
Ron97 andDiesel have been controlled by the governments using theAutomatic Price
Mechanism (APM)whichmade the price of fuel inMalaysia relatively stable up until
2004. Beyond the year 2004, the price of petroleum fuel has been volatile even with
the APM still being implemented. Even after changing the Policy to Managed float
system in 2016 fuel prices have still not been stable. Reasons that have been attributed
to the volatilities are the international crude oil price and foreign exchange volatilities
and reduction of subsidies to improve government fiscal space. Predicting fuel Prices
has become difficult. In this paper we apply the Time Series method Autoregressive
Integrated Moving Average (ARIMA) to model and forecast fuel price.
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1 Introduction

Efficient Transport systems depends on cheap fuel prices. One aspect of obtaining
cheap fuel is the planning of the fuel price. The fuel price is announcedweekly byThe
government’s bodyMinistry ofDomestic Trade andConsumerAffairs in conjunction
with the Ministry of Finance based on the Managed Floating System (MFS) Policy
[1–5]. Transport owners, pump stationmanagers and other stakeholders of petroleum
fuel would want to forecast the fuel price to ensure there is an optimized fuel budget.
Based on the MFS policy, the fuel price can be modelled by the formular (1) [2, 6].

P = A + B + C + D + E + F (1)

Here, (A) is the Refined fuel price, Mean of Platts Singapore (MOPS), published
by Platts [7]. (B) is Alpha, the difference between the MOPS and actual purchasing
price from the refinery’s companies, (C) is Tax/Subsidy [8], (D) is Operational cost at
bulk storage for transportation and advertisement, (E) is Bulk distribution company’s
margin and (F) is Fuel stationmargins. Using the formula (1) is quiet and difficult and
expensive as the MOPS value s is not accessible to all. (A) MOPS is a subscription-
based Time series. Medium to small scale and entities are unwilling to subscribe to
it, because of the expense liability, and technicalities associated with its Assessment
Methodology. To solve this problem, ARIMA modelling is explored. The historical
weekly data on fuel price is modelled. This paper focuses on modelling Ron97 a
variant of petrol that that has the oxidation number 97. The MFS policy allows
Ron97 price to float at the international market price without subsidies. The pricing
Policy of 97 has remained consistent. It is a premium product as compared to Ron
95 and Diesel sold on the Malaysian Market. The sometimes subsidized [9–11].

2 Data

Data source for the study is the weekly price of Ron97 announced by the Ministry of
trade and Consumerism, Malaysia [3, 4, 12] starting from 7 April 2017 to 6 March
2020, Fig. 1. Validation of the forecasting model is done using Fuel price from 13
march 2020 to 7 August 2020. There are some weeks in the time series where the
Policy MFS was suspended for the APM Policy or the period of review of fuel price
was changed to one month [1, 13]. Where there is such problem linear interpolation
is applied to fill Missing weekly fuel price [14, 15] . The weekly day for announcing
Fuel Price, has changed in the timeline of the time series. The dates are aligned to
a common day point by taking a weekly average of the historical price of Ron97.
Saturday is assigned as the common date point. The compiled data can be found on
[16].
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3 Methodology

ARIMA or the Box–Jenkins methodology of order ARIMA (p, d, q) model is
a time series forecasting method for non-stationary data series. The future value
of a variableyt , is assumed to be a linear function of several past observations
(Ron97 price) and random errors, εt as represented by Eq. (2). ARIMA modelling
is segmented into three-part process; model identification, parameter estimation and
diagnostic checking. Here, p represents the autoregressive order, q, represents the
moving average and d is the differencing order of the Time series, fuel price [17,
18].

φ(1+ L)p(1+ L)d yt = c + θ(1+ L)qεt (2)

MATLAB Econometric Modeler [19] is used to do the model. We implement the
models in MATLAB to forecast. Validation and forecast performance are assessed
by comparing the Ron97 price with an 18-week horizon forecast Results.

4 Results

Ron97 fuel price has been modelled in a three-step procedure; ARIMA modelling.
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4.1 ARIMA Modelling

Model Identification
The first step in identifying the ARIMAmodel is to check for stationarity of the time
series, Ron97. It is not stationary as the fuel price does not fluctuate uniformly around
a mean with a constant variance as shown in Fig. 1. The Time series is differenced to
achieve stationarity time series. Figure 2a–c are the Sample autocorrelation (SAC) of
Ron97 Sample partial autocorrelation (SPAC) of Ron97 of the first difference. They
are stationary. The identified order for the SAC and SPAC is 14 and 14 respectively
as the relevant leading spiking Lags in the correlograms are found at the 14th Lags
respectively, and the rest the rest of the correlations die down. ARIMA (14, 1, 14) is
the Identified model.

The Autoregressive order obtained from the SPAC, and Moving Average order
obtained from the SAC are too high for the first differencing. Generally lower orders
are preferred. The second differencing correlograms, Fig. 2d–f are assessed to deter-
mine its order. The SPAC has an order of 0 as the correlation Lags do not die done.
The SAC has spikes at Lag 1 and relatively die down after it. Hence ARIMA (0, 2,
1) is identified at the second differencing.

Model Estimation
TheModels identified are estimated using the Econometric Modeler or Econometric
Tool box in MATLAB. Ron97 has a t distribution and from the estimation process it
is observed that the models are more parsimonious when the constant, term, c is zero

(a) First difference (b) SAC first difference (c) SPAC of first difference

(d) Second difference (e) SAC second difference (f) SPAC of second difference

Fig. 2 Correlographs of Ron97
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(0). These conditions are specified in the software during the estimating process. The
best model is the one with the least Akaike Information Criteria (AIC) or Bayesian
Information Criteria (BIC). Tables 1, 2 and 3 are summary of estimates of the model
parameters. Comparing the AIC and BIC respectively, it is established that ARIMA
(14, 1, 14) is themost parsimonious and the best fitmodel. Equation (3) is theARIMA
(14, 1, 14). Model.

(
1− ∅14L

14)(1− L)yt =
(
1+ θ14L

14)ε14 (3)

Equation (3) is expanded to give Eq. (4)

yt = y(t−1) + φ(14)y(t−14) − φ(14)y(t−15) + θ14ε(t−14) + εt (4)

If the parameters are substituted in Eq. (4), with the parameter estimates in Table
1. Estimation Results for ARIMA (14, 1, 14) , the tentative forecasting model is
achieved as Eq. (5)

yt = yt−1 − 0.7084yt−14 + 0.7084yt−15 + 0.6308εt−14 + εt (5)

Table 1 Estimation results for ARIMA (14, 1, 14)

Parameter Value Standard error t statistic P-value

Constant 0 0

AR{14} −0.7084 0.0620 −11.4199 3.3269e−30

MA{14} 0.6308 0.0817 7.7248 1.1201e−14

DoF 2.2366 0.7204 3.1049 0.0019

Variance 0.0114 0.0291 0.3901 0.6965

Table 2 Estimation results for ARIMA (0, 1, 2)

Parameter Value Standard error t statistic P-value

Constant 0 0

MA{1} −0.9834 0.0108 −91.0724 0

DoF 2.2273 0.7612 2.9261 0.0034

Variance 0.0134 0.0382 0.3518 0.7250

Table 3 Goodness of fit, of
models

Model AIC BIC

ARIMA(14, 1, 14) −439.1807 −427.4717

ARIMA(0, 2, 1) −420.5204 −411.4686
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Table 4 Ljung-box Q-test

Null rejected P-value Test statistic Critical value Lags DOF Significance
level

1 True 0.0191 13.5066 11.0705 15 5 0.05

2 True 0.0012 20.1843 11.0705 20 5 0.05

3 True 3.2044e−05 28.2830 11.0705 25 5 0.05

4 True 8.5631e−06 31.1974 11.0705 30 5 0.05

5 True 2.2489e−06 34.1245 11.0705 35 5 0.05

6 True 5.8798e−07 37.0400 11.0705 40 5 0.05

7 True 4.1995e−07 37.7686 11.0705 45 5 0.05

8 True 7.1972e−09 46.4961 11.0705 50 5 0.05

9 True 3.173e−09 48.2400 11.0705 55 5 0.05

10 True 1.9315e−10 54.1725 11.0705 60 5 0.05

Model Diagnostic Checking
The model is assessed for its adequacy in forecasting the fuel price, Ron97. The
model residual is assessed, using the LJung-Box Q-test and residual correlation plot.
The Ljung-Box Q-test is a quantitative way to test for autocorrelation at multiple lags
jointly. In perfuming the Ljung-Box test, the we specify the degree of freedom to 5
as there are only five independent variables in the model. The number of possible
lags is increased by 5 lags from the 15th lag onward till the 150th lag, Table 4. The
p-value of the Ljung test remains less than 5% for the Null Hypothesis: “The first m
autocorrelations of the residuals of ARIMA_RON97 are jointly 0”. This implies the
are no autocorrelation in the ARIMA residual. The Residual correlation plot Fig. 3
shows only one feeble spike at the 23rd lag which is not that significant. Hence the
Model is adequate for the forecasting of Ron97 price in the neighbourhood of the
period considered.

4.2 Model Forecast Performance and Validations

The forecast for ARIMA(14, 1, 14) performed better than ARIMA(0, 1, 2) as
shown in the circled area in the plot. It is the second best in the graph compared to
observed data. NARNET, Nonlinear autoregressive neural network model was even
better (Fig. 4).

5 Conclusion

The main objective of this paper is to assess the ability to forecast Ron97 fuel
price using ARIMA models. It is possible to forecast accurately fuel price using



Forecasting Petroleum Fuel Price in Malaysia by ARIMA Model 677

-0.2

0

0.2

0.4

0.6

0.8

1
Sa

m
pl

e 
Au

to
co

rre
la

tio
n

Residual Sample Autocorrelation Function

0 5 10 15 20 25 30 35 40 45 50

Lag

ARIMA_RON97
Confidence Bounds

Fig. 3 Residual SAC of ARIMA_ Ron97

Oct 2019 Jan 2020 Apr 2020 Jul 2020

1

1.5

2

2.5

3

R
on

97
 R

m
/L

tr

18-Weeks Forecasts and Approximate 95% Confidence Intervals

Observed
ARIMA(14,1,14) Forecast
95% Confidence Interval of ARIMA(14,1,14) Forecast
ARIMA(0,2,1) Forecast
NARNET Forecast

Fig. 4 Forecast performance of the ARIMA models

the ARIMAmodels but limited to a shorter period, month. Improvement can thought
be made to the model to increase the length of forecast periods.
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Mahmod Othman , Hanita Daud , and Derrick Asamoah Owusu

Abstract Malaysia’s petroleum fuel pricing policy has shuffled between Automatic
Adjusted Formula (APM) and Managed Float System (MFS). One major problem in
forecasting fuel prices is the use of the structural model. The model uses an input or
independent variable, the refined fuel price also known as Mean of Platts Singapore
(MOPS). MOPS is published regularly but is sold, which makes it inaccessible to a
section of forecasters in Malaysia. In this paper, we suggest an alternative method
of forecasting Ron97 price by applying the time series method, Autoregressive Inte-
gratedMovingAveragewith Explanatory Variable (ARIMAX) tomodel and forecast
Ron97 price in Malaysia using publicly available data.
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1 Introduction

Over the years the retail price of petroleumfuel inMalaysia,Ron95,Ron97andDiesel
have been controlled by the governments using the Automatic Price Mechanism
(APM) which made the price of fuel in Malaysia relatively stable up until 2004.
Beyond the year 2004, the price of petroleum fuel has been volatile even with APM,
still being implemented. After changing the Policy to Managed float system in 2016
fuel price have still not been stable.Reasons that have been attributed to the volatilities
are the international crude oil price and foreign exchange volatilities and reduction
of subsidies to improve government fiscal space [1].

The unstable nature of the fuel price demands the need for forecasting of the fuel
price. Modelling and forecasting fuel price for a section of forecasters have become
difficult. This because the APM model, Eq. (1), the popular model used for fuel
price forecasting uses an input variable MOPS, (A), which is published regularly but
sold to forecasters, making it difficult to access. Equation (1), have the inputs (A) as
the Refined fuel price, Mean of Platts Singapore (MOPS), published by Platts [2],
(B) Alpha, the difference between the MOPS and actual purchasing price from the
refinery’s companies, (C) Tax/Subsidy [3, 4], (D) Operational cost at bulk storage
for transportation and advertisement, (E) Bulk distribution company’s margin and
(F) Fuel station [5, 6].

P = A + B + C + D + E + F (1)

In this paper, we apply the time series method Autoregressive Integrated Moving
Average with Explanatory Variable (ARIMAX) to model and forecast the petroleum
fuel pricee for Ron97 using available public data.

2 Data

The primary data used in the paper are the published weekly price of Ron97 [7–9],
daily crude oil price in barrels (WTI, BRENT and OPEC) [10, 11] and daily foreign
exchange rate (Selling rate) of the Ringgit per US dollars [12]. The data is pre-
processed to clean the data and standardize the data for the modelling process. The
crude oil price and foreign exchange rates are converted to weekly averages. Daily
missing data are replaced with weekly averages. The foreign exchange rates, (G) in
Ringgits per US dollar (RM/USD) [12], is multiplied with the international crude oil
price (X) to convert ringgits per barrel (RM/blur), (I), using Eq. (2). The crude oil
price are converted to ringgit per litre using the Barrel to Litre Metric Conversion
(M), [13], as shown in Eq. (3). The compiled data can be found on the doi link:
https://doi.org/10.17632/zxjnrpmwd8.1 [14].

I = X × G (2)

https://doi.org/10.17632/zxjnrpmwd8.1
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Fig. 1 Correlation matrix of Ron97 and crude oil price in Malaysia

Q = I × M (3)

Data used for the model, range from 7 April 2017 to 6 March 2020. Data used
for the validation process, range from 13 March 2020 to 7 August 2020. We apply
the correlation matrix to select the best crude oil price time series to model Ron97.
Figure 1 is theCorrelationMatrix of the three crude oil prices being assessed tomodel
the Ron97 price. OPEC crude oil price have a better correlation of 0.79 with Ron97
compared with that of WTI and Brent crude oils. OPEC crude oil price is therefore
selected as the exogenous variable to apply in modelling Ron97 price. Figure 2 are
the selected Data for Ron97 price modelling.

3 Methodology

An Autoregressive Integrated Moving Average with Explanatory Variable model
(ARIMAX), Eq. (4), can be viewed as a multiple regression model with one or more
autoregressive (AR) terms and/or one or more moving average (MA) terms.

φ(1+ L)p(1+ L)d yt = c +
n∑

i=1

xiβi + θ(1+ L)qεt (4)
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Fig. 2 Selected data for Ron97 modelling

This method is suitable for forecasting when data is stationary/nonstationary,
and multivariate with any type of data pattern. ARIMAX is related to the ARIMA
technique but, while ARIMA is suitable for datasets that are univariate, ARIMAX is
suitable for analysis where there are additional explanatory variables (multivariate)
in categorical and/or numeric format [15–18]. The ARIMAX modelling is in three
stages, the Model Identification, Model estimation and Diagnostic checking [19].
The Modelling and 18-week forecast are implemented in MATLAB. The model is
validated by plotting the forecast of the ARIMAX model with ARIMA, NARNET
and actual data recorded over the time [20–22].

4 Results

The result has been sectioned into two parts the modelling and Evaluation of the
forecast.
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4.1 ARIMAX Modelling

Ron97 fuel price has been modelled in a three-step procedure;

Model Identification
The precondition for the ARIMAX model to be identified is for the time series to be
stationary or there exist no unit roots in the time series [23]. Thus for multiple time
series they should be cointegrated [24]. We consider two Time Series, Ron97 and
OPEC time series for theARIMAXmodelling.A suitableARIMAmodel is identified
for the dependent variable, Ron97, then the best regression is done on the ARIMA
model and the independent variable, OPEC (Fig. 3). The Sample autocorrelation
(SAC) of Ron97 dies down sharply at lag 1 on the second differencing as shown in
Fig. 4; thus, stationarity is at difference order of 2 and moving average order is 1.
The sample partial autocorrelation (SPAC) at the second differencing, Fig. 5 does
not die down, which implies the autoregression order is 0 at the second differencing.
The analysis deduced from the above information implies the ARIMA model have
a differencing order of 2 and the ARIMA model is set at ARIMA (0, 2, 1) for
Ron97. The ARIMA model is modified to ARIMAX by introducing the exogenous
variable, OPEC (Fig. 6). OPEC must not be unit root time series. Based on Phillips-
Perron tests [25], OPEC at lags 0, 1 and 2, (OPEC, OPECDiff, OPECDiffDiff) with
significance level of (p-value) of 0.05 do not contain unit root as shown in Table
1. We will need the ARIMA model of OPEC to forecast the exogenous value in
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Table 1 Phillips-Perron test on OPEC time series

Null hypothesis: OPEC contains a unit root

Test parameters Test results

S/N Lags Model Test
statistic

Sign. level Null
rejected

P-value T-statistic Critical
value

1 0 ARD t1 0.05 False 0.994 0.829 −2.881

2 1 ARD t1 0.05 False 0.974 0.233 −2.881

3 2 ARD t1 0.05 False 0.953 −0.037 −2.881

the ARIMAX model. Assessing the SAC and SPAC of OPEC as shown in Figs. 7
and 8 respectively, the SAC does not die down, but the SPAC is considered to die
down at lag 2. Thus, the ARIMA (2, 0, 0) is chosen as the model for OPEC. The
distributions of Ron97 and OPEC are also considered. Observing the histograms
from the correlation matrix table in Fig. 1, Ron97 and OPEC have skewed tail on
the left side which is characteristics of the t-distribution, hence the t-distribution
is specified over the Gaussian for all ARIMA and ARIMAX models that will be
estimated.

Model Estimation
MATLAB Econometric Medullar Application [26] is applied to estimate the
model parameters. The Model Identification section identified the tentative model,
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ARIMAX (0, 2, 1) with t-distribution and beta innovations of the exogenous predic-
tors’ time series (OPEC, OPECDiff, OPECDiffDiff). The ARIMAmodel associated
with the ARIMAX is estimated first, then the exogenous predictors are introduced.
Table 2 is the estimated parameters of ARIMA (0, 2, 1) model, Eq. (5). Equation (5)
is expanded to give Eq. (6) and the estimated parameters is substituted into Eq. (6)
to give Eq. (7)

(1− L)2yt = (1+ θ1L)εt (5)



ARIMAX Modelling of Ron97 Price with Crude Oil Price … 687

Table 2 Estimation results ARIMA (0, 2, 1) (t-distribution) for Ron97

Parameter Value Standard error T-statistic P-value

Constant 0 0

MA {1} −0.9801 0.0126 −77.8371 0

DoF 2.031 0.5462 3.7183 0.0002

Variance 0.0910 1.5674 0.0581 0.9537

Table 3 Estimation results ARIMAX (0, 21) (t-distribution) for Ron97 with OPEC, OPECDiff
and OPECDiffDiff as exogeneous variables

Parameter Value Standard error T-statistic P-value

Constant 0 0

MA{1} −1 0.017 −57.67 0

Beta (OPEC) −0.00019 7.48e−05 −2.473 0.013

Beta (OPECDiff) 0.03361 0.020 1.661 0.097

Beta (OPECDiffDiff) −0.04975 0.074 −0.668 0.504

DoF 2.42790 0.826 2.940 0.003

Variance 0.00945 0.013 0.702 0.483

yt = 2yt−1 − yt−2 + εt + θ1εt−1 (6)

yt = 2yt−1 − yt−2 + εt − 0.9801εt−1 (7)

(1− L)2yt = X1β1 + X2β2 + X3β3 + (1+ θ1L)εt (8)

Table 3 presents the tentative model estimates of the parameters of the ARIMAX
which have the exogeneous time series’ variables OPEC, OPECDiff and OPECD-
iffDiff with its associated model, is Eq. (8). We want the most parsimonious model
for the ARIMAX Ron97 model. From Table 3, the p-value of the regression coeffi-
cients OPECDiff and OPECDiffDiff are statistically not significant at significance
level of 5%. They are 9.7% and 50.4% respectively. On the other-hand, the p-value
of OPEC is significant with a value of 1.3%. Estimating the ARIMAX model again
with OPEC as the only exogenous variable Table 4, gives the p-value, 2.51%, Table
4.

Re-estimating the model, Eq. (8) as Eq. (9) makes the model more parsimonious.
The Akaike information criterion (AIC) or the Bayesian information criterion (BIC)
of the Eq. (9) is smaller than that of Eq. (8). The errors of Eq. (9) have beenminimized
more than that of Eq. (8), as shown. Figure 5. Hence the final model, ARIMAX (0,
2, 1) model with OPEC as the exogeneous variable is chosen as shown in Eq. (9).

(1− L)2yt = X1β1 + (1+ θ1L)εt (9)
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Table 4 Parameter estimation results, ARIMAX (0, 2, 1) (t-distribution) for Ron97 with OPEC as
exogeneous variable

Parameter Value Standard error T-statistic P-value

Constant 0 0

MA{1} −1 0.0138 −72.565 0

Beta (OPEC) −0.00014 6.0668e−05 −2.24 0.0251

DoF 2.0983 0.6364 3.2972 0.0010

Variance 0.0313 0.1883 0.1663 0.8680

yt = 2yt−1 − yt−2 + X1β1 + εt + θ1εt−1 (10)

yt = 2yt−1 − yt−2−0.00014 X1 + εt − εt−1 (11)

Note that the constant term was omitted when specifying the model. This
helped achieved a more parsimonious model. Expanding Eq. (9) into Eq. (10), and
substituting the parameters from Table 4 into Eq. (10), we obtain Eq. (11) (Table 5)

Lastly, we estimate the OPEC ARIMA model which is needed to update the
exogenous variable Xt in the forecast horizon interval in the ARIMAXmodel. Table
6 is the model parameters and Eq. (12) is it associated equation. Expanding Eq. (12)
and substituting the parameters from Table 6 into Eq. (13), we obtain Eq. (14), the
exogenous variable simulator for the ARIMAX model.

(
1− φ1L − φ2L

2
)
yt = εt (12)

Table 5 Goodness of fit for
ARIMAX

Model Exogenous
variable

AIC BIC

ARIMAX (0, 2, 1) OPEC, OPECDif,
OPECDifDif

−399.98 −381.75

ARIMAX (0, 21) OPEC −406.45 −394.25

Table 6 Estimation results of ARIMA(2, 0, 0) (t-distribution) with OPEC

Parameter Value Standard error T-statistic P-value

Constant 0 0

AR{1} 1.324 0.068 19.423 4.964e−84

AR{2} −0.324 0.068 −4.785 1.706e−06

DoF 6.751 1.674 4.033 5.503e−05

Variance 0.003 0.0005 6.696 2.150e−11
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yt = φ1yt−1 + φ2yt−2 + εt (13)

yt = 1.324yt−1 − 0.324yt−2 + εt (14)

In the current scenario a one step ahead forecast can be done using Eqs. (15)
and updating the exogenous variable with Eq. (16). These models are deduced from
Eqs. (13) and (14)

yt+1 = 2yt − yt−1−0.00014 X1+1 + εt+1 − εt (15)

Xt = 1.324Xt−1 − 0.324Xt−2 + εt (16)

Diagnostic Checking
After fitting the ARIMAX model we are left with residual Time series of Ron97,
We assess the residual to confirm the adequacy of the ARIMAX model. We apply
the residual autocorrelation plot tests and the Ljung Box Q test in the diagnostic
check [27]. The sample autocorrelation function is very weak as the correlation plot
does not spike. This is corroborated by the Ljung Box Q Test. The null Hypothesis
is accepted, ‘The first m autocorrelations of the residuals of ARIMAX_RON97 are
jointly zero ‘0”. This implies the ARIMAX model is adequate for forecasting the
fuel price in the neighbourhood of the period considered.

4.2 Model Forecast Performance and Validations

The ARIMAX was better at forecasting Ron97 for the first month than the bench
marks ARIMA and NARNET as can be seen in Fig. 9.

5 Conclusion

This paper has examined the ability of ARIMAX to model the fuel price of Ron97
using times series data of Ron97 and another exogenous time series, the crude oil
price, in this caseOPEC inMalaysia. It is possible to do themodelling and forecasting
accurately using the ARIMAX.
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Application of Newton-GS Iterative
Method with Second-Order Quadrature
Scheme in Solving Nonlinear Fredholm
Integral Equations

Labiyana Hanif Ali, Jumat Sulaiman, Azali Saudi, and Xu Ming Ming

Abstract In this study, we discuss the application of Newton-GS iterative method
with quadrature schemes in solving nonlinear Fredholm integral equations. This
study proposes the application of Newton-Gauss–Seidel (NGS) iteration with the
second-order quadrature scheme in getting the approximate solution of nonlinear
Fredholm integral equations of the second kind (NFIE-2) in comparison with the
first-order quadrature scheme. The main idea of this study is to apply the second-
order quadrature scheme to discretize the NFIE-2 to form a system of nonlinear
integral equations. Then we convert the nonlinear system into the corresponding
linear system by imposing the Newton approach. By having this large-scale and
sparse linear system, the numerical implementation of Newton-Jacobi (NJ) and NGS
iteration approaches alone with first- and second-quadrature schemes have recorded
their number of iterations, computational time, and maximum absolute error. As a
result of thesemeasured parameters, the comparative study canbe performed to gauge
the effectiveness of NGSwith second-order quadrature scheme when compared with
the numerical results of first-order quadrature scheme and NJ iteration. Based on
numerical experiments, it can be important to highlight that the implementation of
NGS iteration with second-order quadrature scheme has significantly improved the
accuracy of its approximate results.
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1 Introduction

Academically, the problem of NFIE-2 has been solved using several analytical and
numericalmethods such as generalized extrapolationmethod [1], collocationmethod
[2–4], multi projection method [5], Homotopy perturbation method [6], Adomian
decomposition method [7], parameter continuation method [8], successive approx-
imation method [9], etc. However, due to its important application in science and
engineering, the studies of solving this problem is continued until now. Recently,
the researchers have proposed several methods including Nyström method [10],
Nyström-quasilinearization method [11], and trigonometric basis functions [12] to
solve the problem of NFIE-2.

Inspired by the accuracy of the data through implementation of higher order
quadrature scheme, this study is focusing on the implementation of the second-order
quadrature scheme to solve the NFIE-2 in the following form

u(t) = f (t) +
b∫

a

k(t, x, u(x))dx, x ∈ [a, b], (1)

where k is continuous on interval [a, b], f (t) is known function and u(t) is the
unknown function [13]. Family of quadrature schemes is one of numerical integra-
tion schemes which used widely in numerical studies due to its useful properties. A
system of linear or nonlinear equations can be generated from a single approxima-
tion equation through discretization process using a particular quadrature scheme.
Many studies have been conducted with implementing these quadrature schemes to
discretize the problem of differential and integral equations such as in [14–18]. The
implementation of different type or order of quadrature schemes have influenced the
accuracy of the approximate solutions.

Since one of the advantages of the second-order quadrature rule, in compar-
ison with first-order quadrature rule is that it provides more accurate approximation
equations by consideringmore grid points on interval [a, b], subsequently, the imple-
mentation of the composite Simpson’s 1/3 (CS1) scheme is expected to be resulting
more accurate solutions in terms of maximum absolute error. Prior to progres-
sively utilizing these quadrature schemes, we design the methodology of solving
nonlinear Fredholm integral equations using the NGS and NJ iterative methods with
the composite Simpson’s 1/3 (CS1) scheme namely NGS-CS1 and NJ-CS1. As for
comparative effect,we also establish the formulation and implementation ofNGSand
NJ iterative methods with the composite Trapezoidal (CT) scheme namely NGS-CT
and NJ-CT.Moreover, we just use NJ-CT as a control method to test the efficiency of
other three proposed iterative methods particularly NGS-CS1, NGS-CT and NJ-CS1
in solving NFIE-2.

This paper is organized as follows: In Sect. 2, we will discuss the method-
ology of this study by implementing the second-order quadrature scheme mainly
on the composite Simpson’s 1/3 (CS1) scheme towards NFIE-2 to form a system of
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nonlinear integral equations. Then, we discuss the Newton-GS iteration on solving
the corresponding nonlinear system. In Sect. 3, we present some numerical examples
from the previous studies to illustrate the effectiveness of the proposed approach.
Then, we discuss the numerical findings of this studies. Finally, we make some
conclusions and suggestion for further studies on solving NFIE-2 in Sect. 4.

2 Methodology

The methodology of this study is design by two main parts: in part one, we discretize
the nonlinear Fredholm integral equations using first- and second-order quadrature
schemes to form nonlinear integral system. In part two, using NJ and NGS iterative
methods, firstly, we need to do the linearization process over the generated nonlinear
system using Newton’s method to get the corresponding linear system. Later, the
linear system can be solved iteratively by using NGS-CS1, NGS-CT, NJ-CS1 and
NJ-CT iterative methods respectively to get their numerical solutions.

2.1 Discretization of NFIE-2 Using First- and Second-Order
Quadrature Schemes

The formulation of integration function in solving NFIE-2 in (1) using quadrature
scheme can be defined as follows

b∫

a

f (x)dx =
n∑
j=0

A j f
(
x j

) + εn( f ) (2)

where t j , ( j = 0, 1, . . . , n) are abscissas of the partition points of the integration
interval on interval [a, b], A j , j = 0, 1, 2, . . . , n are the numerical coefficients and
εn(y) is the truncation error. Constant A j , j = 0, 1, 2, . . . , n for Trapezium rule is
defined as [16, 17]

A j =
{ 1

2h, j = 0, n
h, otherwise

(3)

whereas the value of A j , j = 0, 1, 2, . . . , n for Simpson’s 1/3 is denoted in the
following expression

A j =
⎧⎨
⎩

1
3h, j = 0, n
4
3h, j = 1, 3, 5, . . . , n − 1
2
3h, otherwise

(4)
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where

h = b − a

n
. (5)

The differences between Trapezoidal and Simpson’s 1/3 rule can be illustrated as
follows.

Figure 1 shows the comparison of finite grid networks between Trapezoidal rule
and Simpson’s 1/3 rule on interval [a, b]. For illustration, let the total number of
subintervals to be n. The implementation of Trapezoidal rule will consider as much
(n + 1) node points while the Simpson’s 1/3 will also consider (n + 1) total node
point. This means Simpson’s 1/3 rule consider more node points on interval [a, b]
resulting the neighboring point between the node points to be increased. Thus, it will

(a) Trapezium Grid Network.

(b) Simpson’s 1/3 Grid Network.

Fig. 1 The comparison of finite grid networks for a Trapezium and b Simpson’s 1/3 on interval
[a, b]
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help to reduce the neighboring distance between the node points and provide more
accurate approximate solution of the problem.

In general, we can form the following nonlinear approximation equations based
on the implementation of quadrature scheme in integration part of (1) for i, j =
0, 1, 2, . . . , n, as follows

ui − A jhk(t, x0, u0) − A jk(t, x1, u1) − A jk(t, x2, u2) − · · ·
− A jhk(t, xn, un) = fi (6)

The nonlinear approximation (6) can be easily specified by replacing the A j based
on the given values in (3) and (4) for first- and second-order quadrature schemes.
The nonlinear function of (6) can be defined as

Gi (u0, u1, u2, . . . , un) = ui − A jhk(t, x0, u0) − A jhk(t, x1, u1)

− A jhk(t, x2, u2) − · · · − A jhk(t, xn, un) − fi (7)

Thus, we can form the following nonlinear system of NFIE-2 in the following
form

Gi (u0, u1, u2, . . . , un) = 0, i = 0, 1, 2, 3, . . . , n (8)

2.2 Formulation of NGS Iteration with Quadrature Schemes

In the second part, we will discuss the formulation of NGS iteration with quadrature
schemes to solve the generated nonlinear system in Part A. Using Newton’s method,
we can represent the corresponding nonlinear system (8) into a linear system as
follows [19]

J
(
u(k)

)
�u(k) = −G

(
u(k)

)
(9)

where

J
(
u(k)

) =

⎡
⎢⎢⎢⎢⎢⎢⎣

dG0
du0

dG0
du1

dG0
du2

· · · dG0
dun

dG1
du0

dG1
du1

dG1
du2

· · · dG1
dun

dG2
du0
...

dGn
du0

dG2
du1
...

dGn
du1

dG2
du2
...

dGn
du2

· · ·
. . .

· · ·

dG2
dun
...

dGn
dun

⎤
⎥⎥⎥⎥⎥⎥⎦

(n+1)×(n+1)

,

�u(k) =
[
�u0 �u1 �u2 · · · �un

]T
,
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and u(k) is determined by u(k+1)
i = u(k)

i + �ui .
To solve the linear system of (9), Jacobian matrix, J

(
u(k)

)
needs to be decompose

into J
(
u(k)

) = D − L − U , where D is diagonal matrix, L is strictly lower matrix,
and U is strictly upper matrix so we can formulate the formulation of Gauss–Seidel
iteration to solve NFIE-2 in (9) as follows [20]

�u(k+1) = (D − L)−1U�u(k) + (D − L)−1 f (10)

Algorithm 1 Implementation of NGS-CS1 Iteration.

i. Let ∇u(k) = 0, k = 0 and ε = 10−10.
ii. Set q = 0 and compute matrix J

(
u(k)

)
and G

(
u(k)

)
.

iii. Compute the current value, �u(k+1)
i

a. For i = 0, 1, 2, . . . , n and j = 0, 1, 2, . . . , n, calculate

�u(k+1)
i ← 1

Ai,i

⎛
⎜⎜⎜⎜⎝

fi − 1
Ai,i

(
i−1∑
j=0

Ai, j�u(k+1)
j

)

− 1
Ai,i

(
n∑

j=i+1
Ai, j�u(k)

j

)

⎞
⎟⎟⎟⎟⎠.

b. Conduct the convergence test,
∣∣∣�u(k+1)

i − �u(k)
i

∣∣∣ ≤ ε. If satisfied,

continue to step iv, otherwise repeat step iii(a).

iv. Conduct the convergence test,
∣∣G(

u(k+1)
)∣∣ ≤ ε. If satisfied, display the

approximate solution, and otherwise repeat step iii.
v. Display the output.
vi. Stop.

3 Numerical Experiments and Discussion

This study considers five large mesh size which are 512, 1024, 2048, 4096, and 8192.
Using three main parameters, number of iteration (Iter), computational time (Time)
andmaximum absolute error (Err), we compared the data obtained for four suggested
iterative methods, NGS-CS1, NGS-CT, NJ-CS1 and NJ-CT on three numerical
examples as stated here.

Example 1 Consider the following NFIE-2 problem [21]

u(t) = 1 − 5

12
t +

1∫

0

t x[u(x)]2dx (11)
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where the exact solution for this problem is u(t) = 1 + 1
3 t .

Example 2 Consider the following NFIE-2 problem [22]

u(t) = − t

9
− t2

8
+ t3 +

1∫

0

(
t2x + t x2

)
u2(x)dx (12)

where the exact solution for this problem is u(t) = t3.

Example 3 Consider the following NFIE-2 problem [23]

u(t) = t + cos
(
e(1) + t

) − cos(1 + t)

20
+

1∫

0

sin
(
e(x) + t

)
20

e(u(x))dx (13)

where the exact solution for this problem is u(t) = t .

Tables 1, 2 and 3 show the implementation of NJ and NGS using Trapezium
and Simpson’s 1/3 does not bring much different in terms of number of iteration and
iteration time. But in terms ofmaximum absolute error, the approximate solutions for
all proposed problems recordedmore accurate approximate error usingSimpson’s 1/3
rule compared to Trapezium rule. Figures 2, 3 and 4 demonstrates th3e comparison
of Newton-iterative methods in terms of maximum absolute error graphically for
Examples 1, 2, and , respectively. The figures show NGS-CS1 iterative method have
provided more accurate solutions compared to methods with Trapezium rule. This is

Table 1 Numerical results of NJ and NGS iterative methods using Trapezium and Simpson’s 1/3
for Example 1

Mesh size

512 1024 2048 4096 8192

Iter NJ-CT 329 330 330 330 330

NGS-CT 183 183 183 184 184

NJ-CS1 329 330 330 330 330

NGS-CS1 183 183 183 184 184

Time NJ-CT 1.66 6.65 26.56 106.12 423.31

NGS-CT 0.94 3.76 14.97 60.23 240.11

NJ-CS1 1.68 6.62 26.45 105.7 422.29

NGS-CS1 0.96 3.75 14.96 60.15 241.12

Err NJ-CT 3.18E−06 7.94E−07 1.98E−07 4.93E−08 1.20E−08

NGS-CT 3.18E−06 7.95E−07 1.99E−07 4.95E−08 1.23E−08

NJ-CS1 3.89E−10 3.92E−10 3.94E−10 3.95E−10 3.95E−10

NGS-CS1 1.23E−10 1.24E−10 1.25E−10 1.25E−10 1.25E−10
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Table 2 Numerical results of NJ and NGS iterative methods using Trapezium and Simpson’s 1/3
for Example 2

Mesh size

512 1024 2048 4096 8192

Iter NJ-CT 105 105 105 105 105

NGS-CT 64 64 64 64 64

NJ-CS1 105 105 105 105 105

NGS-CS1 64 64 64 64 64

Time NJ-CT 0.55 2.19 8.78 35.05 138.82

NGS-CT 0.35 1.41 5.54 22.00 87.79

NJ-CS1 0.58 2.19 8.70 34.75 138.96

NGS-CS1 0.36 1.39 5.48 21.91 87.93

Err NJ-CT 1.13E−05 2.82E−06 7.04E−07 1.76E−07 4.40E−08

NGS-CT 1.13E−05 2.82E−06 7.04E−07 1.76E−07 4.40E−08

NJ-CS1 4.47E−11 5.57E−11 6.28E−11 6.36E−11 6.39E−11

NGS-CS1 9.81E−11 6.99E−12 1.14E−11 1.18E−11 1.19E−11

Table 3 Numerical results of NJ and NGS iterative methods using Trapezium and Simpson’s 1/3
for Example 3

Mesh size

512 1024 2048 4096 8192

Iter NJ-CT 22 22 22 22 22

NGS-CT 18 18 18 18 18

NJ-CS1 22 22 22 22 22

NGS-CS1 18 18 18 18 18

Time NJ-CT 1.69 6.73 26.94 108.01 428.01

NGS-CT 1.42 5.66 22.72 90.89 360.65

NJ-CS1 1.69 6.76 26.99 107.97 441.91

NGS-CS1 1.43 5.69 23.01 91.07 363.81

Err NJ-CT 1.45E−07 3.63E−08 9.08E−09 2.27E−09 5.68E−10

NGS-CT 1.45E−07 3.63E−08 9.08E−09 2.27E−09 5.68E−10

NJ-CS1 2.84E−13 3.83E−14 2.82E−14 2.76E−14 2.78E−14

NGS-CS1 2.95E−13 1.84E−14 5.27E−15 4.80E−15 5.12E−15

due to the implementation of high order quadrature scheme which helps to increase
the neighborhood distance between each node points in interval [a, b]which resulting
more accurate results.Moreover,when comparingbothNJ-CS1andNGS-CS1,NGS-
CS1 iteration recorded more accurate results compared to NJ-CT.



Application of Newton-GS Iterative Method with Second-Order … 701

Fig. 2 Plots of maximum
absolute error for of NJ and
NGS iterative methods using
Trapezium and Simpson’s
1/3 (Example 1)
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Fig. 3 Plots of maximum
absolute error for of NJ and
NGS iterative methods using
Trapezium and Simpson’s
1/3 (Example 2)
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Fig. 4 Plots of maximum
absolute error for of NJ and
NGS iterative methods using
Trapezium and Simpson’s
1/3 (Example 3)
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4 Conclusions

In this study, we discuss the application of Newton-iterative method with first- and
second-order quadrature schemes in getting the approximate solution of NFIE-2.
Based on the data obtained, we can conclude that the implementation of second-
order quadrature scheme can improve the accuracy of the output compared to the
first-order quadrature scheme. This means the approximate solution obtained for
NFIE-2 is very close to the exact solutions. Thus, we conclude that Newton-GS
iteration with second-order quadrature scheme, NGS-CS1 to be the most efficient
method in solving NFIE-2 compared to the rest tested methods in this study. In the
future study, this finding had a wide potential to be extended using the combination
of the half-sweep iteration concept together with the weighted parameter iteration
family, specifically to weighted parameter [16, 17], modified weighted parameter
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[24, 25] and Accelerated parameter [26, 27] iteration families to reduce the iteration
number and computational time and to improve the accuracy of the approximate
solution.
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Gauss-Newton and L-BFGS Methods
in Full Waveform Inversion (FWI)

Samsul Ariffin Abdul Karim , Mudassar Iqbal , Afza Shafie,
and Muhammad Izzatullah

Abstract Full waveform inversion (FWI) is a recent powerful method in the area
of seismic imaging where it used for reconstructing high-resolution images of the
subsurface structure from local measurements of the seismic wavefield. This method
consists in minimizing the distance between the predicted and the recorded data. The
predicted data are computed as the solution of a wave-propagation problem. In this
study, we investigate two algorithms Gauss-Newton and L-BFGS for solving FWI
problems. We compare these algorithms in terms of its robustness and speed of con-
vergence.Also,we implement the Tikhonov regularization for assisting convergence.
Numerical results show that Gauss-Newton method performs better than L-BFGS
method in terms of convergence of l2-norm of misfit function gradient since it pro-
vides better convergence as well as the quality of high resolution constructed images.
Yet, L-BFGS outperforms Gauss-Newton in terms of computationally efficiency and
feasibility for FWI.
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Keywords Full waveform inversion · Gauss-Newton · L-BFGS · Seismic
wavefield · Tikhonov regularization

1 Introduction

Full-waveform inversion (FWI) is a recent powerful method based on based on
nonlinear optimization technique in the area of seismic imaging. FWI was proposed
by [1–3] back in the early of 1980s for reconstructing high-resolution images of the
subsurface structure from localmeasurements of the seismicwavefieldbyminimizing
the distance between the predicted and the recorded data [4–6]. Since then there are
many numerical studies and new implementation of algorithms have been done [7, 8].

In this study, we investigate two algorithms Gauss-Newton and L-BFGS for solv-
ing frequency domain FWI as proposed in [7]. We compare these algorithms in
terms of its robustness and speed of convergence via realistic synthetic model with
marine exploration seismic setting. Also, we implement the Tikhonov regularization
for assisting convergence.

2 Problem Formulation

We will formulate the FWI problem in the frequency domain as proposed by PRatt.
Consider the slowness-squared asmodel parametersm ∈ R

ngrid and themeasurement
vector d ∈ C

ndata are related through a known but nonlinear relationship denoted as

d = F(m) + ε, (1)

where ε ∼ N (0,CD) is additive, normally distributed noise with zero mean and
covariance CD ∈ C

ndata×ndata .
The nonlinear forward modeling map F(m) can be desribed as

F(m) = PA(m)−1q, (2)

whereq ∈ C
ngrid is the discretized source termwhich considered known.The operator

A(m) ∈ C
ngrid×ngrid represents the discretizedHelmholtz operator (∇2 + ω2m)where

ω = 2π f is the angular frequency. The operatorP ∈ R
ndata×ngrid denotes the sampling

operator which samples the data d from the field vector variables u, which is the
solution of the Helmholtz equation u = A(m)−1q.

By choosing the matrix that L as the first order finite difference operator which
commonly referred to as roughening matrix, we can define the least-square misfit
function with Tikhonov regularization as
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V (m) = 1

2

∣
∣
∣

∣
∣
∣F(m) − d

∣
∣
∣

∣
∣
∣

2

2
+ α

2

∣
∣
∣

∣
∣
∣Lm

∣
∣
∣

∣
∣
∣

2

2
, (3)

where α is the regularization coefficient. The optimal model m can be sought by
minimizing the misfit function V (m) in 3. The resulting optimization problem is
typically solved using a gradient-based method which generates iterates of the form

mk+1 = mk − Bk∇V (mk), (4)

where Bk includes appropriate scaling/smoothing of the gradient. In this study the
matrix Bk could be represented either as the inverse of the Gauss-Newton approxi-
mation or the L-BFGS approximation of Hessian which will be explained in details
in the following sections. For the gradient of the misfit function, it can be computed
through adjoint-state method [9] and the explicit formula can be described as

∇V (m) = JT (F(m) − d) + α(LTL)m, (5)

with J the Jacobian of F(m).

3 Gauss-Newton Method

Gauss-Newton method is a method derived from Newton method for solving the
nonlinear optimization problem. The issue with Newton method in solving the non-
linear optimization problem especially FWI is the computation of full Hessian. In
Eq.4, the matrix Bk has two terms based on Newton method which can be presented
as

H = JT J + ∂J
∂m

(F(m) − d). (6)

Commonly, the computation of the second term is avoided due to its tedious
calculation and which in any case should be small by assuming the problem is
approximately linear, which, in practice, implies that the startingmodel is sufficiently
close to the true model. This is where the Gauss-Newton method is being derived
from. The difference between Newton and Gauss-Newton method is the negligence
of the second term in the Hessian computation. Based on [7, 10], we can safely
dropped off the second term in the Eq.6 because of its value is too small and it is
only important if changes in the parameters cause a change in the partial derivative
of the Helmholtz equation’s solution.
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The Gauss-Newton method and its approximation of Hessian can be presented as

mk+1 = mk − HGN∇V (mk), (7)

HGN = JT J, (8)

where the matrix HGN is assumed to have full column rank, and is thus invertible.
See [11] for more details regarding to this algorithm.

4 L-BFGS Method

The limited- memory BFGS method (L-BFGS) is a quite successful modification of
the quasi-Newton methods [11, 12]. In this method, no Hessian approximation is
ever actually formed, but rather a collection of the last several (sk, yk) pairs is stored
and used to compute the step. Let m, the memory size, be the number of (s, y) pairs
stored. Then, given an initial matrix H0, the matrix Hk can be defined as follows:
H ← H0

for m, . . . , 1 do
H ←− V T

k−i HVk−i + ρk−i sk−i sTk−i
end for
Hk ← H .
The notation is simplified by eliminating the iteration counter k and choosing to

store themost recent value of s, that is, sk − 1, in sm − 1 and the oldest value, sk − m,
in s0. The vectors yi , i = 0, . . . ,m − 1, are stored similarly. With these values, it can
be shown that the search direction in Eq.4 can be represented as

Bk∇V (mk) = Hk∇V (mk), (9)

where the matrix Hk is the L-BFGS approximation to the inverse Hessian and can
be computed through the algorithm presented above.

5 Numerical Examples

In these numerical examples, we illustrate the performance of Gauss-Newton and
L-BFGS algorithms through solving the frequency domain FWI problem. We solve
two FWI problems with two different velocity models with an objective to compare
these two algorithms in reconstructing the velocity models from the recorded data.

For first numerical example, we use a homogeneous velocity model with an inclu-
sion in the centre which acts as an reflector, depicted in the Fig. 1a. A standard
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Fig. 1 Numerical example 1: reconstruction of homogeneous velocity model with an inclusion in
the centre

finite-difference method is used to solve the Helmholtz equation. The grid size is
100 × 100, and grid spacing is 10 × 10 m. In this numerical example we consider
collocated sources-receivers setting with sources-receivers are located at every 20m.
We use frequency content 5 to 25Hz with frequency sampling of 3.33 Hz.

In the second numerical example, we use the Marmousi model as depicted in the
Fig. 3a to perform the numerical studies. A standard finite-difference method is used
to solve the Helmholtz equation. The grid size is 61 × 220, and grid spacing is 50 ×
50 m. 50 shots at every 100 and 100 receivers at every 50m are used in this numerical
example. This sources-receivers setting is resembling the marine exploration seismic
setting. We use frequency content from 0.5 Hz to 3.95 Hz with frequency sampling
of 0.5 Hz.

For both numerical examples, we performed 100 Gauss-Newton and L-BFGS
iterations each, starting from the initial model depicted in the Figs. 1b and 3b respec-
tively to obtain the optimal model m as shown in the bottom row of Figs. 1 and 3.
As regularization, we use the Tikhonov regularization method with regularization
operator L as first order derivative operator and regularization parameter α equals to
0.01.
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In practice, the Hessian is not store explicitly in memory and only its matrix-
vectors product are being computed. Thus, for the Gauss-Newton iterations, we
are solving a system of linear equations at each iteration using the preconditioned
conjugate gradient (PCG) to estimate the descent direction.

6 Discussions

Based on two numerical results, both algorithms are performing well and both show-
ing a good convergence of misfit values and the values of l2-norm of misfit function
gradient as illustrated in Figs. 2 and 4, respectively. As we can observe, the misfit
values of L-BFGS is better than Gauss-Newton algorithm, yet the values of l2-norm
of misfit function gradient for Gauss-Newton algorithm is lower compared to L-
BFGS algorithm. In practice, we should consider the values of l2-norm of misfit
function gradient as it represents the optimal distance of the solution to the truth.
This is because the true solution could be obtained when the misfit function gradient
is equal to zero or in the vicinity of l2-norm of misfit function gradient closes to zero.
Thus, based on this practice, Gauss-Newton algorithm is perform better compared
to L-BFGS because of its lower value in l2-norm of misfit function gradient.

Here we also should discuss the feasibility of each algorithm. Gauss-Newton
algorithm needs the matrix-vector product between the inverse of its approximated
Hessian and the gradient at each iteration in order to obtain the descent direction.
This computation is computationally intensive thus it takes longer time per iteration
to solve the optimization problem. Meanwhile, in L-BFGS algorithm no Hessian
approximation is ever actually formed, but rather a collection of the last several
(sk, yk) pairs is stored and used to compute the step. This makes L-BFGS algorithm
is computationally efficient compared to the Gauss-Newton algorithm.
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Iterations
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(i) Misfit (ii) Norm of gradient

Fig. 2 Numerical example 1: misfit and norm of gradient values at each iteration
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7 Conclusion

In conclusion, both algorithms, L-BFGS and Gauss-Newton are comparable to each
other in terms of performance. Gauss-Newton algorithm gives a better result in the
convergence of l2-norm of misfit function gradient sense, yet it is computationally
intensive.Meanwhile, L-BFGS performance is comparable to theGauss-Newton and
in terms of computationally efficiency and feasibility, L-BFGS is outperformed the
Gauss-Newton for the large scale optimization problems especially in FWI.
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Removing the Blurring from X-Ray
Image Using BM3D Technique

Ariful Islam, Nooraini Zainuddin, and Samsul Ariffin Bin Abdul Karim

Abstract Thex-ray image quality of normal patient is needed to enhance to diagnose
accurately. For this reason, block-matching 3D (BM3D) technique is chosen for
denoising the x-ray images. The currently the best BM3D denoising system utilizes
a white Gaussian noise (WGN) design. The similar 2D x-ray image is converted
to 3D data arrays by grouping to improve the sparsity and it is called grouping.
Collaborative filtering is a unique method for dealing with these three-dimensional
groups. The collaborative filtering reduces noise, demonstrating even the details of
image shared by grouped blocks while preserving the crucial unique characteristics
from every individual block. After that, the shifted blocks are replaced with new
positions. As these blocks coincide, we get a variety of special predictions with each
pixel, which we have to combine. TheWiener filtering process is implemented in the
transform coefficients to a post-thresholding signal in the present BM3D algorithm
for improved noise removal.Wiener filtering of transform domain co-efficient is used
based on the properties of x-ray images in terms of PSNR and SNR value. The hard
thresholding system is used in previous step to denoise the x-ray image in the utter
lack of a ground-truth signal. The performance of BM3D technique is compared with
wavelet transform to evaluate image quality.
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1 Introduction

CT (computed tomography) has indeed been widely used in biological imaging
in therapeutic applications as a non-invasive imaging method [1, 2]. CT scans are
known to be the main standard for thoracic disease assesment. The low dose of CT
screening is investigated for emphysema. Potential emphysema is defined in locations
with extremely low attenuation coefficients in this diagnosis, and noise can heavily
weaken this choice [3, 4]. Quantitative emphysema scoring’s reliability onCT images
was intensively reviewed in [5, 6], demonstrating that adaptive image processing can
improve image quality. To improve the arrangement between full-dose and low-dose
sufferers, reconstruction techniques is used.

The block-matching 3D (BM3D) denoising algorithm is investigated in this study
to overcome reduced CT denoising complications [7, 8]. When natural/synthetic
images are perverted by white Gaussian noise, the BM3D strategy has revealed state-
of-the-art efficiency. It consists of two synchronous denoising stages, the second of
which uses transform-domain collaborative Wiener filtering to enhance quality over
the estimate with the first hard-thresholding denoising. When signal/noise total inde-
pendence rules are met, the Wiener filter’s efficacy in the current BM3D mechanism
is called into question. Due to its inefficacy in attempting to deal with control noise
that deviated from the Gaussian system, Wiener filtering in BM3D was abandoned
out during [9]. Pre-whitening and a Wiener filtering tailored to noise variances were
used to modify the BM3D process in order to minimise associated noise in [10].
Similarly, the WGN assumptions limit the application of the simple BM3D to low-
dose CT denoising. In the existing BM3D approach, the hard-thresholding denoising
module is being used as a plug-in spectrum evaluator for the ground-truth amplitude
[11].

In this study, the proposed BM3D technique is used to remove noise from the
x-ray image of patients. The noise variance is computed exactly in collaborative
transform to compute fast. The image quality is evaluated using SNR and PSNR
value after applying this technique. The SNR and PSNR value of BM3D technique
is compared with wavelet technique. This process can be helpful to diagnose the
patients accurately.

2 Methodology

In first step, the x-ray images are taken and the SNR, PSNR value is calculated
from x-ray images. These values are gathered in multiplexer operator. Then, BM3D
technique is applied for x-ray images to reduce noise (Fig. 1).
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Fig. 1 The Block Diagram of Proposed Framework

2.1 BM3D Technique

Grouping: Grouping is the first sub-step. Patches M similar to the reference patch
L are found in a P-centered neighbourhood of the noisy image u. The set of patches
that are similar is simply defined by

L∧
(L) = {

M : d(L , M) ≤ τ hard
}

(1)

The distance threshold for d below that two patches are supposed to be closely
related is called τ hard.d(L , M) = γ ′(L)−γ ′(M)

(khard )2 is the quadratic distance among
patches. The hard thresholding operator is γ ′. The variance of Gaussian noise is
σ 2.

For collaborative filtering, the inverse linear transform can be referred as

L∧
(L)hard = τ hard−1

3D

(
γ
(
τ hard
3D (L)

))
(2)

where, a hard thresholding operator is set as γ and threshold value is set as λhard
3D σ :

γ (x) =
{
0 i f x ≤ λhard

3D σ

x otherwise
. (3)

For practical purposes, the 3D transform τ hard
3D consists of two transforms. The

2D and 1D transform represented as τ hard
2D and τ hard

1D that is used in every patch L∧
(L).

Aggregation: Whenever the collaborative filtering is complete, each used patch will
receive an estimate, as well as a different set of predictions by each pixel.
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∀M ∈ L ,∀x ∈ M,

{
ϑ(x) = ϑ(x) + ωhard

L uhardM,L (x)
δ(x) = δ(x) + ωhard

L

(4)

The numerator part of significant investment of the image collected at the end of
such grouping stage is denoted by ϑ (resp. δ) uhardM,L (x) is estimated from patch M.
The retained coefficients are referred by Nhard

L .
In second step, Wiener filter used the basic estimate as ubasic from original image

u.
The set of similar patches can be written as

basic
L∧

(L) = {
M : d(L , M) ≤ τwien

}
(5)

Collaborative Filtering: Collaborative filtering can begin once the two 3D groups
have been obtained. In order to achieve this, empiricalWiener coefficients are defined
as follows:

ωL(ε) =
∣∣τwien

3D

(
basic
L∧

(L)

)
(ε)

∣∣∣∣

2

∣∣τwien
3D

(
basic
L∧

(L)

)
(ε)

∣∣∣∣

2

+ σ 2

(6)

The sub-step is estimated from 3D group that is obtained by

basic
L∧

(L) = τwien−1
3D

(
ωL .τ

wien
3D

(
L∧
(L)

))
(7)

Aggregation: The assumptions at each pixel are saved in a buffer because once
collaborative filtering is completed:

∀M ∈ L ,∀x ∈ M,

{
ϑ(x) = ϑ(x) + ωwien

L uwien
M,L (x)

δ(x) = δ(x) + ωwien
L

(8)

uwien
M,L (x) is estimated from patchM during the collaborative filtering. To decrease

boundary impact, Kwien × Kwien Kaiser window is implemented in first step. The
second step can be given by

u f inal(x) =
∑

L ωwien
L

∑
M∈L XM(x)uwien

M,L (x)
∑

L ωwien
L

∑
M∈L∧(L) XM(x)

(9)

which is simply obtained by dividing both buffers (numerator and denominator)
element-by element. Here XM(x) = 1 if and only if X ∈ M , 0 otherwise.
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PSNR Equation:

PSN R = 10 log10
R2

MSE
(10)

The highest variability in the given input data type is denoted by R. If the input
image is double highly precise inflatable type of data, for example, R equals 1. R is
255 if the data type is an 8-bit unreleased imaginary number.

MSE Equation:

MSE = 1

MN

M∑

i=1

N∑

j=1

(x(i, j) − y(i, j))2 (11)

SNR Equation: Signal S can be defined in a variety of ways. S can be a single
patch pixel level or the pixel difference corresponding to a specific scene density
range. SNR can be expressed as

SNR (db) = 20 log10

(
S

N

)
(12)

3 Experimental Results

Here, The SNR and PSNR value of x-ray images is represented in Table 1 before
implementing the BM3D method. And Table 2 represents the PSNR and SNR value
after applying the BM3D technique.

It is also clear that the image quality increases after using the BM3D framework
and it is mentioned in Fig. 2. It is shown that the PSNR and SNR value is increased
after applying the BM3DBlock-Matching 3D (BM3D) technique and it is mentioned
in Figs. 3 and 4.

Table 1 Parameters for
deblurring the X-ray image

2D_HT_name ‘dst’ Wiener filtering parameters

pro.lambda_thr3D 2.9 N1_wiener 8

pro.N1_wiener 8 Nstep_wiener 3

pro.Nstep_wiener 2 N2_wiener 32

pro.N2_wiener 16 Ns_wiener 39

pro.Ns_wiener 39 tau_match_wiener 400

pro.tau_match_wiener 800 beta_wiener 2

pro.beta_wiener 0 decLevel 0
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Table 2 The PSNR and SNR value before applying the BM3D technique

X-ray images (before applying BM3D) X-ray images (after applying BM3D)

PSNR SNR PSNR SNR

22.29 18.6899 38.45 31.61

22.03 18.8076 33.75 30.46

22.25 18.0765 31.46 29.85

22.38 17.0019 30.04 29.44

22.08 18.0291 29.04 29.14

21.52 15.9502 28.2 28.88

22.37 17.4062 27.49 28.66

22.35 17.3868 25.68 28.06

21.64 14.5841 24.69 27.71

22.03 18.716 24.18 27.53

21.91 18.4518 23.89 27.42

21.75 18.7977 23.6 27.31

21.76 18.2033 23.09 27.12

21.35 17.462 22.63 26.94

22.27 17.1885 22.2 26.77

22.28 17.1931 21.84 26.63

Fig. 2 The image quality enhancement is shown after applying BM3D technique

4 Conclusion

By considering the relative sizes of the adjusted blocks, we described a technique that
requires with both exact computation and effective estimations of the output signal in
nonlocal collaborative transforms. The exact deviations, in particular, perform more
precise shrinkage and avoid matching blocks that are closely linked in noise but not



Removing the Blurring from X-Ray Image Using BM3D Technique 721

0

10

20

30

40

50

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

PSNR value is compared between BM3D and Wavelet for  X-ray 
images 

PSNR(BM3D) PSNR (wavelet)

Fig. 3 The comparison of PSNR value between BM3D and Wavelet technique for x-ray images

0

10

20

30

40

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

SNR value between BM3D and Wavelet for X-ray
images 

SNR (BM3D) SNR (wavelet)

Fig. 4 The comparison of SNR value between BM3D and Wavelet technique for x-ray images

related in the noise-free image. Re-filtering the image approximation with an added
thresholded residual can significantly reduce the block’s small size. Then, the PSNR
and SNR value is calculated of X-ray images using BM3D technique. Image quality
depends on the SNR and PSNR value. Experimental result show that SNR and PSNR
value is increased after applying the BM3D technique.
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Abstract The empirical equation of (n, p) nuclear cross-section is formulated at
14–15 meV incident neutron energy. The data used for the construction of the empir-
ical formula is obtained from EXFOR with a mass range of 9 < A < 111. From the
data, we fit empirical formula with exponential dependency of

(
N−Z+A

A

)n
where n is

determined from the non-linear fitting. The empirical formulation is then compared
using the chi-square coefficient as a quality criterion. The derived empirical formu-
lation is compared with five previously published formulation. We show that the
new formulation derived in this work gives good agreement with the experimental
nuclear cross-section value.
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reaction
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1 Introduction

Neutron-induced nuclear cross-section data is important in the study of nuclear
structure, radiation damage, nuclear heating and structural transmutation of nuclear
reactors [1]. Nuclear cross-section data is also valuable in determining the possible
nuclear reaction channels which are important in the production of radionuclide [2].
Experimental nuclear cross-sections can be obtained from the EXFOR database,
obtained from the measurement of various authors [3–5]. However, there are prob-
lems of the discrepancy between measurements done by different authors. This
discrepancy is especially large at neutron incident energy around 14 meV. Some
nuclear reaction is very hard to experiments on, the experimental cross-section data
is scarce.

The empirical and semi-empirical formulation is crucial in theoretical calculations
of nuclear cross-sections. For (n, p) nuclear reaction, the various empirical and semi-
empirical formulation has been developed at neutron incident energy around 14meV.
In all of the empirical formulation for (n, p) nuclear cross-section, the nuclear cross-
section is assumed to have exponential dependence on the number of nucleons in the
target nucleus [6]. In this work, we proposed a new empirical formulation of (n, p)
nuclear reaction by the non-linear fitting of EXFOR nuclear cross-section data for
61 nuclear isotopes with atomic mass range 9 < A < 111 at neutron incident energy
around 14–15 meV.

2 Methodology and Data

Generally, the statistical model defined the (n, p) nuclear reaction cross-section as

σ(n,p) = σC(n)∗G(p) (1)

where σC(n) is the cross-sections for the compound nucleus form during the colli-
sions of the nucleus with incident neutron [7]. σC(n) is generally known as the non-
elastic cross sections. G(p) is the probability of the compound nucleus to decays,
where a proton is ejected from the nucleus. G(p) can be defined as

G(p) = �p

�n,p
(2)

where�p is the partial decaywidth of emitted proton and�n,p is the total decaywidth.
Due to �n,p to be the total decay width, it is given as the sum of partial decay width
of emitted proton (�p), neutron (�n), deuteron (�d ), triton (�t ), hellion (�He) and
alpha particles (�α). However, all of the modes of decays is assumed as negligible
excepts for �n as shown below.
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�n,p = �p + �n + �d + �t + �He + �α

�n,p ≈ �n

The �p can be defined as follows

�p = h
∫

d2W

dεp ∗ dt
∗ dεp

where according to Weisskopf-Ewing theory, the emission rate of the proton, d2W
dεp∗dt

can be defined as

d2W

dεp ∗ dt
≈ 2Ip + 1

2π2h
k2pσC exp−εp + Sp

T

Here, kp and Ip are the wavenumber and the spin of the emitted proton while
T and Sp is the nuclear temperature and separation energy of proton []. At around
14 meV (fast neutrons energy range), the nuclear cross-section for charged can be
approximated as

σ(n, p) = C ∗ σC ∗ exp a

(
N − Z

A

)
(3)

This is the empirical nuclear cross-section proposed by Levkovski [6], where the
nuclear cross-section has an exponential dependence on asymmetry parameter, N−Z

A .
From this empirical formulation,many other authors have subsequentlymodified and
developed other version of empirical formulation that has exponential dependent on
N−Z
A . Other forms of exponential dependency have also been developed.
In Table 1, we tabulated previously proposed empirical nuclear cross sections by

other authors. In this table, we tabulated the expression proposed, the mass region,
the incident neutron energy and the chi-square value (χ2) of the fitting. Here we
defined the chi-square value (χ2) as

χ2 = 1

N − n0

N∑

i=1

|σexp − σemp|
σexp

(4)

where N is the total number of cross-sections data points, n0 is the number of free
parameters, σexp is the experimental nuclear cross-sections and σemp is the empirical
nuclear cross-sections. In this work, we proposed an empirical formulation in the
form of 3 free parameters.

σ(n, p) = C1 ∗
(
A

1
3 + 1

)
∗ expC2

(
N − Z + A

A

)n

(5)
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Table 1 Empirical formulation of (n, p) nuclear cross-section at around 14 meV incident energy

Authors Energy
(meV)

Mass region Formula (mb) χ2

Ait
Tahar
[8]

14 40 ≤ A ≤ 239
σ = 107.98

(
A

1
3 + 1

)2
exp

(−36.749 N−Z+1
A

) 7.08

Kasugai
et al.
[9]

14 19 ≤ A ≤ 188 σ = 1830(N − Z + 1) exp
(−50.7 N−Z+1

A

)
8.23

Doczi
et al.
[10]

14.7 31 ≤ A ≤ 181 σ =
23.659

(
A

1
3 + 1

)2
exp

(
−23.041

(
N−Z
A + ( N−Z

A

)2))
4.24

Luo
et al.
[11]

14.5 46 ≤ A ≤ 196
σ = 62.98

(
A

1
3 + 1

)2
exp

(−34.45 N−Z
A

) 2.64

Yigit
[7]

14–15 9 ≤ A ≤ 239
σ = 48.367

(
A

1
3 + 1

)2
exp

(−31.859 N−Z
A

) 0.29

where C1, C2 and n is obtained from fittings. The fitting is done by using a dataset of
nuclear isotopes obtained from the EXFOR database. The dataset contains the list of
61 nuclear isotopes with atomic mass range 9 < A < 111 at neutron incident energy
around 14–15 meV. Then, we compare the empirical formulation we obtained with
previous formulations in terms of chi-square value (χ2).

3 Results and Discussions

From Fig. 1, we plotted the experimental nuclear cross-sections (orange dot) and the
fitted empirical formulation (blue dot) that we obtained as a function of

(
N−Z+A

A

)
.

From the patterns of the plot in Fig. 1, there is an exponential dependence of σ(n, p)
with

(
N−Z+A

A

)
. From non-linear fitting, we obtained that the value of C1, C2 and n

that minimized the chi-square value (χ2) are 7, 4.3 and -19.6.We tabulated the fitting
parameters in Table 2. The complete empirical formulation proposed in this work
for (n, p) nuclear reaction with mass range 9 ≤ A ≤ 111 is as follows:

σ(n, p) = 7 ∗
(
A

1
3 + 1

)
∗ exp 4.3

(
N − Z + A

A

)−19.6

(6)

The minimum chi-square value (χ2) obtained for our empirical formulation is
1.23, which is better than the results from Ait Tahar [8], Kasugai et al. [9], Doczi
et al. [10] and Luo et al. [11]. Our results is higher compared to Yigit [7]. However,
we find that our result is acceptable and the empirical formulation fit strong enough
to the experimental nuclear cross-section data which can be observed in Fig. 2.
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Fig. 1 Non-linear fitting of experimental cross-sections. The blue dots are the empirical nuclear
cross-section while the orange dots are the experimental nuclear cross-section at incident neutron
energy around 14 meV

Table 2 Fitting parameter
obtained for the empirical
formulation of (n, p) nuclear
cross-section at around
14 meV incident energy

C1 C2 n χ2

7 4.3 − 19.6 1.230680986

Fig. 2 Ratio of σexp/σemp as a function of
( N−Z+A

A

)
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4 Conclusions

In this work, we derived the empirical nuclear cross-section formulation of (n, p)
nuclear reactions for neutron incident energy around 14 meV. This is done by non-
linear fittings of experimental nuclear cross-section data obtained from the EXFOR
database. The empirical formulation derived in this work shows an exponential
dependency to

(
N−Z+A

A

)
. The empirical formula we derived have 3 free parame-

ters which are C1 = 7, C2 = 4.3 and n = −19.6 that minimized χ2 = 1.23. Thus,
we conclude that our empirical formulation shows an acceptable agreement with
experimental data.
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Outlier Detection in Subsurface
Modeling of 2D Electrical Resistivity
Imaging by Using Boxplot

Siti Nur Athirah Mazlan, Hanita Daud, Khairul Ariffin Mohd Noh,
and Muhammad Naeim Mohd Aris

Abstract The 2D electrical resistivity method has huge applications in environ-
mental, engineering, and shallow subsurface investigations. This electrical resistivity
imaging (ERI) survey obtains the subsurface distribution by injecting current into
the ground using two current electrodes (C1 and C2) while another two-potential
electrode (P1 and P2) is injected to measure the resulting voltage difference. The
resistivity value is calculated from the current and voltage differences obtained from
this survey. For 2D electrical resistivity imaging, a large set of data is required
to effectively map the complex resistivity distribution of the subsurface structure.
However, due to the nature of the measurements, noise is detected present in this 2D
ERI survey. This noise may affect the quality of the data obtained and will contribute
to the quality of the model. A good quality model must have good quality acquired
data and must have minimum impact from the presence of the noise. This work
aims to conduct noise detection mechanism by using statistical tool, called boxplot.
Noise detected by the boxplot was removed. 2D electrical resistivity imaging (ERI)
survey was replicated by using Geotomo software to generate synthetic data that
is used in developing the forward and inverse models. The developed models were
analyzed by comparing their respective Root Mean Square (RMS) values before and
after the removal of the noise. The subsurface model after noise removal has shown
higher RMS value if compared to the model without noise detection as the outlier is
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replaced. This indicates that the proposed noise detection mechanism has managed
to improve the current practice of manually removing the outliers.

Keywords 2D resistivity imaging · Outliers · Boxplot

1 Introduction

Electrical resistivity imaging (ERI) is widely used in geophysical studies such as
pre-construction investigation, detection of voids or buried archeological structures
and landslide investigation [1–3]. The ground resistivity is related to various geolog-
ical parameters such as the mineral and fluid content, porosity and degree of water
saturation in the rock. Electrical surveys aims to obtain the subsurface distribution
by making measurements on the ground surface. The measurement is conducted by
injecting current into the ground through two current electrodes (C1 and C2) and
the resulting voltage difference is measured at two potential electrodes (P1 and P2).
The resistivity value calculated from the current and voltage difference is not the
true resistivity of the subsurface but it is the resistivity of a homogeneous ground
which will give the same resistance value for the same electrode arrangement. The
calculated resistivity value is referred to as apparent resistivity value [3].

From the current (I) and voltage (V ) values, an apparent resistivity (pa) value is
calculated by

pa = k

(
V

I

)
(1)

where k is the geometric factor which depends on the arrangement of the four
electrodes. Resistivity meters normally give a resistance value,

R = V

I
(2)

The apparent resistivity and the true resistivity has a complex relationship. Hence,
an inversion of the measured apparent resistivity value must be carried out to
determine the true subsurface resistivity [3].

In ERI, Root Mean Squared (RMS) value is used to find a good fit model for
the apparent resistivity value in the inversion method of 2D electrical imaging. The
inversion subroutine tries to reduce the square of difference between the measured
and calculated apparent resistivity value. The RMS error is defined as

RMS =

√√√√∑N
i=1

(
dPred
i −dMeas

i

dMeas
i

)
N

× 100 (3)
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where N is the total number of measurements, dPred is the predicted data and dMeas

is the measured data [4]. However, the presence of the noise outliers will drive the
inversion and the RMS value [5]. In order to attain a preferable inversion model, the
data must be in good quality and not affected by any noise. With that, the outliers are
removed from the analysis [1]. Conflictingly, removing the bad data of 2D subsurface
resistivity imaging based on user’s perspective is a poor mechanism in controlling
the noise. Outliers are not necessarily “errors”: they can also correspond to unusual
circumstances or be members of a different population [6].

A good statistical analysis usually begins at first with the exploration of outliers
[7]. Outliers are also known as anomalies in machine learning [6]. Outliers are often
present in real data but may go unnoticed because nowadays much data are produced
by computer without careful inspection or screening [8]. Different behavior of some
cases from the majority of the data often happens in real world dataset which might
spoil the analysis but might also contain valuable information [6]. Outliers may be
mistakes in data entry or otherwise, accurate but unexpected observations which
could shed new light on the phenomenon under study [8].

An outlier is a value that significantly differs from rest of the data. Detection
of outliers is both science and art. Science because there are set principles those
have to be followed in order to decide about outliers and art because without the
sound understanding of the background knowledge of data collection; it is difficult
to confidently declare a value as outlier. Identification of outliers plays an important
role for further analysis and estimation of the parameters. The presence of outlier(s)
is an indication towards re-examination of the collected data. In order to proceed
further for statistical analysis of data andmodeling; it is recommended to thoughtfully
decided about outliers [7].

If quality of data is not improved before the data analysis, then the result will not
come as expected [9]. Outlier can cause us to misinterpret patterns in plots; it can
affect visual resolution of remaining data in plot (forces observations into clusters)
and may indicate that model fails to capture important characteristics of the data [8].
In other words, data cleaning is introduced as a process of removing typographical
error or correcting the wrong values against the known values [9]. Data cleaning is
said to be essential in geotechnical engineering datasets [10] and auctions field uses
the double smoothing method [8]. Importance of proper data cleaning in geophysical
study is gaining researcher’s attention as Principal Component Analysis (PCA) and
Bayesian Learning is introduced [10, 11].

In data preparation, outlier detection and processing is one of the important prepro-
cessing steps [12]. It is crucial to identify and remove outliers since their presence
in a data set produces deceptive results in the modeling [13]. However, outliers can
provide both useless and interesting information. An outlying data must be carefully
studied in order to decide whether to keep or delete it before making any deci-
sion. Those outlying values carrying important information should be kept while
those that impedes data analytics are better be removed [14]. In 2D subsurface elec-
trical imaging, every data points does carry important information of their respective
geological parameter of the homogenous ground. Hence, the current practice of
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removing those outlying values manually by the users is a poor mechanism. There-
fore, this study aims to address this shortcoming by introducing the statistical tools
known as boxplot in order to detect the outliers. Next, the outliers will be replaced
by the mean of the data set until no outliers are present. Finally, the model’s RMS
values are compared.

2 Materials and Methods

2.1 Data Acquisition

The data used in this study is the landfill survey in Germany by Buro Fur Geophysik,
a synthetic data obtained from the Geotomo software with 3m electrode spacing by
Wenner array. The data set contains 392 data points of 16 depths. The data set with
no added outliers (0%), 20% and 40% added outliers is used. Geotomo software is
used to generate the model while MATLAB is used to construct the box plot.

2.2 Boxplot in Outlier Identification

The most common way in outlier detection is box plot also called box and whisker
plot method [13]. Box plot is the form of summary of a given dataset which includes,
the median, the inter quartile range and the computation and the meaning each of the
values are described below.

The median
Median is the middle data observation in a ranked of any dataset and as a measure
for central tendency of the data and the same as the 50th percentile of a data.

The inter quartile range
The box represents the middle 50% of the ranked data and is drawn from the lower
quartile value to the upper quartile value which is the 25th until 75th percentile.

The outer range
The whiskers represent an outer range and are drawn as a vertical lines extending
outward from the end of the box. Thiswhisker represents themaximumandminimum
of said data.

The box plot consist of lower boundary and upper boundary defined as:

[
L U

] = [
Q1 − 1.5× I QR Q3 + 1.5× I QR

]
(5)

where L is the lower critical value and U denotes the upper critical value, Qi is the
i-th quartile and I QR is the difference of third and first quartile. Data points which
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lies outside the L and U are considered as outliers which will be replaced by the
mean of the data set.

3 Result and Discussions

After box plot construction, it is observed that outliers are present in both data sets.
Figure 1 shows the red marks are the outliers present in Depth 6 and Depth 11.
Figures 2 and 3 illustrates the outliers in the 20 and 40% noise added data set. Only
one outlier present in Fig. 2 while there are two outliers in Fig. 3. These outliers are
removed and replaced by the mean of the respective data set.

Next, the subsurface model is generated. Figure 4a shows the model sensitivity
section for 0%added outlierswhere theRMSvalue is 0.22%.After box plot is applied
to the data set the RMS values is given by 0.56% as shown by Fig. 4b. For 0% added
outliers it can be seen that the number of iterations has been reduced after outliers
are replaced. Figure 5a shows the sensitivity section of the 20% added noise with
RMS value 5.6% while the RMS value remains the same after outlier is identified
(refer Fig. 5b). Figure 6v shows RMS value of 35.1% before outliers are replaced by
the mean and Fig. 6b show RMS value of 35.6% after outliers are identified.

Fig. 1 Box plot displaying the outlier present in the 0% noise added data set
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Fig. 2 Box plot displaying the outlier present in the 20% noise added data set

Fig. 3 Box plot displaying the outlier present in the 40% noise added data set

4 Conclusion

It is observed that the RMS value after outliers are replaced is higher than those
before box plot is applied. This happens as the outlier is the calculated apparent
resistivity itself replaced by the mean of the data set which obviously has different
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Fig. 4 aThemodel resistivity relative sensitivity section for 0%addednoise.bThemodel resistivity
relative sensitivity section for 0% added noise after outlier identification

value as compared to the outlier. By referring to Eq. (3), replacing the calculated
apparent resistivity with another value far from its original value (the outlier) will
definitely drive the RMS value. However, this paper manages to prove that using box
plot in detecting outlier in 2D subsurface electrical resistivity modeling is applicable
and is a proper mechanism.
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Fig. 5 a The model resistivity relative sensitivity section for 20% added noise. b The model
resistivity relative sensitivity section for 20% added noise after outlier identification
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Fig. 6 a The model resistivity relative sensitivity section for 40% added noise. b The model
resistivity relative sensitivity section for 40% added noise after outlier identification
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Numerical Investigations of Nano-fluid
Flow in Square Porous Cavity:
Buongiorno’s Mathematical Model

Mudasar Zafar, Hamzah Sakidin , Iskandar Dzulkarnain ,
and Farkhanda Afzal

Abstract Buongiorno’s mathematical Nanofluid model is used to investigate the
steady-state natural convection process and heat generation in a two-dimensional
(2D) porous square cavity dripped in Nanofluid. The problem focuses on the dimen-
sionless momentum equations, energy equations, and nanoparticle concentration.
The Rayleigh number, Lewis number, Darcy number, buoyancy-ratio parameter,
Brownian motion parameter, thermophoresis parameter, Prandtl number, and aspect
ratio are all investigated in this paper. The governing system of partial differential
equations was discretized using the finite volume method (FVM), the continuity
and momentum equations were discretized using the SIMPLE algorithm, and the
generated algebraic equations are solved iteratively. The generated algorithm has
been evaluated in terms of Nusselt number and Sherwood number by comparing it
to earlier published work, and the findings are in good agreement.

Keywords Nano fluid · Porous medium · Square cavity · Finite volume method ·
Buongiorno’s mathematical model
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1 Introduction

Increased heating/cooling in an industrial process can save energy, shorten process
time, increase thermal rating, and extend equipment life. Enhanced heat transfer has
a limited impact on a small number of processes. The use of high-execution thermal
systems for heat transfer enrichment is becomingmore common. The transfer of heat
energy is used in a wide variety of industrial processes. These days as science and
technology progress very rapidly, there is a need to save energy and lower down the
production time and save the production cost. This is themain target of every industry
for example oil and gas, nuclear reactors, biomedical industries, automobiles, etc.
When we are working with Nanofluids, they provide us a source of energy recovery.
Nanofluid has special physical properties which attract researchers to use them for
enhancement of heat transfer, because of their high thermal conductivity we can
achieve the heat transfer enhancement very easily and it also saves time, energy,
lower down the production cost and meet the requirement of the daily life. The
researcher is employing nanofluids to increase heat transmission by using nanoscale
particles to improve fluid thermal characteristics [1–4].

There are numerous applications for convection heat transfer processes with
porous medium filled with nanofluids, including thermal and porous catalyst, oil
recovery, food processing geothermal energy, nuclear reactor cooling, fuel cells, and
so on [5–7]. The concept of nanoparticles is first developed in 1995 byChoi [8],which
are extremely useful in conventional heat transfer.Nanoparticles are extra stablewhen
dispersed in fluids and enhance the thermal properties of the fluids. Some other char-
acteristics of nanoparticles that make them appropriate in heat transfer comprise
the Brownian motion of the particles, particles/fluid nanolayers, and their decrease
pump power when associated with pure liquids to attain strengthened heat transfer.
It is very small in size and strong thermal conductivity attracts researchers to use
and utilize nanofluids in new advanced technologies. Nanotechnology is applied in
nearly every discipline, including heat and mass transfer, medical sciences, renew-
able energy sources, food processing, fertilizer industries, heat exchangers, oil and
gas industry, nuclear reactors, and so on [9–11].

Since the beginning of the year 2000, the use of nanofluids has been a new and
very interesting topic in the domain of heat transfer enhancement. The classic books
by Nield and Bejan Ingham [12] and Pop [13] cover a broad variety of physical
and mathematical aspects of convection in porous media. Over the past few years,
several mathematical models to explain heat transfer in nanofluids are being used
by researchers such as Tiwari and Dass, Brinkmann, and Buongiorno models [14,
15]. Numerous studies that combine the use of the above-mentioned models with
different cavities in nanofluids to improve heat transfer have been published [16–18].
Marina et al. [19] studied the Brinkman-extended Darcy model for porous medium
filled with iron oxide nanoparticles in the trapezoidal cavity. Mehmood et al. [20]
consider the Koo-Kleinstreuer Lee model with alumina-water nanofluids in a square
cavity.
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In this paper, we investigated natural convection in the square cavity dripping
with the porous medium in the occupancy of heat generation, as mentioned in [21] by
considering the influence of pressure in fluid flow. To discretize the above-mentioned
model the finite volume method (FVM) is used and the governing equations are
solved using the numerical method. The following is a summary of the content of
this article. The problem’s geometry and mathematical structure are presented in
Sect. 2. A numerical method is discussed in Sect. 3, and the result and discussion are
described in Sect. 4. The closing remarks were found in Sect. 5.

2 Geometry and Mathematical Model

2.1 Physics of the Problem

We investigate Nanofluid flow in a two-dimensional (2D) steady-state, square cavity
drip in a porous medium. In this problem, natural convection heat transfer is inves-
tigated, and the problem is depicted in Fig. 1. The rectangular coordinates are x and
y for the cavity.

The following assumptions are made for this problem,

a. The temperature at solid walls are To so that the flux of nanoparticles is zero.
b. The temperature at horizontal walls is adiabatic.

We denote the fluid temperature, Brownian motion, thermophoresis parameter,
andvolume fraction of nanoparticles in this problemby T , DB , DT andφ respectively.

Fig. 1 The geometry of the physical problem
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2.2 Governing Equations

Wecombined two differentmodels to develop amathematicalmodel for our problem,
namely Buongiorno’s model and the Brinkmann-Boussinesq approximation.

∇.v = 0 (1)

0 = −∇ p − μmn f

K
v + (ρβ)n f (T − TO)g (2)

(ρC)mn f
∂T

∂t
+ (ρc)n f (v.∇)T = kmn f ∇2T + ε(ρc)p

(
DB∇ϕ + DT

To

)
.∇T + q ′′′

o

(3)

∂ϕ

∂t
+ 1

ε
(v.∇)ϕ = ∇

(
DB∇ϕ + DT

To
∇T

)
(4)

T = TO , DB
∂ϕ

∂y
+ DT

To

∂T

∂y
, x = 0, L (5)

∂ϕ

∂y
= 0,

∂T

∂y
= 0, y = 0, L (6)

In this case, Laplacian vector, Darcian velocity, permeability, and porosity is
denoted by, ∇2, v, T , ε, and K respectively. The physical properties of Nanofluids
and nanofluids dripped in a porous medium are shown in Tables 1 and 2 respectively.

The subscripts n f , f , n, mn f , s, mdenotes nanofluids, fluids, nanoparticles,
nanoparticles dripped in a porous medium, a solid matrix with a porous medium, and

Table 1 Physical properties of nanofluids [22]

Viscosity μn f = μ f

(1−ϕ0)2.5

Heat capacitance (ρC)n f = (1 − ϕ0)(ρC) f + ϕ0(ρC)p

Thermal conductivity kn f
k f

= (kp+2k f )−2ϕo(k f −kp)
(kp+2k f )+ϕo(k f −kp

Buoyancy coefficient (ρβ)n f = ϕ0(ρβ)p + (1 − ϕ0)(ρβ) f

Table 2 Physical properties of the copper nanoparticles, pure fluid, and porous medium [22]

Heat capacitance (ρC)mn f = ε(ρC)n f + 1 − ε)(ρC)s = (ρC)m [1 − εϕo
(ρC) f −(ρC)p

(ρC)m

Thermal conductivity kmn f = εkn f + (1 − ε)ks = km
{
1 − 3εϕok f (k f −kp)

km[(kp+2k f )+ϕo(k f −kp)]

}
, αmn f =

kmn f
(ρC)n f
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a solid matrix with pure fluid (water) dripped in a porous medium, respectively and
ϕ0 denotes the initial uniform concentration of nanoparticles in the square cavity.

We also include the dimensionless variables listed below.
Ẋ = x

L , Ẏ = y
L , U̇ = uL

αmn f
, V̇ = vL

αmn f
, θ = T−To

q′′′
o L2

kmn f

, P = pL2

ρ f α
2
mn f

, 
 = ϕ

ϕo
, τ = αmn f t

σ L2 ,

σ = (ρC)m
(ρC) f

, and αm = km
(ρC) f

.

(
∂U̇

∂ Ẋ
+ ∂ V̇

∂Ẏ

)
= 0 (7)

∂p

∂ Ẋ
= Pr

Da

[−M(ϕo)U̇ + RaH(ϕo)θ)
]

(8)

∂p

∂Ẏ
= Pr

Da

[−M(ϕo)V̇ + RaH(ϕo)θ)
]

(9)

[
Le

∂θ

∂τ
+ U̇

∂θ

∂ Ẋ
+ V̇

∂θ

∂Ẏ

]
=

(
∂2θ

∂ Ẋ2
+ ∂2θ

∂Ẏ 2

)
+ I(ϕo)

Le

(
∂


∂ Ẋ

∂θ

∂ Ẋ
+ ∂


∂Ẏ

∂θ

∂Ẏ

)

+ NBT I(ϕo).J(ϕO )

Le

[(
∂θ

∂ Ẋ

)2

+
(

∂θ

∂Ẏ

)2
]

+ 1 (10)

[
1

σ

∂


∂τ
+ 1

ε

(
U̇

∂


∂ Ẋ
+ V̇

∂


∂Ẏ

)]
= F(ϕo)

Le

(
∂2


∂ Ẋ2
+ ∂2


∂Ẏ 2

)
+ NBT F(ϕo)

J(ϕO )

(
∂2θ

∂ Ẋ2
+ ∂2θ

∂Ẏ 2

)

(11)

Ẋ = 0, 1, U̇ = 0, V̇ = 0,
∂ϕ

∂ Ẋ
+ NBT J (ϕ0)

∂θ

∂ Ẋ
= 0

Ẏ = 0, 1, U̇ = 0, V̇ = 0,
∂θ

∂Ẏ
= 0,

∂ϕ

∂Ẏ
= 0 (12)

where Ẋ , Ẏ ,U̇ and V̇ defines the dimensionless rectangular coordinates and velocity
components respectively.

Rayleigh numbers, Lewis numbers, the dimensionless ratio of thermophoresis to
Brownian coefficients, theDarcynumber, and thePrandtl number are also represented
by Ra, Le, NBT , Da and Pr , H(ϕ0), M(ϕ0), L(ϕo), I (ϕo) and J(ϕO ) are defined
below (Table 3),

Ra = L3(ρβ) f gq ′′′
o .K

μ f αm .km
, Le = αm

DB
, NBT = L2q ′′′

o DT

T0kmDB
,Pr = μn f

ρ f αmn f
, Da = K

L2

(13)

H(ϕ0) =
[
(1 − ϕ0) + ϕ0(ρβ)p

(ρβ) f

]
.
[
(1 − ϕ0) + ϕ0(ρC)p

(ρC) f

]
(1 − ϕ0)

2.5

{
1 − 3εϕok f

(
k f −kp

)
km

[(
kp+2k f

)+ϕo
(
k f −kp

)] 2
} ,M(ϕ0) = 1

(1 − ϕ0)
2.5

(14)
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Table 3 Thermophysical properties of the copper nanoparticles, pure fluid, and porous medium
[23]

Physical properties Head pure fluid (water) Copper nanoparticles Aluminum foam

Specific heat capacitance 4179 385 897

Density 997.1 8933 2700

Thermal conductivity 0.613 1163.1 205

β × 10−5 21 1.67 2.22

L(ϕo) =
[
1 − εϕ0(ρC)p−(ρC)p

(ρc)m

]
[
(1 − ϕ0) + ϕ0(ρC)p

(ρC) f

] , I(ϕ0) = ε(ρc)p{
1 − 3εϕok f (k f −kp)

km[(kp+2k f )+ϕo(k f −kp)]

}
(ρC) f

(15)

J (ϕO) = 1

ϕO

{
1 − 3εϕok f (k f −kp)

km[(kp+2k f )+ϕo(k f −kp)]

} (16)

NuL = −kmn f

km

(
∂θ

∂x

)
X=0

, ShL = −kmn f

km

(
∂ϕ

∂x

)
X=0

Nuavg =
1∫

0

Nudx, Shavg =
1∫

0

Shdx (17)

3 Numerical Method

The finite volume method is used to solve the system of governing equations, which
includes partial differential Eqs. (8)–(11) and the Neumann boundary condition (12).
The velocity–pressure coupling equation is often discretized using the concept of a
staggered grid. A block diagram of staggeredmesh, aswell as a flow chart to illustrate
the definition, can be found in Figs. 2 and 3.

We use the SIMPLE algorithm to discretize the continuity and momentum
equations, and its working principle is briefly described below,

Step #1 Determine (Guess) the amount of pressure filed.
Step #02 Using momentum equations, calculate the values u∗, v∗, and w∗.
Step #3 Determine the pressure correction equation (p′).
Step #4 Using the equation p = p∗ + p′, calculate the pressure values.
Step #5 Using the equations below, calculate the values of u, v, and w.
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Fig. 2 The block diagram of staggered mesh with staggered mesh for pressure and scalars as green
color, the staggered grid for x momentum as red color, and staggered mesh for y momentum as blue
color

Fig. 3 Flow chart for
staggered mesh

ue = u∗
e + de

(
p

′
p − p

′
E

)

ve = v∗
e + de

(
p

′
p − p

′
N

)

we = w∗
e + de

(
p

′
p − p

′
S

)

Step #6 Solve the discretization equation for the remaining (such as temperature,
concentrations, and turbulence quantities). If they influence the flowfield
via fluid properties, source terms, etc. (If a particular does not affect
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the flow field, it is better to calculate it after the flow field has been
converged).

Step #07 If a converged solution is obtained, stop; otherwise, return to step 2 and
solve the algorithmagain becausewe did not obtain a converged solution.
Also, as a new initial value, update the pressure value.

The system of algebraic equations is solved by using the gauss seidel iterative
method. We also utilize the Neumann boundary condition for the solution to our
problem. The convergence is obtained by using Eq. (18),

∥∥∥∥new approximation − old approximation

new approximation

∥∥∥∥ ≤ δ (18)

Here we described δ as the error and dependents on the values of the examined
parameters. Where the value of δ lies in the range of 10−5 − 10−10.

4 Result and Discussion

FVM discretization is used to solve the governing equation derived from Eqs. (7–
11) with Neumann boundary conditions. For continuity and momentum equations
we utilized the SIMPLE algorithm and used the staggered mesh. The governing
parameters arePrandtl number Pr = 1,Darcynumber Da = 10−2, porosity ε =0.9ε,
initial concentration of Nanoparticles ϕo= 0.01ϕo, the ratio between thermophoresis
and Brownian coefficients NBT = 0.1 and dimensionless time τ = 0.16. The value of
Rayleigh’s number is 10 and 100, similarly, Lewis’s number is 1 and 10. Table 4 gives
the comparison of the result based on Nusselt number Nu and Sherwood number Sh.
We perform the studies with finite volume method and use cooper nanoparticles and
compare with [21] where the author used the finite difference method and use carbon
nanotube as nanoparticles and our result is in good agreement with the literature.

Table 4 Values of Nusselt number and Sherwood number compared to the previous result

Physical properties Present Previous [21]

Ra Le Nu Sh Nu Sh

10 1 0.548934 0.890285 0.550278 0.892496

10 0.548940 0.890288 0.550287 0.892510

100 1 0.549030 0.890376 0.550320 0.892563

10 0.549032 0.890379 0.550322 0.892567
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5 Conclusion

In this paper, we investigated the natural convection phenomena for Nanofluid flow
in a square cavity dripped with a porous medium numerically. We consider the
Aluminum foam as a porous medium and water-based Copper as nanoparticles. We
solve our problem iteratively and discretize the set of governing equations using the
Finite volume method. For velocity pressure coupling equations SIMPLE algorithm
is used. The result is in good agreement with the previous work for the enhancement
of heat transfer.
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Abstract Forecasting electricity consumption is of national interest to any country.
Electricity forecast is not only required for short-term and long-term power planning
activities but also in the structure of the national economy. Electricity consump-
tion time series data consists of linear and non-linear patterns. Thus, the patterns
make the forecasting difficult to be done. Neither autoregressive integrated moving
average (ARIMA) nor artificial neural networks (ANN) can be adequate in modeling
and forecasting electricity consumption. The ARIMA cannot deal with non-linear
relationships while a neural network alone is unable to handle both linear and non-
linear pattern equally well. This research is an attempt to develop ARIMA-ANN
hybrid model by considering the strength of ARIMA and ANN in linear and non-
linear modeling. The Malaysian electricity consumption data is taken to validate the
performance of the proposed hybrid model. The results will show that the proposed
hybrid model will improve electricity consumption forecasting accuracy by compare
with other models.

Keywords Forecasting · Time series · ARIMA · ANN · Hybrid method

N. E. M. Izudin (B) · R. Sokkalingam · H. Daud
Fundamental and Applied Sciences Department, Universiti Teknologi PETRONAS, 32610 Seri
Iskandar, Perak, Malaysia
e-mail: nur_17008265@utp.edu.my

R. Sokkalingam
e-mail: raja.sokkalingam@utp.edu.my

H. Daud
e-mail: hanitadaud@utp.edu.my

H. Mardesci
Fakultas Pertanian, Universitas Islam Indragiri, Riau, Indonesia
e-mail: hermizamardesci@unisi.ac.id

A. Husin
Program Studi Sistem Informasi, Universitas Islam Indragiri, Riau, Indonesia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. A. Abdul Karim et al. (eds.), Proceedings of the 6th International Conference
on Fundamental and Applied Sciences, Springer Proceedings in Complexity,
https://doi.org/10.1007/978-981-16-4513-6_66

749

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4513-6_66&domain=pdf
mailto:nur_17008265@utp.edu.my
mailto:raja.sokkalingam@utp.edu.my
mailto:hanitadaud@utp.edu.my
mailto:hermizamardesci@unisi.ac.id
https://doi.org/10.1007/978-981-16-4513-6_66


750 N. E. M. Izudin et al.

1 Introduction

In Malaysia, the demand for electricity increases by 4.7 percent per year over the
outlook period, to reach 274 TWh in 2030 [1]. The growth in electricity demand
is heavily influenced by strong demand from the industrial and residential sectors,
which is projected to increase annually at 5.4 and 4.9 percent respectively over
the outlook period. The past 15 years (2000–2015) record show that the elec-
tricity consumption trend in Malaysia is continuously increasing. Therefore, elec-
tricity consumption forecast has fundamental importance in the energy planning
of Malaysia. A good forecasting technique is critically important to estimate the
level of electricity’s demand accurately, thus proper planning could be made by the
utility company and the government to meet the country’s future. Several techniques
are being used for electricity consumption planning to accurately forecast future
electricity consumption in Malaysia.

This paper reviews previous research works related to ARIMA, ANN and Hybrid
method only which were applied in various applications [2]. Using statistics rule-
based approach to forecast peak load electricity demand and they modified the
basic regression model using Box-Jenkins autoregressive error. It was produced an
adequate model with 2.41% forecasting error. While Haiges et al. forecast using
ARIMA method that provides a projection that relies on past historical data to reach
a state of statistical equilibrium [3]. Besides, Mohamed Othman et al. using ANN-
based forecast the electricity consumption in Malaysia [4]. The authors developed
ANNmodel which involved the creation of numerous feed-forward backpropagation
network in MATLAB and select the best ANN model via cross-validation method.

Yan and Zou using Hybrid ARIMA-ANN techniques to forecast water quality
[5]. The ARIMA models were first used to do the water quality forecasting and
then with the obtained errors ANNs were built taking into the nonlinear patterns.
For modeling linear and nonlinear components of a time series. The hybrid ARIMA-
ANN combines linear and non-linear models to improve the forecasting performance
of the price of Robusta Coffee in India [6]. Mohan and Reddy apply hybrid ARIMA-
ANN model to predict the resource usage in server virtualization [7]. The authors
using the measurement base approach with time series for prediction and reviewed
the effectiveness of the ARIMA model. They compared hybrid ARIMA-ANN to
ARIMA and ANN and the result shows that the accuracy has improved 5 times.
Mucaj and Sinaj presented three models, ARIMA, NAR, and ARIMA-ANN. The
hybrid model proposed to improve the forecasting accuracy and the result shows that
the hybrid model has the best results among the three models [8].

Many empirical studies [1, 2, 4, 9–11] has been conducted to forecast electricity
consumption using multivariate techniques and time-series analysis such as autore-
gressive (AR),moving average (MA) algorithm, general exponential smoothing algo-
rithm, ARMA algorithm, and AR integrated MA (ARIMA). The above methods
have their own advantages and drawbacks in the variable selection, model selec-
tion, segmenting and lack of comparison with a combination of different models to
improve the forecasting accuracy.
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This paper presents the forecast electricity consumption by using hybrid ARIMA-
ANN based on historical data. Therefore, the authors would like to propose a hybrid
ARIMA-ANN model for forecasting electricity consumption in Malaysia.

2 Methodology

Figure 1 shows the flowchart model development of hybrid ARIMA-ANN which
consists of five stages.

Fig. 1 Model development hybrid ARIMA-ANN
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2.1 Data Collection

The dataset was obtained from the Malaysian Energy Commission on a yearly basis
for 40 years, between the years 1978 and 2017. Interpolation process was used to
obtain more data.

2.2 The ARIMA Model

Box-Jenkins method or ARIMA model was one of the most popular approaches
of forecasting and has been introduced this approach in 1976. ARIMA is the combi-
nation of the autoregressive andmoving averagemodels, the future value of a variable
is assumed to be a linear function of random errors and several past observations.
The mathematical formula can be expressed as the form of Eq. (1):

yt = θ0 + ϕ1yt−1 + ϕ1yt−2 + . . . + ϕp yt−p + εt − θ1εt−1 − θ12εt−2 − . . . − θqεt−q

(1)

where p; number of lags of the considered variable, q; number of lags of the error
term, yt ; actual value at time t, yt-i; series in the preceding ith period, ϕ; ith auto-
regressive coefficient, εt ; random error at time t, εt-I ; preceding error term at the ith
period, θ i; ith moving average coefficient. Equation (1) is an important special case
of the ARIMA family of models. (1) becomes an AR model of order p when q = 0,
and the model reduces to an MA model of order q if p = 0.

The Box-Jenkins methodology [12] has a fundamental impact on the time series
analysis and forecasting application to building ARIMA model. It includes three
iterative steps model identification, parameter estimation, and diagnostic checking.
To identify the order of the ARIMA model, Box and Jenkins proposed to use the
autocorrelation function (ACF) and the partial autocorrelation function (PAFC) of
the sample data. The parameter estimated such that an overall measure of errors
is minimized by using a nonlinear optimization procedure. Diagnostic checking of
model adequacy is the last step, to check if the model assumptions of the errors,
εt , are satisfied. Plots of residual and diagnostic static can be used to examine the
goodness of the model to the past data. If the model is not sufficient, a new model
should be identified, which will again be back to the steps of parameter estimation
and model verification. To choose the best model the three-step model building is
typically repeated several times, and the model for prediction purpose.
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2.3 The ANN Model

The model is characterized by a network of three layers of simple processing units
connected by acyclic links. The relationship between the output (yt ) and the inputs
(yt−1, . . . , yt−p) has the following mathematical representation:

yt = ω0 +
q∑

j=1

ω j g

⎛

⎝ω0 j +
p∑

j=1

ωi, j yt−i

⎞

⎠ + et (2)

where ω j ( j = 1, 2, .., q) and ωi, j (i = 0, 1, 2, .., p; j = 1, 2, .., q) are the model
parameters often called connection weights; p is the number of input nodes and q is
the number of hidden nodes. The sigmoid function is often used as the hidden layer
transfer function, that is,

sig(x) = 1

(1+ exp(−x))
(3)

Hence, the ANN model, in fact performs a nonlinear functional mapping from
the past observations (yt−1, . . . , yt−p) to the future value yt ,

yt = f
(
yt−1, . . . , yt−p,ω

) + et (4)

where ω is a vector of all parameters and f is a function determined by a network
structure and connectionweights. Thus the neural network is equivalent to a nonlinear
autoregressive model.

2.4 The Hybrid ARIMA-ANN Model

Both ARIMA and ANN models have achieved successes in their own linear o
nonlinear domains. However, none of them is a universal model that is suitable
for all circumstances. The approximation of ARIMA models to complex nonlinear
problems may not be adequate. On the other hand, using ANNs to model linear
problems have yield mixed results. Hence, it is not wise to apply ANNs blindly to
any type of data. Since it is difficult to completely know the characteristic of the
detain a real problem, hybrid model that has both linear and nonlinear modeling
capability can be a good choice for forecasting electricity consumption. Different
aspect of the underlying patterns may be captured to combining different models.
Linear autocorrelation structure and a nonlinear component:

Yt = Lt + Nt (5)
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where Lt denotes the linear component and Nt denotes nonlinear component. Both
of these two parameters have to be estimated from the time series data.

et = Yt − Y Ft (6)

where Y Ft is the predicted value of the ARIMAmodel at time t . With n inputs nodes,
the ANN model for the residuals will be:

et = f (et−1, et−2, . . . , et−n) + ut (7)

where f denotes nonlinear function and ut denotes random error. NFt as the forecast
from above equation, the combine prediction will be:

Y Ft = LFt + NFt (8)

Hybrid ANN and ARIMA system consist of two-step, first ARIMAmodel is used
to analyze the linear part of the problem and the second is neural network model is
developed to model the residuals from the ARIMA model.

3 Result and Discussion

3.1 Data Set

The data used in this study were load data of electricity consumption in Malaysia
obtained from Malaysia Energy Information hub [13].

3.2 ARIMA Modelling

The historical data of the electricity consumption of Malaysia from 1978 to 2017
was increasing over time as shown in Fig. 2.

Through Fig. 3 of the original series of ACF and PACF, we note that it is non-
stationary in the data of the original series as there are some values outside the
confidence interval. And to make the series stationary we make differences. The best
fit AR parameters and MA parameters should be estimated according to ACF and
PACF respectively. Figure 5 show the ACF and PACF. It was obvious that the ACF
died off smoothly at a geometric rate after one lag and PACF declined geometrically
after one lagged. Therefore, the parameters of AR and MA can be chosen as 1 for
the ARIMA model (Fig. 4).

However, in the practical fitting process, any other AR/MA parameters could be
selected. For instance, the AR parameters defined as 1 and the MA parameters can
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Fig. 2 Electricity consumption of Malaysia from 1978 to 2017 (Kilotonne of oil equivalent)

Fig. 3 The ACF and PACF of the series of electricity consumption

be defined as 1 or 3. After fitted, ARIMA(1,2,1) has been found to be the best model
among all ARIMA models. Once the ultimately fittest model was identified, the
equation form of the model could be obtained:

yt = 2yt−1 − 1− 2yt−2 + 10.9595+ et + θet (9)
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Fig. 4 Graphical representation of the series difference in electricity consumption

Fig. 5 The ACF and PACF of the series of electricity consumption after difference

3.3 ANN Modelling

A three-layer feedforward neural network model was developed for the forecasting
of electricity consumption using an optimized Levenberg–Marquardt training algo-
rithm. The data for the period between 1978 and 2017were available for themodeling
purposes. Electricity consumption time series data were divided into two indepen-
dent data sets. The first data set of 1978–2013 was used for model training and the
other datasets from 2014 to 2017 were used for model verification purposes. In the
ANN modeling process, the input and output electricity consumption data sets for
each parameter were normalized to the range of [0,1].

The number of neurons in the input and output layers have been set as 5 and 1
respectively. A series of different topologies were used to determine the optimum
number of hidden nodes. Compared with the training results, it was found that the
training set had the lowest error value when the number of hidden units was 10. 10
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Fig. 6 Training
performance of ANN model

is chosen as the number of hidden nodes. Thus the number of each layer’s neurons
in the network was 5-10-1 respectively. The parameters of the network were chosen
as follows: the transformation function of hidden neuron was “tansig” and “logsig”
was the output layer function. The stop criterion of error function was set to 0.001
and the maximum of number of iteration was 1000. Computer program has been
performed under MATLAB 2019a. Figure 6 demonstrate the ANN model training
performance for electricity consumption parameter.

3.4 Hybrid ARIMA-ANN Modeling

The proposed algorithm of the hybrid system consisted of two steps. In the first step,
to analyze the linear part of the problem, an ARIMA model was employed. In the
second step, the residuals from the ARIMA model were modeled by using a neural
network model. Since the ARIMAmodel cannot detect the nonlinear structure of the
electricity consumption time series data, the residuals of linear model will contain
information about nonlinearity. The output from the neural networks can be used as
forecasts of the error terms of the ARIMA model.

The hybrid model utilizes the unique feature and strength of ARIMA model as
well as ANNmodel in determining different patterns. Therefore, it may be favorable
to model linear and nonlinear patterns separately by using different models and then
combine the forecasts to improve the overall modeling and forecasting performance.
In the hybrid modeling algorithm, the input and output electricity consumption data
sets for each parameter were normalized to the range of [0,1]. In the modeling
process, the hybridmodelwas trained to adjust themodel so that themodel forecasted
electricity consumption parameters match well with observed data. The verification
results of 2014–2017 listed in Fig. 7 indicates that the hybrid model forecast results
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Fig. 7 Comparing the
predicted results with the
actual value

reasonable match the observed electricity consumption data. By this model, the
forecasting electricity consumption of each year was calculated.

3.5 Comparison of Model Performance

Measure of forecast accuracy should always be evaluated as part of amodel validation
effort. When more than one forecasting accuracy technique seems reasonable. To
evaluate the performance of the forecasting accuracy, the three evaluation statistics
which is mean absolute error (MAE), root mean square error (RMSE) and mean
absolute percentage forecast error (MAPE) are used to evaluate each model.

et = yt − yt−1 (10)

MAE = 1

n

n∑

t=1

|et | (11)

RMSE = 1

n

√√√√
n∑

t=1

(et )2 (12)

MAPE = 100%

n

n∑

t=1

| et
yt−1

| (13)

Table 1 reports the MAE, RMSE and MAPE for the year 2014–2017 from the
ARIMA, ANN and hybrid AIMA-ANN models. It can be seen that the error levels
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Table 1 Forecasting
performance of different
model

ARIMA ANN Hybrid ARIMA-ANN

MAE 2734.9756 239.5 171.3417

RMSE 14,226.0899 275.0873 194.6846

MAPE 0.3930 0.0251 0.0188

in the case of hybrid model are lower than ARIMA and ANN, which leads to the
conclusion that the hybridmodel show the better consequently and reasonable results.

4 Conclusion

The main objective of this paper is to provide accurate electricity usage prediction
models to increase power system reliability. Comparison between the results showed
that hybrid ARIMA-ANN model produced better results. The performance of each
model is assessed by three statisticalmeasures: RMSE,MAE, andMAPE.The results
of the statistical measures will select the best model and will be an effective tool to
improve forecasting accuracy. Consequently, forecast of the electricity consumption
can be successfully done.
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Fractional Model for the Flow of Casson
Nanofluid using the Generalized
Fourier’s Law for Heat Transfer

Nadeem Ahmad Sheikh , Dennis Ling Chuan Ching , Hamzah Sakidin ,
and Ilyas Khan

Abstract The present work used a fractional model of Casson fluid by utilizing a
generalized Fourier’s Law to construct Caputo Fractional model. A flow of nanofluid
flowing in a channel is considered with free convection and electrical conduction.
A novel transformation is applied for the energy equation and then solved using
integral transforms, combined, the Fourier and Laplace transformations. The results
are shown in the form of the Mittag–Leffler function. The influence of physical
parameters has been presented in graphs and tables and discussed in this work.

Keywords Fractional model · Nanofluid · Exact solutions

1 Introduction

Nanofluids are used in different engineering and industrial sectors to overcome heat
transfer problems in conventional fluids. Casson fluid is one of the essential industrial
fluids as it has remarkable properties and applications. Heat transfer is a vital segment
in engineering, petroleum, and industrial sectors that necessitates the detailed exam-
ination of surface area for heat exchange mechanisms. However, the values are unre-
alistic when there is a surge in heat transfer. This mechanism can be resolved by
teaching the true soul and precise thermo-physical parameters for various fluids
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like water, alcohol, oil, or ethylene glycol. This challenge can be solved by incor-
porating the change in thermal conductivity of fluid with the heat transfer process
[1]. Nanofluids exhibiting nanometer-sized metal oxides (silica, carbon nanotubes
or polymers) suspended in the conventional fluids pose a significant development in
resolving this issue [2]. Choi [3] proposed this application of nanofluids in 1995 that
explains the mechanism of inhibiting the clogging phenomenon that occurred along
with the walls of heat transfer equipment to enhance the efficiency, performance,
and cost-effectiveness [4]. Ethylene glycol-based nanofluid was discussed by Saqib
et al. [5] through exact solutions using the integral transformation. They discussed
the Casson nanofluids by considering Tiwari and Das model Molybdenum disulfide
(MoS2) nanoparticles suspended in the fluid.

Temperature, velocities and skin friction coefficient for an incompressible Casson
fluid were examined in the presence porous media with MHD boundary layer condi-
tions. The temperature increases with an increase in the heat generation parameter,
and the higher Casson fluid parameter is associated with the skin friction coefficient
[6]. The Lagrangian equation computationally analyzed the dynamics of subma-
rine debris flow in viscoplastic fluids to compare various rheological models. The
downslope movement of high-density fluid was discussed, keeping the fluid volume
as constant to describe the transition of fluid between viscous and plastic nature of
flow [7]. The numerical analysis of viscosity and yield stress parameters for subma-
rine debris flows’ rheology was studied using the plastic Bingham model. The yield
surface is widely determined by the shear rate and viscosity of fluid [8]. The flow
of viscoelastic fluid, through a uniform magnetic field over an infinite accelerated
plate through a porous medium was examined in this study. Laplace transformation
technique (LTT) was applied to study the velocity parameter and skin friction. The
velocity of fluid has positively influenced by elasticity and permeability, while skin
friction also increases with an increase in medium permeability [9]. A Caputo frac-
tional model ofMHDCasson fluid flowing in a channel was numerically analyzed by
applying both Fourier and Laplace transformations. The Casson fluid behaves like a
Newtonian fluid by increasing the values of the Casson fluid parameter [10].

2 Mathematical Modelling

We have considered the motion of Casson nanofluid is a vertical channel. The flow
is assumed to be in the direction of x-axis while the y-axis is taken perpendicular to
the plates. With ambient temperature T1, both the fluid and plates are at rest when
t ≤ 0. At t = 0+, the plate at y = d begin to move in its plane with velocity Uh(t).
At y = d, the plate temperature level raised to �1 + (�2 − �1) f (t) with time t.

We suppose that the rheological equation for an incompressible Casson fluid is
[11, 12]:
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Table 1 Thermophysical
properties of nanoparticles
and base fluid

Properties Engine oil Cadmium telluride (CdTe)

ρ
(
kgm−3

)
863 5855

cp
(
Jkg−1K−1

)
2048 209

k
(
Wm−1K−1

)
0.1404 7.5

β
(
K−1

)
0.00007 0.00005

σ
(
Sm−1

)
0.0000055 0.0000007

τi j =

⎧
⎪⎪⎨

⎪⎪⎩

2

(
μγ + py√

2π

)
ei j , π > πc,

2

(
μγ + py√

2π

)
ei j , πc > π

(1)

The free convection flow of Casson nonfluid together with heat and mass transfer
is governed by the corresponding partial differential equations using the possibly the
best Boussinesq’s approximation [13, 14]:

ρn f
∂u(y, t)

∂t
= μn f

(
1 + 1

γC

)
∂2u(y, t)

∂y2
− σn f B

2
0u(y, t) + (ρβ�)n f g(� − �1),

(2)

(
ρcp

)
n f

∂�(y, t)

∂t
= −∂q(y, t)

∂y
, (3)

q(y, t) = −kn f
∂�(y, t)

∂y
, (4)

For the properties of the nanofluids with a subscript (n f ), refer to [15]. The
thermophysical properties of nanoparticles and base fluid are given in Table 1.

In the dimensionless form the initial and boundary conditions are:

u(y, 0) = 0, u(0, t) = 0, u(d, t) = Uh(t),

�(y, 0) = �1, �(0, t) = �1, �(d, t) = �1 + (�2 − �1) f (t).
(5)

Introducing the following dimensionless variables:

v = u

U
,ξ = y

d
,τ = ν f

d2
t,θ = � − �1

�2 − �1
, δ = qd

k f (�2 − �1)
,

f (τ ) = f

(
d2

ν f
t

)
, h(τ ) = h

(
d2

ν f
t

)
,

into Eqs. (3), (4) and (5) we get:
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∂v(ξ, τ )

∂τ
= β1

∂2v(ξ, τ )

∂ξ 2
− β2v(ξ, τ ) + β3θ(ξ, τ ), (6)

∂θ(ξ, τ )

∂τ
= − 1

ϑ5 Pr

∂δ(ξ, τ )

∂ξ
, (7)

δ(ξ, τ ) = −ϑ6
∂θ(ξ, τ )

∂ξ
(8)

v(ξ, 0) = 0, v(0, τ ) = 0, v(1, τ ) = h(τ ),

θ(ξ, 0) = 0, θ(0, τ ) = 0, θ(1, τ ) = f (τ ),
(9)

where M = σ f B2
0d

2

μ f
is the Hartman number, Gr = gd2β�

ν f U
(�2 − �1) is the thermal

Grashof number, and Pr = (ρcp) f
υ f

k f
is the Prandtl number.

3 Fractional Model

To develop a fractional model for the mentioned flow problem, the generalized
Fourier’s law is used as under:

C℘α
τ θ(ξ, τ ) = β4

∂2θ(ξ, τ )

∂2ξ
, (10)

4 Methodology and Solution of the Problem

4.1 Energy Field

Using the following transformation

χ(ξ, τ ) = θ(ξ, τ ) − ξ f (τ ), (11)

Equation (10) takes the form

C℘α
τ χ(ξ, τ ) + ξC℘α

τ f (τ ) = β4
∂2χ(ξ, τ )

∂2ξ
, (12)

with the corresponding initial and boundary conditions as:

χ(ξ, 0) = 0, χ(0, τ ) = 0, χ(1, τ ) = 0. (13)
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Applying the Laplace and Fourier sine transform, we get

χ F (n, s) = s f (s)
(−1)n

nπ

sα−1

sα + β6
, (14)

inverting the integral transformations of Eq. (14), we have

χ(ξ, τ ) = 2
∞∑

n=1

(−1)n sin(ξnπ)

nπ

τ∫

0

ḟ (τ − t)Eα,α−1(−β6t
α)dt, (15)

therefore, the solution of the energy equation is

θ(ξ, τ ) = χ(ξ, τ ) + ξ f (τ ). (16)

4.2 Velocity Profile

Applying the Laplace and Fourier transforms to Eq. (6) using Eq. (9) we arrived at

vF (n, s) = (−1)n+1h(s)

nπ
+

(
β7

s
+ β8

s + β5

)
(−1)nsh(s)

nπ

+ β3

s + �1

(
s f (s)

(−1)n

nπ

sα−1

sα + β6
+ f (s)

(−1)n+1

nπ

)
,

(17)

where

β0 = 1 + 1

γC
, β1 = ϑ2

β0ϑ1
, β2 = ϑ3M

ϑ1
, β3 = ϑ4Gr

ϑ1
, β4 = ϑ6

ϑ5 Pr
, β5 = β2 + β1(nπ)2,

β6 = β4(nπ)2, β7 = β2

β5
, β8 = β5 − β2

β5
, ϑ1 = (1 − φ) + φ

(
ρp

ρ f

)
, ϑ2 = 1

(1 − φ)2.5
,

ϑ3 = 1 + 3
(σ − 1)φ

(σ + 2) − (σ − 1)φ
, ϑ4 = (1 − φ) + φ

(
ρpβ�p

ρ f β� f

)
,

ϑ5 = (1 − φ) + φ
ρpcpp
ρ f cp f

, ϑ6 = kn f
k f

,

inverting the Laplace and Fourier sine transformations of Eq. (17) we have:
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v(ξ, τ ) = h(τ )ξ + 2
∞∑

n=1

(−1)n

nπ
ḣ(τ ) ∗ (β7H(τ ) + β8 exp(−β5τ)) sin(ξnπ)

+2β3

∞∑

n=1

(−1)n

nπ exp(β5τ)
∗

⎛

⎜
⎜
⎝

f (τ ) +
τ∫

0

ḟ (τ − q)

×Eα,α−1(−β6q
α)dq

⎞

⎟
⎟
⎠ sin(ξnπ)

(18)

Here H(τ ) is the unit step function and Ea,b(.) is the Mittag Leffler function [16].

5 Results and Discussion

The exact solutions for the MHD flow of Casson nanofluid in a channel embedded in
a porous media with heat transfer are obtained in this study. The associated energy
equation is fractionalized using generalized Fourier’s law. The obtained exact solu-
tions are plotted through graphs, and the effects of different physical parameters on
the flow and heat transfer are presented.

The variations in the velocity of the nanofluid for different values of the fractional
parameter is displayed in Fig. 1. From this figure, it is noticed that four different
velocity profiles are obtained for four different values of fractional parameter keeping
all the other physical parameters constant. This is showing that the fractional param-
eter has a significant influence on the obtained solutions; even this is not a physical
parameter and is a purely mathematical parameter. These variations are due to the
memory effect, which cannot be studied through integers order derivatives.

An increasing trend is noticed in the velocity of theCassonnanofluid for increasing
values of the Casson fluid parameter in Fig. 2. Physically, the viscosity of the fluid is
increased for smaller values of the Casson fluid parameter. Another impressive result

Fig. 1 Influence of the
fractional parameter on the
nanofluid velocity
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Fig. 2 Influence of the
Casson fluid parameter on
the nanofluid velocity

can be drawn through this graph that Casson fluid is more viscous than Newtonian
fluid and when γC → ∞, the fluid behaves like a Newtonian fluid.

In this study, we have considered engine oil as a base fluid and CadmiumTelluride
(CdTe) as nanoparticles.

Figure 3 is drawn to show the effect of the volume fraction of nanoparticles on
the fluid velocity. The fluid velocity is decreasing with the higher values of the
volume fraction of nanofluid. This means the fluid will become more viscous with
the addition of nanoparticles, and as a result, the lubrication of the engine oil will be
improved. For the interest of the readers.

Fig. 3 Influence of
nanoparticles volume
fraction on the nanofluid
velocity
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6 Conclusion

In this research, the fractional model of Casson nanofluid is being developed by a
new method. Fourier’s generalized law is used to obtain the generalized form of
the model. The Laplace and Fourier processing approaches are used for a modern
transformation to solve the model. The solutions obtained are drawn in graphs and
shown in tables. For the fractional model solution, the new transformation is more
believable. This transformation makes it easier to solve the fractional model. This
transformation reduces the computer time required to identify precise solutions to
these problems andmakes it easier to demonstrate that the solutionsmeet the limiting
requirements. For the greater values of γC , the velocity of the Casson fluid is greater,
showing that the fluid is comported by the higher values of γC as a Newtonian
viscous fluid. For the various values of α, the differences in all profiles are shown.
It is important to point out here that for one value of time we have distinct lines.
This effect demonstrates the fluid’s memory effect, which the integer model cannot
describe.
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