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Preface

We are pleased to publish the selected and recommended manuscripts presented in
the Three daysVirtualMode “International Conference on Future Technologies 2020
(ICoFT 2020) in Manufacturing, Automation, Design and Energy” (MADE) held at
National Institute of Technology Puducherry, Karaikal, U.T. of Puducherry, India,
from 28 to 30 December 2020.

In this book, around 107 quality papers in the area of manufacturing, automa-
tion, design and energy are included for publication in Springer—Lecture Notes in
Mechanical Engineering. We assured that all the chapters presented in the book
entitled Recent Advances in Manufacturing, Automation, Design and Energy Tech-
nologies will be helpful for the research community to know the latest trends in the
above-mentioned areas.

We are thankful to various reviewers in the domain of mechanical engineering
and allied areas for their valuable suggestions for improving the quality of the
chapters. We are also thankful to the session chairs, Organizing Committee, spon-
sors (M/s. Swelect Energy Systems Ltd., Chennai, India, and Renewable Energy
Agency Puducherry, U.T. of Puducherry, India) and host institute (National Institute
of Technology Puducherry, Karaikal, U.T. of Puducherry, India) for their support.

Karaikal, U.T. of Puducherry, India
Varanasi, India

Dr. Sendhil Kumar Natarajan
Prof. Rajiv Prakash
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Manufacturing



Smart Materials for 4D Printing:
A Review on Developments, Challenges
and Applications

Sreenivasulu Reddy

1 Introduction

Manufacturing is an intricate action by consuming materials in raw condition or
semi processed parts and power to create useful products to the society by sales
with some profits. This is achieved by involving human resources with typical
skills and wide range of disciplines, and broad variety of machine tools and tooling
[1]. All these actions must be responsive to the component or a product client as
per demand. Current manufacturing techniques involve utilization of computers to
control machines that process and assemble the parts. To control the movement of
all resources like human workers, materials in all processing stages and machines
with required tooling along the shop floor and distribution to the points of sale are
completely controlled by automationwith computer integratedmanufacturing (CIM)
environment [2]. This is done by allowing designers, technocrats and marketers to
take decision on how new components looks, works and how it may be manufac-
tured quickly than earlier. Due to rapid evolution and development in the areas of
contemporarymanufacturing technologies like rapid prototyping reduces the time for
manufacturing and cost incurred to complete the product, finally it causes to reduce
the lead time [3]. Technology is a significant means of transportation for factory floor
to transform into knowledge-based (includes AI, ML and Cloud Computing) with
minimum value added factory operations [4]. This is only possible if the modern
manufacturing industry equips itself with necessary managerial information systems
to coordinate all the resources successfully. It is expected that manufacturing sector
will change in the next 10 years as current manufacturing practices are abandoned in
favor of cleaner, flexible, more efficient manufacturing [5]. Advanced connectivity
technologies play a vital role in helping entrepreneurs connect millions of assets and
devices globally. 5G technology can help to promote greater flexibility, visibility,
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versatility, usability and efficiency of goods across the globe and also promotes real-
time updates on market conditions. Recognizing the importance of manufacturing of
goods to their industrial future, various countries have started its inaugural programs
to create new startup companies by young minds to support the deployment of these
technologies to their domestic manufacturers [6].

2 4D Printing—New Era of RP Technology

By introducing the fourth-dimensional parameter, three-dimensional (3D) printed
parts/components acquire the talent to alter its contour forms by its own over the
effect of peripheral replication like thermal effects, optical effects, electrical effects,
magnetic effects, etc. this is often possible by adding the dimension of your time.
Three-dimensional printing is one in all the foremost disruptive innovations within
the field of contemporary manufacturing. It permits the producers and innovators to
produce intricate shapes. These are not possible with existing traditional methods
[7]. Three-dimensional printing has been observed incessant progression over the
past years. Even though its capability to design and fabricate complex shapes like
bio-inspired, multi-material designs, three-dimensional printing so far capable to
approved in the industrial sector. Increasing day-to-day customer requirements and
demand in the market toward flexible manufacturing systems (FMS) needs to instan-
taneous designs by reprogramming. These include self-folding packaging, adop-
tive wind turbines and bio-implanting, etc., and have been fulfill the urgent need
of innovation of 4D printing technologies. At present, young minds in this field
searching for replacement of materials in conventional 3D printing such as building
of components layer by layer from one material to meta-material to be created by
combining those to give superimposed structural 3D objects. The young incubators
who are established startups advised that expanding these structural alterations to
innovate intricate objects, viz. lockers, lifters, micro-tubes, soft robots, toys etc. The
capability to do remodeling of 3D objects with respect to time using the behavior
(responsiveness either with change of temperature or loading conditions) ofmaterials
termed as fourth-dimensional (4D) printing [8]. Figure 1 shown in below describes

Fig. 1 Differences between three-dimensional and fourth-dimensional printing technologies
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Table 1 Major differences in the usage of parameters 3D verses 4D Printing processes

Parameter Three-dimensional printing
methodology

Fourth-dimensional printing
technique

Transient change while
formation of part or
component

– Alter the color, shape, function
with respect to time

Raw materials or
substances used

Inorganic materials Self-healing smart materials

Nonferrous metals and their
alloying elements

–

Bio-inspired fluidic materials
(MR fluids) and hydrogels

–

Nanoparticle composites and
fluids

–

Printable amenities or
services

3D Printer—working with a
principle of Stereo lithography

–

Fused deposition modeling Multi-material 3D printer
operating with time as a fourth
parameter

Selective laser sintering methods –

clearly to understand the main gaps among the three-dimensional printing (3D) and
fourth-dimensional (4D) printing (Table 1).

2.1 Fourth-Dimensional (4D) Printing Materials
and Technologies

As discussed in the previous sections, the fourth-dimensional (4D) printing process
carried to be in its starting stage, so there is no recent development in the area of
self-healing material technologies till date. However, the researchers expected to
convey the possibilities in advances in 3D printing by assistance of programmable
automation. The basic level of investigations in these areas, at this instant of time is
in focal point regarding to fourth-dimensional (4D) printing. These are summarized
in Fig. 2. Self-healing substances either solid or liquid state is one the well-focused
innovative ideas to be considered by budding entrepreneurs to inaugurate innovation
& incubation center’s under the regime of digital making India schemes. Presently,
industrial engineers who were worked in printing technologies used inkjet cure for
direct printing in the they are applying fused deposition modeling technique to build
the component in 3D shape and apply the existing available material especially
polymers in SLP approach. Laser assisted bio-printing and selective laser melting
techniques required for fourth-dimensional, i.e., variant time factor in 4D printing.
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Fig. 2 Primary levels of different areas of research work under 4D printing processes

2.2 Smart Materials for Fourth-Dimensional (4D) Printing

3D printing of smart materials that are conscious of external stimuli (such as heat,
moisture, electric/magnetic fields, and pH) is termed 4D printing (the dimension
is time). During this case, 3D-printed structures aren’t any longer static; rather,
their shapes or functionalities can transform over time. More information regarding
general 4D printing research is found in recent reviews [1–5]. In this section illus-
trated about particulars on responsive of stimuli of smartmaterials that are extensively
used in the studies of fourth-dimensional (4D) printing such as smart material poly-
mers, hydrogels and liquid elastomers shown in Figs. 3 and 4. The 4D printing of

Fig. 3 Fourth-dimensional (4D) printing with self-healing materials. Top of form. a Fourth-
dimensional (4D) printed object that alters its dimension from a one-dimensional line to three-
dimensional cube [1]. b The form memory process of the cubic frame manufactured from lamp-
black doped polyurethane under light illumination of 87 mW/cm2 [3]. c 3D-printed structure that’s
mimicking the insect. The deformation behavior of the structure in very 30 °C water is shown over
time. The image on the lower right corner is that the fully recovered structure within the 60 °C water
[2]. d Photographs of the form memory assisted self-healing effect. Inserted pictures are the optical
microscope images with a scale bar of 1 mm [4]. e Hydrogel-based 4D-printed structure (scale bar:
1 cm) [5]
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Fig. 4 Perspectives in near future. a Diagram for metal—link three-dimensional printing with
infrared laser sintering. b Helical coils with free standing type (diameter: 500 µm). c Butterflies
with free standing wings printed [8]. d Two grape (or hydrogel) beads separated by plasma [7]

SMPs involves 3D printing of an imaginative shape, followed by thermomechanical
programming by writing a code.

3 Prospective Applications

(a) Repair—without human intervention: The plumbing pipe line is a lively
shifting their size in response to the discharge and demand of supply of water.
So, if the pipes can be possible to heal themselves without human intervention.
If they crack or break because of their ability to alter in response to environ-
mental change could be a smart material which is used to manufacture the
piping systems.

(b) Self assembled systems: Since three-dimensional printing equipment’s are in
limited scale arrangement in the printingmachine, fourth-dimensional printing
can permit a printing on a plane board which will bend into a chair (required
complex shape for example) by just adding water or light into it apart from
the material. Fourth-dimensional printing is helpful especially in large scale
projects andmore profitable. In space applications, presently three-dimensional
printing of building causes certain problems economically, efficiency and
power consumption. So, rather than using three-dimensional printed materials,
fourth-dimensional (4D) printed materials may be comfortable to take more
benefits on their convertible object shapes as they might buildup themselves
or repair themselves just in the case of variable climatic conditions. Another
application of fourth-dimensional (4D) printing is in the bio-medical field to
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design and implant stents in human bodies and travel through the vein and once
they reach their destination, they might open up by self-healing.

(c) Fancy or fashion Technology: One of the ideas of 4D printing is that clothing
could change per the climate or activity of the one who wear that cloth or
dress made thereupon cloth. For example, shoes could damage their shape
after we start running, so to produce well design with better comfort shoes
then customers feel happy and satisfied more. All these potential applications
give very inspiring and promising for the long run indeed. 4D printing still
requires more research and development.

4 Material Selection

The materials used in the case of fourth-dimensional (4D) printing are categorized
based on environmental conditions and exterior stimuli when they react with climatic
changes depicted in Fig. 5. These are classified into two categories:

(a) Subjected to temperature (thermal response):Material, whichmainlyworks
on the mechanism of the shape memory effect called as temperature or thermal
responsive materials. Again these are classified into shape memory alloys,
shape memory polymers, shape memory hybrids, shape memory ceramics and
shape memory gels. Authors, in this particular area generally preferred shape
memory polymers because of easy to print on thesematerials. These substances
formed in one shape and deformed into another shape when they undergo
temperature region or heat energy is applied on a stimulus then they react
with water or moisture under this category. These materials are extensively
preferable by the innovators in this field. The hydrogel is one of the smart
self-healing material reacts vigorously with water and increase its size up to 2
times of its original volumetric size when it comes contact with water.

Fig. 5 Fast sensing of materials w.r.t various criteria of reactions
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Table 2 Potential product development of 4D printing

Item Company Primary Predicted
Products

Secondary Predicted
Products

Full time
Predicted
Products

1 Electrical &
Electronics

Fast response
sensors

Adjustable or
flexible sensors

Nanotechnology

2 Hospitals &
Pharmaceutical

Manmade soft
tissues

Biomedical objects
like stents

Manmade biological
supporting limbs

3 Industrial
Machinery

Building and Pipes Heave &Earth
moving machinery
and equipment

–

4 Automotive and
Aerospace

– Space Vehicles Automobile body parts

5 End user
appliances

Fashion and
Lifestyle

Domestic devices –

(b) Fast Response by reacting with Light/Current/Magnetic fields: These
substances respond with light, electric current and electromagnetic fields. As
an example, at particular locations polymer gels fused with photo responsive
chromophores, they become bulge by absorbing light when exposed to source
of light. Similarly, ethanol contaminated objects undergoes electric current
then they are evaporate and increase the volume. Magnetized nanoparticles are
inserted into the 3D printed object to realize magnetic control of the device.

5 Potential Product Development of 4D Printing

Healthcare industry comprises goals on drug delivery, preparation of stunts for negli-
gible surgical assault, growth of shape shifting splints, etc. The growth in the inno-
vations on soft robotics, hydraulic and pneumatic actuator systems involves more
number of applications in the present automated industry. Nowadays in advanced
countries following the design and construction of roads with self-healing materials
and also fabrication and erection of bridges could be potential applications in the
Roads and Building departments [9] (Table 2).

6 Conclusions

Themain aimof this reviewon this novel and imaginative fourth-dimensional printing
was to inculcate the budding engineers to gain basic information regarding materials,
challenges and recent advancements. Also this literature study has been provided an
outline of fourth-dimensional (4D) printing, covering the smart substance, tech-
nological and style needed by customers has been considered while constructing
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components with this technique. Research and development projects especially in
4D printing techniques are ongoing in the present industries such as healthcare,
electronics, automotive, aerospace and defense, consumer appliances (fashion and
consumer durables), textile, construction and industrial machinery. In spite of being
an imaginative technology, probable chances offered by fourth-dimensional (4D)
printing are vast and are renowned by numerous professionals in the field of rapid
prototyping. At present, printing with fourth-dimensional technology market is more
in demand and would be inaugurated in near future. In coming days, customers can
avail the products online and whatever they like on the spot itself. However, this is a
novel technology in its infancy phase and it depends on the market growth which is
varied among experts.
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Examining the Build Properties
of PolyJet Printed Multi-material Parts
in Additive Manufacturing

Arivazhagan Pugalendhi and Rajesh Ranganathan

1 Introduction

PolyJet technology is an influential Additive Manufacturing (AM) method that can
create complex multi-material parts in various colors with superior finish and accu-
racy [1]. PolyJet 3D printers selectively sprinkle the droplets of photopolymer resins
through multiple nozzles onto the build tray which are immediately cured by ultravi-
olet light [2]. Applications of this unique technology is utilized in many fields such
as bio-medical, aerospace, automobile, education and consumer products [3]. Capa-
bilities of material jetting are used to produce functionally graded materials with
different mechanical/chemical properties by mixing the soft and rigid materials [4].

Total cost of the PolyJet printed part is based on printing time, consumption of
materials and energy [5]. Additionally, the quality of PolyJet printed part is deter-
mined by the dimensional accuracy, surface finish and mechanical property that are
controlled by process parameters as well as material [6]. Mechanical properties and
dimensional accuracy of multi-material parts depends on the polymerization speed,
concentration and distribution of the base materials [7, 8]. Leakage or relaxation of
deposited resin is determined by time in between the deposition and solidification
periods [9]. Properties of the PolyJet printed parts are significantly affected by the
process parameters of finish/built style and orientation [10].

In this regard, many researchers studied the effects of PolyJet process parame-
ters on the mechanical properties and the material consumption as well as printing
time [11–15]. Kim and Oh [11] investigated the mechanical properties, accuracy,
roughness, speed, and material cost. The authors exposed that the building direction
strongly affects the mechanical properties and part accuracy which is dependent on
the geometry and dimension of the part. Tee et al. [12] investigated the mechanical
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and fractographic analysis of PolyJet printed polymer composites. They reported
that the micro-composites having the size small as 62.5 µ also feasible in PolyJet
printing. Stiffness of the composite is influenced by orientations and geometries of
reinforced particles while subjected to compression. Compared to other samples,
ultimate tensile strength and elongation at break is minimized in a 45° part orien-
tation. In another study, PolyJet process parameters (part orientation, type of finish,
printing mode, support material style and layer thickness) and different materials
(Digital ABS Ivory,VeroGray, RGD720 andRigur) have been examined using design
of experiments. This study found, glossy surface finish, high speed printing mode
and a 90° part orientation gives the enhanced properties of surface quality, surface
hardness, bending strength, tensile strength, tensile modulus and elongation at break
[13].

Kechagias et al. [16] reported the effects of process parameters such as layer
thickness, build style and scale on accuracy of the PolyJet printed specimens by
using the Taguchi’s L4 (23) orthogonal array. The results infer that the dimensional
accuracy is significantly affected by the layer thickness and built style. In another
study, influences of dimensional accuracy of PolyJet printed parts are investigated
by the same process parameters utilizing the gray Taguchi method [17]. The aim
of this study is to offer a better understanding about the build properties of PolyJet
printed multi-material parts by investigating the effects of process parameters using
a statistical method of Taguchi orthogonal array. An investigation of build properties
on PolyJet printed digital parts with the mixed part approach has not been reported
yet.

2 Methodology

2.1 Machine, Materials and Specimen Design

Stratasys Objet260 Connex 3D printer was used to print the samples in mixed part
approach of digital material printing mode having 30 µ layer thickness. The mixed
part approach can build the single product that contains different model materials in
different regions, which is very useful for self-assembled parts that to be eliminated
through secondary operations. Thismachine offers both thematte (M) and glossy (G)
finish. In finish “M”, printed part is fully covered by support material which offers
a uniform surface finish. But in “G” finished part, support material covers the over-
hanging features,while the top surface of the printed part is free from supportmaterial
[18]. Communication to AM machine and preprocessing like material assignment,
orientation, selection of finish type and layer thickness was performed by Objet
Studio software. 3D samples which differ in design not in overall dimensions are
selected for this investigation and named as dice and stacking as shown in Fig. 1.

The rigid build materials of VeroWhite (W), VeroClear (C) and rubber like Tango-
Plus (T) is chosen for this study. Mechanical properties of selected materials are
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Fig. 1 Two-dimensional drawing of samples

populated in Table 1. The selected build materials are categorized for three different
combinations namely;VeroWhite-TangoPlus (WT),VeroClear-VeroWhite (CW) and
VeroClear-TangoPlus (CT). Primary and secondary material is defined by order of
material combination. In case WT, “W” referred as a primary material and “T”
referred as a secondary material. In dice sample, portion A1 and A2 are filled by
primarymaterial, portion B1 and B2 are filled by secondarymaterial and it is denoted
byD0. Top layer and bottom layer of the stacking sample is filled by primarymaterial
and middle layer is filled by secondary material which is named as stacking-1 and

Table 1 Mechanical properties of selected PolyJet materials

Properties VeroWhite VeroClear TangoPlus VeroWhite and
TangoPlus

VeroClear and
TangoPlus

Tensile strength
(MPa)

50–65 50–65 0.8–1.5 40–60 35–45

Elongation at
break (%)

10–25 10–25 170–220 15–25 20–30

Flexural strength
(MPa)

75–110 75–110 – 55–75 45–60

Flexural modulus
(MPa)

2200–3200 2200–3200 – 1500–2500 1400–1800

Shore hardness 83–86 D 83–86 D 26–28 A 81.1–85.5 D 79.5–83.5 D



14 A. Pugalendhi and R. Ranganathan

Table 2 Selected control
factors and their levels

Control factor Level 1 Level 2 Level 3

Finish type M G –

Material WT CW CT

Design D0 S1 S2

the same is denoted by S1. Similarly, material assignment of S2 sample is a vice
versa of S1 sample, which is named as stacking-2.

2.2 Design of Experiments

In this study, Minitab software is used to determine the number of experiments
through the statistical method of Taguchi orthogonal array. Finish type, material
combination and design of sample are referred as selected control factors. Levels
of selected control factors are displayed in Table 2. Taguchi’s L18 (21, 32) orthog-
onal array was used to examine the effect of selected control factors. Printing time,
number of layers and height of the printed specimen are referred as responses. Faster
production can be achieved by lesser value of all responses. Average response values
are recorded and each experiment from L18 orthogonal array was conducted three
times randomly.

3 Results and Discussion

Details of each experiment and its printing details are populated in Table 3. Descrip-
tion column of the table determines the combination of each parameter. For example,
experiment number 1 “MWTD0” refers matte finish, primary material of “W” and
secondary material of “T” is selected for printing a sample D0. Material consump-
tions and printing time is obtained from job manager window of Objet Studio soft-
ware. Similarly, 3D printed specimen height and number of layer values are acquired
from machine window. PolyJet printed samples with support material and without
support materials are shown in Fig. 2a and b respectively. Values of Table 3 reveals
that, printing time of glossy finished samples are lesser when compared to matte
finished samples. Because, support material deposition on top surface of the glossy
finished sample is neglected. Noticeably, material consumption, printing time, spec-
imen height and number of layers of all the glossy finished samples are equal. Spec-
imen height and number of layers of matte finished WT samples are 6.88 and 7.35%
higher, when compared to glossy finished samples and the samewas takes oneminute
additional printing time.

On other hand, except “MCTS2” and “MCWS2” sample, all other matte finished
samples (4 no’s) of “CT” and “CW” shows uniform reading. Compared to glossy
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Table 3 Results of printing details for eighteen printed parts

Experiment
number

Description Primary
material
(g)

Secondary
material
(g)

Support
material
(g)

Printing
time
(min)

Specimen
height
(mm)

Number
of layers

1 MWTD0 2 2 3 18 4.36 146

2 MWTS1 2 2 4 18 4.36 146

3 MWTS2 2 2 4 18 4.36 146

4 GWTD0 2 2 3 17 4.06 136

5 GWTS1 2 2 3 17 4.06 136

6 GWTS2 2 2 3 17 4.06 136

7 MCTD0 2 2 4 27 7.06 236

8 MCTS1 2 2 5 27 7.06 236

9 MCTS2 2 2 4 23 7.06 236

10 GCTD0 2 2 3 17 4.06 136

11 GCTS1 2 2 3 17 4.06 136

12 GCTS2 2 2 3 17 4.06 136

13 MCWD0 2 2 4 27 7.06 236

14 MCWS1 2 2 5 27 7.06 236

15 MCWS2 2 2 4 23 6.05 202

16 GCWD0 2 2 3 17 4.06 136

17 GCWS1 2 2 3 17 4.06 136

18 GCWS2 2 2 3 17 4.06 136

Fig. 2 PolyJet printed samples a with support materials, b without support materials

finished samples, specimen height of the above mentioned four samples are
increasing 73.89%, the number of layers increases 73.52% and it consumes an extra
printing time of 10 minutes. Printing time, specimen height and number layers of the
sampleMCTD0,MCTS1,MCWD0andMCWS1 are higherwhen compared tomatte
finished WT samples and the percentage of increasing value are 50%, 61.92% and
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Table 4 S/N response table for all the responses

Response Control factors Level 1 Level 2 Level 3 Rank

Printing time Finish type −25.96 −25.79 – 3

Material −24.86 −26.39 −26.39 1

Design −26.03 −26.03 −25.57 2

Specimen height Finish type −13.98 −13.62 – 2

Material −12.48 −14.35 −14.57 1

Design −13.88 −13.88 −13.65 3

Number of layers Finish type −44.47 −44.12 – 2

Material −42.98 −44.84 −45.06 1

Design −44.37 −44.37 −44.14 3

61.64% respectively. However, both the “CT” and “CW” experiments show higher
values than “WT” experiments.

Significance of each control factor over the selected responses was determined
by signal-to-noise (S/N) ratio. Table 4 displays the S/N response table for all the
responses. From this result, material selection is an important control factor to opti-
mize all the responses of PolyJet printed parts followed by design of the sample and
selection of finish type. Ranking order of the specimen height and number of layers
reveals the same results. Here, second and third rank is secured by finish type and
sample design respectively. However, glossy finished stacking-2 sample printed by
WTmaterial combination (GWTS2) shows the optimum selection. Main effects plot
for S/N ratios of all the response is shown in Fig. 3.

From this research, it is observed that printing time is significantly influenced
by the selection of model material. Outcome of all the responses is equal in glossy
finished samples. In matte finish, printing time and support material consumption
of material “C” is more when compared to material “W” and “T”. Printing time
and support material consumption is based on material property, bonding strength
and curing temperature. Owing to neglecting the support material deposition at the
top surface of the part, glossy finished samples require shorter printing time when
compared to matte finished samples. Noticeably, responses of printing time, height
of the 3D printed specimen and number of layers are directly proportion to other
responses. This research paper offers an understanding of optimum selection of
process parameters of the PolyJet machine. The obtained results are very useful for
investigating the material properties of PolyJet materials in different combinations
and fabrication of multi-material products.
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Fig. 3 Main effects plot for S/N ratio for all the responses a printing time, b specimen height and
c number of layers

4 Conclusion

This study investigated the build properties of PolyJet printed multi-material parts.
Eighteen samples were built according to the L18 Taguchi orthogonal array that had
been selected as the experimental design. The effects of build properties on process
parameters such as finish type, material combination and design of the samples were
studied. Findings of this investigation reveal that build properties are significantly
affected by material combination. Printing time and support material consumption
of VeroClear is higher than other materials discussed. Glossy finish, VeroWhite-
TangoPlus material combination and sample stacking-2 is identified as an optimal
selection. Compared tomatte finish, build properties are better in glossy finish.Matte
finishedCT andCWsamples require additional 50%of printing timewhen compared
to matte finished WT samples.
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Design of Workplace in Assembly Unit
Using Ergonomic Principles

V. Manivelmuralidaran , M. Balaji, and V. Arun

1 Introduction

Ergonomics is commonly used to decrease occupational injuries by finding the tasks
and postures that creates continuous musculoskeletal stresses. K. H. F. Morrel at
1949 coined the concept of ergonomics, who derived it from Greek word ‘ergo’
which means work and ‘nomos’ which means law. According to International
Ergonomics Association (IEA), the term ergonomics is concerned with the under-
standing of human interactions and the profession that applies theory, principles, data
and methods to design in order to optimize human well-being and overall system
performance [1].

Productivity improvement by worker is one of the important objectives of indus-
tries, particularly involved in assembly workstations. Assembly workstations are
characterized by repetitive works. These works in these workstations are consid-
ered to be fatigue and tiresome. This in turn tends to reduce the worker productivity
and larger rate of absenteeism [2]. Manufacturers of varying industries found that
along with investing huge amount of money onman, machine, material andmethods,
incorporating ergonomics principles in design of workplace is cost saving [3, 4].

This study is conducted on assembly and collection workstation which has
suffering from high cycle time. Fixed workstation involves three set of sub-
assemblies, collection of fasteners and a final main assembly for the completion
of single process. The objective of this research article is to avoid the long reaches
and in providing the adjustable workstation with individual seating which will enable
to work in sitting or standing position, thereby the time taken for operation is also
reduced.
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2 Literature Review

Workplace with good design reduces injuries and make the workers to work effec-
tively and efficiently to manufacture the good quality products [5]. Workstation with
efficient design is essential to for mass production and flexibility in an effective way,
thus allows the organization to increase their quality level and production indicators
[6]. Improper planning in the design of workstation makes the workers to accommo-
date into working conditions that were not designed for them [7]. Handling heavy
loads, repetitiveness of work, awkward and static postures are the factors that allows
the assembly line workers to risks of musculoskeletal disorders [8]. Researchers
pointed out that working at shop floor is a complex task with high level of responsi-
bility, working for a prolonged period of time results in higher risk ofmusculoskeletal
disorders [9]. Thus, the poor performance is given by the workers suffered from the
high risk because of inappropriate match between the workstation and the anthro-
pometry. During the time of assembly works and repetitive manual handling tasks,
workers are susceptible to the risk of injuries. A workplace should be designed by
incorporating ergonomic principleswill yield high productivity andworker efficiency
[10].

Ergonomics is traditionally used to decline the number of occupational injuries by
finding the tasks and postures that develops the musculoskeletal stresses, and thus,
good ergonomic design is used to enhance the organization productivity [11, 12]. One
of the basic principles of ergonomics, fit the machine to the man or else fit the man to
the machine [13]. Success for major industries depends on how quickly the products
are delivered to the customers. The industries must implement new technologies and
concepts to achieve success [14].

Optimizing the safety, health and comfort of the human in the working system
is the main aim of the ergonomics; thus, it is necessary to implement safety and
health policy to protect the workers [15, 16]. Fixed workstations of the assembly line
have restrictions on anthropometric dimensions of the operators who are involved
in assembly operations. Further, it affects the stress on musculoskeletal system of
the operators [17]. The normal time required to do a specific task by a qualified and
well-trained person is determined by the method of time study [18, 19].

The innovation in taking up this work is to incorporate the ergonomic principles in
workplace design, and this modification has not been attempted in the organization.
Hence, the design changes of the workplace has been suggested, and it is evident
that the modification brings increase in production of the products that has been
presented.
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3 Methodology

3.1 Objectives

The objectives of the present research study are to design workplace with ergonomic
consideration. This is needed to improvise the working performance of the workers
to increase the production. The second objective of taking up this research is to
reduce the operator fatigue. There are number of workers facing occupational health
problems due to prolongedworking in the standing position. It is essential to redesign
the workstation to reduce the occupational health problems. The third objective is to
ensure a good workflow which facilitates the improvement in production.

By incorporating the ergonomic principles in workstation design, this objective
can be achieved, and it is evident from the literature [20, 21]. This project initiated
with the study on existing workstation with five workers, by identifying the major
problems faced by the workers during their normal working time. The problemswere
analyzed, and then a better solution is implemented. Decision analysis process starts
with the study on current process and identify the major problems. Then, the analysis
of the problem will be done to find the better solution, and the data collected for the
process. Layout design will be done, and it will be validated and implemented. The
implemented solution reduces the fatigue problems faced by the workers, and the
result shows the improvement in productivity.

4 Existing Workstation

An assembly and collection workstation which are used to assemble fasteners was
selected for the study. Through the measurements of the existing workstation, it
was decided that the workstation was not designed by considering the ergonomic
principles, and hence, the workers were not using the proper working posture during
the time of work.

The task was performed in standing position for about 9 h abandoning the lunch
and break time. Due to this reason itself, some of the workers cannot expose their
effort properly after completing their half day work. The assembly table height was
fixed as 3.37 ft with the inadequate table surface area (5.25 × 3.12 ft). The footrest
was not designed to provide a proper support to theworkers, it looked like an attached
bar along the front bottom of the table. The collection table height was fixed as 3.1 ft
with the surface of (7 × 2.1 ft). The shoulder stress and back pain are caused when
the worker is working under such conditions for a prolonged period of time [21, 22].

The bins (B25) containing fasteners were located at the farther right end corner
and superimposed by (2 × 3 ft) in straight line on the assembly table. A pneumatic
press of 21 kg is located at the front right end of the assembly table and the screw
driver is hinged at a distance of 1.7 ft from the front of the assembly table with
locating the fixture straight to it on the table. Thus, the workers will have to move
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Fig. 1 Layout of the
existing workstation

their arm by providing some force to pick the fasteners during the time of assembly
and some operators took certain volume of fasteners and kept it within their easy
reach, which are to be used in next operation. So, it stands as a little disturbance to
the worker during their arm motions.

Here, the limit to hold the screw driver by the worker was exceeded. Figure 1
shows the layout of the existing workstation, the collection of fasteners was done on
the bins (B15) located at the left and right of the assembly table, and it was transferred
to the collection table for the next stage of inspection. All the dimensions mentioned
in this article are given in ft. Since, it has been measured from the workstations and
recorded.

5 Design and Development of Multiple New Workstation

The redesigned workstation was proposed by taking into account of the ergonomic
factors while designing. It is proposed to develop the new workstation that could be
used by an individual irrespective of their height and working in the desired posture.
For designing the new workstation, anthropometric data of five workers were taken
to identify the range of movements which is essential to have worker comfort. Table
1 gives the anthropometric data of the workers. Anthropometric data of workers such
as standing height (SH), vertical grip reach (VGR), forward grip reach (FGR), foot
length (FL) and sitting height (SH) are collected. In order to do the work without
any kind of unnecessary movements and fatigue, the fully adjustable ergonomically
designed chair and working table were suggested.

By taking into account of the ergonomic principles and the anthropometric data of
the workers, new advanced tables were designed with adjustable vertical movement
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Table 1 Anthropometry data of workers

Worker 1 Worker 2 Worker 3 Worker 4 Worker 5

SH 5.53 5.39 5.27 5.59 5.25

VGR 6.73 6.57 6.28 6.84 6.19

FGR 2.42 2.38 2.34 2.45 2.31

FL 0.77 0.75 0.73 0.8 0.72

SH 2.87 2.66 2.59 2.92 2.56

Table 2 Dimensions of
storage bins

Storage bins Length (ft) Breadth (ft) Height (ft)

B15 0.66 0.46 0.33

B25 0.75 0.5 0.416

B45 1.1 0.68 0.65

Fig. 2 Layout of the new workstation

[23–25]. The total gap between the vertical heights of each bins was maintained at
0.15ft. Table 2 gives the dimensions of the individual storage bins.

Finally two packing tables were designed with breadth and height of the previous
table with varying length of 5-ft. A lamp with 750 lx was used in the individual
worktable at distance of 4.10-ft from workplace [26, 27]. Figure 2 shows the layout
of new workstation designed with considering ergonomic principles.

6 Results and Discussions

A test was conducted on both the workstations to estimate the new workstations in
terms of productivity. The assembly of mounting kit consists of four assembly work
and three non-assembly work (collection, inspection and packing) and the assembly
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Fig. 3 Layout of assembly unit after implementing the ergonomic principles

performed on the workstations that are not designed by taking into consideration
of ergonomic principles. Also, the workflow in the existing workstation was not
followed properly. Workers completed the assembly work in certain periodic time,
and the remaining non assembly work in an individual time. The experiment was
conducted in two ways: (1) assembling mounting kits on the existing workstation
method and (2) assembling the mounting kits on the new workstation that incor-
porated ergonomic principles. The output of these two scenarios are compared and
suggested to the organization. The layout of assembly unit after implementing the
new workstation with extended area is shown in Fig. 3.

The time study for each and everywork classified by the elements is noted for both
the existing and new workstation. The comparison of time study shows that the new
workstation was higher in comparison to the mean time of the existing workstation.
The number of products produced per day by single newworkstation increases to 117,
comparedwith the existingworkstationwith output quantity around 99. This increase
is achieved through the reduction of time in collection of fasteners of about 75 to 50 s
by modifying the workstation Thus, by incorporating the flexibility and ergonomic
principles with proper work flow provides higher worker performance [9–11]. The
workplace has been designed in such a way that it suits the workmanship which
increases the number of products that is evident from the results. Major changes
incorporated in the new workstation were: (1) appropriate table surface area with
the height adjustments, (2) fully ergonomically designed chair with suitable back
rest and height adjustment, (3) locating the bins in the assembly and collection table
using bin rails. Since the workstation was fully adjustable, a flexible posture in the
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task performance is possible by the workers. Hence, the workers can easily adjust
the new workstation depending upon their level of use. The ergonomics and the
proper work flow incorporated to the workstation made the worker comfortable, less
fatiguing andmore efficient [21–23]. The results obtained in this research work are in
consistent with the earlier research which improves the productivity by incorporating
the ergonomic principles [25].

7 Conclusion

A new workstation was developed, and it is fully adjustable by the workers for
comfort and could be used in sitting and standing posture. Hence, the job rotation
is also easily achieved by adjusting the worktable height depending on the workers’
comfort. So, the new workstation designed ergonomically had a positive effect on
increasing theworker efficiency. The collection of fasteners of about 75 swas reduced
to 50 s by modifying the workstation. The output product of the multiple new work-
station is around 234, while the existing workstation had output of 99 products per
day. Thus, the efficiency result proposes that the new workstation was comfortable
to the workers. In other words, justification was done on a good workstation with
consideration of ergonomic principles could ensure workers’ health and safety and
also improves the productivity. Future scope of this research work includes imple-
mentation of indication light system to each bins, and bar code is used in place of bill
of materials during collection. By the scanning of bar code, the corresponding bins
will illuminate which enables the operator to pick the fasteners from bins quickly.
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Experimental Investigation
on Electrochemical Discharge Machining
of Zirconia

Vijay Manoharan, Sekar Tamilperuvalathan, Elango Natarajan,
and Prasanth Ponnusamy

1 Introduction

Nowadays, the manufacturing industries adopt non-traditional machining processes.
It reduces the tool cost and also effectivelymachining high-strengthmaterialswithout
any thermal defects [1]. Electrochemical discharge machining (ECDM) is a non-
traditional machining process that combined electrochemical machining (ECM) and
electrical discharge machining (EDM) [2]. ECDM process uses NaOH as an elec-
trolyte with voltage to machining the ceramics [3]. In this research work, the ECDM
process uses various levels of NaOH electrolyte concentrates and voltage. High-
strength and corrosive resistance materials are used to produce dental and medical
instruments. Zirconia (ZrO2) is widely used for the production of medical and dental
instruments due to its high resistance to corrosion and high strength [4]. This exper-
imental work uses zirconia as a working material, and ECDM is the process of
machining the zirconia [5].

In ECDM, the parameters used to machine zirconia are electrolyte concentrate,
electrolyte flow type or stagnate type, applied voltage, duty cycle and tool, inter-
electrode gap (IEG), critical depth, etc. This work involves parameters such as elec-
trolyte concentrations, applied voltage, and duty cycles in three levels and also uses
the design of experiments [6] with response surface methodology for this work;
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ECM [7, 8] and EDM [9] processes also studied to achieve optimization of material
removal rate (MRR) in ECDM having three process parameters such as electrolyte
concentration, duty cycle, and applied voltage; [10] in this work, various process
parameters are studied and predict that the electrolyte concentration is reducing the
tool wear and increasing the MRR. In this research work, the electrolyte concen-
tration is used to three levels to achieve maximum material removal rate; [11] in
this work, they used the various design of experiments such as the Taguchi design
and GA algorithm to optimize. In this work, we used response surface methodology
for the design of experiments; [12] in this experimental work, they used to machine
glass workpiece in ECDM with four parameters such as voltage, duty factor, elec-
trolyte concentration, and temperature. They used response surface methodology to
design experiments to conduct experiments, and they revealed that MRR increased
in voltage and temperature. The electrolyte used in this work NaOH is kept stagnate
instead of circulation which is one of the important machine setups in this process;
[13] in this experiment, they prove that the better MRR is achieved where the elec-
trolyte is stagnating position, so in our experiment, we kept the electrolyte stagnate
[14] while machining.

2 Design of Experiment

The stainless steel tool is used to remove the material to make a hole in the zirconia
plate. The tool is stationary and electrolytes kept stagnate condition. The material
removal rate is observed under the impact of three distinguished parameters, such as
applied voltage, duty cycle, and electrolytic concentration.

2.1 The Process Parameters

The process parameters ranges for the experiments are given below:

Electrode Stainless Steel
Workpiece Zirconia
Workpiece thickness 1 mm
Electrolyte NaOH (with various concentrations)

2.2 Selection of Machining Parameters

For the machining of hard materials like ceramics, the following machining param-
eters voltage, electrolyte concentration, and duty cycle are the most influencing
machining parameters in the ECDM and selected the above-mentioned parameters
based on the literature work.
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Table 1 Levels of process
parameter

Name Units Low High

Electrolyte concentration %wt 15 25

Voltage V 80 100

Duty cycle % 50 70

2.3 Box–Behnken Design

To conduct the experiments, Box–Behnkan design from response surface method-
ology is selected.

Table 1 depicts the process parameters and the level of their value on experiments.

3 Experimental Work

3.1 Material for Workpiece

Zirconia (ZrO2) is one of the strongest material as well as highly corrosive resis-
tant. Table 1 depicts the mechanical properties of Zirconia (ZrO2), and they studied
zirconia is a material having tremendous properties such as high resist to indentation
strength, high resist to wear, great thermal hardness, and more chemical durability,
and also noted the zirconia material is strongly recommended to produce dental
crowns and wear-resistant coating. Further, they observed from experiments that
MRR is increasing due to increasing applied voltage and also noticed that overcut
issues were also raised [15]. The objective of this research work is to maximize the
MRR.

3.2 Electrochemical Discharge Machining (ECDM)
Processing

The non-traditional machining processes are used to machining the hard and brittle
material such as zirconia [16]. They used the ultrasonic machining process in their
experimental work and revealed that higher voltage causes to tool wear [17] which
utilize the ultrasonic machining process to machine the zirconia composite material
and revealed the slurry with abrasives which are causes to damage the workpiece
surface. In this work, the ECDM is used to avoid surface damage due to abrasive
slurry. Figure 1 shows the experimental arrangement for the ECDM. This setup
consists of a steppermotor, filter unit, tool holder,machining chamber, tool horizontal
movement control handwheel, and programmed tool movement controller.
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Fig. 1 ECDM machining setup

The workpiece is kept in the machining chamber, and beforehand, the machining
chamber is filled with NaOH electrolyte up to cover the workpiece surface. The
stainless steel tool is mounted with a tool holder. The workpiece is moving with the
help of a handwheel in X- and Y-direction to drill the zirconia material.

Beforehand, the design of experiments (DOE) is used to conducting experiments.
Response surfacemethodology is select toDOE inBox–Behnkenmodel design using
design-expert software.

4 Results and Discussion

Figure 2 shows themachining of the workpiecematerial into themachining chamber.
The spark is produced between the workpiece and electrolyte. The Electrochemical
DischargeMachining process beginning, electrolyte enclosed the tool gets debase by
the reaction, produces gas bubbles, as a result, the bubbles release the pressure energy
causes to material removal. The electrode gets wear and contaminates due to spark.
Therefore, for each experiment, a new electrode is used with a fresh electrolytic
concentration solution.

Table 2 shows the material removal rate of the machining of zirconia. The work-
piece has been observed before and after machining to calculate the material removal
rate.
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Fig. 2 Machining of workpiece

Table 2 Material removal rate (MRR)

Run Electrolyte concentration (A) Voltage (B) Duty cycle (C) MRR (µg/min)

1 20 90 60 238

2 20 90 60 237

3 20 90 60 238

4 15 90 50 210

5 25 80 60 249

6 20 100 70 245

7 25 90 70 263

8 15 100 60 234

9 20 90 60 236

10 20 80 70 239

11 15 80 60 214

12 25 100 60 276

13 20 80 50 227

14 15 90 70 226

15 20 90 60 237

16 20 100 50 242

17 25 90 50 247
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4.1 Observations During Experimentation (MRR)

Time duration 30 min, (Each Cycle)
Tool Stainless Steel
Tool diameter 1 mm

Regression equations obtained for the material removal rate is given below. This
equation helps in the prediction and optimization of output variables concerning
input variables.

MRR = 237.2+ 18.875A+ 8.5B+ 5.875C+ 1.75AB+ 5.55958 e

− 16AC+−2.25BC+ 2.15A2+ 3.9B2+−2.85C2 (1)

where A is electrolyte concentration, B is voltage, and C is duty cycle.
Table 2 shows the result of the material removal rate of zirconia in g/min. These

table values are clearly indicating that zirconia ismachined usingECDMwithNaOH.
From the above table values,we clearly infer that experimental run no: 12 achieved

moreMRR than others, and in the 12th run,weused the parameters that are electrolyte
concentration is 25% wt., the applied voltage is 100 V, and the duty cycle is 60%.

Figure 3 shows the parameter relations regarding the material removal rate. The
graph shows that voltage gives a most influencing effect on material removal rate.
Increases in voltage lead to increase in the rate of spark generation in the sparking
area.

Fig. 3 Response surface plots for MRR
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5 Conclusion

1. The electrochemical dischargemachining (ECDM) technique is able tomachine
non-conductive materials like ceramics, glass, polymers, etc., in an effective
manner. Based on experimental studies by the machining of zirconia, the
following conclusions are drawn out:

2. From this experimental work, hard and brittle material like zirconia can be
effectively machined without any fracture or thermal defects to the workpiece.

3. In this work, voltage plays a major role then followed by electrolyte concentra-
tion in the material removal rate of zirconia.

4. It was found that the maximum MRR is achieved when the voltage is and the
electrolyte concentration in the peak, and the duty cycle was in the nominal
stage.

5. In the future study can be carried out for radial overcut, roughness of machined
area, and tool wear rate.
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Risk Management for e-Commerce
Supply Chain Network Using Robust
Optimization Approach: A Case Study

Shubhender Singh, Pradeep Kumar, Manish Bhandari, and Gunjan Soni

1 Introduction

Supply chain (SC) encompasses all events involved in the transformation of goods
from the raw material stage to the final stage, i.e., when the goods and services reach
the end client. A supply chain comprises of flow of materials, information, funds,
and services from suppliers, factories, distribution centers to the end clients. Income
growth and urbanization along with high use of communication technologies are
expected to cause a significant increase in demand for products purchased through e-
shopping. Presently, maintaining a web based market place and providing the facility
of online shopping is extremely important to all leading manufactures or retail firms.
There are a number of vast applications of E-supply chain in e-businessmodel, exam-
ples are Amazon, Dell, Alibaba, Flipkart, e-bay, Snapdeal, etc. In today’s business
world, complex supply chain had become a fact of life for firms. Very first step in
supply chain risk analysis is risk identificationwhich is basicallymapping all possible
causes of risk in the supply chain to recognize factors responsible for disruption in
operations. Ameasure of risk combines a measure of the probability of occurrence of
each primary event with a measure of the consequences of that event. Quantitatively,
risk can be calculated as the product of the probability of an event and the business
impact (or severity) of that event [1]. Supply chain risk management (SCRM) is
defined as collaborating with partners to deal with risks and uncertainties caused
by, or impacting on, logistics-related activities or resources [2]. Mitigation approach
is based on the analysis of the processes with the aim of reducing the likelihood
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of occurrence [3, 4]. The introduction of operational buffers along the supply chain
(e.g., excess inventory or productive capacity, backup sourcing, multiple sourcing) is
another approach to manage risks [5]. Much attention has been given to closed-loop
supply chainwhich includes forward and reverse supply chains. The forward flowand
reverse flow are considered together in this model allowing simultaneous optimality
of network [6, 7].A stochasticmodel is proposed for network design problems [8].An
optimization model is exhibited for reverse logistic network design [9]. The insights
of application of CLSC network is also presented [10]. Demand uncertainty is the
uncertainty in the customer demand for a product. Therefore considering demand
side uncertainty seem necessary in the supply chain network design. Majority of
existing reverse and closed-loop logistics network design models neglect the uncer-
tain nature of various input parameters in a strategic planning horizon. Forward and
reverse logistics network design under demand is proposed and return as uncertainty
parameters [11]. A model is proposed for a supply chain network design (SCND)
under uncertainty. Risk averseness of retailers is applied to the model under uncer-
tain demand. Model is made robust by using Conditional Value at Risk (CVaR) [12].
Efficient risk and uncertaintymanagement tools are vital to obtain optimal and robust
decisions in supply chain network design, e.g., Conditional value at risk (CVaR) and
robust stochastic programming approaches [13]. Effective environmental and social
life-cycle evaluations are provided to assess the associated effects of the model on
society, environment, and energy consumption [14].

Based on the insight gained from the literature about supply chain, e-commerce
supply chain, risk factors, riskmanagement, etc. gaps are observed in the literature but
there is a visible research gap of studies dealing with the interrelationships of supply
chain risks and selection of appropriate mitigation strategies. Also, an information
sharing strategy will foster close collaboration among member enterprises that can
make them more capable to mitigate operational risks and disruption risks. In e-
supply chain model, direct shipping and shipping through distribution center take
place. If the customer sites are nearby the factory location, then direct shipping of
product takes place from factory to the customer sites. The current work is an effort
to provide the firms with the models so as to help the managers to take strategic
level decisions under uncertainty. A close loop supply chain (CLSC) network design
that consists of forward and reverse flow is carried out. The robust optimization
(RO) based modeling with both direct shipping of the products and shipping through
distribution center under demand uncertainty is proposed and analyzed. The results
are presented for supply chain planning strategies for an e-supply chain of case
company (furniture manufacturing firm).

2 Robust Optimization Approach

Robust optimization involves two types of robustness: “solution robustness” (the
solution is nearly optimal in all scenarios) and “model robustness” (the solution is
nearly feasible in all scenarios). The definition of “nearly” is left up to the modeler;
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their objective function has general penalty function for both model and solution
robustness, weighted by a parameter intended to capture the modeler’s preference
between the two. The robust optimization method extends stochastic programming
through replacing traditionally expected cost minimization objectives with one that
explicitly addresses cost variability [15].

2.1 Deterministic Model for Robust Optimization

The demand is considered as uncertain parameter which is assumed to vary in a
specified closed bounded box [16]. In the Stochastic programming approach, some
parameters are regarded as random variables with known probability distributions. In
real world, it is not possible to have a known probability distribution. In comparison,
the Robust optimization approach represents uncertainty through setting up different
scenarios which demonstrate realizations of uncertain parameters. The aim of this
approach is to find a robust solution which ensures that all specified scenarios are
“close” to the optimum in response to changing input data. In this study robust
optimization approach is used as it has advantages over other approaches. Robust
optimization approach based on theory of Ben-Tal is chosen for further study. Based
on, the related uncertain linear optimization problem that consists of a collection of
linear optimization problems can be defined as follows:

Min cx + d

s.t. Ax ≤ b

c, d, A, b ∈ U

(1)

The above model has the parameters c, d, A, b belongs to uncertainty set U and
vary in that set. The elements of matrix A are subject to uncertainty. Each entry
of matrix A can be modeled as an independent, symmetric, and bounded parameter,
which can take values in with in box. There has to be a nominal value and amaximum
deviation from the nominal value. A parameter is introduced called the budget of
uncertainty, for every constraint. When budget of uncertainty is 0, it means that there
is no protection against uncertainty, and in other cases when budget of uncertainty
is 1; it means there is complete protection against uncertainty.

3 Mathematical Modeling for E-Supply Chain Network

3.1 E-Supply Chain Network

The study focuses on capturing the practical aspect of e-commerce supply chain.
A generic model with closed-loop forward and reverse supply chain network is
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proposed. It consists of a Plant cum recovery center (PCR), distribution center (DC),
disposal center (DIC), and customer sites. The PCR are hybrid facilities which can
ship the product to customers directly or through DC and also able to handle the
return coming from the customers.

3.2 Model Formulation

3.2.1 Objective Function

CLSC network design problem, the objective function is to minimize the total cost
of CLSC network, which consist of fixed opening cost, production cost, distribu-
tion cost, transportation cost (TR), recovery cost, collection cost, disposal cost, and
penalty cost for non-satisfied demand.

Min Z = Fixed cost + Production cost + Distribution cost + Transportation cost

+ Recovery cost + Collection cost + Disposal cost

+ Penalty cost of non - satisfied demand

The fixed cost include cost of opening PCR, DC, and DIC.

Constraints

There are two types of constraints: (a) Restrictions related to capacity. (b) Restriction
related to binary and non-negativity decision variables.

The various constraints involved are as follows:

• The quantity recovered at PCR should balance the recovered quantity shipped
from PCR to DC and recovered quantity shipped from PCR to the customer site.

• The quantity produced at PCR should balance the sum of the quantity of new
product shipped from PCR to DC and quantity of new product shipped from PCR
to customer site.

• The quantity shipped to the customer sites should be greater than the demand.
• The returned products from customer site to PCR.
• Flow constraint is for DC to customer site.
• Balance of the quantity of return product.

The above modeling is for a closed-loop e-supply chain network design which is
our third objective.

Robust Optimization

The above deterministic model is reformulated to accommodate the right hand side
uncertainty in themodel. In general form, the deterministic linear optimizationmodel
can be written as in Eq. (1). On the above lines, to develop the robust counterpart of
the proposed e-supply chain model, the demand is considered as uncertain parameter
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which is assumed to vary in a specified closed bounded box. This is the robust coun-
terpart of the e-supply chain model. The above formulation is a robust counterpart of
closed-loop e-supply chain network structure which is our fourth objective. To assess
the performance proposed e-supply chain model of DS and SDC under uncertainty,
several numerical experiments are performed using RO counterpart and the related
results are reported in next section.

4 Numerical Example

4.1 Data Generation and Problem Tests

To take the insight of varying problem size and uncertain parameters in closed-loop
e-supply chain DS and SDC network design four instances of the problem with four
different problem sizes are designed. Nominal data for test problem are randomly
generated using the random distributions and is given in Table 1.

The following notations and indices are used in the formulation of model.

i: Potential number of plants cum recovery centers (PRC) i = 1, ….I
j: Potential number of distribution center (DC) j = 1,….J
k: Potential number of customer sites k = 1,….K
l: Potential number of disposal center (DIC) l = 1,…L.

The test problemconsists of four different problemsizes and is denoted bynetwork
1, network 2, network 3, and network 4 respectively. In order to analyze the perfor-
mance of selected networks four uncertainty levels (ρ = 0.2, 0.4, 0.6, 0.8) for each
problem size is computed. The robust and deterministic models are solved under
nominal data for all four network sizes. The deterministic and robust models are
programmed in AIMMS 4.2 environment and solved by CPLEX 12.6.

4.2 Behavior of Proposed Model Under Different Levels
of Uncertainty and Network Sizes

First, deterministic models are solved under nominal data. These models are solved
again under uncertainty of the demand parameter for robust optimization. Four uncer-
tainty levels (ρ = 0.2, 0.4, 0.6, 0.8) are considered to evaluate the role of the uncer-
tainty level and results are given inTable 2.Objective functionvalues for deterministic
and a RO model is considered as the main comparison criterion. Table 2 presents
the summary of all network sizes and corresponding objective function values for
all uncertainties levels. At higher uncertainty levels robust optimization approach
performs better as evident from Table 2. The model shows that while designing the
e-supply chain network firm can incorporate level of uncertainty from 0.4 to 0.6 with
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Table 1 The source of random generation of nominal data

Parameters Data (uniform) Parameters Data

Demand of customer site k
(dk)

(400, 500) Distribution cost per unit of
product at DC j (nj)

(10, 20)

Return rate of used product
from customer site k (rrk)

(0.05, 0.1) Transportation cost per unit
of product from PCR i to DC
j (aij)

(40, 60)

Production capacity of PCR
i in forward flow (pci)

(2500, 4000) Transportation cost per unit
of product from DC j to
customer site k (bjk)

(60, 80)

Distribution capacity of jth
DC in forward flow (dcj)

(700, 1200) Transportation cost per unit
of product from PCR i to
customer site k (eik)

(50, 1500)

Collection capacity of PCR
i in reverse flow (cci)

(300, 500) Collection cost per unit of
product at PCR i (ci)

(20, 50)

Disposal capacity of
disposal center l (scl)

(100, 300) Disposal cost per unit of
scrap product at DIC l (sl)

(20, 50)

Average disposal fraction
(df )

(0.1, 0.2) Recovery cost per unit of
product at PCR i (ri)

(20, 50)

Fixed cost for opening PCR
i (f i)

(500,000, 700,000) Transportation cost per unit
of returned product from
customer site k to PCR i (pki)

(50, 70)

Fixed cost for opening DC
centers j (gj)

(50,000, 70,000) Transportation cost per unit
of scrap product from PCR i
to DIC l (qil)

(50, 70)

Fixed cost for opening DIC
l (hl)

(10,000, 20,000) Penalty cost per unit of
non-satisfied demand of
customer site k (μk)

(2200, 3000)

Production cost per unit of
product at PCR i (mi)

(1500, 2000)

a moderate costs factor. However, the decision maker has to decide up to which level
of uncertainty, the firm should target and its capability to bear the cost of robustness.
The test result shows that objective function value of robust model increases with
increase in network size and level of uncertainty in demand. It is so because to incor-
porate high level of uncertainty, the cost of robustness must be high. Figure 1 shows
these trends for all network sizes.

Test result shows that firms can aim to design their network to accommodate
uncertainty of ρ = 0.2 with about 24% increase in cost. A common trend in Table 2
is that when uncertainty level increases, the cost of robustness drastically increases
because model considered the worst cases realization of demands uncertainty.
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5 Case Study

5.1 Supply Chain of Case Company Profile

Case company is India’s leading furniture and home products e-commerce market-
place headquartered in South-west part of India offers more than 45,000 products
across categories like Furniture, Home Décor, and Housekeeping, etc. The firm has
more than 1200 suppliers across India. The firm manages the entire e-commerce
process for the suppliers. The company has warehouse operations in Mumbai, Delhi,
Bengaluru, Jodhpur, and Kolkata while 11 fulfillment centers in various cities of
India.

5.2 Modeling of Supply Chain of Case Company
and Computations

This study efforts to develop a robust optimization based methodology to address
uncertainty in CLSC network design. Optimizing the network design under uncer-
tainty has managerial implications and improves the firm responsiveness, efficiency,
and capabilities. This can be achieved more efficiently by solving a real world
problem and can help practitioners in applying theoretical developments in real world
cases and problems. Nominal data for test problem are randomly generated using the
random distributions and is given in Table 3. Parameters are defined in column ‘P’.
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Table 3 Parameters of case study (amounts are in INR)

S. No. P Case data
(uniform)

S. No. P Case data
(uniform)

S. No. P Case data
(uniform)

1 dk (1500,
2000)

8 f i (700,000,
900,000)

15 eik (100, 1000)

2 rrk (0.1, 0.2) 9 gj (20,000,
50,000)

16 ci (40, 60)

3 pci (10,000,
15,000)

10 hl (100,000,
200,000)

17 sl (40, 60)

4 dcj (8000,
12,000)

11 mi (2500,
6000)

18 ri (40, 60)

5 cci (2000,
5000)

12 nj (50, 80) 19 pki (150, 200)

6 scl (500, 1000) 13 aij (80, 150) 20 qil (150, 200)

7 df (0.1, 0.2) 14 bjk (120, 200) 21 μk (4200,
6200)

5.3 Result and Discussion

To solve the case, 4 instances are made by keeping demand as uncertain parameters.
The problem is formulated with the procedure as discussed in Sect. 3 in AIMMS 4.2
and solved by CPLEX 12.6 solver. The solution reports that the case problem has
347 constraints, 2808 variables, and 11,049 integers it. Table 4 presents the results
of the case study analysis. It is visible that for the case study, demand uncertainty
ρ = 0.2, 0.4, 0.6 and 0.8 is taken into consideration. The objective function value for
robust model increases for increase in uncertainty level. This increase in the objective
function value for robustmodel is because ofmeeting the customer’s demand inworst
case.

It can be seen from the Table that as the demand uncertainty increases, the number
of MF at strategic sites for robust model increases, e.g., for demand uncertainty =
0.6 manufacturing facilities opened are P1, P2, P3, P4, P6, P7, P8 and P9 which
are more in number than MF at demand uncertainty = 0.2. These strategic facilities
meet the customer’s demand for worst case. As discussed above, this MF is serving
two purposes, (1) major role as plant where goods are produced and (2) MF can
also act as DC, which sends product to the customer sites after an order is placed by
the customers by working with ES. It is depicted in the Table 4 that as the demand
uncertainty increases, the number of DC’s location for robust model decreases, e.g.,
for demand uncertainty= 0.2, DC’s opened are DC3, DC7, DC15, DC19, and DC 21
which are more in number than DC’s at demand uncertainty = 0.8. This is because
that the MF is serving purpose of DCs, thus shows a sign of decrease in number.
Thus, for the case company it was observed that for uncertain parameters (demand
= 0.8), opening of total 9 MF and 4 DC can accommodate the worst case of network



44 S. Singh et al.

Ta
bl
e
4

R
es
ul
ts
of

th
e
ca
se

st
ud

y
an
al
ys
is
(i
n
IN

R
)

S.
N
o.

N
et
w
or
k

si
ze

U
nc
er
ta
in
ty

le
ve
l

O
bj
ec
tiv

e
fu
nc
tio

n
va
lu
es

T
im

e
(s
)

It
er
at
io
ns

M
F
op
en

D
C
op
en

R
ob
us
t

D
et

D
et

R
ob
us
t

D
et

R
ob
us
t

1
10
*2
5*
38
*4

0.
2

28
3,
63
6,
04
2

22
3,
95
9,
95
1

60
.0
1

34
,5
97

1,
2,
6,
7,
8

1,
2,
3,
6,
7,
8

7,
15
,1
9,
21

3,
7,
15
,1
9,
21

2
0.
4

34
7,
17
3,
11
9

22
3,
95
9,
95
1

41
.9
5

91
94

1,
2,
6,
7,
8

1,
2,
3,
6,
7,
8,
9

7,
15
,1
9,
21

3,
15
,1
9,
21
,2
2

3
0.
6

41
4,
43
6,
79
9

22
3,
95
9,
95
1

60
.0
1

40
,2
74

1,
2,
6,
7,
8

1,
2,
3,
4,
6,
7,
8,
9

7,
15
,1
9,
21

3,
19
,2
1,
22

4
0.
8

48
9,
76
1,
63
8

22
3,
95
9,
95
1

43
.1
4

80
74

1,
2,
6,
7,
8

1,
2,
3,
4,
6,
7,
8,
9

7,
15
,1
9,
21

3,
5,
22



Risk Management for e-Commerce Supply Chain Network … 45

26.65

55.02

85.05

118.68

0.00

20.00

40.00

60.00

80.00

100.00

120.00

140.00
%

ag
e 

in
cr

ea
se

 in
 o

bj
ec

tiv
e 

fu
nc

tio
n 

va
lu

e 
fo

r r
ob

us
t m

od
el

Uncertainty level

uncertainty = 0.2

uncertainty = 0.4

uncertainty = 0.6

uncertainty = 0.8
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design. It can be depicted from Fig. 2 that as the demand uncertainty increases, there
is increase in the percentage of objective function value for robust model.

6 Conclusion

A close loop supply chain (CLSC) network design which consists of forward and
reverse flow is carried out. The robust optimization (RO) based modeling with
both direct shipping of the products and shipping through distribution center under
demand uncertainty is proposed and analyzed. The proposed RO model is validated
by applying it in a real-life case study. A closed-loop e-supply chain network design
under uncertain demand parameters is proposed for an e-retailing (e-commerce) firm.
A robust counterpart of the proposed e-supply chain closed-loop network design
problem is developed. The results are presented for supply chain planning strategies
for an e-supply chain of case company (furniture manufacturing firm). The proposed
model can be useful for supply chain managers to decide on their supply chain
design and determining the level of risk the firm can tolerate. The computational
results indicate that robust model is better than the deterministic one for uncertain
parameters.

In the present study, single product and single period is taken. This study can be
extended to multi product, multi period, etc. The input data used for the study is
for a furniture company. The study can be extended by taking data and performing
modeling for other industries. Other parameters can be taken as uncertain, such as
return rate, transportation cost, etc.
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Calculation of Filling Characteristic
of Cast Al–Si Alloy

Samavedam Santhi, U. S. Jyothi, and K. Srinivasa Vadayar

1 Introduction

Aluminium silicon casting alloys contain strengthening and sufficient amounts of
eutectic-forming elements for adequate fluidity making the metal flow through the
cavities [1]. CastAl–Si alloys have goodwear resistance, and applications are pistons,
ring gears and engine blocks. Foundries using casting simulation and computer-
aided design technique show lower lead time and rejection rates, thereby reaching
the desired internal quality of the castings [2, 3]. By appropriate combination of
simulation techniques with solid modelling, the good quality and less amount of
defects in the casting can be achieved.

The filling is influenced by metallostatic equilibrium among the established metal
pressure and surface tension of molten alloy. Faster filling guides to turbulence are
followed by mould erosion, air aspiration and inclusions. In case of slow filling leads
to cold shuts and misruns, the control provided by low-pressure filling makes sure of
the melt rates necessary for maintaining low turbulence resulting in quality castings
[4–6]. Engler and Ellerbrok have designed a pin test piece for the determination of
filling [7]. The key variables influencing filling are alloy composition, casting design,
heat transfer, pouring and gating issues [8, 9].
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2 Experimental Plan

US 413 (11Si–0.65Fe-0.15Cu-0.55Mn-0.1 Mg-0.1Ni-0.15Zn-0.1Pb-0.2Ti-
Remainder Al) cast aluminium-silicon eutectic alloy is considered for the present
study. Supplementary temperature of pouring increases the fluid life of the liquid
metal [1, 6, 9]; hence, superheat temperature with 20 °C of superheat temperature is
considered. The schematic view and solid model for the present study as developed
by Engler and Ellerbrok are given in Fig. 1. Fineness of the sand improves surface
finish and strength of the casting, so American Foundry Society (AFS) sand fineness
numbers 25 and 48 are considered. Total 4 experiments are conducted for casting
simulation as given in Table 1.

Casting simulations are conducted using virtual casting software module 1 [10],
which is using FDM. 3D solid model, physical properties and boundary conditions
are considered as input data for the simulation studies. The physical properties and
heat transfer coefficient (HTC) between mould and metal are given in Table 2. For
mould, the initial temperature considered is room temperature. Fraction of solid and

a. Schematic view  b. 3D model  

Fig. 1 Filling characteristic

Table 1 List of experiments
for characterization of filling
ability of US 413 alloy

Exp. No. AFS number Superheat temperature (°C)

1 25 T + 20

2 25 T

3 40 T + 20

4 40 T
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Table 2 Physical properties of US 413 and silica sand for simulation studies [11, 12]

S. No. Parameter US 413 Silica Sand

1 Thermal conductivity (W/mm K) 0.121338 90.27 × 10–5

2 Specific heat (J/kg K) 1170 1076.076

3 Density (kg/m3) 2650 1520

4 Liquidus temperature (K) 847.15 –

5 Freezing range (K) 303.15 –

6 Latent heat of fusion (J/kg) 389.112 –

7 HTC (W/m2 K) 0.0025 –

cooling rate of the alloy is the results of the simulation studies. The exit solid fraction
is the total volume per cent of solid at which the solver exits and exit solid fraction is
1 for the US 413 alloy (short freezing range alloy). Schematic diagram and 3D solid
model of the filling characteristic are given in Fig. 1a and b.

3 Results and Discussion

The value of filling is measured at every 5 mm elevation of molten alloy column
above the filling point and is calculated as the diameter of meniscus of molten alloy
straight away at the time of solidification in the casting. The hot alloy entered into the
sprue raises in the mould cavity and fills it between the two cylindrical cores having
a line contact at the centre, but solidifies before filling up the complete casting as
shown in Fig. 2. The value of the filling is calculated from the opposite of the diameter
of curvature of the border tip of the fin.

The diameter at the tip of the fin gives the meniscus diameter of the molten alloy
at the time of solidification as represented in Fig. 3 for one particular pressure head.

Equation (1) uses for calculating the diameter of the tip of the border which is
given below.

As per Fig. 3:

R2 + (r + x)2 = (r + R)2 (1)

so 1/d = (R − x)/x2.
R = core radius, mm, r = meniscus radius (2r = d), mm.
2x = distance connecting borders, mm, 1/d = filling, 1/mm.
Post-processing shows the distance connecting two fins at different locations of

the test piece in 2D which is difficult to measure as shown in Fig. 2. So, 3D model
of the images is generated using Solidworks as shown in Fig. 4.

The large tolerance level of 0.1 mm which is characteristic in foundry process
[13] is considered for the present study as shown in Fig. 4, which shows the distance
between two fins (2x) and 2 × for 4 experiments are given in Table 3.



50 S. Santhi et al.

Fig. 2 Test casting obtained for simulation

The filling values are found for every 5 mm augmentation using Eq. (1) and are
given in Table 3.

Higher the metallostatic pressure, higher is the velocity of the liquid metal and so
higher filling ability.

3.1 Influence of Pressure Head

Figure 5 shows the influence of pressure head on filling of present alloy for simulation
studies. The metallostatic force of molten alloy has been raised with raise in pressure
head, results in smooth filling of finer contours among the cylindrical cores and hence
reduces the fin borders and increases the filling values.

Filling characteristic in solidifying region is controlled by pressure head, whereas
the density and surface tension are ignored and 180° angle of contact is assumed.
Superior pressure head gives in higher filling ability because the metal has to be
in contact with larger area in order to penetrate into cavity which promotes faster
solidification [6, 13].
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Fig. 3 Measurement of filling value

Fig. 4 Exp no. 3

H
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Table 3 Distance between the fin borders (2x) and filling value for US 413

H (mm) Distance between the fin borders, 2x (mm) Filling value, 1/mm

1 2 3 4 1 2 3 4

35 9.32 8.88 9.64 9.16 1.06 0.95 1.15 1.02

40 9.35 8.90 10.01 9.51 1.07 0.96 1.25 1.11

45 9.54 9.08 10.10 9.59 1.12 1.01 1.27 1.13

50 9.79 9.32 10.19 9.68 1.19 1.07 1.30 1.16

55 9.88 9.42 10.73 10.2 1.21 1.09 1.46 1.30

60 9.98 9.51 10.92 10.37 1.24 1.11 1.52 1.35

65 10.17 9.69 11.37 10.81 1.30 1.16 1.67 1.48

70 10.27 9.78 11.83 11.23 1.32 1.18 1.83 1.62

75 10.36 9.87 12.28 11.67 1.35 1.21 2.00 1.77

80 10.49 9.99 12.37 11.75 1.39 1.24 2.03 1.80

85 10.98 10.46 12.74 12.10 1.54 1.38 2.17 1.93

90 11.03 10.51 12.83 12.18 1.56 1.39 2.21 1.96

35 40 45 50 55 60 65 70 75 80 85 90

US413T+2025 1.06 1.07 1.12 1.19 1.21 1.24 1.3 1.32 1.35 1.39 1.54 1.56

US413T25 0.95 0.96 1.01 1.07 1.09 1.11 1.16 1.18 1.21 1.24 1.38 1.39

US413T+2040 1.15 1.25 1.27 1.3 1.46 1.52 1.67 1.83 2 2.03 2.17 2.21

US413T40 1.02 1.11 1.13 1.16 1.3 1.35 1.48 1.62 1.77 1.8 1.93 1.96
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Fig. 5 Influence of pressure head on filling characteristic

4 Validation Experiments

The validation experiments are carried out to authenticate the simulation results,
and the experiments are 1 and 3 of Table 1. Tooling and assembled mould for the
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a. Cylindrical cores, Cope & drag 
boxes &

b. Assembled mould 

Fig. 6 Tooling and assembled mould for the experiments

Fig. 7 Solidified casting for
validation studies

H

experiments are in Fig. 6. Bentonite and water considered to prepare green sand
mould are 6% and 7% of silica sand weight, respectively. The mould hardness is
in the range of 76 on B scale for green sand. 20 kg electric resistance furnace with
mild steel crucible is used for melting of alloy. With the help of thermocouple, the
temperature is monitored and the molten alloy is tapped into a ladle. The pouring
height is maintained to follow laminar flow. The solidified mould filling ability is
shown in Fig. 7.

4.1 Results

Same methodology as that of simulation has been taken up in calculating the values
(Fig. 3 and Eq. 1). With the help of height gauge, the height at every 5 mm interval
(pressure head) is marked on the solidified castings. Vernier micrometre is used to
measure the distance between the fin borders 2 × and is given in Table 4.
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Table 4 Distance between the fin edges (2x) and filling ability for US 413 for validation studies

H (mm) Distance between the fin edges for
sim run order, 2x (mm)

Mould filling ability, 1/mm

1 2 1 2

35 9.75 10.6 1.18 1.42

40 9.79 11 1.19 1.55

45 9.98 11.1 1.24 1.58

50 10.25 11.2 1.32 1.61

55 10.35 11.8 1.35 1.82

60 10.45 12 1.38 1.89

65 10.65 12.5 1.44 2.08

70 10.75 13 1.47 2.28

75 10.85 13.5 1.50 2.49

80 10.98 13.6 1.54 2.54

85 11.5 14 1.71 2.72

90 11.55 14.1 1.73 2.76

Using Eq. (1), the filling characteristic is calculated for every 5 mm pressure head
which is given in Table 4.

5 Association of Simulation and Experimental Studies

The results of simulation for filling ability value are in agreement with validation
experiments (shown in Fig. 8), thoughminor variation is observed. Throughout solid-
ification the cavity ofmould alwaysvaries the properties of liquid and solid phases due
to interactions betweenmetal-mould, metal-ambient andmould-ambient. Accurately
predicting the change in properties during solidification is very difficult in virtual
environment (casting simulations). Precise simulation outcomes need all physical
properties to be set carefully as of the real casting material and process conditions.
The development of an air gap and the corresponding decrease in heat transfer is
difficult to simulate and limits the accuracy. Interfacial heat transfer, which can vary
remarkably with air gap formation, is important in sand moulds.

6 Conclusions

Quantification of filling characteristic obtained from simulation is realized with the
help of 3D CAD. The parameters providing optimum filling ability increase in pres-
sure head, sand fineness number 40 and superheat T + 20 °C (for both simulation
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35 40 45 50 55 60 65 70 75 80 85 90

Sim 1 1.06 1.07 1.12 1.19 1.21 1.24 1.3 1.32 1.35 1.39 1.54 1.56

Exp 1 1.18 1.19 1.24 1.32 1.35 1.38 1.44 1.47 1.5 1.54 1.71 1.73

Sim 3 1.15 1.25 1.27 1.3 1.46 1.52 1.67 1.83 2 2.03 2.17 2.21

Exp 2 1.42 1.55 1.58 1.61 1.82 1.89 2.08 2.28 2.49 2.54 2.72 2.76
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Fig. 8 Simulation results are in agreement with validation experiments

and validation experiments). The simulation results are in agreement with validation
experiments with minor variations.
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Review on Materials and Method Used
to Develop Antimicrobial Coatings
in Medical and Food Processing Industry

Vinod Babu Chintada, Sasidhar Gurugubelli, and Sudhakar Uppada

1 Introduction

Many diseases spread due to the bacteria and virus infections and which causes a
lot of personal loss. Yearly, throughout the world influenza virus causes hundreds
of thousands of deaths. Contact with microbes contaminated surface was the main
reason to catch infections. Epidemiological studies confirm that hand contact with
contaminated surfaces is the most common route for the transmission of infection
[1, 2]. Pathogenic virus can survive on surfaces for many hours and days. Therefore,
surface disinfection is important to prevent the spreading of infectious diseases.
Antimicrobial coatings play a crucial role to prevent the spreading of diseases and
infections in public area. Surface coating technique is extensively used nowadays to
provide antimicrobial surface [3–5]. To enhance the antimicrobial properties of the
various surfaces of medical devices such as wound dressings, personal protective
equipments, separation membranes, and food packages, different types of surface
coating methods and materials are available [6, 7]. Metals like copper, silver, zinc,
and gold are having good antibacterial properties for long time. In these metals,
copper and silver most effectively inactivate the MRAS and influenza virus like
swine flu [8, 9]. Most of the researches are focused on influence of copper and silver
coatings on antimicrobial properties of the surfaces. Few researches also focused on
anti-viral properties of the copper powder and silver nanoparticles. Various deposi-
tion methods like PVD, CVD, electroless deposition, electrodeposition, and thermal
spraying are used to depositing all the above metals to improve the antimicrobial
surface properties. Therefore, the present literature summary provides information
about various coating materials and methods with good antimicrobial properties,
which can inactivate the various types of bacteria and viruses in a short period of
time.
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2 Results and Discussions

2.1 Antimicrobial Coating Materials and Methods

Copper and silver are used as coating materials for contact killing of virus on
touch surface due to the good antimicrobial properties [10, 11]. Nano-sized Cu
particles show high antimicrobial resistance against gram-positive Staphylococcus
aureus (S. aureus) and gram-negative Escherichia coli (E. coli). Interaction of cell
membrane with synthesized Cu nanoparticles is high due to its larger surface area,
which results in bacteria death [12]. Compared to conventional copper coating, nano-
copper coating is more efficient to contact killing of influenza A virus. Higher crys-
tallinity in nano-copper coating increases the volume of the grain boundaries, which
leads to discharge of more copper ions from loosely bonded atoms in the crystal-
lite boundary [13]. Augustin et al. [14] tried electrodeposited copper coating on
aluminum surface and evaluated the antibacterial properties of the deposit against
Escherichia coli bacteria. Antimicrobial ability of the coating was proven by the
reduction of 94% of E. coli cells on copper-coated surface after 6 h of contact.
Compared with bulk copper, increase in electrodeposited coating surface area due to
increase in crystallinity of the deposit results in better anti-bacterial properties [15].
Negatively charged copper nanoparticles offer good antibacterial resistance against
gram-positive bacteria. Therefore, polyelectrolyte–copper nanocomposite coatings
effectively reduce the staphylococcus aureus bacteria [16].Reinforcement of titanium
dioxide particles into the copper composite coating effectively reduces the S. aureus
and E. coli bacteria strain during 24 h of period [17]. The presence of Cu ions in elec-
trodeposited Cu and Cu-SiC coatings damages the bacterial cell membrane, which
result in better antimicrobial resistance against Escherichia coli and Bacillus subtilis
pathogens [18]. Influences of various surface coating on antimicrobial properties of
the different substrates are presented in Table 1.

Reinforcement of silver nanoparticles into hybrid polymer coatings inhibits the
staphylococcus aureus bacteria activity around 99%. [14] Investigated the antiviral
behavior of the hybrid coating contains silver, zinc, and copper. Results confirm that
the hybrid coating reduces the 98–100% HIV-1titers after 120 min exposure. After
240 min of exposure to dengue, herpes simplex and influenza virus titers are reduced
by 97%, 100%, and 77%, respectively. On textile fabric copper, silver, and gold and
its mixture of coatings developed by photochemical method effectively inhibition the
Escherichia coli and staphylococcus aureus bacteria activity. Deposited coatings anti-
bacteria activity ability decrease in the following order: silver, copper+ silver, copper
+ silver + gold, copper + gold, gold + silver, copper, gold [19]. PDMS coating
developed by solution blow spraying method offers good antimicrobial resistance
against S. aureus and E. coli bacteria. Reinforcement of silver nano-powder at the
outer surface of the PDMS coating enhances its antimicrobial resistance nearly 22
times [20].

Pradhaban et al. [21] found that electrodeposited ZrO2-Ag coating offers good
anti-bacterial properties as compared to ZrO2 coating. Silver ions released from
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Table 1 Antimicrobial coatings on various substrate materials

Surface Microbe Coating Coating results Reference

Stainless
steel

E. coli and S.
aureus

Cu-TiO2 composite
coatings

80 and 40% E. coli and
S. aureus bacteria
reduction is observed

[17]

Stainless
steel

E. coli and S.
aureus

ZrO2 and ZrO2-Ag
coating

Antibacterial ability of
the ZrO2-Ag coating is
higher than ZrO2
coating

[21]

Stainless
steel

P. fluorescens,
Cobetia and
Vibrio

Electroless
Ni–P-TiO2 coating

Reduces the bacterial
adhesion up to 75%

[22]

Stainless
steel

E. coli Electroless Ag-PTFE
coating

Reduces the E. coli
adhesion 94–98%

[23]

Stainless
steel

E. coli Electroless Ni–B
coating

Less E. coli adhesion to
the coating surface
compared with the bare
substrate

[24]

Al surface Influenza A virus Conventional and
nano-copper coating

99.3 and 97.7% virus
reduction observed in
both the coatings

[13]

Al surface E. coli Copper coating Reduces the E. coli
bacteria by 94%

[14]

Ti
substrate

E. coli and S.
aureus

ZrO2–Ag coatings Shows good
antibacterial effect

[7]

Mg alloy E. coli and S.
aureus

Silver coating 87.3 and 74.6% E. coli
and S. aureus bacteria
reduction is observed

[25]

Textile
material

E. coli and S.
aureus

Silver, Copper, and
Gold coating

Antibacterial ability of
the coating follows the
following order silver >
Copper > gold coating

[19]

Blended
fabric

E. coli and S.
aureus

Cu Coating Coating having
excellent antibacterial
properties against both
the bacteria

[26]

Silk fabric E. coli and S.
aureus

Electroless Ag
coating

99.98 and 99.83%
anti-bacterial efficiency
is observed

[27]

the coating surface bind with bacterial cell surface proteins and create imbalanced
membrane diffusion in bacteria, which kills the bacteria. Copper-coated fabrics
offer good antibacterial properties against E. coli and S. aureus bacteria [26].
Silver nanoparticles inhibit the Klebsiella pneumonia, Staphylococcus aureus, Pseu-
domonas aeruginosa, and Escherichia coli bacterial growth. Compared to zinc oxide
quantum dots, the addition of acetic acid to silver nano-powder is increased the
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release of Ag+ ions rate, which results in increase in anti-bacterial properties of
the Ag nano-powder [28]. Silver nanoparticles reinforced hybrid polymer coatings
offer staphylococcus aureus bacteria inhibition capacity which is around 99%. In
the presence of moisture, nano-sized silver releases the silver ions, which kills the
bacteria [29]. Ag coating offers good anti-bacterial property against S. aureus with
good adhesion strength. The number of viable bacterial on substrate reduces from
2.44× 106 to 10 cfu/mL after coating, which confirms that the electroless Ag coating
offers good anti-bacterial properties [30]. Synergistic actions of both titania and ZnO
results in good antimicrobial properties of the nano-ZnO reinforced titania coating
[31].

Bacteria adhesion to the touch surface can be effectively minimized by electroless
Ni–P coating. Bacteria adhesion rate of the Ni–P coatings further effectively reduced
by the co-deposition of TiO2 and ZnO nanoparticles into the nickel matrix. Increase
in electron donor surface energy of the coating by the co-deposition of nanoparticles
decreases the number of bacteria adhered to the surface [22, 32]. Antibacterial resis-
tance of the equipments used in medical field is enhanced by hybrid nanocomposite
ZnO coating developed by using sputtering technique. Composite coating antimicro-
bial resistance against Pseudomonas aeruginosa and Staphylococcus aureus bacteria
effectively enhances by the reinforcement of carbon and copper into the coating
matrix. Antimicrobial resistance of the carbon co-deposited coating is nearly equal to
copper-doped hybrid ZnO coating [33]. Staphylococcus aureus bacteria are reduced
to 99.5% by using electrosprayed ZnO coating [34]. Additionally, TiNi nanoparti-
cles into the electroless Ni–P coating on steel surface reduce the cell viability of
E. coli bacteria by 73%. Higher surface area of the TiNi nanoparticles efficiently
penetrated into the cell walls of the bacteria causes cellular components alteration,
which results in cell death [35]. Co-deposition of PTFE and TiO2 particles into the
electroless Ag coating reduces the adhesion of E. coli bacteria to 94% and 54%,
respectively, [27, 36]. 99.98 and 99.83% anti-bacterial efficiency observed for the
electroless Ag-coated silk fabrics against E. coli and S. aureus bacteria [27]. Reduc-
tion in active colony ratio of E. coli and S. aureus bacteria are 87.3% and 74.6%,
respectively, which prove that the silver coating enhances the anti-bacterial properties
of the Mg alloy [25].

Formation of superoxide radicals by selenium (Se) ions in selenium coatings
effectively reduces the bacterial growth on the touch surface. Selenium ions released
from the selenium coatings causing death to the staphylococcus aureus bacteria
by disrupting the cell walls and damaging the structure. Multilayer Cu/Ni coatings
having higher bacterial inhibition capacity as compared to bilayer Cu/Ni coatings.
Higher surface area of Cu particles in multilayer coating effectively reduces the
number of bacteria on the surface [37]. Bülbül et al. [38] Developed anti-bacterial
electroless Ni–B coatings on AISI 316L stainless steel. Less bacterial adhesion of
the Ni–B coating as compared to the substrate surface confirms its anti-bacterial
properties.

Nowadays challenging task in food industry is reducing the microbial pathogens
from the food contact surface. Antimicrobial coatings on food contact surface
can increase the self-life of the food products and reduce the food wastage [24].
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Food safety and preservation field’s antimicrobial polymer coating offers good self-
sanitization resistance [39]. Edible coating formed from the micro-emulsion appre-
ciably diminishes the risk of food-borne diseases. Edible coating reduces the popula-
tion of Escherichia coli and Salmonella pathogens considerably in the food industry
[40].

3 Conclusions

Variety of surface coating methods and materials are used to improve the antimi-
crobial properties of the touch surfaces which are explained in detail in the present
study, and the following conclusions are drawn based on the literature.

• Copper and silver are extensively used as antimicrobial coating materials due to
their higher germ-killing ability in short period of time

• Virus inactivating potential of copper composite coating enhanced by the co-
deposition of nano-sized ZnO, Ag, TiO2 particles into the copper matrix.

• In the medical field developed Cu and Ag composite coating can be deposited on
equipments fabricated by using fabrics, plastics, andmetals to reduce the adhesion
of the virus

• Food processing industry development of antimicrobial coating can reduce the
wastage of food and increase the self-life of the food by killing the food spoiling
pathogens.
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Influence of Drilling Operation Variables
on Surface Roughness and Thrust Force
of Aluminium Reinforced with 10%
Al2O3 Functionally Graded Metal
Matrix Composite

S. Prathap Singh, T. Prabhuram, D. Elilraja, and J. Immanuel Durairaj

1 Introduction

Functionally Graded Materials (FGMs) are establishing latest element replacing
homogenous composites by satisfying the requirement of modern industrial appli-
cations. These FGMs possess continuously varying composition and microstructure
along the radial direction. Therefore it is feasible to reinforce selectively on the partic-
ular locationof the componentwhere the better properties are required [1, 2].Gradient
distribution of ceramic particles is the challenging objective in functionally graded
materials. Centrifugal casting is the separation of the inexpensive method utilized
to fabricate FGMs with gradient distributed ceramic particles [3, 4]. In centrifugal
casting, centrifugal force was created due to the continuous constant rotation of the
circular die. As an outcome of centrifugal force, the lesser density elements travel
towards the axis of rotation whereas the higher density elements travel towards the
outer circumference. This is the cause for the formation of different microstruc-
tures within a single specimen [5]. Aluminium Functionally Graded Metal Matrix
Composites arewidely attracted for industrial applications such as brake disc, internal
combustion engine pistons and engine blocks due to its superior properties such as
higher hardness, good wear opposition and low coefficient of heat expansion [6].
Huang et al. [7] manufactured aluminium alloy piston emphasized with SiC parti-
cles by centrifugal technique. They investigated the influence of different variables
such as slurry temperature, mould temperature and rotation speed on particle segre-
gation. The result reviled that the better segregation of SiC particles was achieved
by increasing the slurry pouring and the mould temperature. Currently, manufac-
turing industries are facing difficulties in machining newly developed composites.
These advanced materials are good enough to replace the component because of
its properties like huge strength even at heavier temperatures and wear resisting
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ability. So machining is required for these components to get the necessary dimen-
sion and surface finish [8]. Drilling is the frequently used secondary machining oper-
ation among various machining operations for ceramic composites. But the drilling
process is very hard due to the existence of harder ceramic elements in the softer
composite [9]. Ramulu et al. [10] conducted the drilling study on aluminium rein-
forced with 10 and 20 vol% alumina metal matrix composite with different drills.
They studied the effect of polycrystalline diamond, high-speed steel and carbide-
tipped drills on chip formation, drilling force, drilled-hole quality and tool wear.
They concluded that the polycrystalline diamond drills were produced holes with
minimum drilling forces. Many researches have been implemented to examine the
influence of operation variables on the workpiece and tool materials. For higher
productivity, it is mandatory to choose proper machining conditions and tool mate-
rial. So many researchers used optimization techniques to figure out the responses of
various drilling process variables in machining [11]. Sarbjit Singh [12] optimized the
drilling operation variables such as feed, reinforcement size, cutting speed and drill
bit geometry in the aluminium using Taguchi technique. The result revealed that the
output feedback such as torque, surface roughness and thrust force is highly affected
by cutting force. Paulo Davim et al. [13] performed drilling study on aluminium rein-
forced with 20% SiC composite using polycrystalline diamond drills. They studied
the impact of operation variables such as cutting velocity, feed rate and cutting time
on surface roughness, tool wear and specific cutting pressure using Taguchi tech-
nique. They halted that feed rate is the important process variable in the drilling
operation. Shakeel Ahmed et al. conducted a drilling study on titanium alloy with
varied levels of machining environments, feed rate and cutting speed using various
cooling conditions. They optimized cutting temperature, torque, thrust force, circu-
larity, cylindricity and surface roughness using TOPSIS technique. They concluded
that TOPSIS is one of the most significant techniques for multiresponse optimization
[14, 15].

The motive of the present experimentation is to optimize the drilling operation
variables such as speed, feed, point angle and zone distance to get better output
responses such as surface roughness and thrust force in the fabricated FGMMC
using multi criteria decision making techniques called TOPSIS.

2 Materials and Methods

In this investigation, Aluminium A356 alloy is selected as the matrix alloy. The
contents of as cast aluminium matrix composites are 7.0% Si, 0.35%Mg, 0.20% Fe,
0.20% Cu, 0.10% Zn, balance 90.15% Al. The Al2O3 of 25 µmmoderate grain size
was utilized as reinforcement. The density of selected aluminium alloy is 2.68 g/cm3

and the SiC particle is 3.95 g/cm3. To fabricate FGMMC, Stir casting was done
and subsequently, the centrifugal casting was done. Initially, aluminium alloy was
grabbed in a clay graphite crucible and melted using electric resistance furnace.
Preheating was done on the reinforcement particles to about 600 °C to remove the
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moisture content and impurities. Small amount of Mg was added to the melt at
temperature of 730 °C to compensate for the Mg loss in the aluminium alloy due to
oxidation. Then the preheated Al2O3 particle was mixed to the molten aluminium
alloy manually. Degassing was done to eliminate the hydrogen formation in the melt.
This was achieved by passing nitrogen gas alongwith sulphuric acid for about 20min
till the melt reaches a temperature of 760 °C. Nitrogen gas will remove the hydrogen
from the melt and sulphuric acid will act as purifier. After that, mechanical stirring
was carried out using electric motor driven impeller with a controlled rotational
speed of 350 rpm for 15 min. The composite made by the liquid metal stir casting
method was poured into the rotating centrifugal casting mould to get the functionally
graded centrifugally cast component. The horizontal centrifugal facility was utilized
for the manufacturing of FGM components. Normally, the mould was made to rotate
at a speed of 1400 rpm. Constant pouring speed and metal flow were maintained
during the centrifugal casting. Then the molten metal was poured into the mould via
pouring cup at a temperature of 760 °C. During centrifugal casting, Al2O3 ceramic
particles are made tomove towards outer edge to form a gradient structure from outer
edge to inner edge due to the centrifugal force. Variation of density in the selected
elements is the cause for the formation of gradient dissemination. Finally, a hollow
circular FGMMC with a dimension of 90 mm outer diameter and 150 mm length
was manufactured and is presented in Fig. 1.

Microstructural analysiswas done to examine the gradient dissemination ofAl2O3

particles from inner surface to outer surface on the fabricated FGMMC specimen.
The drilling operation was carried on the Hartford CNC vertical drilling centre with
Kistler piezoelectric dynamometer. A typical 5 mm diameter twist drill with titanium
aluminium nitride coating was utilized for themachining study. The drill tool is made
to adjust in three different angles such as 900, 1200, 1400. The drilling operations
were done under dry conditions.

In the present study, four operation variables such as speed, feed, point angle and
zone distance from the exterior edge were used to conduct the drilling experiment
and three levels were taken for each parameter. L9 orthogonal array table is utilized
to carry out the experiments. Table 1 shows the operation parameters to be evaluated

Fig. 1 Al-10% Al2O3
FGMMC specimen
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Table 1 Selected operation parameters and their levels for machining

S. No. Factors Level-1 Level-2 Level-3

1 Speed (rpm) 1000 2000 3000

2 Feed (mm/rev) 0.05 0.15 0.25

3 Point Angle (deg) 90 120 140

4 Zone distance from the outer edge (mm) 5 10 15

in the FGMMCmachining and their corresponding levels. The output response such
as surface roughness and thrust force was measured for every set of operation param-
eters. The surface roughness was evaluated using Mitutoyo-Surftest SJ-201 surface
roughness measuring device at three different positions and the averages of three
values are considered. Thrust force was measured using the dynamometer facility
fitted in the CNC vertical drilling machine.

3 Results and Discussions

3.1 Microstructural Appraisal

Figure 2 illustrates themicrostructures on the aluminium alloy reinforcedwithAl2O3

FGMCC at various zones from the outer edge to inner edge. Figure 2a shows the
microstructure of region measured 5 mm from the outer edge and this zone shows
higher intensity of Al2O3 particle. Due to the centrifugal force, ceramic particles
are made to travel towards the outer edge during centrifugal casting. This region is
named as ceramic wealthy zone. Figure 2b illustrates the microstructure discovered

Fig. 2 Microstructure of a ceramic wealthy zone, b ceramic moderate zone, c ceramic depletion
zone
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Table 2 L9 orthogonal array table and their experimental responses

Run Speed (rpm) Feed
(mm/rev)

Point angle
(°)

Zone
distance
(mm)

Surface
roughness
(µm)

Thrust force
(N)

1 1000 0.05 90 15 5.236 32.6

2 1000 0.15 120 45 7.473 37

3 1000 0.25 140 75 9.216 60.5

4 2000 0.05 120 75 7.045 20.8

5 2000 0.15 140 15 6.38 13.5

6 2000 0.25 90 45 8.946 90

7 3000 0.05 140 45 7.13 16.3

8 3000 0.15 90 75 9.41 57

9 3000 0.25 120 15 6.536 61

between 6 and 10mm regions. This zone shows amoderate amount of Al2O3 particle
distribution and this region is called ceramic moderate zone. Figure 2c shows the
microstructure of region between 11 and 15 mm from the outer edge. This region is
closer to the inner edge of the FGMMC. This region is named as ceramic depletion
zone because of the absence of Al2O3 particles.

Drilling operation was performed on the FGMMC based on L9 orthogonal array
table and values of the surface roughness and thrust force was measured after drilling
of FGMMC. Table 2 gives the L9 orthogonal array table and their responses such as
surface roughness and thrust force.

3.2 TOPSIS

The multi criteria decision making techniques are highly recommended by previous
researchers in machining operations to select optimal process parameters which are
affecting the machining operation from a larger number of alternatives. TOPSIS is
separate multi criteria decision making technique used to prefer a suitable alternative
from a limited count of alternatives. The main intention of the current examination
is to find the relationship between nine alternatives (experimental runs) and two
attributes (output response) such as surface roughness and thrust force to the drilled
FGMMC. TOPSIS is practised to describe the positive ideal solution and negative
ideal solution. The optimum process parameters are closest to the positive ideal
solution and isolated from the negative ideal solution [16]. The following steps are
utilized to calculate the optimumprocess parameters that affect the drilling operation.

Step 1: Calculation of normalised matrix (Nij) by identifying the substitutes that
terminate the units of all the responses since it is a ranking order technique. So the
experimentally found attributes are converted to normalised matrix through Eq. (1).
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Ni j = ai j√∑m
i=1 a

2
i j

i = 1, 2, 3, . . . , 9; j = 1, 2 (1)

where ai j denotes experimental output values of ith alternative on jth attribute.
Step 2: Calculation of the weighted normalized matrix (Wij). This matrix was

calculated by multiplying every normalized value with the weight of each response
(Wj). Equal weight was considered for each response in the present drilling study.
Because surface roughness and thrust force are important responses at the time of
drilling operation. The weighted normalized matrix was calculated using Eq. (2).

Wi j = Ni j × Wj i = 1, 2, 3, . . . , 9; j = 1, 2 (2)

Step 3: Establishment of positive ideal solution (P+) and negative ideal solution
(P−). P+ and P− are calculated using Eqs. (3) and (4).

P+ = {(
max

(
Wi j

)| j ∈ J
)
,
(
min

(
Wi j

)| j ∈ J ′)} (3)

P− = {(
min

(
Wi j

)| j ∈ J
)
,
(
max

(
Wi j

)| j ∈ J ′)} (4)

where J = 1, 2 and j is related to the benefit norms. Whereas J’= 1, 2 and j is related
to the cost norms. The positive ideal solution and negative ideal solution for surface
roughness and thrust force are

P+ = {Surface Roughness, Thrust Force} = {0.114, 0.046}

P− = {Surface Roughness, Thrust Force} = {0.205, 0.304}

Step 4: Determination of better alternative distance (Si+) fromP+ values andworst
alternative distance (Si−) from P− values. This alternative distance was calculated
through Eqs. (5) and (6).

Better alternative distance, S+
i =

√∑(
Wi j − A+

j

)2
i = 1, 2, 3, . . . .9; j = 1, 2

(5)

Worst alternative distance, S−
i =

√∑(
Wi j − A−

j

)2
i = 1, 2, 3, . . . .9; j = 1, 2

(6)

Step 5: Calculation of closeness coefficient (Ci) for each alternative using Eq. (7)
and rank the closeness coefficient values from higher to lower value. The first rank
was given to the closeness coefficient with a higher value. The values associated with
the higher closeness coefficient will give the optimum process parameters.
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Table 3 Consolidated values of output responses

Run Normalised values Weighted
normalization matrix
values

Better and worst
alternative
distance values

Closeness
coefficient

Rank

Surface
roughness

Thrust
force

Surface
roughness

Thrust
force

S+
i S−

i

1 0.228 0.220 0.228 0.220 0.253 0.534 0.679 4

2 0.32 0.250 0.325 0.250 0.357 0.471 0.569 5

3 0.40 0.409 0.401 0.409 0.495 0.323 0.395 8

4 0.30 0.141 0.306 0.141 0.252 0.534 0.680 3

5 0.27 0.091 0.277 0.091 0.156 0.570 0.785 1

6 0.38 0.608 0.389 0.608 0.582 0.102 0.150 9

7 0.31 0.110 0.310 0.110 0.224 0.547 0.710 2

8 0.40 0.385 0.409 0.385 0.487 0.334 0.407 7

9 0.284 0.412 0.284 0.412 0.434 0.401 0.480 6

Closeness coefficient,Ci = S−
i(

S+
i − S−

i

) i = 1, 2, 3, . . . .9 (7)

Table 3 shows the consolidated values of output responses.
Experiment number 5 displayed the huge closeness coefficient measurement. So

the process parameters associated with experiment number 5 are taken as optimum
drilling parameters to get minimum surface roughness and thrust force. Therefore
the optimum operation parameters setting maintained during the drilling machining
are speed of 2000 rpm (A2), feed of 0.15 mm/rev (B1), point angle of 140° (C3) and
zone distance from outer edge of 15 mm (D1).

3.3 Verification Experiment

After the calculation of optimal drilling operation parameters, a verification experi-
ment was done to certify the optimized outcomes. Equation (8) is used for estimating
the optimum surface roughness and thrust force.

�
α = αm +

q∑
i−1

(
�
αi − αm) (8)

where αm is the average closeness coefficient, αi is the mean closeness coefficient
at the optimal height and q is the quantity of the drilling variables that attack the
closeness coefficient significantly. Based on TOPSIS method, optimum operation
parameters to get the least surface roughness and thrust force are A2, B1, C3 and
D1. Table 4 gives the values of verification evaluation and it shows the successful
optimization.
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Table 4 Results of
confirmation evaluation

First drilling
process
variables

Optimal drilling variables

Predicted Experimental

Level A1B1C1D1 A2B1C3D1 A2B1C3D1

Surface
Roughness

5.236 – 5.147

Thrust Force 32.6 – 1. 201

Closeness
coefficient
value

0.679 0.785 0.894

4 Conclusions

In the present work, Aluminium reinforced with Al2O3 FGMMC was invented
through stir casting approach progressed by horizontal centrifugal casting approach.
Drilling process was done on the fabricated FGMMC using CNC machining centre
with four operation parameters with three varying levels and the output response
such as surface roughness and thrust force were evaluated. TOPSIS methodology
was utilized to evaluate the optimal drilling operation parameters to bring the least
measure of surface roughness and thrust force. Following are the conclusions made
based on the examination:

The microstructural examination confirmed the gradient dissemination of Al2O3

particles on the fabricated specimen.
Experiment number 5 given the highest closeness coefficient value for multire-

sponse optimization and their corresponding operation parameters yield the optimum
values. Therefore the optimum operation parameters are 2000 rpm of speed,
0.15 mm/rev of feed, 140° of point angle and 15 mm of zone distance from the
outer edge.

Verification experiment showed the improvement in the closeness coefficient value
from 0.679 to 0.894. So this methodology is worth the elimination of manufacturing
time and costs in the drilling process of FGMMC.
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Effect of Laser Scan Speed
on Microstructure and Mircohardness
on Titanium Clad Magnesium

Kannan Ganesa Balamurugan and Muthukannan Duraiselvam

1 Introduction

Magnesium alloys are influencing various sectors due to their low density and better
manufacturing characteristics [1]. Themagnesiumand its alloys have extensive usage
in orthopedic applications due to their biocompatibility and similar modulus of elas-
ticity with the natural bone [2]. Their inferior corrosion resistance of the magnesium
limits their end usage [3]. Numerous surface modification techniques are utilized to
retard the corrosion rates of themagnesiumalloys, like laser treatment, ion implemen-
tation, friction stir processing and thermal spraying [4]. Additionally, the protective
coating can be applied to the magnesium surfaces through thermal spraying and
laser cladding routes. In recent years, laser cladding gains more attraction to apply
the protective coatings on the metallic materials. The laser cladding significantly
improves the tribological properties of the metallic materials [5]. Various researchers
have been attempting laser cladding technique to enhance the tribological properties
of themagnesium alloys. Zeqin et al. [6] investigated a composite coatings onAZ31B
magnesiumalloyby laser cladding.The results revealed that the coatinghad enhanced
the tribological properties of the AZ31B magnesium alloy substrates. Huang et al.
[7] fabricated zirconium-based coating on AZ91D magnesium by laser cladding.
The corrosion resistance and wear resistance of the AZ91D magnesium alloy had
been enhanced by the presence of zirconium oxide and zirconium aluminide in the
coating. Gao et al. [8] laser clad Aluminum–Silicon on AZ91HP magnesium alloy.
The results showed that the formation of multiple intermetallic particles like Mg2Si,
Mg17Al12, and Mg2Al3 showed higher hardness, improved the tribological proper-
ties. However, the hardness of the coated magnesium alloys was higher than their
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uncoated counterparts. Even though the corrosion resistance of the coatedmagnesium
alloys showed improvement than un-coated magnesium alloys; the results were not
up to the expected level. There is a lack of literature regarding the Ti6Al4V cladding
on pure magnesium. Therefore, the present work attempts the laser clad Ti6Al4V
powder on puremagnesium substrate and aims to study its compatibilitywith the pure
magnesium substrates by investigating throughmacrostructures andmicrostructures.

2 Experimental

Commercially pure magnesium with a dimension of 30 × 60 × 10 mm was used.
The surfaceswere polishedwithmetallographic sandpapers andwashedwith alcohol.
The Ti6Al4V powders with the average particle size of 60 microns were used as the
coating material. The laser cladding on the magnesium substrate was carried out
using the YB:YAG disk laser (solid-state laser), 4 kW capacity. The laser power
of 600 watts and powder feed rate of 5 g/min were kept constant, and the laser
scan speed was varied from 100 mm/min to 600 mm/min with the increment of
100 mm/min. The Ti6Al4V powders were coaxially fed into the molten pool of the
substrate material, and the Argon was supplied at the rate of 10 L/min to protect the
molten pool. Metallographic characterizations were carried out by cross-sectioned
the laser clad specimens and polished to the silver finish. The Kroll’s etchant was
applied on the Ti6Al4V coating and Picral. Microhardness measurements were taken
on the coating, interface and the substrate with the test load of 0.5 kg. The XRD
analysis was performed at the cross-section of the clad substrates to identify the
secondary phase particles formed due to laser cladding.

3 Results and Discussion

3.1 Ti6Al4V Clad Morphology with Magnesium Substrate

Figure 1 indicates the cross-section of the sample coated in 100 mm/min scan speed.
Figure 1a reveals that coating has a large void present in themagnesium substrate near
the interface. Microcracks were visible (Fig. 1a). Figure 1b shows the interface of the
coating and the substrate. The interface indicated that the coating and the substrate
were a metallurgically bonded. Formation of the oxide layer at the interface was
evident from Fig. 1b. The micro-dimples were observed near the interface in the
magnesium. Figure 2a shows the cross-section of the sample coated in 200 mm/min
scan speed. Presence of microcracks was observed in the coating (Fig. 2b), and the
metallurgical bonding was created between the substrate and the coating. Formation
of the oxide layers was evident at the interface, and micro-dimples were also formed
in the magnesium side near the interface (Fig. 2b). Figure 3a shows the cross-section
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Fig. 1 SEM images of sample coated in 100mm/min scan speed, a overall cross-section,b interface

Fig. 2 SEM images of sample coated in 200mm/min scan speed, a overall cross-section,b interface

Fig. 3 SEM images of sample coated in 300mm/min scan speed, a overall cross-section,b interface
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Fig. 4 SEM images of sample coated in 400mm/min scan speed, a overall cross-section,b interface

of the sample coated in 300mm/min scan speed. Figure 3a reveals that the formations
of microcracks were minimum and the interface revealed a metallurgical bonding
existed. Formation of oxide layer was also evident at the interface (Fig. 3b). Figure 4a
shows the cross-section of the sample clad at 400 mm/min scan speed. Figure 4a
indicates that the coating was not uniformly deposited and the presence of large
cavities was observed. Figure 4b shows the formation of cracks in the coating. Like
other samples, oxide layers were formed at the interface as evident from Fig. 4b.
Insufficient coating formed at 500 and 600 mm/min scan speeds, as evident from
the Figs. 5 and 6 Laser scan speed significantly affects the coating deposition on the
magnesium substrate. Figures 1, 2, 3, 4, 5 and 6 indicate the deposition nature of the
different scan speeds. The observations from the figures clarified that increased scan
speed has resulted in unsatisfactory coating deposition. Especially in higher scan
speeds like 500 and 600 mm/min, poor deposition has been resulted. The coating
material was coaxially fed along with laser source and argon gas. The laser source
melts the coating materials and forms the plume. The plume was focused on the
surface of the magnesium substrate. When the high energy plume hits the substrate
surface, it loses the energy and got solidified. This mechanism continues along the
desired length on the substrate. The scan speed affects interacting period of the plume
with the substrate. At lower scan speed, the plume has sufficient interaction time for
the deposition and solidification. However, at the higher scan speed, the plume has

Fig. 5 Sample coated in 500 mm/min scan speed, a overall cross-section, b interface
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Fig. 6 Sample coated in 600 mm/min scan speed, a overall cross-section, b interface

lower interaction timewith the substrate which resulted in insufficient deposition and
solidification. The substrate magnesium material was subjected to high irradiation
in lower scan speed like 100 mm/min due to intense laser energy interaction which
forms voids at the interface and cracks in the coating material (Fig. 1a).

3.2 Microstructure of the Ti6Al4V Clad Magnesium
Substrates

Figure 7 shows the microstructures of the Ti6Al4V coating. Distinct grains were
formed (Fig. 7a) and secondary phase particleswere precipitated in their grain bound-
aries (Fig. 7b). During laser melting, the Ti6Al4V alloy powder attained beta transus
temperature and rapidly solidified while hitting the surface of magnesium substrate.
This rapid solidification yields various sizes of the grains and allows the some phases
precipitated at grain boundaries. These precipitates form a dendritic structure at the

Fig. 7 Microstructure of the Ti6Al4V coating, a lower magnification SEM image, b magnified
SEM image
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Fig. 8 a SEM image of the precipitate, b EDS result of the precipitate

grain boundaries. This phase contains α + β platelet structure. This is the commonly
forming phased in Ti6Al4V alloy [9]. Figure 8 shows the magnified image of the
precipitate and the corresponding EDS result. The EDS result indicates that the
precipitate contains the major elements of titanium, iron and aluminum and small
traces of magnesium (Fig. 8b). During laser cladding process, considerable amount
ofmagnesium substratematerials diffused in the titanium alloymatrix. The elemental
mapping for cladding material proves the diffusion of magnesium substrate is signif-
icant (Fig. 9). Interface indicates the formation of oxide (Fig. 10a). EDS results
ensure that the magnesium oxide is the constituent of this oxide layer (Fig. 10b).
Elemental level diffusion occurred between Ti6Al4V coating and the magnesium
substrate. However, substrate material shows higher diffusion in coating side than

Fig. 9 Elemental mapping of Ti6Al4V coating, a SEM image of Ti6AlV4 coating, b Titanium
elements in the coating, c Magnesium elements in the coating

Fig. 10 a SEM image of the interface oxide layer, b EDS result of the oxide layer
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Fig. 11 a SEM image of heat affected zone of Ti6Al4V clad substrate, b Magnesium substrate
microstructure

coating material into the substrate side as evident from the line scan. The magnesium
substrate attained the melting temperature during the laser irradiation and diffused
into the solidifying Ti6Al4V plume. The rate of solidification of Ti6Al4V plume
was high compared to the magnesium substrate, thus the quantity of diffusion of
magnesium into the coating material was high. Figure 11a shows the heat affected
zone of Ti6Al4V clad magnesium substrate.

The heat affected zone of the magnesium contains network dendrites usually
forms during laser treatment [10]. Figure 11b shows SEM image of magnesium
substrate microstructure taken below the heat affected zone and the parent metal
primary phase with large grains. The effect of heat input during laser cladding has no
effect in this region. The laser scan speeds have less influence on the grain sizes and
orientation of the coating and heat affected substrate. However, the scan speeds affect
the intensities of intermetallic particles in the coating and heat affected substrate
material. The intensities of the intermetallics vary with the scan speed. Figure 12
shows the XRD results of the laser clad specimens processed in various scan speeds.
The XRD results revealed that the dominating intermetallic particles in the clad
zones are Al12Mg17, Fe2O3Ti and MgO. The Fe2O3Ti has been precipitated in the
clad material and MgO has been precipitated in the interface (Fig. 10a). However,
Al12Mg17 has been resulted from the diffusion of substrate and coating materials on
either side. Especially, due to the diffusion of magnesium into the coating side. The
intensities of these intermetallic particles increasing while increasing the scanning
speed (Fig. 12). At the higher scan speed, rapid heating and cooling of the coating
and substrate material restricts the dissolution of the precipitated intermetallics into

Fig. 12 XRD results of Ti6Al4V clad samples at a 100 mm/min, b 200 mm/min, c 300 mm/min
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Fig. 13 Microhardness of
the Ti6Al4V clad
magnesium substrates at
various scan speeds

their matrix. However, in case of lower scan speed, sufficient dissolution time was
persisted.

3.3 Microhardness of Ti6Al4V Clad Magnesium Substrate

Figure 13 shows the microhardness of the Ti6Al4V clad magnesium substrates at
various scan speeds. Themicrohardness result revealed that the clad zone has attained
higher hardness than other zones like heat affected and non-heat affected magnesium
substrate. Cladding zone shows ~95% higher microhardness than other zones. Simi-
larly, heat affected zone shows ~44% increase than non-heat affected magnesium
substrate. The intensities of the intermetallics present in the clad, HAZ zones influ-
ence themicrohardness of the clad samples. Figure 13 indicates that the sample clad at
300mm/min scan speed shows comparatively higher cladmicrohardness with higher
intensity of intermetallics. The intermetallics are hard particles and offer resistance
to indentation. Therefore, their increase in intensities increases the hardness of the
clad specimens.

4 Conclusion

In this work, Ti6Al4V alloy was clad on pure magnesium substrate by laser cladding.
The influence of laser scan speed on cladding morphology, microstructure and
microhardness were investigated. Following conclusions were derived from this
investigation.
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• The optimum scan speed is identified as 300 mm/min. Increasing the laser scan
speed above 300 mm/min resulted in inadequate coating deposition. However, at
lower scan speeds, cracks and voids formed due to high interaction time of intense
laser energy.

• The influence of laser scan speed on the grain size and their orientation was
minimal in the clad and heat affected zones. However, it influences the intensities
of intermetallic particles formed. The intensity of the intermetallics increase with
increase in scan speed due to rapid solidification. The lower scan speed let the
intermetallic particles to dissolve again into the matrix.

• Cladding zone shows ~95% higher microhardness than other zones and heat
affected zone shows ~44% increase than non-heat affected magnesium substrate.
Intensities of intermetallics affect themicroahrdness of the clad specimens.Higher
intensity of intermetallics offered high resistance to indentation which resulted in
increase in microhardness.
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Detonation Gun Spray Coatings
on Martensitic Stainless Steels

J. Jhansi, S. Santhi, P. V. S. Lakshmi Narayana, and Bhomik Ketari Deogade

1 Introduction

Erosive wear is the removal of material from a surface due to mechanical interaction
between the surface and a fluid, or impinging liquid or solid particles or liquid +
solid particles [1]. Even though erosion wear is a surface phenomenon, it leads
to structural failures directly or as a part of combined effects (erosive wear with
corrosion or fatigue etc.). Erosion is prominent in subsea gate valves, power station
boiler valves, and turbine blades used in the steam generation of thermal power
plants [2]. The presence of erosive environments recommends the relevance of harder
and wear-resistant coatings that protects the base material [3]. For hydro-turbines,
cavitation erosion advances formation of cavities and pits at the surface and modifies
the hydraulic profile of the components [4].

The application of harder and wear-resistant coatings improves the performance
of substrate material under erosive environments [5]. Martensitic stainless steels
as substrate material are commonly adopted for automotive industry [6], nuclear
reactors [7], and power plants [8]. Cermet coatings (carbide-type coatings, WC-Co-
Cr, and Cr3C2-NiCr) have been opted because of good hardness against wear. These
coatings are composed of carbides reinforcing a metal matrix, with good amount of
hardness, toughness, and ductility.WCcoatings are used in <500 °C temperatures and
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also in non-corrosive environments. The Cr3C2-NiCr coatingmaterials are employed
at high temperature ≤900 °C. This type of coating is produced using thermal spray
processes like detonation and plasma-coating techniques. These methods are now
widely used to spray coatings againstwear, erosion, and corrosion and thermal barrier
coatings for practical purposes [9]. Coating properties are determined by the type of
coatingmaterial, the deposition process, and the set of parameters used [10]. The aim
of this present work is to study the erosion resistant coatings behavior on martensitic
stainless steel using DG process. The thickness of coating materials (WC–Co-Cr and
Cr3C2-NiCr) obtained is 200 to 400 µm. Application of above materials for surface
coatings on martensitic stainless steel substrate, results in complex microstructure
consists of carbides, metallic phases, and oxides.

2 Materials and Processes

2.1 Materials

The chemical composition of the substrate (martensitic stainless steel) is determined
by spectroscopic analysis and is given in Table 1, and the lathe martensitic structure
of the substrate is shown in Fig. 1.

Table 1 Chemical composition of the substrate

Constituent C Si Mn P S

wt% 0.075 0.79 0.67 0.009 0.012

Constituent Cr Ni B Cu Mo

wt% 13.95 3.79 0.00012 0.156 0.42

*Fe is the balance

Fig. 1 Optical
microstructure of substrate
material at 100X
magnification
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2.1.1 Coating Materials

WC–Co-Cr and Cr3C2-NiCr are the coating materials considered, and the details
are given in Table 2. The microstructures of the coatings are characterized using the
metallurgical microscope and are shown in Fig. 2. The microstructure of WC–Co-Cr
coating consists of WC grains revealing straight edges and sharp angles embedded
in a cobalt matrix.

The white area in the images (Fig. 2a) consists of W, C, and W2C and pure beta
cobalt (Co-Cr) binder as the dark gray area [11]. The microstructure of Cr3C2-NiCr
coating (Fig. 2b) shows a dense skeletal network of fine Cr3C2 and Cr2O3 bound
within the ductile matrix [12]. The white phases are of metallic bonding matrix, and
dark phases and gray phases are of oxides and carbides of rounded and flattened
aspect, respectively.

Spectroscopic analysis is carried out to find the chemical composition of coatings
along with substrate and is given in Table 3.

Table 2 Coating powder
characteristics

Powder characteristics

Particle size 4.5 µm

Particle shape Spherical

Fig. 2 Optical microstructures at 100X magnification of a 86WC-10Co-4Cr coating and
b 75Cr3C2-25NiCr coating

Table 3 Chemical
composition of coating
materials

Coating Chemical composition

WC–Co-Cr 86WC-10Co-4Cr

Cr3C2-NiCr 75Cr3C2-25NiCr
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2.2 Coating Processes

Detonation gun coating process was employed onmartensitic stainless steel substrate
and coating materials are 86WC-10Co-4Cr and 75Cr3C2-25NiCr.

2.2.1 Detonation Gun Spray Process

Before coating process the martensitic stainless steel samples are grit blasted with
Al2O3 grits of size 150 mm at a pressure of 3–3.5 bars at room temperature. In
DG process, the reaction gases (C2H6 and oxygen), a carrier gas, and powdered
coating material as given in Table 3 are allowed into the combustion chamber. This
powdered coating mixture is mixed and ignited by a spark from a spark plug. The
coating material is heated by detonation energy release, resulting in high-pressure
ultra-sonic wave, thereby propagating hot gas stream and accelerating the powder
particles up to 900 m/s and hits the surface of the substrate. After each detonation
process leads to combustion process and are about 4–8 detonations cycles per second.
The flushing gas like argon and nitrogen cleans the combustion chamber before each
new cycle. There, the collision of hot powder particles with high velocity on the
surface of the sample resulting in a very dense and strong thermal barrier coating
[13, 14]. Table 4 is showing the spraying conditions adopted in this work.

3 Characterization Techniques

Tribological behavior of DG spray coatings depends on composition, microstructure
and distribution of the phases, porosity and hardness. In the present study, micro-
hardness and porosity techniques are performed to evaluate the erosion resistance of
the coatings on the substrate.

Table 4 Spraying parameters
adopted for DG process

Parameters Values

Spraying atmosphere Air

Spray Spot diameter 25 mm

Spraying distance
– (Al2O3)
– (Carbides)

200 mm
165 mm

Thickness per shot 5–6 µm

Shots per sec 3 shots
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3.1 Hardness and Porosity

The microhardness of coatings was taken at 300 gm load for 10 s and macrohardness
of the substrate is evaluated at a load of 30 kgf for 10 s. Porosity of coated substances
was carried out, with the help of optical microscope with image analyzer, on the
sectioned and mirror finished surface of coatings.

3.2 Erosion Test

An air jet erosion tester (Fig. 3) is used for testing the coated and uncoated samples.
Solid particle erosion test was done as per ASTMG76-95 standard [15]. The erodent
(SiO2) is fed by particle feeder in a controlled rate by maintaining constant flow
rate of air with particles by connecting the compressor to the mixing chamber. The
SiO2 particles further accelerated with help of air stream during a stainless steel
congregating nozzle and hitting the specimen placed at sample holder. A total of
10 cm distance is kept between the sample and nozzle, where nozzle outlet diameter
is 10 mm and the feed rate is maintained at 45 g/min. The erosion test is carried out
as in the steps given below.

The coated samples are dirt freed in acetone, dried, and weighed with an electron
balance where an accuracy level of 0.01 mg is maintained. Sample is fixed to the

Fig. 3 Schematic diagram of air jet erosion test, a sand injection system, b details of erosion
chamber
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Table 5 Erosion test
conditions

Erosion conditions

Erodent material Silica

Particle velocity (m/s) 60

Silica-feed rate (g/min) 45.33

Angle of impact (°) 90

Particle shape Round and Angular

Nozzle distance (mm) 10

Particle Size (µm) 250–350

sample holder and eroded for 10 min with SiO2 particles, at a fixed particle feed rate,
impact velocity, and impact angle.

The sample is then removed and again cleaned in acetone, dried, and determined
the loss in weight. Erosion rate is measured by weight loss to that of mass of erodent.
The time allowed for each sample to erode is two hours in this present work. The
erosion test conditions are presented in Table 5.

4 Results and Discussion

4.1 Hardness and Porosity

Themacrohardness obtained for the substrate is 315 HV30kg, and themicrohardness
of coating materials are given in Table 6. The coated sample’s porosity values are
found out using microprobe analyzer fitted to optical microscope, which are given
in Table 6. It is observed that the porosity is low (<1%) for 86WC-10Co-4Cr and
Cr3C2-NiCr coated samples. The porosity of DG-sprayed coatings is low because
the kinetic energy of the powder particles is high enough, to get deformed and fills
the pores between them.

Table 6 Hardness of
coatings

Coating material Microhardness [HV0.3 kg] Porosity (%)

86WC-10Co-4Cr 1075 0.41

75Cr3C2-25NiCr 961 0.46
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4.2 Erosion Test

4.2.1 Step-Wise Erosion

Air–sand erosion testing has been conducted as discussed in Sect. 4.2, and the test
conditions employed are as per Table 6. It was observed that in Fig. 4(a), in first
four intervals, the weight loss for martensitic stainless steel is very less and almost
uniform. This is due to low carbon and toughness of steel which delayed the crack
initiation and propagation. Stepwise increment of weight loss is observed in the next
two intervals. Drastic increase in theweight loss is observed in the last interval, where
crack propagation is faster and material removal takes place by development of a lip
or platelet and its consequent fracture. On the whole, erosion efficiency of metallic
materials is low when compared to cermet coatings and ceramics materials [16].
The comparison of 86WC-10Co-4Cr and 75Cr3C2-25NiCr coatings on martensitic
stainless Steel using DG process is shown in Fig. 4(b). It is observed that there is a
drastic raise in erosion from first interval to second interval, owing to the prevailing
nature of brittle erosion. It is due to fast initiation and crack propagation, and theWC
particles were pulled out from Co-Cr binder phase where the bonding between the
splats is weak. The repeated impact of erodent particles leads to crack initiation and
propagation near splat boundaries which leads to more weight loss [17]. Then, it is
observed that erosion increases drastically in the second interval for 75Cr3C2-25NiCr
coating, due to dominant brittle erosion by fracturing of metal carbide particles or
pulling of the coating from the distorted binder. At third and fourth intervals, the
erosion decreases, due to ductile erosion of Ni–Cr binder phase. The abrupt raise in
the erosion at the fifth interval is because of pullout of particles and voids formation.
Then, there is trivial raise in the erosion at sixth interval which is due to better
adhesion between the splats [14].

Fig. 4 a Erosion of martensitic stainless steel substrate. b Comparison of erosion of 86WC-10Co-
4Cr and 75Cr3C2-25NiCr coatings
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Fig. 5 Cumulative weight
loss of coating materials

4.2.2 Cumulative Weight Loss

The cumulative weight loss of uncoated substrate and two coated substrates with
time (one hour) is shown in Fig. 5. The erosion behavior of WC–Co-Cr and Cr3C2-
NiCr coatings on martensitic stainless steel is shown in the Fig. 5. It is observed
that erosion rate is more for brittle coating material (86WC-10Co-4Cr) and less
for comparatively ductile coating material (75Cr3C2-25NiCr) because the effect of
impact angle at 90° is different for ductile and brittle materials [18]. At this impact
angle, erosion is highest for brittle materials and lowest for ductile materials and is
shown in Fig. 5. It is observed, from the graph, that there is almost sudden increase
at second and third interval of WC–Co-Cr graph, and coating material is brittle
in nature. With minimum amount of plastic deformation, brittle fracture occurs in
metals. So the crack is ‘unstable’ once the crack nucleates and the propagation keeps
on impulsively without any change/increment in the value of the applied stress [17].

5 Conclusions

In this work, detonation gun spray process is employed for coating 86WC-10Co-
4Cr and 75Cr3C2-25NiCr on martensitic stainless steel. Based on cumulative weight
loss, it is observed that 75Cr3C2-25NiCr coating on martensitic steel substrate has
exhibited improved erosion resistance compared to 86WC-10Co-4Cr coating.
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Joining of Dissimilar Aluminum Alloys
AA2024 and AA7075 by Friction Stir
Welding: A Review

Ajay Kaushal, Sachindra Shankar, and Somnath Chattopadhyaya

1 Introduction

Aluminum 2024 alloy has high ratio of strength to weight but the major problem
with 2024 is that it has poor corrosive resistance and on this ground it is sometime
cladded with more zinc containing aluminum alloys, i.e., 7 series alloys. As these
alloys contain high strength to weight ratio, aerospace industries have always looked
for better welding technique for 2XXX alloys. There are various techniques available
for joining dissimilar aluminum alloys as shown in Fig. 1.

Vijay et al. [1] performed TIG welding of Al2024 and Al6063 by changing three
types of input parameters such as gas flow rate, current and root gap. It was reported
thatwith the increase in root gap, gasflowrate and current theTSof the joint increases.
Nasser [2] performed MIG welding for aluminum alloys 2024-T351 and 6061-T651
using argon as shielded gas and ER- 4043(AlSi5) as a filler metal.Maximumultimate
tensile strength and tensile strength of about 323 and 295 MPa was achieved respec-
tively. Third homogenous method used for welding of dissimilar aluminum alloy is
laser welding. Zang et al. [3] performed CO2 laser welding of aluminum alloys 2024
and 7075 using different filler materials. Tensile strength of 339.5 and 308.6 MPa
was reported when 2319 and 4043 were used as filler materials. Homogenous joining
process used for joining dissimilar aluminum alloys of 2XXX and 7XXX series does
not give sufficient strength because of higher susceptibility to hot cracking. For
this reason solid-state welding processes are used for welding 2XXX and 7XXX
series. Vaporizing foil actuated welding is quite similar to explosive welding with
the difference in the driving force for weld formation. In this process, very fast elec-
trical vaporization of thin foil takes place which results in the formation of very high
pressure pulse that moves away thin flyer sheets to very high speed [4]. Highest ulti-
mate tensile force was observed when the standoff distance was halved [5]. Second
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Fig. 1 Different processes used for joining of dissimilar aluminum alloys

solid-state welding process used is ultrasonic welding process wherein the plates
to be welded are kept one over the other and the ultrasonic vibration were given to
the top plate and due to friction between plates heat energy is produced and after
obtaining sufficient heat the vibration are stopped and pressure is applied to form
the weld [6]. FSW is the highly used process for welding AA2024 and AA7075
dissimilar alloys together. AA2024 and AA7075 alloys mainly finds its application
in aerospace industries where it is required to have high strength at lower weight
[7, 8]. FSW process is mainly used in welding of aluminum alloys as all the earlier
process used are performed at high temperature leading to high susceptibility to hot
cracking.

2 Process of FSW

FSW process can be subdivided into 4 phases which are shown in Fig. 2: plunging,
dwelling, welding, dwelling and pulling out.

The last two phases, i.e., dwelling and pulling out are non productive process but
they are only there to finalize the weld joint and hence cannot be avoided. In the

Fig. 2 Different phases of FSW
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first phase, the tool is plunged into the workpiece and in order to reduce the vertical
force in the z-direction a pre-technological hole can be made. After the rotating tool
has been plunged into the workpieces it stays there for some time and this phase is
called dwelling phase. During dwelling phase, there is velocity difference between
stationary work pieces and rotating tool heat gets produced by the frictional forces.
After producing sufficient heat between the tool and the workpiece third phase, i.e.,
welding phase starts wherein the tool is traveled along the weld center producing a
joint between the base metals [9].

3 Parameters Effecting the Welded Joint

Figure 3 shows the parameter effecting FSW process. Heat generated in the course
of FSW process is the main factor which controls the mechanical properties of the
welded joint formed. Heat generated depends mainly upon the downward pressure
or downward normal force acts on the tool and the rotational speed of shoulder and
pin. Traveling velocity of the tool determine the rate of heat input and material flow
around the tool nib. As the linear velocity (v) of the tool increases the heat rate reduces
and at a particular location tool spends less time now which gives rise to smaller Stir
Zone (SZ) [10]. The positioning of the material also influences the properties of the
joint formed. To achieve better results (weld quality) in FSW process of dissimilar
metals mainly harder material is put on the advancing side and softer material is put
on the retreating side but in case of AA2024 and AA7075 the reverse shows better
results [11, 12]. Khodir et al. [10] reported that maximum T.S of the welded joint
was obtained when AA2024 (AA7075 is more hard when compared to AA2024)
was put on the advancing side. The ratio (velocity ratio) of tool spinning speed and
tool traveling speed also influences the welded joint. Devaraju et al. [13] reported
that when the velocity ratio increase then microhardness also increases this happens
because of more heat input causing softening of the material leading to more intense
stirring of the soften metal in theWZ and this results in the grain refinement, ultimate
tensile strength and yield strength also improves because of this grain refinement.
Tool nib design used also effect the mechanical properties of the joint produced [13].

Fig. 3 Fish bone diagram representing the cause and its effect on the welded joint
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4 Macrostructure

Figure 4 shows the macrostructure of the FSW welded dissimilar aluminum alloys
AA2024 and AA7075 at different material positioning and linear speed. The 3 zone
which are observed under optical microscope are (1) SZ or NZ, (2) TMAZ and (3)
HAZ. Stir zone or nugget zone is the area surrounding the weld line where actually
stirring of the base material occurs and due to this stirring or mixing the when the
weld zone gets solidified onion ring like structure can be observed [10]. It is clear
from Fig. 5 that on increasing the welding speed size of the stir zone decreases
this happens because on increasing the linear velocity the heat concentration at a
particular point will decrease leading to less softening of material which results in
reduced stirring of the weld material in the nugget zone. TMAZ is around the NZ
on both sides and this TMAZ is surrounded by HAZ. Outside the HAZ there is BM
which is the unaffected region. The defects like kissing bond and tunnel defects
were reported by Khodir et al. [10] when FSWwas performed at high linear velocity
keeping AA7075 on AS of the joint. Kissing bond is the descriptive term for two
surfaces which are very close to each other but not so close that the majority of the
surface irregularities gets deformed sufficiently and formmetallic bonds. Depending
upon the location and extent of the kissing bond defect the load bearing capacity and
fatigue life of the component gets effected [14]. The tunneling defect occurs mainly
due to lack of material flow and insufficient heat input [15].

Fig. 4 Macrostructure of FSW dissimilar aluminum alloys AA2024 and AA7075 at different
welding position and linear velocity [10]

Fig. 5 Microstructure in base metal and stir zone, a base metal AA2024, b base metal AA7075,
c onion rings, d kissing bond defect [10]
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5 Microstructure

Figure 5a and b represents microstructure of the BM of AA2024 and AA7075
respectively. The micro-structural grains can be seen elongated in the direction of
rolling along with the random distribution of the constituent particles. These random
distributed particles are represented by black color in the microstructure and from
figure it is also clear that the concentration of the constituent particles are more in
the AA2024 side than on the AA7075 side.

Figure 5c represents microstructure of the onion rings in the stir zone when
welding was performed keeping AA2024 on advancing side and at 1.2 mm/s [10]. In
the microstructure bands of course and fine grains can be observed and the average
sizes of these grains are 5.8 and 4.1 µm [10]. Figure 5d shows the kissing defect
when the welding was performed keeping AA2024 on the retreating side, i.e., on the
right side kissing crack and at tool travel speed of 3.3 mm/s. The kissing cracks are
formed due to inadequate metal flow of the BM or improper acumen of tool nib at
the weld root due to insufficient heat generation during the process.

Figure 6 shows the different zone observed in the optical microscope. Due to
severe plastic deformation and higher temperature in the SZ at a space of 2 mm
from the center of the weld on the AA2024 side fine equiaxed grains formed. In the
stir zone of AA7075 side the grains become bigger in dimension and less equiaxed
character was observed. In the TMAZ zone due to less heating (low temperature)
no recrystallization occurs and so the deformed grains were observed in this region
(Fig. 7). At an interval of 4 mm from the center of weld more parent metal grains are
observed and this region coincides toHAZwherein lowmicro-hardnesswas observed
when compared to that of basemetal [17]. Zhang et al. [18] performed FSWof similar
and dissimilar AA2024 and AA7075 aluminum alloys of 5 mm thickness at varying
speed of 600, 950, 1300, 1650 rpm. It was observed that the size of TMAZ is greater
on RS side as compared AS and on increasing the tool rotational speed TMAZ size
increases on both sides. Zhang et al. [19] performed quantitative analysis of the FSW
AA2024 and AA7075 and it was observed that when the welding speed was reduced
from 240 mm/min to 60 mm/min then the average grain size increases from 2.54 ±

Fig. 6 Microstructure
showing SZ, TMAZ and
base metal [16]

Fig. 7 Microstructure
showing deformed grains in
the TMAZ zone [16]
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1.2 µm to 3.34± 1.8 µm this happens because the low tool traverse speed produces
high thermal cycle in the NZ.

6 Mechanical Properties

6.1 Tensile Strength

Gowthaman et al. [11] performed the FSW of AA2024 and AA7075 using varying
rotational speed and linear speed. The tool spinning speed was diverse in between
1000 to 1400 rpm and similarly the tool traverse speed was diverse in between
20 mm/min to 40 mm/min (Fig. 8). When tool was rotating at speed was 1000 rpm
with travel speed was 20 mm/min the maximum tensile and Y.S of about 214.2 MPa
and 191.8MPa were observed. When the graph was plotted then a decrease in tensile
strength was observed from 1000 rpm and v = 20 mm/min to 1200 rpm and v =
30 mm/min this is due to the development of fine strengthening precipitates and
uniform equiaxed grains in the weld zone [11].

Srinivas et al. [20] reported that on increasing the velocity ratio, i.e., the ration of
rotational speed of tool to its travel speed the U.T.S, Y.S and % Elongation increases
(Fig. 9) because of increase in the heat generated which is entered into the weld
but after a limit as this velocity ratio is increased then the strength of the weld
decreases due to matrix softening wherein when the heat generation become more
than a particular value then there is dissolution and/or coarsening of the strength
giving precipitates in the aluminum matrix [20].

Fig. 8 Graph showing the
variation in tensile strength
with linear and rotational
velocity [11]
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Fig. 9 Tensile property of
the samples of dissimilar
welded aluminum alloys at
various velocity ratio [20]

6.2 Micro-Hardness

Figure 10 represents micro-hardness distribution of AA2024 and AA7075 at 40 and
200 mm/min. The rock bottom value of micro-hardness was noted in the HAZ on the
AA2024 side this happens because in HAZ coarsening of precipitates lead to loss
in the consistency with the matrix due to changing temperature [10]. On increasing
the welding speed, the heat affected zone starts shifting toward the weld center, and
this happens because of less heat interaction in the welding zone. The randomness
of the hardness value in the stir zone is due to onion ring formation wherein bands
of AA2024 (lower hardness) and AA7075 (higher hardness) are formed. Slightly
decreased value of the hardness as compared to stir zone is noted in the TMAZ [10].

Fig. 10 Micro-hardness dessemination on the transversal section of the FSW joint at various tool
travel speed [10]
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7 Conclusion

From the FSW of AA2024 and AA7075 following conclusions can be drawn:

• The location of facture of all either similar or dissimilar joint coincides with the
minimum hardness value in the particular joint.

• The harness value of both similar or dissimilar joint first increases and then
decreases when moved along the weld thickness from top to bottom.

• Under the effect of high strain rate and quasistatic loading yield stress of both
AA2024 and AA7075 decreases [21].
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Observational Exposition of Metal
Matrix Composite Aluminum 6069 (Al)
Fraction Variance Strengthened
with Molybdenum (Mo) and Coconut
Shell Ash (CSA)

Fathimunnisa Begum, Sasidhar Gurugubelli , and N. Ravi Kumar

1 Introduction

Acomposite is amaterialmade up of components generated by physically combining
pre-existing elements in order to create a newmaterialwith unique qualities that differ
from those of a monolithic material. This description distinguishes a composite from
other multi-phase materials formed by bulk processes where one or more phases are
the products of phase transformation. The word matrix and reinforcement are also
used. Composites are classified by (a) phase matrix (b) reinforcement.

Various studies have been published on the use of natural fillers in composites
such as coconut shell ash, jute, cotton, and rice husk wood as composite reinforce-
ments. Sasidhar et al. [1] experimented with new aluminum 6069 alloy metal matrix
composites (MMCs) fortified amid molybdenum and coconut shells for use in auto-
mobiles and found that the strength of the tensile was improved by adding molyb-
denum and coconut ash grains to the aluminum 6069 alloys. Shireesha Y. et. al.,
studied the mechanical properties of natural fibre reinforced composites and the
factors that affect the mechanical properties of natural fiber composites [2, 3]. A new
6069 aluminum alloy for hot and cold extrusion and forging and observed desirable
formability, and carried out systematic tensile and impact tests and measurements
of hardness on hot forged aluminum metal matrix composites in order to understand
the effect of the alloy material and the shaping process on its mechanical properties
[4, 5]. Metal matrix composite (MMC) was successfully manufactured using the
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aluminum plate and molybdenum powder amid friction Stir process (FSP) to create
a surfaceMMC layer on the Al plate in order to increase the mechanical properties of
the Al plate being obtained. Also produced aluminummetal matrix hybrid composite
reinforced aluminum 7075 alloy beside silicon carbide (SiC) and aluminum oxide
(aluminum) by mixing a casting process is less costly and very effective [6, 7]. Sunil
et al. [8] provided a detailed overview of the state of the art in the manufacture
of magnesium-based composites by friction stir processing and also discussed the
effect of the secondary phase particles and grain refining produced by friction stir
processing on the properties of these composites. Zaid et al. [9] examined the impact,
by pressing the ECAP process at room temperature, of the addition of molybdenum
either solo or in the presence of titanium in commercially pure aluminum.Rebba et al.
[10] have reported results of an experimental analysis of the mechanical properties
in composite samples of aluminum alloy (Al-2024) reinforced with molybdenum
disulfide (MOS2) powders compared to base alloys. Sapuan et al. [11] investigated
the tensile and flexural strengths attributed to epoxy composites based on coconut
shell filler particles. Many studies have abided toward the use of other innate fillers
in composites in the former, and the coconut shell filler is a possible contender for the
production of contemporary composites due to their immense strength and modulus
properties. On the basis of these considerations, this research has shown that a new
composite is effectively prepared with Al-Mo and coconut shell ash by a stir-casting
process, and an analysis of mechanical properties just as hardness and compression
strength has been carried out.

2 Properties of Materials Used

2.1 Aluminum 6069

Aluminum 6069 is considered to be one of the lightest and strongest alloys in the
world. It is cheaper and commonly used in automotive engineering today. The alloy
has favorable fatigue, stress-corrosion; moreover, Table 1 shows long-term load-
cracking properties by cause of a mixture of structure, high strength, thermal and
mechanical treating.

Table 1 Properties of
aluminum 6069

Physical properties Mechanical properties

High strength and less weight Tensile strength—400 Mpa

Easily machined and recycled Compression
strength—495 N/mm2

Excellent corrosion property Density—2.72 g/cm3

Good thermal and electrical
conductivity

Melting point—660 °C
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Table 2 Properties of
molybdenum

Physical properties Mechanical properties

Highest melting temperature Tensile strength—324 Mpa

More resistant to corrosion Compression
strength—400 N/mm2

Low thermal expansion Density—10.22 g/cm3

Good thermal and electrical
conductivity

Melting point—2623 °C

2.2 Molybdenum

Molybdenum can only be found in different oxidation states in materials. Molyb-
denum is a silver-gray metal in its pure form. It is the 42nd largest element in the
universe. Most high-resistance steel alloys comprise molybdenum from 0.28 to 8%.
The following Table 2 contains a list of all molybdenum attributes.

2.3 Coconut Shell Ash

Coconut shell ash is agriculturalwaste and is commonly available in tropical countries
around the world, such as India. This waste utilization would not only be economical
but may also result in environmental pollution control. In black smithy, coconut
shell can be used as fuel material in their casting and forging operations. In this
work, coconut shell ash having a density of 1.6 g/cm3 is used, and it is having some
good properties like good tensile strength and hardness.

3 Fabrication of Aluminum 6069 with Molybdenum
and Coconut Shell Ash Reinforced

Several steps in aluminum 6069 fabrication have been discussed below.

3.1 Stir Casting

Casting is the mechanism by that molten metal is transferred to a mold and can
solidify into an object. The resulting entity is also called a casting, see Fig. 1.

Keep the aluminum 6069 alloy in the crucible and heat up to its melting point
650 °C. Add coconut shell and molybdenum reinforcement material to the alloy
based on the composition and stir well for uniform distribution of element in the
furnace.
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Fig. 1 Image of the stir
casting process

3.2 Melting and Streaming

Melting is the preparedness and transition from a solid to a liquid state of the metal
into a furnace. In a ladle, it is then forced into the mold region of the foundry and
then poured into the molds shown in Fig. 2.

The molds are vibrated after the metal is solidified, which is called a shakeout
processwhere sand is removed from the casting.By stir castingmethod, the aluminum
metal matrix composite has been prepared. We used 4000 gm of commercially
available aluminum alloy for this. In the resistance furnace, the commercially pure
aluminum 6069 alloy was melted. It increased the temperature of the melt to 700 °C.
At an impeller speed of 200 rpm, the stirring was sustained about 5 and 7min. During
the addition of reinforcement materials, themelt temperature was held at 700 °C. The
melt was poured into the sand molds prepared earlier with reinforced particulates.

4 Methodology

The main intent of the present work is toward strengthening the aluminum fusion
particles by adding molybdenum and coconut shell ash to the liquid base metal. In
the first part of the work, an attempt is made to prepare the composites and to classify

Fig. 2 Melting and
streaming process for
compression test
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Fig. 3 Shows a specimens before compression test, b specimens after compression test

them by identifying the different compounds that have been produced in the matrix.
The physical and mechanical properties of the composites are stated in the Sect. 2.

4.1 Experiment on Compression Test

The compression test shall assess the characteristics of the materials under crushing
loads. The most widely used compression test is one of all mechanical tests. As per
ASTM E-9, the ends of the specimen are fixed to the grips attached to the straining
device and to the load measuring device in this test. If the applied load is small
enough the compression of any solid body is completely reduced and the solid can
return to its original state as soon as the load is removed. However, if the load is
too high, the material may be permanently compressed. Specimens before and after
compression test were shown in the Fig. 3a and b.

4.2 Experiment on Hardness Test

This test method involves determining the hardness of Brinell metallic materials
using the Brinell indentation hardness theory. The Brinell method applies a prede-
termined test charge to a fixed diameter carbide ball that is retained and removed
for a predetermined period of time. The resulting impression is generally measured
in at least two diameters at the right angles, and the results are summed. The indent
size (see Fig. 4) is optically determined by the calculation of two diagonals of the
circular indent with a compact, or integrated, microscope.
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Fig. 4 Ball indentations of
Brinell hardness test on Al
composite specimen

5 Results and Discussions

5.1 Compression Test Results

The following tabular and graphical results will show the effect of coconut shell ash
on compression strength of aluminum composite.

The graphs shown in Fig. 5 and Tables 3 and 4 show that as coconut shell ash
increases, compression strength also increases gradually while 1% of molybdenum
kept constant. Higher compression strength of 994.274 N/mm2 was observed at
composition 95%Al, 1%Mo, 4%CSAcomposition compared to other compositions.

The following tabular and photographs will also try to show the effect of
molybdenum on the compression strength of aluminum composites.

The graphs shown in Fig. 6 and Tables 3 and 5 show that as molybdenum content
increases, compression strength also increases gradually while 1% of coconut shell

Fig. 5 Graph of load versus elongation a at composition (97% Al, 1% Mo, 2% CSA) and b at
composition (95% Al, 1% Mo, 4% CSA)
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Table 3 Input data for
Compression test of the
different compositions of Al,
Mo, and CSA

Input data

Specimen shape Solid round

Specimen type Aluminum

Specimen diameter 13 mm

Initial guage length for % elongation 62.5 mm

Specimen cross section area 132.73 mm2

Final specimen diameter 11 mm

Final guage length 70 mm

Final area 95.03 mm2

Table 4 Shows at 1% Mo the
compression strength of
different compositions of Al
versus CSA

Observations Composition

97% Al, 1% Mo,
2% CSA

95% Al, 1% Mo,
4% CSA

Load at peak (kN) 69.420 78.090

Compression
strength (N/mm2)

883.884 994.274

Fig. 6 Graph of load versus elongation, a at composition (95% Al, 4% Mo, 1% CSA) and b at
composition (93% Al, 6% Mo, 1% CSA)

Table 5 Shows at 1% CSA
the compression strength of
different compositions of Al
versus Mo

Observations Composition

97% Al, 2%
Mo, 1% CSA

95% Al, 4%
Mo, 1% CSA

93% Al, 6%
Mo, 1% CSA

Load at peak
(kN)

56.910 68.940 70.230

Compression
strength
(N/mm2)

724.601 877.772 894.197
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Table 6 Shows hardness test results for different compositions and loads

Composite samples Hardness (BHNs) at
400 kgf Load

Hardness (BHNs) at
600 kgf Load

Hardness (BHNs) at
800 Kgf Load

97% Al + 1% Mo +
2% CSA

23.80 28.51 30.89

95% Al + 1% Mo +
4% CSA

30.5 35.3 38.01

95% Al + 4% Mo +
1% CSA

30.5 28.51 30.89

93% Al + 6% Mo +
1% CSA

27.53 28.51 30.89

ash kept constant. Higher compression strength of 894.197 N/mm2 was observed at
composition 93%Al, 6%Mo, 1%CSAcomposition compared to other compositions.

5.2 Hardness Test Results

The Brinell hardness test machine was used to calculate the hardness. The load
applied on Brinell hardness test were 400, 600, and 800 kgf at dwell time 15 s for
each sample.

The result of Brinell hardness test for alloy without reinforcement (aluminum
6069) and the wt% variation of reinforcements such as molybdenum and coconut
shell ash of various compositions are given in Table 6.

6 Conclusions

MMCs strengthened by molybdenum powder and coconut shell ash particles derived
from aluminum 6069 were successfully prepared using the method of stir casting to
examine compression strength. The hardness of various composition of aluminum
composites specimen were tested and observed that the hardness increases with
coconut shell ash content increased. Also, the compression strength of the spec-
imen increased by increasing coconut shell ash and molybdenum percentage to the
aluminum alloy. High compression strength is obtained at composition 95% Al, 4%
CSA, 1% Mo. The results show that the composite metal matrix with a composition
of 95% Al, 1% Mo, 4% CSA is best suited in the automotive industry as the use of
aluminum is higher.
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Recent Advances in Machining
of Composites and Super Alloys by Using
Wire-EDM. A Review

Tariq Ahmad , Noor Zaman Khan, Babar Ahmad, and Annayath Maqbool

1 Introduction

1.1 Composites

Aluminum-based composites possess low density and high strength which makes
themsuitable forwide range of industrial applications [1, 2].Metalmatrix composites
(MMC) must have at least two constituent parts, i.e., one constituent is metal and
other can be metal or non-metal. Matrix is usually a lighter metal like aluminum,
which exhibits capability to support reinforcement. Further, particles or fiber could
also be as reinforcement. MMC’s are being widely used in many industrial sectors
due to various desirable properties such as better tribological and corrosion behavior,
high strength, wear resistance, low thermal coefficient, good mechanical properties
at elevated temperature but they possess poor machinability [3–5]. The composite
materials are suitable for nuclear power plants as well [6]. The classification of
composites materials is shown in Fig. 1 [7].

The reason of poor machinability of composite materials is the presence of
hard reinforcement particle which cause hindrances while machining which in turn
increases tool wear. Machining of MMCs is very difficult by using conventional
machining processes. [4, 8]. To fulfill this gap non-conventionalmachining technique
got more importance, among them wire electrical discharge machining (WEDM) is
best suited for giving better machining profiles in composite materials [8]. WEDM is
non-contact machining process and can machine any conducting material regardless
of hardness and strength of the material being machined [9]. In order to achieve
better machining performance, various mathematical models and statistical models
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Fig. 1 Classification of composites, a based on matrix b based on reinforcement [7]

are used by researchers to establish the relation between process parameters and
response variables [10].

1.2 Super Alloys

One of the best materials used in last few decades for high temperature application
is super alloy. Super alloys show better performance in high temperature applica-
tions like jet and rocket engines where the temperature reaches around 12,000 °C
to 14,000 °C [11]. Nimonic super alloys possess high specific strength and thereby
used in various aero engine components [12]. The chemical composition of Nimonic
super alloys is 38–76% nickel, 27% chromium and 20% cobalt, and some more
components are needed such as tungsten (W), tantalium (Ta) andMolybdenum (Mo)
to enhance its properties [13]. Super alloys are classified as in Fig. 2 [14]. Inconel 718
is age-hardened nickel–chromium-based super alloy having better mechanical and
tribological properties and retains its mechanical properties in the range of−423 °F
to 1300 °F. It also exhibits good weldability to resist with post-weld cracks. Inconel
718 is difficult to be machined by conventional processes. To efficiently machine
such alloys, non-conventional machining process needs to be adopted, and WEDM
is generally preferred to machine high strength super alloys [15].



Recent Advances in Machining of Composites and Super Alloys … 117

Fig. 2 Classification of super alloys [14]

Titanium-based alloys exhibit good mechanical properties like creep resistance,
fatigue strength, wear resistance, functional and structural strength at elevated
temperature and are thereby used in multiple applications like aerospace, ballis-
tics, machine components, automobiles. Due to its cost, it should be handled with
great effort and processing like fabrication, machining operations must be chosen
carefully. WEDM is an easy and economical machining process to machine any
grade of super alloys and titanium alloys [16].

2 Literature Survey

See Table 1.

3 Latest Techniques for Machining Composites and Super
Alloys Using WEDM

WEDM comprises number of response variables and among them material removal
rate (MRR) and surface roughness (Ra) are important that affect the productivity
and surface texture of manufacturing components. From the literature survey, it is
clear that most of the research has been done on MRR and Ra. The MRR refers to
the amount of material removal which depends upon polarity of wire electrode as
well. Higher MRR is attained by the negative polarity of wire electrode and positive
polarity of work piece.
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Table 1 Recent studies on composites and super alloys, using WEDM

Investigator Work material,
machining
process and
method used

Process/input
parameters

Response/output
variables

Research finding

Kumar et al.
[17]

Al-SiC-B4C
composites,
WEDM

Current
(12Ae20A), pulse
on time
(100mse120 ms),
wire feed (6 mm/m
and 10 mm/m) and
composition of
B4C w%

(RSM), kerf width
& cutting speed

RSM method was
used which gives
current = 20 A,
POT = 108.6 ms,
B4C = 5.65% &
wire feed rate =
10 mm/min as
significant
parameters. Also,
gives kerf =
0.271 mm & max
cutting speed =
4.76 mm/min

Manikandan
et al. [18]

Incoloy 825,
603XL,600,
Monel K400
super alloy,
WEDM, SEM

POT, voltage, PFT,
wire feed and
mean current

Perpendicularity,
straightness and
Ra

Monel K400
produced better
significance over
other super alloys

Vellingiri
et al. [19]

LM13 and
LM13/SiC
alloys, WEDM

POT, PFT and
Current

MRR and Ra Better hardness and
tensile strength,
POT (30–40 ms),
PFT (4–10 ms) and
current (Ip, 1–3 A)
for better MRR and
Ra

Sing et al.
[20]

AA7075/SiC,
WEDM, Fuzzy
logic modeling

POT, PFT and
Peak Current

MRR and Ra Influencing
parameters for
AA7075 +
5wt%SiC, POT for
Ra. PFT for MRR.
And Influencing
parameters for
AA7075, PFT for
Ra and peak
current for MRR

Kavimani et.
al. [21]

AZ31 +
(0.2–0.4)
%r-GO@
(10–30) % SiC,
WEDM

POT, PFT, Wire
Feed Rate

MRR and Ra POT increases Ra,
Hybrid technique
can be used

(continued)



Recent Advances in Machining of Composites and Super Alloys … 119

Table 1 (continued)

Investigator Work material,
machining
process and
method used

Process/input
parameters

Response/output
variables

Research finding

He et al. [22] 2D C/SiC
Composite,
WEDM

POT, PFT and No.
of tubes

Mach. speed (Cs)
and Ra

Fibber orientation
has got more
significant effect on
the Ra than
machining speed

Ishfaq et al.
[23]

SS316 and mild
steel, WEDM

WP orientation,
hight of one layer,
voltage of servo,
PON, wire dia,
wire feed and
pressure ratio

Spark gap Wire dia. and
pressure ratio
contribute 71% and
16%, respectively,
to the spark gap

Sing et al.
[24]

MWCNT
alumina
composites,
WEDM, SEM

POT, Peak current,
Wire speed

Ra and MRR MRR increases
with POT, current.
Wire speed also
influences

Sing et al.
[24]

MWCNT
alumina
composites

POT, Peak current,
Wire speed

Allowance Multi-pass WEDM
shows steep
decrease in surface
roughness

Nain et al.
[25]

Aeronautics
super alloy,
WEDM, Fuzzy
logic and
BP-ANN

POT, PFT, IP, SV,
WT and WF

Ra and waviness The variable POT,
interaction between
POT and PFT, wire
tension and spark
gap voltage have
influenced Ra. The
waviness is
influenced greatly
by POT and PFT
and spark gap
voltage

Goyal Ashish
[26]

Inconel 625
super alloy,
WEDM, SEM,
TAGUCHI &
ANOVA

Tool electrode,
current intensity,
POT, PFT, wire
feed and tension

Ra and MRR POT, electrode and
current are the
input parameters
affecting Ra and
MRR

Yusoff et al.
[27]

Ti-48Al
intermetallic
alloys, WEDM,
ANN &
multi-GA

POT, PFT, feed
rate, peak current
and servo voltage

MRR, Ra, Vc and
Dk

The approach,
OrthoANN,
reduced ANN
experimentation
time and
optimization by
integrated with
multi-GA

(continued)
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Table 1 (continued)

Investigator Work material,
machining
process and
method used

Process/input
parameters

Response/output
variables

Research finding

Mandal et al.
[28]

Nimonic C 263,
WEDM

R- cut, F- cut,
Grinding & post
Grinding

Ra, Rz, Rt and Rsk The average Ra is
as minimum as
0.024 µm after
recast layer, and
new surface is
generated along
with compressive
residual stress
500 MPa

Garg et al.
[29]

Nickel-based
super alloys,
WEDM & RSM

POT, PFT, spark
gap voltage & wire
feed

Cutting speed, gap
current and Ra

Significant
parameters are
POT and PFT, with
minimum spark gap
voltage, and wire
feed is insignificant

Nain et al.
[30]

Udimet-L605
super alloy,
WEDM,
Taguchi, GRA

POT, PFT, Peak
current, Spark gap
voltage, Wire
tension and feed

MRR and Ra Spark- gap voltage,
POT, interaction
POT x PFT and
wire tension are
optimum variable
for Ra while POT,
spark gap voltage
and PFT are
optimum variables
for MRR

To increase MRR, the discharge current should be increased. Surface roughness
(Ra) is one of the parameters of surface integrity and it depends on the type of
contact friction, deformation and accuracy. The machined component should have
good surface quality for mainstream applications. Figure 3a and b shows the SEM
image ofmachined compositematerial byWEDMand illustrates the 3D-Topography
of machined surfaces. Figure 4 shows SEM images of the WEDMed surfaces of
super alloyMonel K400 [14]. Among various unconventional machining techniques,
WEDM ismost preferred one and plays the vital role inmachining of complex shape,
precision shape components, intricate shapes, making dies, micromachining, etc.
The major challenge for researchers now a days is the efficient machining of high
temperature composite materials and super alloys. Various researchers concluded
that the WEDM process parameters which significantly affect the machining perfor-
mance during machining of super alloys and composites materials are (POT), (PFT),
servo voltage and peak current. For better machining performance, these process
parameters need to be optimized to obtain desired surface integrity, MRR and kerf.
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Fig. 3 a SEM image of WEDM machined edge. b SEM image of WEDM machined surface

Fig. 4 SEM image of WEDMed surface of Monel K400 [18]

4 Conclusions and Future Scope

The machining of composites materials and super alloys is difficult by using conven-
tional methods and this arises the need of non-conventional machining methods.
One of the most convenient machining processes for precise machining of composite
materials and super alloys is Wire electric discharge machining. WEDM is an effi-
cient process for precise and micro level machining of composites and super alloys.
Literature reveals that theWEDM process parameters significantly affect the surface
integrity/roughness, MRR and kerf during machining of super alloys and composites
materials. The process parameters which significantly affect the machining perfor-
mance are (POT), (PFT), servo voltage and peak current. As per this study these
process parameters need to be optimized to obtain desired productivity and quality
of the machined component.

In future machining of insulating composites and ceramics can be done on
WEDM. Furthermore, surface quality can be enhanced along with high temperature
machining performance.
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Effect of Buffer Layer on Crack
Susceptibility, Mechanical
and Microstructural Properties of Ni
Hard Coatings

Nikhil Thawari, Nikhil Chaubey, Aayush Chandak, and T. V. K. Gupta

1 Introduction

Laser cladding process is a hard coating technique beingwidely used due to its poten-
tial in material processing such as high-value component repair, metallic coating,
small volume production and prototyping [1]. The process uses laser as a heat source
which creates a melt pool over the substrate producing a hard-coated/deposited layer
[2] as shown in Fig. 1. There are two ways of powder feeding in this process, i.e.
pre-placed and co-axial, where co-axial feeding is commonly used that can provide
uniform flow to the laser source creating a uniform deposition. Some of the advan-
tages of laser cladding are less dilution, minimum distortion and heat-affected zone
(HAZ), low heat input to the substrate, higher accuracy, etc. [3, 4]. The process is
primarily used for refurbishment and rebuilding of worn-out parts and make them
sustainable to work in harsh environments and perform their function at a satisfactory
level to enhance the component service life [5–7]. Nickel-based alloys are widely
deposited with laser cladding to produce high heat resistant coatings. N480 and
N9062 are specialized Ni-based alloys, where N480 possesses medium hardness
(500HV), good abrasion and corrosion resistance with a reasonable impact resis-
tance, and N9062 has higher hardness (750HV), excellent abrasion resistance, low
ductility which provides low impact resistance. Both the coatings are better for wear
and corrosion resistance applications. Whereas, the deposition of these hard coatings
by laser cladding generates cracks, dilution and residual stresses because of which
extensive research is in progress to minimize these problems [8–11].
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Fig. 1 Laser cladding
process

Stanciu et al. [12] deposited a dual coating of NiCrBSi with Inconel718 as buffer
layer using laser cladding and reported that crack susceptibility of the top layer is
reduced since the compressive stresses are reduced with uniform heat distribution.
Also, a significant increase in hardness with 7% increase in wear resistance and 20%
in corrosion resistance are claimed. Another study on crack behaviour of composite
coating of Ni-based WC by Zhou et al. [13] revealed dissolution of cladded parti-
cles is minimized at high scanning speeds and the increased preheating reduced the
temperature gradients to obtain crack-free cladding. Wang et al. [14] investigated
the crack susceptibility and microstructural behaviour of V2O5/NiCrBSi alloys and
observed that the thermal stresses govern the crack occurrence. Also, Doliveira et al.
[15] found that buffer layer addition inmultilayer cladding reduces the tensile residual
stresses which may lead to early failure of the component. Thawari et al. [16] added
Inconel 625 as buffer layer while cladding Stellite 6 and observed higher hardness
and wear resistance as compared to direct Stellite 6 deposition. Also, cladding on
Fe-based substrate, dilution of Fe elements increases the rise of crack formation
and also deteriorates the mechanical and microstructural properties of the coating
[17, 18].

The literature proposed different methods to minimize the crack susceptibility
of hard coatings where the substrate was pre-heated to reduce the crack formation
[19–21], while this method can only be recommended if the coefficient of thermal
expansion of the cladding material and substrate is not vastly different. Reports also
revealed that addition of buffer layer reduces the crack formation, also enhances
the mechanical and microstructural properties of different hard coatings, showing
improved results than the direct deposition. Despite this research reported, no study
was available on buffer layer addition in cladding of Ni-based hard alloys. To fill
this gap and investigate the role of buffer layer addition, an attempt was made by
cladding Inconel 625 between the substrate and Ni-based alloys to reduce the crack
susceptibility, dilution and enhance the properties of N480 and N960 coatings. It was
found that buffer layer plays a vital role in reducing the possibility of crack formation
and reduced substrate element diffusion into the hard-deposited layers.
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Table 1 Chemical composition (% by weight)

Material Ni Cr B Si C Fe Mo Cu W Co Nb Others

Inconel
625

58.0 20–23 – – – 5.0 8–10 – – 1 3.15 2–5

N480 39.8 13.0 2.5 3.4 0.45 4.5 5.9 1.36 29.0 – – –

N9062 72.4 15.5 2.9 4.3 0.7 4.2 – – – – – –

SS410 – 11.5–13.5 – 1.0 0.15 84–86 – – – – – –

2 Experimental Set-Up

2.1 Cladding and Substrate Material

In the present work, N480 and N9062 (Ni alloys) were used as hard coatings with
Inconel 625 as buffer layer (particle size 30–100 µm) for experimentation. The
substrate is a hollow cylindrical sleeve made of AISI SS410 martensitic stainless
steel with 115 mm length, 34 mm and 50 mm inner and outer dia., respectively.
Table 1 gives the chemical composition of Inconel 625, N480, N9062 and SS410.

2.2 Experimental Procedure

All the experiments are performed with a fibre-coupled diode laser (Model Laserline
LDF 4000–100) having max. output power of 4 kW. The laser beam is focused
perpendicular to the substrate surface at a distance of 20 mm with clad materials
being fed (M/s Suzlor Metco) through a co-axial nozzle into the processing region.
The devices, i.e. optics and nozzles, are integratedwith a 6DOFKUKAKR16 robotic
arm controlled by a central computer. Argon is used as a carrier and shielding gas
to deliver the powders and also to protect the cladding zone from oxidation. During
the experimentation, the optimum process parameters are used, i.e. laser power—
2.8 KW, powder feed rate—46 g/min and scanning speed—20 mm/sec for cladding
buffer, N480 and N9062 layers.

Initially, Inconel 625 powder as the buffer layer was cladded on two different
samples and further allowed to cool to room temperature. Then, N480 and N9062
powders were deposited over the Inconel 625 creating a hard layer. The samples
were pre-heated to 180–200 °C before cladding, and the cladded samples are shown
in Fig. 2.
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Fig. 2 Laser cladded samples

Table 2 Micro-hardness of N9062 and N480 along the depth direction

Distance from top surface (mm) 0 0.25 0.5 0.75 1.0 1.25 1.5

N9062 Micro-hardness (HV)
N480 Micro-hardness (HV)

797
608

808
616

843
635

848
598

831
522

814
–

716
–

2.3 Characterization and Micro-hardness Measurement

The samples are transversely cut with electric discharge machine (EDM) for
microstructural characterization. The specimens are mirror polished using various
grades (from 120 to 2500) of abrasive/sandpapers followed by velvet cloth polishing.
Before performing the microstructural characterization through SEM, the samples
are etched with a mixture of HF and HNO3 in the ratio of 3:7 for about 5–8 s. The
micro-hardness along the clad thickness (radial direction) ismeasured using TUKON
2100 Wolpert, INSTRON Vickers micro-hardness tester at a load of 300 g for 15 s,
and the results obtained are given in Table 2.

3 Results and Discussion

3.1 Micro-hardness

In this study, before measuring the micro-hardness of cladded buffer layer, N480 and
N9062, SEM micrograph at different locations using multiple point dimension were
taken, whereas no tracks are observed from the optical images as shown in Fig. 5a,
d. From the results, an average clad height of 1.3, 1.01 and 1.50 mm are obtained for
buffer layer, N480 and N9062, respectively. The graph plotted in Fig. 3 shows the
specimenmicro-hardness variation along the depth direction.Each reading represents
an average of three readings. The maximum hardness was found to be just below the
coating surface and reduced near the interface (hard coating and buffer layer). This



Effect of Buffer Layer on Crack Susceptibility, Mechanical … 129

Fig. 3 Micro-hardness variation along the radial direction in N9062 and N480 coating

Fig. 4 EDS of N480 and N9062 hard coating layers at the middle of cladding

is due to the diffusion of some elements from the buffer layer. It is predicted that
the high heat resistance property of Inconel 625 (buffer layer) resulted in smaller
penetration depth of hard coatings over Inconel 625. Hence, the diffusion of Inconel
625 elements into the hard coatingswas reduced as compared to the substratematerial
which decreases the dilution andmaintains a good chemical composition as observed
in EDS (Fig. 4). A 5–7% increase in hardness is obtained after cladding as compared
to the original one. The higher hardness in the coating is due to the formation of hard
carbides during cladding, which is also observed in SEM characterization.

3.2 Crack Formation

Most of the cracks in laser cladded components are because of the difference in
thermal expansion coefficients of the substrate and coated materials. A buffer layer
having an intermediate expansion coefficient reduces the thermal gradient during the
cooling process in cladding. The heat transfers from the top layer to buffer layer at a
different rate than the heat transfer between the buffer and substrate, due to different
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Fig. 5 Optical images. a N480 coating with buffer layer and substrate. b No crack initiation in
hard coating. c N9062 coating with buffer layer and substrate. d No crack initiation in hard coating

thermal conductivities and heat resistivity of coated and the substrate materials.
As a result, the buffer layer acts as a heat sink ensuring more uniform cooling as
compared to direct deposition [12]. This induces compressive thermal stresses within
the layer which decreases the chances of crack formation in the clad. Figure 5 also
confirms hard-coated layer with no cracks in the optical measurements. Also, the
crack formation is eliminated because the substrate is pre-heated to 180–200 °C
prior cladding to reduce the solidification rate. At higher solidification rates, some
amount of powder will not able to melt and mix properly with other elements in
the melt pool which also results in cracks and other defects. The dispersion of hard
(refractory) phases in N480 and N9062 coatings is more homogenous when a buffer
layer is present than in direct cladding.

3.3 Microstructural Characterization

The SEM micrographs of the cladded region with buffer layer for both the coatings
are placed in Fig. 6. The image shows that the cladding is mainly composed of fine
equi-axial dendritic structures. The presence of Cr23C6 and Cr2C7 carbides in Ni-rich
dendrite matrix is responsible for higher hardness. These are found at the outer side
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Fig. 6 a N480 coating with buffer layer and substrate. b N9062 coating with buffer layer and
substrate. c Microstructural image of N480 hard coating. d Microstructural image of N9062 hard
coating

of the grain boundaries. Inter dendritic eutectics of Ni-NiB is formed in N9062 layer
while Ni-Ni3Si in N480 as the quantity of Ni is higher in N9062 as compared to
N480. The microstructure shows that near to the diffusion zone, columnar and free
precipitation dendrites are present. The coarse needle-like structure of CrB precipi-
tates near the overlapping zone is seen, due to the dilution by buffer layer elements.
These precipitates have a pessimistic effect on hardness and crack susceptibility of
the metal matrix. The buffer layer acts as a heat sink between the hard coating and
substrate, thus reducing the thermal gradient which gave a fine grain structure.

The EDS analysis along the thicknesswas performed to know the effect of dilution
on major alloying elements mainly Cr, Si, B, Mo on N480 and N9062. The EDS
data shows that the weight % of the alloying element is reduced from top to near
interface region as amount of buffer layer element; i.e. Ni is increased in the clad
due to dilution. As a result, less carbides are formed and hence sudden fall in micro-
hardness is observed near the interface which is still lower as compared to direct
deposition.
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4 Conclusions

Laser cladding of N480 and N9062 alloys with Inconel 625 as buffer layer on SS410
substrate was performed successfully. The following conclusions can be made based
on the experiments and microstructural analysis:

• The buffer layer addition increases the micro-hardness of the hard coating
depositions.

• Buffer layer also reduces the diffusion and dilution of the substrate elements into
hard coating which increases wear and corrosion resistance of substrate.

• Uniform thermal gradients are observed in the hard coating with buffer layer, thus
reducing the chances of crack formation.
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Experimental Investigation on Properties
of Acetic Acid-Treated Banana Fiber
Polymer Composites

J. Ronald Aseer, S. Renold Elsen, and K. Sankaranarayanasamy

1 Introduction

Today, manufacturing industries need lightweight composite panels for making
household components which will be beneficial for society. In India, natural plants
such as banana, coir, and sisal are discarded in the land after cultivation [1–4].
Nowadays, environmental protection rules and regulations lead the industries to look
viable solution for the utilization of naturally available resources. Some researchers
shifted their attention toward the effective usage of natural resources in the field
of composite manufacturing industries. In general, natural fibers are good alternate
for synthetic fiber due to their optimum properties like no environmental pollution,
biologically degradable, no economical cost, lightweight, no tooling hazardous, and
chip formation handling issues which all industries faced by using synthetic fibers [5,
6]. Themechanical properties of banana fiber composites using polyester have shown
optimum mechanical properties when it is added with chemically treated fibers [7].
The morphological, microstructural properties of sansevieria fibers are analyzed,
and their properties have shown it can be used as a replacement for other synthetic
fibers. The mechanical properties of 40% volume fraction of fiber concentration
have shown better values [8]. The sisal fiber treated with alkaline content has shown
better structural values as compared to the neat epoxy resin. The water absorption
properties have also shown that this fiber can be used for making panels for cottage
industries [9]. Banana fiber cultivation is higher in tropical regions. India, especially,
southern region it contributes sizable economy. After cultivation of banana fruit,
plant is usually used as manure for other growing other plants. Fiber is extracted
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Fig. 1 Plant fiber extraction, a raw fiber, b chemically treated fiber

from the bast of the banana plant using scrapping by knife. These fibers are used for
making commercial products such as fiber mats, and bags. So, using banana fiber as
reinforcement in thermosetting resin for making good composite panel is the need
hour in the composite industries. Aseer et al. [10] investigated the mechanical and
surface properties of NaClO treated banana fiber reinforced with urea-formaldehyde
resin which shows good results can be used for composite panel application.

In this work, banana fiber is reinforced with epoxy resin using hand layup tech-
nique and pressed with hydraulic press. The raw fibers are treated with chemicals
to improve the interfacial strength between matrix and fiber. Also, the mechanical
properties such as tensile, bending, and impact strength of composites are analyzed.

2 Materials Used

Banana fiber is collected from Kanyakumari District, Tamil Nadu, India, from the
local farms. Epoxy resin and hardeners were supplied by SS polymers, Chennai,
India. The banana fiber is pretreated with NAOH solution and chemically treated
with sodium hypochlorite along with aqua solution with 50:50 chemical proportion
followed by acetic acid [10, 11]. Initially, fiber obtained from the local farm is cleaned
with water. After cleaning, the cleaned fiber is kept in the sodium hypochlorite/aqua
solution. After chemical treatment, treated fiber is cleaned with water for few times
to remove all the unwanted content from the surface of the fiber. After cleaning,
treated fiber is dried by hot oven at 100 °C. The raw and treated fibers are shown in
Fig. 1a and b. Chemical treatment of fibers are shown in Fig. 2.

3 Fabrication Methods

Silicon gel was pasted on the inner surface of metallic mold using brush, and the
mixed banana fibers were manually placed in the mold. It was loaded with 70 kN and
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Fig. 2 Chemical treatment of fibers

maintained to cure at 29 °C for six hours. After curing, the fiber mat was trimmed as
per the suitable size. The composite was prepared using hydraulic press. The epoxy
resin matrix and hardener were mixed in the ratio of 1:1, and the mold was coated
with silicon gel on the mold surface. The mixed with epoxy resin was applied into
the mold, and the banana fiber was kept in the mold by layer-by-layer. Banana fiber
mats used for making composites were pressed with handroller for proper wetting of
the fiber mats with the matrix. The mold was then placed in a hydraulic press under
a load of 70 kN. After 24 h, the composite (Fig. 3a) sample was removed manually
and cut as per the ASTM standards (Fig. 3b).

Fig. 3 a Composite panel, b composite for testing
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4 Results and Discussion

4.1 Influence of Fiber Addition on Properties of Composites

When the epoxy resin is subjected to tensile loading using universal testing machine,
tensile, and bending strength of neat epoxy resin is low due to its brittle properties.
Composite with various concentrations from 10 to 40% volume fraction of fiber is
shown in Fig. 3b.

Composite with 10% volume fraction of fiber has shown increase of tensile and
bending strength. When the fiber addition increases, properties are increased until
40% volume fraction of fiber. This is mainly by the fiber and resin interface strength
[12]. The internal bonding strength of fiber increase the adherence ability of resin in
the composites. The composites with 40% of fiber shown higher tensile and bending
strength. This is mainly by the fiber breakage in the composites (Fig. 4). When the
fiber concentration increases beyond 50% in the composites, fiber agglomeration
leads to the failure of the composites. Mechanical properties are given in Table 1.
When the composite is subjected to sudden loads using impact testing machine,
impact properties are increased up to 40% volume fraction of fiber. Composite with
40% fiber concentration has shown better values compared to other composites.
Usually, fiber breakage increases the load absorbing ability of the composites [13].
Fiber and resin create the thick regionwhen composite is subjected to impact loading.
Composite with less fiber concentration such as 10 and 20% fiber does not take the
shocking load due to the fiber pullout which leads to failure [14].

Fig. 4 Composites after fracture
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Table 1 Tensile, bending, and impact strength of the chemically treated composites

Fiber volume
fraction (%Vf)

Tensile
strength
(MPa)

Tensile
modulus
(GPa)

Bending
strength
(MPa)

Bending
modulus
(GPa)

Impact
strength
(J/cm2)

Neat resin 47 ± 1.2 4.4 ± 1.2 74 ± 1.1 2.4 ± 0.6 0.4 ± 0.1

10 58 ± 2.2 5.3 ± 2.2 83 ± 3.3 3.1 ± 1.1 6 ± 1.1

20 69 ± 1.1 6.3 ± 2.1 93 ± 2.2 4.1 ± 1.3 11 ± 2.2

30 77 ± 1.3 7.4 ± 2.1 99 ± 2.1 5.3 ± 3.2 17 ± 1.4

40 89 ± 1.2 8.3 ± 1.2 110 ± 2.3 6.2 ± 4.2 26 ± 3.2

50 72 ± 2.1 7.2 ± 1.1 103 ± 3.1 5.4 ± 3.2 19 ± 1.1

5 Conclusion

Mechanical analysis of banana fiber-reinforced epoxy compositewas conducted. The
experimental values indicated that the suitability of banana fiber for the replacement
of other synthetic fiber in various commercial and construction industries. Composite
with 40% has shown better mechanical values which shows the superior qualities of
lignocellulose fibers. Impact values of composites also showing optimum results. So,
the making of composite panels is a viable solution for waste management of ligno-
cellulosic fibers and also using the panels for commercial and household components
with superior properties.
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Laser Beam Welding of Advanced
High-Strength Steels (Dual Phase Steels)

P. V. S. Lakshminarayana, Jai Prakash Gautam, P. Mastanaiah,
G. Madhusudan Reddy, and K. Bhanu Sankara Rao

1 Introduction

The Global Legislators have given new set regulations on the emission of greenhouse
gases by automobiles and on passenger safety. As per these regulations, without
affecting the passenger safety the CO2 emissions per kilometer must be decreased
over the next decade. Different countries have different targets based on the present
emission levels [1, 2]. Tail pipe emissions can be reduced by decreasing the weight of
the vehicle which can be achieved either by the application of Lightweight materials
or thinner sections. But for passenger safety, stronger materials or heavier sections
are to be used. Steel researchers are focusing on the development new class of steels
whichmeet these complex requirements [3]. AdvancedHigh-Strength Steels (AHSS)
are an alternate to the existing steels. DP steels, the first generation of AHSS, are
most widely applied steel in automobiles to replace conventional structural steels
[4]. Dual Phase steels possess composite microstructure with hard Martensitic phase
and soft Ferritic phase. These steels show high strength and improved formability
over conventional steels, high strain hardening rate, lower yield strength to higher
ultimate tensile strength ratio. These special properties have attained because of its
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microstructure [5, 6]. Addition of Nb, V, and Ti, as microalloying elements, to the
base chemistry of DP steel enhances strength further and facilitates the usage of
thinner sections [7, 8]. Welding is the primary manufacturing process in automobile
production. Among the available welding processes applicable to the welding of
DP steels, Laser Beam Welding has gained industrial importance due to its rapid
production rates, flexibility in welding the intricate areas, ability to produce weld
beads with minimum distortion and narrower weld zone dimensions [9, 10]. CO2,
Nd: YAG, diodes are the commercially available laser sources. Laser Beam Power
(LBP), Welding Speed (WS), and Focal Length (FL) are the key variables of Laser
Beam Welding [11, 12].

In the present paper, the influence of Heat Input (HI) on weld geometry and
weld bead dimensions was studied by producing weld beads on DP 780 of 2.2 mm
thickness using Nd: YAG fiber laser welding. Also, studied the correlation between
the microhardness variation and microstructural changes across the fusion zone.

2 Experimental Details

Dual Phase 780 grade steel plate of 90 mm × 90 mm × 2.2 mm was taken in the
present study. Chemical composition of the Base Material (BM) is given in Table 1.

Yield Strength of DP 780 steel is 550 ± 10 MPa, and Ultimate Tensile Strength
is measured as 800 ± 10 MPa with an elongation of 16%. Beads on Plate were
produced using Nd: YAG fiber lasers (ARNOLDMAKE). Before welding, the plate
was cleaned by buffing followed by acetone cleaning to avoid the foreign particle
interaction with the liquid pool during welding. Beads were produced at the beam
power of from2.5, 3.0, and3.5 kWandat theWeldingSpeed (WS)of 4m/minkeeping
the constant focal length of 300 mm. Weld beads were produced perpendicular to
the rolling direction. The details of welding parameters are listed in Table 2.

Table 1 Chemical composition of base material of DP 780

Element C Si Mn Al V Ti Nb Fe

Wt% 0.095 0.33 2.2 0.044 0.03 0.055 0.012 Balance

Table 2 Details of laser
welding parameters

S. No. Parameter Specification

1 Laser beam power 2.5, 3.0. 3.5 kW

2 Welding speed 4 m/min

3 Focal length 300 mm

4 Diameter of fiber core 0.02 mm

5 Laser head angle 90°

6 Shielding gas Argon
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Transverse section of BM and weld joints was cut by EDM wire cutting machine
and prepared these samples as per the standard Metallographic procedure. 2% Nital
solution was used to etch the specimens. Macrostructure of weld beads, Microstruc-
ture of BM and weld joints were observed by Olympus BX51M. Field Emission
Scanning Electron Microscopic (FE-SEM) studies were carried out using FIE-
NovananoSEM-450 in secondary electron mode at an accelerating voltage of 15–
20 kV. Hardness profile of the weld beads and the Base Material hardness was
measured by using Microhardness tester (MATSUZAWA MMT X7) at a load of
500 g with dwell time of 15 s.

3 Results and Discussion

3.1 Base Material Characterization

Figure 1 shows FE-SEMmicrograph of the BaseMaterial of DP 780. It was observed
from this micrograph that the martensite was uniformly distributed along the grain
boundaries of Ferrite in a neckless fashion. During the cooling from intercritical
temperature, the austenite available at the grain boundaries transformed to the
martensite.

The average grain size of ferrite was 5–6 µm, and the martensite volume fraction
was 20–22%. The average microhardness of the base material is 270 ± 10 HV0.5.
X-Ray Diffraction results of BM is shown in Fig. 2. From this diagram, it was
observed that there is no evidence of Retained Austenite (RA) in the BM. Also, it
was confirmed from XRD analysis that the carbides of Nb, Ti, and V were present.

Fig. 1 FE-SEM micrograph
of base material of DP 780
(F—ferrite; M—martensite)
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Fig. 2 XRD graph of DP
780 base material

3.2 Influence of Heat Input on Weld Structures

Macrostructures of the weld beads produced at the LBP of 2.5, 3.0, and 3.5 kW and
at the WS of 4 m/min are shown in Fig. 3.

The ratio of laser beam power to the product of welding speed is known as heat
input and is normalizedwith thickness. Laser beampower provides the necessary heat
energy required to melt the base material under focus.With increasing the laser beam
power, the amount of heat energy supplied will increase. Welding Speed controls the
rate of solidification and is directly related. Figure 3a–c shows the macrostructure of
heat inputs of 17 J/mm2, 20 J/mm2, and 24 J/mm2, respectively.

From this figure, it was observed that complete Depth of Penetration was achieved
at all heat inputs without any weld defects. As the welding speed was maintained
constant, i.e., 4 m/min, the molten pool was solidified at a constant rate. From the
columnar dendritic structure of the Fusion Zone (FZ), it was understood that the

Fig. 3 Macrostructures of weld beads of DP 780. a–c shows the macrostructures at laser beam
power of 2.5, 3.0, and 3.5 kW at the constant welding speed of 4 m/min
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Fig. 4 Variation of widths
of heat affected zone and
fusion zone with heat input

solidification initiated at the solid boundary at both ends andproceeded to the center of
theweld pool.During solidification, latent heat of fusiondissipated to the surrounding
material by conduction.Due to this, thematerial adjacent to the FusionZone (FZ)was
heated above Ac1 and Ac3 and associated rapid cooling caused phase transformation
and the corresponding zone is known as Heat Affected Zone (HAZ). The influence
of heat input on width of HAZ and FZ is shown in Fig. 4.

It was observed from Fig. 4 that the width of FZ and HAZ has increased with
increase in the heat input. As theHI increased,more quantity of liquidmetal produced
and upon solidification the width of FZ increased. As the latent heat of fusion
increased with heat input due to which the width of the adjacent metal which got
heated up also increased. So, the width of HAZ increased with increasing the heat
input.

With increasing the heat input, the weld bead shape was changed from wine glass
profile to X profile. For the given thickness of 2.2 mm, complete penetration was
achieved with the heat input of 17 J/mm2, but the heat input was not enough to
give the uniform FZ throughout. Similarly, Fig. 3c was corresponding to the heat
input of 24 J/mm2 and a wider fusion zone was observed at the bottom which was an
indication that the heat input was excess andwith this heat input complete penetration
can be achieved for more thinker sheets. In Fig. 3b, weld bead was produced with
the heat input of 20 J/mm and observed a uniform FZ throughout the thickness.

From the above discussion, it was observed that the weld bead produced with the
heat input of 20 J/mm2 showed uniform penetration of FZ and HAZ throughout the
thickness with optimum weld zone dimensions.
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Fig. 5 Microhardness
profile of weld joints
produced with three heat
inputs

3.3 Microstructural and Mechanical Property Correlation

Microhardness profile of weld beads of all heat inputs is shown in Fig. 5. The average
hardness of fusion zone for the heat inputs of 17 J/mm2 and 20 J/mm2 was 390± 10
HV0.5 and that of heat input of 24 J/mm2 the Hardness was 370 ± 10 HV0.5.

J E Gould et al. have reported that the cooling rates of Laser Beam Welding
vary from 200 to 5000 °C/s, depending on process parameters [13]. As the rapid
solidification rates were associated with the FZ, liquid, metal has transformed to lath
martensite, shown in Fig. 6.

This phase transformation was responsible to increase in the hardness in the
FZ. Microstructural investigation, shown in Fig. 6, of the FZ of these weld beads
confirmed the presence of martensite phase predominantly from Ferrite and Marten-
site Dual phase. From these phase transformations, it was confirmed that with the
set of welding parameters taken, the cooling rates of the fusion zone are much above
critical cooling rates of martensitic transformation.

With increasing the distance from the weld center increased, the hardness was
decreased. As the heat energy conducted from fusion zone, to adjacent materials,

Fig. 6 FE-SEMmicrographs of fusion zone showing lathmartensite in prior austenitic grains a heat
input 17 J/mm2, b 20 J/mm2, c 24 J/mm2
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Fig. 7 FE-SEM images shows base material, outer HAZ and inner HAZ

this zone experienced the temperature above the Austenitic transformation temper-
ature and because of rapid cooling from that temperature austenite transformed into
martensite within the prior austenitic grains.

With increase in the distance from the weld center toward base material, the peak
temperature to which the material was heated up decreased. Upon cooling, through
solid phase transformation austenite transformed into martensite and ferrite. The
proportion of martensite and ferrite was depending on the peak temperature. So,
the hardness decreased in proportion to the volume fraction of martensite. The zone
adjacent to the fusion zone is known and inner HAZ, and the zone adjacent to the
base material is known as outer HAZ, shown in Fig. 7.

4 Conclusions

Beads on plate were produced using Nd: YAG fiber Laser source on Dual Phase Steel
of 780 grade by varying Laser Beam Power at 2.5, 3.0, and 3.5 kW at a constant
Welding Speed of 4 m/min. The following are the conclusions drawn from the work.

• Macrostructural studies of transverse section of weld joints have confirmed the
Complete Depth of Penetration without any weld defects.

• Increase in the heat input from 17 to 24 J/mm2 weld bead dimensions (FZ and
HAZ) was increased. Also, with increasing the heat input the profile of the weld
Zone varied from wine glass profile to X shape.

• Microhardness of the fusion zone was 1.5 times to the Base Material. As the
distance from the weld center increased, a decrease in the hardness was observed.

• The cooling rate of the fusion zone was above the critical cooling rates of marten-
sitic transformation. So, upon solidification lath martensite was resulted in fusion
zone. The volume fraction of martensite decreased with the distance from weld
center and the hardness also decreased accordingly.
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Plasma Cladding of Copper
on Cylindrical SS 316L Surface

C. Aditya, C. Gagan, R. Poojith Raj, V. Balaji, V. Srinivasa Chari,
and Suyog Jhavar

1 Introduction

Cladding is a progressive technology for depositing material with the desired prop-
erties on a metal substrate. The main objective of this process is to improve
the characteristics like hardness, wear resistance, corrosion resistance, conduc-
tivity, etc., or refurbishing of worn out parts. Cladding can be performed using
various processes that perform overlay welding such as shield metal arc welding
(SMAW), gas metal arc welding (GMAW), gas tungsten arc welding (GTAW),
flux cored arc welding (FCAW), cold spray method, plasma arc welding (PAW),
laser beam welding (LBW) and electron beam welding (EBW) [1, 2]. Each process
has its advantages and limitations when it comes to the characteristics of cladding.
There are various problems associated with cladding reported in the literature
including: (i) porosity due to atmospheric gases, (ii) inclusions of foreign parti-
cles, (iii) cracks due to thermal stresses induced during heating and cooling, and (iv)
high dilution due to excessive heating [3]. Therefore, based on the application of the
deposited clad a particular welding process is selected.

Copper is an interesting metal largely used for its properties of electrical and
thermal conductivity, excellent corrosion resistance and management of heat [4]. It
can help in diffusing the heat from local points to larger areas and recommended
for fusion reactors, petroleum industries, crystallizers, etc. [5] However, it has poor
strength, low hardness, and poor wear resistance at high temperature. Stainless steel
offers its own unique properties such as high creep, stress to rupture and tensile
strength at elevated temperatures. Stainless steel 316L is usually considered as the
marine grade stainless steel, but it is not corrosive resistant to seawater. This combi-
nation of materials has many applications in fusion reactors and marine applications.
In the present study, SS316L is considered as substrate material for providing high
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strength and copper as cladmaterial to provide required thermal, electrical and corro-
sion resistant properties. However, coating of copper on stainless steel 316L is highly
challenging as there is a distinct difference in the material properties of these two
materials, including melting point, thermal conductivity, and thermal expansion.

For performing such cladding, there are twomajor categories of processes reported
in the literature as fusion-based processes and cold coatings [6]. In conventional
fusion-based cladding process, one of the metals is used as electrode, which directly
absorbs the arc heat and melts to participate in cladding. This often results in exces-
sive melting of the substrate and accumulation of Cu at the interface. Here, large
amount of stresses will be developed at the interface due to difference in the coeffi-
cient of thermal expansion of both the metals. It causes the Cu to penetrate in SS and
induce liquid embrittlement in stainless steel [7]. Laser and electron beam cladding
are relatively new technologies having better control over the heat involved during
deposition; however, it is challenging to process copper using these techniques due
to its inherit property of being a reflective material. Theoretically, the absorptivity of
copper for laser in the literature is about 25%which is quite different experimentally.
For awavelength of around 1µm, the absorptivity reported about 3% at room temper-
ature and 8 and 13% at elevated temperatures [8–11]. Reports present the successful
deposition of copper on SS316L surface using cold spray method; however, it is
limited to thin layer deposition where deposition of thick coating without porosity is
still a challenge. Referring to the past literature, cladding of copper on cylindrical SS
316L surface is very limited and no efforts have been made to study it using plasma
welding as a source. This fact motivated the authors for the work presented in this
article.

In the present study, plasma welding source is used to confine the welding energy
in a confined area. Plasma transferred arc is an effective method [12] for hard facing
or cladding between arc welding processes with advantages such as very high-quality
deposition, high energy concentration, narrow heat affected zone (HAZ), less weld
distortion and some drawbacks, such as low deposition rates, overspray and high cost
of equipment if compared with other conventional welding processes. The elevated
plasma arc temperature enables the use of metallic wires to melt and deposit over
the substrate. All most 100% wire can be deposited in the process which is about
70–80% in case of powder deposition [13].

2 Materials and Method

A substrate in the form of hollow pipe of stainless steel 316L having outer diameter
25 mm, length 130 mm and thickness 2 mm was used for all the experiments. The
substrate was cleaned with acetone and polished with A120 flap disks, later 600 grit
sandpaperwas used for a smooth finish and to do awaywith any foreign particles prior
to deposition. Commercially available copper wire of 500 µm diameter was used as
a feedstock material for deposition. The chemical composition of the deposition
material and substrate is given in Table 1.
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Table 1 Chemical compositions of the wire and substrate

C Si Mn P Cr Ni Mo Fe

Substrate (SS316L) 0.08 0.25 0.81 0.014 16.68 10.08 2.06 Bal

Cu Bi Sb Fe As Pb

Clad material (Copper) 99.9 0.001 0.002 0.005 0.002 0.001

2.1 Experimental Setup

A plasma welding source (make: EWM, Germany) was used as the energy source
for the deposition. The welding torch was attached to a 3-axis CNC machine having
a travel accuracy of 0.01 mm in all the directions. An indigenously developed wire
feeder was attached to the plasma welding torch to supply the required feed of
deposition material. This wire feeder has a wire feeding range of 800–3200 mm/min.
with an accuracy of±3mm. The angle for feeding the cladmaterial was kept constant
at 45° as referred from the previous literature [14]. The CNC machine, wire feeder
and plasma parameters have been controlled by an integrated software through the
computer. Two separate cylinders of argon gas were used. One of the argon cylinders
was used for generating plasma and the other to provide a shielding atmosphere for
the deposition. For shielding purpose, the gas flow rate was kept constant as 5 l/min
throughout the experiments, and a gas flow rate of 0.4 l/min was used to generate
plasma. An additional rotational axis attachment was mounted on the bed of CNC
machine to hold and rotate the substrate pipe. The rotation of the additional axis
was kept constant as one rotation per minute during the experiments. An additional
argon cylinder is used to protect the deposited clad from further oxidation while
solidification of the clad. Figure 1a shows the actual photographs of the arrangement
prepared for experiments, and Fig. 1b presents the detailed view of the experimental
setup. Clads were then deposited on the hollow pipe of stainless steel 316L substrate
in an open atmosphere.

Fig. 1 a Plasma welding setup used for experimentations; b detailed view of arrangements
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Table 2 Range of process
parameters used for clad
deposition

Parameter Unit Value

Plasma power (P) Watt 625–875

Wire feed rate (W ) mm/min 3200–800

Travel speed (V ) mm/min 4–8

2.2 Experimental Details

Different combinations of processing parameters were used for preliminary exper-
iments, post which main experiments were designed using the L9 orthogonal array
method. Table 2 presents the range of process parameters used for clad deposi-
tion. Argon gas was used for generating plasma as well as for shielding purpose to
resist oxidation of copper clad and steel substrate during plasma cladding at elevated
temperatures. The single track and multi-track were achieved by varying the process
parameters, i.e., travel speed, wire feed rate and the power. The cross section of the
cladding was investigated, and factors such as height of the clad, width of the clad,
heat affected zone, geometric dilution and geometric shape were examined using
AutoCAD software for geometrical investigations. Selected tracks were selected for
further investigations for microscopy and micro-hardness measurement.

2.3 Clad Characterization

Cylindrical clad samplewas sectioned into 5×5mmandcut usingwireEDMfor high
precision and low surface roughness. Utmost care was taken to maintain the standard
metallurgical procedure. Analysis of clad geometry was done by visual observations,
and the cross-section features were measured using a Zeiss inverted microscope. The
sampleswere polished and etchedwith standardmetallurgical procedure. The images
were then processed on AutoCAD software for measurement of clad height and
width. SEM analysis was carried out using TESCAN Vega 3. Micro-hardness was
also measured at the load of 200 g for 10 s using Leica UHL VMHTmicro-hardness
tester. All the observations are discussed in the later section of this manuscript.

3 Results and Discussion

3.1 Geometrical Observations

Figure 2a–c presents the variety of clads deposited as a result of different combina-
tions of processing parameters. The results are mainly due to the combinations of
plasma power and wire feed rate which directly affects the welding heat input in the
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Fig. 2 A variety of clads
deposited at different
combination of processing
parameters a discontinuous
clad; b smooth clad; c clad
with liquid embrittlement

substrate. The rotational speed of the pipe is kept constant for all the combinations
at varying travel speed which helps in controlling the overlap distance to form multi-
clad and form a smooth surface. Figure 2a shows poor combination of the plasma
power and wire feed rate (P:625, W:800) producing discontinuous clad, whereas the
combination of high plasma power and lower wire feed rate (P:875, W:800) resulted
clad effect with liquid metal embrittlement shown in Fig. 2c. Figure 2b represents a
good-quality smooth clad as a result of optimal parameters (P:750,W:800) measures
clad width of 5.2 mm and clad height of 1.3 mm. This results in an aspect ratio of
4 (ratio of clad width to height). It has been reported in the previous literature that
an aspect ratio above 4 is preferable for smooth and regular deposition [14]. The
optimum combination of parameter was further used for multi-clad deposition to
form a surface.

3.2 Effect of Overlapping Distance

The overlapping distance is the effect of travel speed which is governing the lead
distance from the start point. The trials were made at various combinations of input
variables. Figure 3a represents the clad formation of two successive layers at a travel
speed of 8 mm/min. Figure 3b demonstrates the actual picture of smooth deposition
with a combination of optimum parameters with a travel speed of 4 mm/min. This

Fig. 3 Clad at various
overlapping distances
a double clads; b continuous
clads
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Fig. 4 SEM observation of Cu cladded on SS316L a double-clad representation; b micrograph at
interface

clad was used for further examination using scanning electron microscopy to under-
stand the bonding characteristics mechanism and the different phases present at the
interface.

3.3 Microstructural Observations

Figure 4 reveals the SEM micrograph of selected clad which determines the joint
strength between the two materials. The dilution between the two materials is
optimum which provides enough strength to the joint, and the interfacial zone is
thinner and cleaner. The interfacial zone is explained in Fig. 4b, where the mixing
of Fe and Cu can be easily seen. Here, stainless steel is partially melted and is
mixed with copper. This interfacial region depicts interesting phenomena for further
studies. This clearly shows the possibility of using plasma welding equipment for
the application of preparing Fe-Cu surface clads.

3.4 Micro-hardness Observations

For copper claddings, the cross-sectional micro-hardness versus distance from the
cladding-substrate interface plots is shown in Fig. 5. The average of three values
was taken for each value for better accuracy. It can be observed from the plot that in
the substrate regions, the variation in micro-hardness is negligible beyond a distance
of −0.3 mm from the interface. In the heat affected region, relatively higher micro-
hardness valuesweremeasured for the sample. Lower hardness valuesweremeasured
in the area betweenHAZ and unaffected substrate due to diffusion region to theHAZ.
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Fig. 5 Micro-hardness of surface layers of Cu-cladded SS316L pipe

The mean micro-hardness of the SS316L part was 198 HV, while the mean micro-
hardness of the copper cladding part was 106 HV. The change in micro-hardness
values shows the variation between substrate, HAZ and the coating region. There is
a smooth transition in the hardness values from the substrate to the clad. The values
ofmicro-hardness confirm themicrostructure shown in Fig. 4, where clear separation
between stainless steel and copper region is visible. However, a thin mixed Fe-Cu
interfacial zone is visible at the interface which has no significant hard faces present
in it.

4 Conclusions

In the present work, plasma welding is used for thick Cu cladding on stainless
steel 316L pipe. The cylindrical cladding was prepared through autogenous setup
presented in this study. The following conclusion can be drawn post-deposition:

1. Plasma overlay clads were successfully developed between Cu and stainless
steel 316L pipe.

2. The parameters were optimized for single clad, and the optimized value was
used for multi-clad deposition. A smooth and regular deposition was achieved
as a result of the above work.

3. SEM images verdict sound deposition at optimum combination of parameters
without much porosity even in the interface region.

4. Fe is precipitated and fused with Cu in the interfacial region. There is an
accumulation of iron-rich phase present in copper.

5. The strong bonding of Cu and SS316L is evident through micro-hardness test.
The mean micro-hardness of the SS316L part was 198 HV, while the mean
micro-hardness of the copper part cladding was 106 HV.
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Effect of Curvilinear Weld Profile Shapes
on Weld Line Movement in the Stamping
of Tailor Welded Blanks

Suresh Arjula, V. V. N. Satya Suresh , and S. P. Regalla

1 Introduction

Nowadays, there is a growing concern of environmental pollution due to automotive
emissions. To improve fuel efficiency, there is a greater need to optimize the weight
of the automobile than before. Thus, TWBs have come into existence in automo-
bile industries about two decades back to manufacture light weight vehicles which
also lead to cost reduction; without compromising on structural integrity and crash
worthiness.

Weld linemovement is considered to be an important parameter in the stamping of
TWBs because of two reasons: Firstly, when two automobile components are assem-
bled, there would be a mismatch between them because the weld line shifts from its
current location after forming. Secondly,WLMwhich is typically toward the stronger
material causes necking and fracture in the weaker material. Such WLM contributes
to tearing, distortion, wrinkling, die wear and parts with varying dimensions as
compared to conventional single-sheet material.

WLM is significantly not high with soft steel combinations (<400 MPa
tensile strength), but it becomes critical when high-strength steels such as dual
phase/stainless steels are joined with soft forming steels viz. interstitial free
steels/mild steels. Due to substantial difference in flow stress, based on thickness
and strength ratio, the stronger material deforms much less compared to the softer
material which leads to the movement of the weld line.
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2 Literature Review

In order to arrest the movement of weld line, researchers involved with TWBs iden-
tified several factors responsible for WLM occurring during forming viz. weld line
location, thickness ratio, lubrication, parent materials strength, etc. They applied
variable blank holder force (BHF) used draw beads of different sizes and also made
changes in tooling. But, these techniques escalated manufacturing costs. Wherever
thickness is one of the variable factors, newer designs are needed which increases
the product cost.

Few authors suggested using preform design and made recommendations to use
non-linear welded joint such as multiple welds in a TWB to overcome the problem
of WLM. They have studied the effects of geometry and the position of weld line
based on WLM and considered curvilinear welds as suitable alternative in their
works. Hu et al. [1] and Panda et al. [2] studied the formability aspects involved in
TWBs with respect to circular shaped weld line with variation in blank holder force
(BHF). They observed an improvement in the dome height using the curved weld
line. Li et al. [3] studied the dependence of formability parameters such as thickness
ratio, strength ratio, etc., on the weld line shape by conducting experiments on laser
welded TWBs. They have proposed a circular shaped weld profile and studied its
effect on the formability of TWB by placing the weld at an offset distance with
respect to the center of the blank. They could able to optimize the shape of the TWB
component which led to manufacture a better component. Hossein et al. [4] also
studied on the performance of TWBs with respect to formability under the influence
of curved line using BHF strategy to achieve force equilibrium. Non-linear weld was
prepared instead of a straight linear weld to overcome the movement of weld line.
Kinsey [5] designed a special die setup in which adaptive controllers were used to
maintain pressure on the TWB so that WLM could be reduced. Their work could be
adopted in situations wherein there is no change in thickness ratio. Heo et al. [6] used
different shapes and sizes of draw beads to control WLM. The shapes included are
viz. square, triangle, semicircle, etc., to arrest the WLM. Riahi, et al. [7] conducted
experiments by varying the location of weld line and thickness ratio. They concluded
that the effect of thickness ratio on the WLM is far greater compared to the weld line
location (WLL).

Tian et al. [8] worked on curved welds and studied its effect on the forming height.
By increasing the curve radius, they found an increase in forming height especially
at thickness ratios greater than 1.5. They also found that by increasing the radius,
and a large variation in forming height took place during biaxial stretch forming
thus concluded that the shape of the profile has an adverse effect on the forma-
bility. Very few authors [9–11] worked on multiple straight welds with inclinations.
They concluded that greater the cup depth, minimum weld line movement could be
achieved by considering optimum value in the inclination of weld. Since there is a
gap in the literature with respect to the study of different curvilinear welds on the
WLM, therefore, it is necessary to consider at least few of them.
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Table 1 Material properties of the base materials and weld seam

Material UTS (MPa) YS (MPa) E (GPa) % elong K (MPa)

ASS 304 (SS) 693 431 208 69.47 1483

IS 513 (MS) 337 202 210 44.02 677

Weld bead 479.4 293.6 209 15.6 1000

3 Numerical Simulation

Preparation of a comprehensive finite element simulation model for stamping of
TWBof a combination of industrially relevant materials using finite element analysis
(FEA) has been undertaken in LS-Dyna software. Validation of the FEA model was
carried out by conducting experiments for certain parameters for which assumptions
were made in the simulation model. The model has been redefined based on the
experimental results. Later, studies related to the weld line movement using different
weld profiles were undertaken.

Adaptive meshing which is an automatic meshing option given in LS-Dyna soft-
ware was applied on the model to generate elements and nodes by considering four
node quadrilateral elements developed by Belytschko-Tsay. At the interface between
the parent material and the weld, nodes were merged thus producing a single-TWB
sheet. Material properties as shown in Table 1 related to the parent materials and
weld have been assigned to each material in the model. All the surfaces of the tools,
viz., punch; die and blank holder were modeled using rigid shell elements. A coupled
structural-dynamic analysis using fully integrated shell elements has been performed
with a friction factor of 0.1.

The most common method, of rule of mixture as per Eq. (1), has been used to
correlate the material properties of the weld seam given as

Xw = XASS(0.4)+ XI S(0.6) (1)

where suffixes ASS, w and IS stand for austenitic stainless steel, weld and mild steel
materials, respectively. Table 1 gives the properties of the respective materials from
the tests conducted on a universal testing machine.

4 Experimental Work

Most of the TWB sheets are joined by welding processes. TIG welding has been
carried out with the following parameters:Welding current of 80–100 amps, welding
speed of 3.2 mm/s, rated output voltage as 25 V and heat input of 2.18 kJ/min.
Argon gas with flow rate of 12 l/min was used to shield the material from oxidation.
Radiographic tests have been performed to check the quality of weld in terms of
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Fig. 1 Tailored weld blank

Weld line

IS 513ASS 304

porosity and air gaps. TWB specimens were prepared by welding the two parent
materials, and stamping operations were carried on an electronically operated 40
Ton hydraulic press for straight welds to validate the of simulation studies. Later,
the simulation model was used with a change in profile shapes to study its effect on
weld line movement.

As a case study, TWB preparation is made by considering semi-circular shaped
blanks with basematerials viz. IS 513 andASS 304 each of 1-mm thickness as shown
in Fig. 1. The materials were modeled for a diameter of 75 mm with a weld seam
of 3-mm width in between them because the weld bead obtained from TIG welding
was about 3-mm wide.

4.1 Weld Profile Shape

In this work, analytical curves viz. straight, circular, elliptical shapes and a synthetic
curve, i.e., B-Spline as shown in Fig. 2 have been considered to model the weld
seam with an offset distance of 2 mm placed toward the weaker material, since the
maximum WLM obtained from experiments for a straight weld is 2 mm.

5 Results and Discussion

5.1 Weld Profile Shape

The effect of curvilinear welds on the weld line movement is a promising research
work which has not been addressed so far. The requirement of curvilinear welds is
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Fig. 2 a Curvilinear weld profiles in a TWB b enlarged view of the profile shape

Fig. 3 The weld seam shape at the bottom of the cup a experimental b simulation

mostly in the design of car inner doors since it consists of multiple straight line welds
which give rise to inflection points leading to fracture of weld during forming.

The weld seam in the cup bottom took the shape of a curvilinear which can be
observed fromboth the simulation and laboratory experiments as shown inFig. 3 [12].
Due to unequal plastic deformation, the stronger material among the two materials
viz. ASS 304 pulled the weld toward itself.

The simulation model was further analyzed for other profile shapes viz. ellip-
tical, spline and circular shapes. The finite element simulation carried out with these
profiles gave contrasting results. The WLM in the case of spline curve gave better
results as compared to the results obtained through analytical manner [13]. But, the
reduction in sheet thickness was greater in the case of spline curve compared with
the other curves. The deviation of WLM in the TWB cups with straight weld was
2.1 mm which reduced to nearly 1 mm in the case of circular and elliptical curves
and about 0.7 mm in the case of spline curve as shown in Figs. 4 and 5, respectively.
Thus, spline curve exhibited a reduction of 30% in WLM compared with the other
two curves.
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Fig. 4 Weld line shift for different profiles

Circular Ellip�cal Spline

Fig. 5 Weld line movement of different profiles

5.2 Sheet Thickness Distribution Measured Across the Weld
Section

Reduction in thickness after forming is an indication to predict for the fracture of
the component. When the allowable thinning is less than 80% of the sheet thickness,
failure/fracture is assumed to occur. In this study, it was noticed that all weld profiles
have passed the test of fracture as shown in Fig. 6, since the thickness of sheetmaterial
after forming especially at the punch corner is above 80%with respect to the original
dimension of 1 mm. The area under the elliptical curve is not evenly distributed, i.e.,
it is flat at the middle and bulged at the ends, which led to greater thinning at the
punch corner as compared to the other curves.

The performance of B-spline in arresting the weld line movement is good due to
its properties of localized control by using a special set of blending functions that
provide local influence within the convex hull of the polygon. They also provide the
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Fig. 6 Sheet thickness at
punch corner

ability to add control points without increasing the degree of the curve. B-spline has
C2 continuity which facilitates common tangent and center of curvature at the joints.
In fact, the spline curve can be easily controlled with its parametric representation by
shifting the control points. There is a possibility of greater control of spline curves
in comparison with elliptical/ circular curves which are close bounded and come
under the category of analytic curves, in which control is not possible. Moreover, the
order of the curves in parametric form is only 1 in both circular and elliptical curves,
whereas spline curve has higher order degree. Perhaps, this might be the reason for
the spline curve to exhibit good formability.

6 Conclusions

1. In this work, the effect of different shapes of weld profiles viz. circular, elliptical
and spline shapes on the weld line movement have been studied.

2. Simulation results showed that the shape of weld seam has a considerable effect
on weld line movement as well as formability.

3. Weld line movement is less in case of spline profile at the cup bottom. It is more
or less the same in case of circular and elliptical profiles.

4. In the cup wall, with respect to the pole, the weld line movement is maximum
for the elliptical profile, followed by circular and spline profiles.

5. Maximum thinning occurred for the elliptical profile compared to the other
profile shapes.

7 Future Work

A parametric representation of the weld profile (spline curve) can be established to
minimize the weld line movement. Non-linear weld profiles viz. parabolic, hyper-
bolic, NURBS, etc., can also be attempted in future work to solve the problem of
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WLM. A correlation between the WLM and the weld profile can be established.
Further, a mathematical relation involving thickness ratio and strength ratio can also
be derived.
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The Effect of HSS and Carbide Tools
on the Mechanism of Chip Formation
During Turning of Medium Carbon Steel
(AISI1030)

Sumit Mahajan and Kalyan Chakraborty

1 Introduction

The machining chip formation process is strictly based on plastic deformation.
Machining chip is actually defined as a plastically (permanently) deformed part of the
work material. Formed chip thickness is a measure of the extent of plastic deforma-
tion during machining. The entire machining study should therefore be performed
from the point of view of plasticity transition of the work material. Formed chip
thickness is therefore an important machining response parameter. Flow stress is
defined as instantaneous yield shear stress of the material. Such stress is enhanced
by high strain hardening and higher strain rate hardening during machining. There-
fore, machining study should be performed from the point of view of the formed
shear flow stress in the transitional flow region. Built up von Mises stress (VMS)
is directly relating to the plastically deformed material. It is therefore justified to
employ the von Mises stress factor during machining analysis. The von Mises stress
during machining depends upon the chip thickness and work material properties,
mainly strain hardening index (n) and strength coefficient (K). Present study incor-
porates the effect of chip thickness, “n” and “K” to explain the mechanism of chip
formation during machining.

2 Literature Review

The influence of cutting parameters and tool damage on surface quality of the heat-
treated steel was examined [1]. The steel was machined without coolant. They
concluded that machined surface was strongly affected. The type of the surface

S. Mahajan · K. Chakraborty (B)
M. E. Department, NIT Silchar, Silchar, Assam 788010, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Natarajan et al. (eds.), Recent Advances in Manufacturing, Automation, Design
and Energy Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4222-7_19

165

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4222-7_19&domain=pdf
https://doi.org/10.1007/978-981-16-4222-7_19


166 S. Mahajan and K. Chakraborty

depended much on parameter conditions. Temperature and friction at the tool work
interface are the important factors to influence the surface quality. At smaller speed,
formed surface was having several geometrical errors. Such error was caused due
to formed discontinuous chip and speed variation. Microstructural changes occurred
on the surface at higher speed. Surface damage occurred because of developed heat
and seizure between chip tool interface. Chinchanikar et at. [2] evaluated the extent
of developed heat during machining of hardened steel under changing parameters.
Various types of coated tools were used for machining study. Selected cutting param-
eters affected the interface temperature.Gupta andSood [3] experimentally examined
the effect of process parameters and cooling methods on cutting forcers, tool life and
surface quality. They concluded that cryogenic cooling provided better results than
dry and wet cooling with tungsten carbide insert. They found that optimal velocity
and feed rate for cryogenic cooling were 51 m/min and 0.179 mm/rev. ANOVA
analysis showed that cooling is the important parameter for best results.

3 Experimental Conditions and Theory

3.1 Experimental Conditions

Tables 1 and 2 show the values of considered experimental parameters.
Chip thicknesses weremeasured for different experimental conditions, and subse-

quently chip reduction coefficients ( Ϛ), shear angles and von Mises stresses were
determined. Chip surfaces were examined under scanning electron microscope.

Table 1 Experimental conditions with HSS tool

Expt. No. RPM Velocity (m/min.) Feed (mm/rev.) DOC (mm)

1 48 7.358 0.138 1

2 76 11.26

3 116 16.50

Table 2 Experimental conditions with carbide tool

Expt. No. RPM Velocity (m/min.) Feed (mm/rev.) DOC (mm)

1 421 51.052 0.138 1

2 646 75.49

3 1000 114.66
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3.2 Theory

Chip Thickness, t2, is given by Eq. (1).

t2 = W/(ρ.w.l) (1)

where, t2 = Chip thickness, W = Weight of chip in grams. ρ = Density of the
chip in g/cm3 (work material density is assumed to be remaining unchanged during
machining), w = Width of chip in centimeter and l = Average length of chip in
centimeter. Von Mises stress, σ v, is given by Eq. (2) [4].

σ v = 1.74K (ln Ϛ) n (2)

4 Results of Mechanical Test

Using the engineering stress strain graph, corresponding true stress (σ )–true strain
(ε) graph was obtained in the log–log graph paper. Finally, from the log–log graph
of true stress versus true strain, values of n and K were found to be 0.55 and 5250.
So, the power law equation of the form σ = K εn is established from the true stress
versus true strain graph and is given by Eq. (3).

σ = 5250 ∈0.55 (3)

5 Results and Discussions on Machining

5.1 HSS Tool

Figure 1a shows that the chip thickness decreases with increase in speed VMS also
decreases with increase in speed (see Fig. 1b). However, the shear angle increases

Fig. 1 a Chip thickness versus velocity, b VMS versus velocity and c shear angle versus velocity
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Fig. 2 Type of chip at
lowest velocity

with increase in speed (see Fig. 1c). The trend in variation of chip thickness, VMS
and shear angle are in good agreement (Fig. 1a, b and c). Figure 2 shows that at lower
speed, formed chips are of shorter tubular type. Higher vonMises stress at this cutting
condition is indicative to the work hardening of the material and this leads to the
formation of smaller chips. Shorter sized formed chips at lower speed (7.358m/min)
shows the effect of strain - hardening of the material at this cutting condition. Such
hardening causes tool edge chipping /fracturing leading to the formation of the chip
with the maximum side flow. Higher strain hardening index (0.55) (equation 3) of
the work material further confirms the higher hardening of this type of material. It
is seen that this work hardening effect operates strongly to cause the tool damaging
at the cutting edge forming higher amount of side flow of the work material. Such
extra side flowing chips get adhered with the chip under the surface which is seen in
the SEM image of the chip at lower cutting speed (see Fig. 3 and see Fig. 4).

The von Mises stress is lower at higher cutting speed which is indicative to the
thermal softening effect. This causes a continuous type of chip formation at this
cutting condition (Fig. 5). However, at higher cutting speed (16.50 m/min), the mode
of the chip formation process was improved. The top surface of the chip indicated a
shear lamellar flow of the material (see Fig. 6a, b).

Higher temperature generation at higher cutting speed promoted material transi-
tion to the semi-viscous state at the under surface of the chip. The layer wise material
flow at the under surface of the chip is clearly seen in the SEM image (see Fig. 7).

Fig. 3 Chip undersurface
X100

Fig. 4 Chip undersurface
X700
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Fig. 5 Type of chip at
maximum speed

Fig. 6 a Chip top surface X1000, b chip top surface X500

Fig. 7 Chip undersurface
X400

This confirms the predominating thermal softening effect over strain hardening effect
at this cutting condition. HSS tool material however, releases its fracture toughness
and finally tool tip fracturing occurs at this cutting condition.

5.2 Carbide Tool

Figure 8a shows decrease in chip thickness with increase in speed. VMS also
decreased with increase in speed (see Fig. 8b). However, the shear angle increases
with increase in speed (see Fig. 9). The variations in chip thickness, VMS and shear
angle showed that these are in conformity with reasonable trends.

Chip under surface (see Fig. 10) at lower speed (51.052 m/min) showed better
chip formation mode. No side flow of the work material was observed. Top surface
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Fig. 8 a Chip thickness versus velocity, b VMS versus velocity

Fig. 9 Shear angle versus
velocity

Fig. 10 Chip undersurface
X800

of the chip also showed better chip formation mode by shear lamellar flow during
chip formation (see Fig. 11).

At high speed (114.66 m/min), chip under surface showed significant improve-
ment in the process of chip formation. Some worn tool particles are seen to be
adhering to the chip under surface (see Fig. 12). Top surface of chip indicated shear
lamellar flow during the process of chip formation (see Fig. 13a and see Fig. 13b).

Fig. 11 Chip top surface
X800
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Fig. 12 Chip undersurface
X700

Fig. 13 a Chip top surface X300, b chip top surface. X500

6 Conclusion

Mode of the chip formation process was seen to be somewhat improved with HSS
at higher cutting speed (16.50 m/min). But, improved mode of the chip formation
process was observed at all speed conditions in case of machining with carbide tool.
Effect of work hardening of the work material at lower speed has been found to be
very effective in tool damaging during machining with HSS tool. Use of HSS tool is
not at all preferable at lower speed so far as chip formation mode is concerned. But,
such role of strain hardening in tool damaging is not observed in case of machining
with carbide tool. This is due to retention of material properties by the carbide tool
at elevated temperature. Such property retention effect contributes to the formation
of chip in better mode. In case of machining with carbide tool, VMS magnitude was
relatively higher, indicating much temperature generation and subsequent thermal
softening. Plasticity transition of the work material is evidenced by higher values of
VMS which is attributed to the thermal softening effect.

Acknowledgements The authors sincerely and gratefully acknowledge the assistance with neces-
sary permission provided by IIT Kanpur while using SEM lab and material testing lab of IIT
Kanpur.
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General Regression Neural
Network-Based Frame Work
for the Evaluation of Ultimate Tensile
Strength of Vibratory-Assisted Welded
Joints

M. Vykunta Rao, M. V. A. Raju Bahubalendruni, and Vinod Babu Chintada

1 Introduction

Tungsten inert gaswelding is awidely usedmethod to joinmagnesium and aluminum
alloys. In TIG welding, inert gas is used to protect the weld pool from the atmo-
spheric contaminants. TIG welding is the replacement for manual metal arc welding
(MMAW). Quality welded joints are prepared by using TIG welding compared to
MMAW. During the welding process, the formation of residual stresses is a common
phenomenon. Residual stresses cause plastic deformation in thematerial, which leads
to fatigue failure or distortion. Reduction of residual stresses is achieved through
vibration-assisted welding. In vibration-assisted welding, the specimens vibrated in
two different modes. Vibrating the specimen with its natural frequency is the first one
and another one is vibrating the specimen with unknown frequency (random vibra-
tion). Imparting mechanical vibrations during welding reduces the residual stresses
or improves the weldments mechanical properties [1, 2].

GRNN comes under the category of the probabilistic neural network model.
GRNN is a memory-based algorithmwhich predicts the continuous variables in one-
pass. GRNN needs a certain portion of data to train the network. In this, the output is
predicted by the weighted average of the outputs of trained data. Weights are calcu-
lated by the Euclidean distance between the test and trained data. If the Euclidean
distance is less than the required, it will add some more weight on output data and
if the distance is more reduces the weight. Prediction in GRNN depends on the
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smoothening factor (s), larger the smoothening factor provides more smoothening.
Lower values of the smoothening factor provide close approximationwith a dwell [3].
GRNN is implemented to predict the engine performance, i.e., specific fuel consump-
tion, brake thermal efficiency, Nox, hydrocarbons, CO%, and CO2%. For the given
diesel fuel, biodiesel blends with and without ZnO, different load conditions [4, 5].

Majumder, H., and Maity, K. P. proposed a multiple regression and general
regression neural network model to predict the various wire electrical discharging
machining machinability aspects, i.e., surface roughness, average kerf width, and
material removal rate for the input of pulse-off time, pulse-on time, wire tension, and
wire feed [6]. Rao, P. G. et al. developed a tool to estimate the impact strength of
vibratory welded joints for the input of vibration parameters. The prepared GRNN
model predicts the impact strength at an accuracy of 99.2% for unused experimental
data [7–9]. Rooki, R. observed that measurement of pressure loss in an oil well is
costlier and time-consuming. GRNN is modeled to predict the non-Newtonian fluids
loss of pressure. The author proposed a GRNN modeled to predict the loss of pres-
sure for a given input of a fluid rate (Q), diameter ratio (Di/Do), and consistency
index, flow behavior index; yield stress, the eccentricity of annulus [10].

Panda, B. N. et al. formulated GRNN model to predict the weld joint strength
for a given resistance spot welding parameters (electrode force, electrode force,
sheet thickness, welding time, and welding current). Differential evaluation algo-
rithm was also applied to identify the optimum combination of input parameters
at which weld joint strength maximum. Authors built a part using fused deposition
modeling (additivemanner)with theABSmaterial. The part prepared at various input
parameters, i.e., raster angle, layer thickness and orientation. Effect of these input
parameters on the compressive strength was studied. Experimental data are used to
develop GRNN and multigene genetic programming model to predict the compres-
sive strength of ABS material [11, 12]. Wei, W., et al. established the relationship
between vehicles mass center sideslip angle, yaw speed, and acceleration. Authors
proposed GRNN estimation for vehicle sideslip angle. Proposed GRNN method has
a high-precision fast response to predict the vehicle sideslip angle for the input yaw
speed and acceleration [13].

From the literature, it is clear that vibratory-assisted welding is a proven method
to improve weld joint mechanical properties. The relations between vibratory TIG
welding parameters to weld joint mechanical properties have not yet established.
Hence, in this paper, an attempt ismade to establish the relationship betweenvibratory
TIG parameters to the tensile strength of the weld joint.

2 Experimentation

Figure 1 represents the experimental setup. The setup consists of a vibration plat-
form and unbalanced vibromotor. Vibrations imparted to the specimen through
eccentric circulating vibromotor, surface plate, and springs on which the surface
plate is mounted. Specimens are vibrated at different frequencies and amplitudes by
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Fig. 1 Experimental setup line diagram [14]

regulating the voltage of vibromotor. Imparting the vibration to the specimen will
vibrate the molten weld pool and result in the formation of smaller dendrites. The
experimental details are discussed by Rao et al. [14–16].

This paper ismainly concentrated on the development of general regression neural
network tool to predict the output parameters (ultimate tensile strength) for the given
input parameters (voltage of vibromotor and vibration time).

3 General Regression Neural Network Model

GRNN comes under the category of the probabilistic neural network model. This
neural network model is a non-iterative process that needs certain portion of the
training data. The prime advantage of GRNN is that the network learns in itera-
tion from the data. GRNN is an efficient network than backpropagation. The neural
network requires training data. Experimental data are used to train the GRNNmodel.
Training data contain input–output mapping. The network predicts the output from
the training dataset. In the case of GRNN, the output is predicted by the weighted
average of the outputs of trained data. Weights are calculated by the Euclidean
distance between the test and trained data. In GRNN, weights are calculated based
on the Euclidean distance of training and testing data. In order to balance, if the
Euclidian distance is less it will add more weight and if the Euclidian distance is
more which will reduces the weight.

GRNN network consists of four layers. The first layer consists of an input layer,
which feeds the input to the second layer that is the pattern layer. In the pattern layer,
distance of Euclidian and functions of activations are calculated. The third one is
the summation layer, which consists of two subparts. The first one is the numerator
part, which contains the summation of the product of activation function and training
output data. The second subpart is the denominator, which is the sum of activation
functions. Summation layer feeds this to the decision layer. The output layer contains
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one neuron; in the decision layer, output is calculated by the ratio of the summation
of the numerator part to the denominator part.

In GRNN, output parameter Y (X) can be estimated by Eq. (1)

Y (X) =
∑n

i=1 Yi exp
(
− D2

i
2σ 2

)

∑n
i=1 exp

(
− D2

i
2σ 2

) (1)

where

D2
i = (X − Xi )

T (X − Xi ) (2)

Y (X)—estimated GRNN output; (Xi, Yi) is a sample observations of (X, Y );
σ—smoothening factor.

3.1 GRNN Model Preparation

In the present work, GRNN has been modeled to obtain the relationship between
input parameters to the out parameters. The vibromotor voltage input and time at
which the specimen is vibrated (time of vibration) are considered as input parameters
(X1, X2), and ultimate tensile strength (UTS) is the output parameter.

GRNN requires two types of data: one is the training data and the other one is
testing data. From the 54 available experimental datasets, random 47 datasets are
taken for training the GRNN model, and remaining 7 datasets are considered for
testing or validation. Tables 1 and 2 show the training and testing datasets, respec-
tively. In the GRNN model, the standard deviation values of input parameters are
calculated. From the standard deviation values, the scaling factors are calculated.
These values are shown in Table 3.

Error percentage is estimated for the training data and testing data or validation
dataset. The deviations in the output values obtained by the GRNN for the training
and testing data are graphically represented in Figs. 2 and 3, respectively. During
the training procedure, the smoothening constant is chosen based on the minimum
mean squared error. To achieve the optimum smoothness parameter, the iterative
process has been carried out until the deviations are of minimum. Smoothness factor
considered for training the network is 4, which is giving minimum deviations.

4 Conclusions

In this study, the GRNN prediction tool has been modeled for measuring weld joint
ultimate tensile strength. The experimental data obtained from the past literature are
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Table 1 Training dataset for tensile strength

S. No. X1 X2 Y1 S. No. X1 X2 Y1

1 50 80 199.27 26 170 90 225.32

2 70 80 204.77 27 180 90 223.67

3 80 80 207.36 28 190 90 219.64

4 90 80 209.27 29 210 90 213.33

5 110 80 214.61 30 220 90 202.33

6 120 80 217.13 31 50 100 200.92

7 130 80 219.67 32 60 100 202.77

8 140 80 221.98 33 70 100 206.83

9 160 80 226.81 34 80 100 208.61

10 170 80 224.96 35 90 100 210.43

11 180 80 222.36 36 100 100 213.33

12 190 80 218.98 37 110 100 216.41

13 200 80 214.41 38 130 100 220.73

14 210 80 209.38 39 140 100 222.38

15 220 80 200.77 40 150 100 225.26

16 60 90 202.86 41 160 100 227.33

17 70 90 205.78 42 170 100 225.28

18 80 90 208.33 43 180 100 223.66

19 90 90 210.22 44 190 100 219.26

20 100 90 212.7 45 200 100 215.26

21 110 90 215.13 46 210 100 213.71

22 120 90 218.66 47 220 100 208.74

23 130 90 220.36

24 140 90 222.29

25 150 90 224.43

X1: voltage input (volts); X2: time of vibration (s); Y1: ultimate tensile strength (MPa)

Table 2 Validation dataset for ultimate tensile strength

S. No. X1 X2 Y1 G(P) E

1 60 80 201.14 202.02 −0.43762

2 100 80 211.78 211.94 −0.07556

3 150 80 223.77 224.39 −0.27923

4 50 90 200.73 202.86 −1.06125

5 160 90 227.28 224.87 1.058237

6 200 90 215.14 216.48 −0.62504

7 120 100 218.91 218.57 0.155343

X1: voltage input (volts); X2: time of vibration (s); E: % error
Y1: ultimate tensile strength (MPa); G(P); GRNN predicted value
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Table 3 Scaling factors and
standard deviation values

X1 X2

Standard deviation 52.28 8.33

Scaling factor 1 6.276

Fig.2 Error percentage of
training dataset
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used to develop the GRNN model. The prepared GRNN model values are compared
with experimental values. The developed prediction model can predict the ultimate
tensile strength of welded joints for a given input of vibratory TIG welding process
parameters at an accuracy of 98.94%.

Figure 4 shows the deviations of the GRNN model for the different smoothening
factor values. The smoothening factor varied from 0 to 15 in order to validate the
developed prediction model for its accuracy. Training and testing data deviations
with the smoothening factor are shown in Fig. 4. Training data deviations vary from
0 to 3.28%, and testing data vary from 1.06 to 1.85%. The developed model can
predict the ultimate tensile strength of welded joints without fabricating and testing.
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Fig.4 Deviations of ultimate
tensile strength of welded
joint
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Experimental Studies on Material
Removal Rate of Die Steel
in Electrochemical Micromachining
Process Using Taguchi Method

K. Vijayakumar, T. Sekar, and M. Vijay

1 Introduction

Electrochemical machining is commonly used unconventional machining processes
to machine the complicated shapes in electrically conducting hard and highly resis-
tant tomachinematerials [1]. Themerits of ECMare over the conventionalmachining
practiceswhich can process hardmaterialswith negligible toolwear, the good surface
finish of the workpieces, and it can develop workpieces with higher precision and
intricate geometry without cracks [2–4]. Machining of difficult to machine mate-
rials in traditional machining process leads to more surface distortion, larger heat-
affected zone, and high thermal stress. Creating microholes is the basic machining
operation, and it is required in machine parts [5]. Microholes and microchannels
are the common features made by micromachining, and they are applied in many
areas such as microdies and nozzles, when produced in large numbers using conven-
tional machining processes, usually present problems such as high tool wear, high
heat generation, and change in materials properties [6, 7]. With minimal tool wear,
microelectrochemical machining (µECM) is a suitable material removal process
for machining conductive materials in microdomain. µECM has wider applications
in high-precision equipment’s manufacturing [8, 9]. When the anode (workpiece)
and a cathode (electrode) are dipped in the electrolyte solution and DC is supplied
through it, the material is ruptured and forced away from the anode surface. As per
Faraday’s law, the amount of material removed on the surface of workpiece depends
upon applied current and machining distance between tool and workpiece [10]. It

K. Vijayakumar (B)
Department of Mechanical Engineering, TPEVR Government Polytechnic College, Vellore, Tamil
Nadu, India

T. Sekar · M. Vijay
Department of Mechanical Engineering, Government College of Technology, Coimbatore, Tamil
Nadu, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Natarajan et al. (eds.), Recent Advances in Manufacturing, Automation, Design
and Energy Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4222-7_21

181

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4222-7_21&domain=pdf
https://doi.org/10.1007/978-981-16-4222-7_21


182 K. Vijayakumar et al.

is more reliable to machine hard materials such as HCHCr die tool steel, AISI 202
Austenitic stainless steel, and superalloys [11]. It explores the machining of die steel
in electrochemical machining process [12] from the above studies; this researchwork
attempts the machining of hardened die steel by electrochemical micromachining
using Taguchi method.

2 Planning of Experimentation

An L9 orthogonal array is chosen to reduce the experimental run and get the better
results based on Taguchi the experiment. Taguchi’s design is to identify the impact of
machining parameter settings over the output parameters with unavoidable variations
in external noise. The software Minitab version 2019 is used for the design of the
experiments. As per the design problem, different S/N ratios are applicable, including
larger is better and smaller is better [13].

2.1 The Process Parameters

The process parameters range for the experiments are given below:

Electrode—Tungsten carbide.
Workpiece—Hardened die steel.
Workpiece thickness—0.5 mm.
Electrolyte—NaCl (with various concentrations).

3 Experimentation

3.1 Selection of Machining Parameters

Table 1 depicts the process parameters and the level of their value on experiments,
and the feasible range of machining parameters for the material hardened die steel
is recommended as follows.

Table 1 Machining parameters and their levels

Name Units Level 1 Level 2 Level 3

Voltage V 10 15 20

Electrolyte Concentration g/l 100 150 200

Duty cycle % 60 70 80
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3.2 The ECMM Process

The principle of Electrochemical Micro Machining is the anodic dissolution that
takes place between the workpiece (anode) which is positively charged and the tool
(cathode) which is negatively charged. Electrolytes used in the ECMM are to initiate
the chemical action on the surface of the workpiece; it leads to material removal in
the workpiece. Electrolytes play the role to dissipate the heat reaction over the areas
of tool and workpiece and to carry machined material generated out of the gap to
avoid hitting the particles snarled machining process on the results.

The ECMM setup consists of a tool movement arrangement, electrolyte control,
filter unit, and DC supply unit as shown in Fig. 1 Die steel workpiece of 0.5 mm
thickness is accessed for the experimentation.Die steel is utilized in thiswork because
it is having applications such as die manufacturing and refractory industry. Tungsten
carbide tool electrode ofF= 150µm is acted as a cathode. NaCl is used as electrolyte
liquid in concentrations of 100, 150, 200g/l. The experiment is conducted at room
temperature. Pulsed DC supply with the varying voltage at 10, 15, 20 V and duty
cycle of 60, 70, 80% is used for conducting the experiments. The time taken for the
through-hole machining is noted, and the weight is measured in the weight scale
having three-digit accuracy for the calculation of material removal rate.

4 Results and Discussion

Figure 2 shows the SEM image that shows the drilled hole by theECMMprocess. The
hydrogen bubbles are generated between the tool and workpiece due to the passing of
the electric supply. Thematerial removal is taking place due to the atomic dissolution
of the workpiece. Electrochemical dissolution is worked on the basis of Faraday’s

Fig. 1 Schematic diagram of ECCM
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Fig. 2 SEM image of the
machined workpiece

Table 2 Material removal rate (MRR)

Exp. No. Voltage Electrolyte concentration Duty cycle MRR mm3/min SNRA1

1 10 100 60 0.0412 −27.7021

2 10 150 70 0.0319 −29.9242

3 10 200 80 0.0351 −29.0939

4 15 100 70 0.0582 −24.7015

5 15 150 80 0.0312 −30.1169

6 15 200 60 0.0816 −21.7662

7 20 100 80 0.0669 −23.4915

8 20 150 60 0.1483 −16.5772

9 20 200 70 0.0395 −28.0681

law of electrolysis [14]. It is also termed as a reversed electroplating process. The
tool was maintained a minimal distance with the workpiece called interelectrode gap
(IEG). The IEG is maintained constantly during the tool feed also.

Table 2 shows the material removal rate of the machining hardened die steel
using ECMM. Each workpiece was weighed using a weight scale having three-digit
accuracy before machining and after machining to calculate the material removal
rate.

4.1 Observations During Experimentation (MRR)

Time duration = 15 min, (each cycle).
Tool = Tungsten carbide.
Tool diameter = 150 µm.
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The material removal rate is calculated by the difference between the initial and
final weight of the workpiece, per unit time. Theweight of the workpiece is measured
with a three-digit accuracy weight scale.

Regression equations obtained for the material removal rate are given below. This
equation helps in the prediction and optimization of output variables concerning
input variables.

MRR = 0.152+ 0.00488 voltage− 0.000034

Electrolyte Concentration 0.00230 Duty Cycle (1)

This research aims to find the value of the optimal response for the material
removal rate (MRR) relatively the factors involved, and Taguchi method is selected
for the design of experiments because it offersminimal experiments and gives optimal
results with comparing to another approach, the sequence of the run, MRR, and
signal-to-noise ratio as shown in Table 2.

Figure 2 shows that themachining area is enlarged due to electrochemical erosion.
It can be controlled by proper insulation in the tool piece.

Figure 3 shows that the best obtained MRR indicates that the highest achievable
MRR is 0.1483 mm3/min found as A3B3C2 when a voltage is at a higher level 20
volts, electrolyte concentration is also at a higher level 150 g/l, and the duty cycle
at middle level 70%. The higher-level voltage leads to a higher MRR level and the
same also reflects in electrolyte concentration. For the duty cycle, the middle value
leads to higher MRR. According to Faraday’s first law of electrolysis, the amount of
electrochemical dissolution is proportional to the amount of charge passed through
the electrochemical cell.

Fig. 3 Main effect plot for SN ratio for MRR
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5 Conclusion

The electrochemical micromachining (ECMM) technique is used to machine die
steel in this work, based on experimental investigation on machining of hardened die
steel. From this experimental work, the conclusions can be summarized as follows.

1. Hard and brittle material like hardened die steel can be effectively drilled into
the microhole with negligible fracture and thermal defects to the workpiece.

2. In this work, voltage is the most influencing parameter then the electrolyte
concentration contributes in second place and the duty cycle is in the least
impact on the material removal rate of die steel.

3. The optimal values for maximumMRRwere found in the combinationA3B3C2
when a voltage is at a higher level 20 V, electrolyte concentration is also at a
higher level 150 g/l, and the duty cycle at middle level 70%.
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Microstructural Characterization
and Microhardness Investigations
on Friction Stir Additive Manufactured
Commercially Pure Aluminium Alloy

R. Dinesh Kumar, Baskaran Balaji, and Kannan Ganesa Balamurugan

1 Introduction

Aluminium alloys havewide application in automobile, aerospace andmarine sectors
due to its lower density and strength ratio. However, joining of aluminium alloys
are always challenging by fusion welding processes. To overcome this, friction stir
welding was introduced by TWI in UK [1–4]. The friction stir welding technique has
been identified and utilized as unique surface modification tool which is popularly
identified as friction stir processing [5–7]. In the recent scenario, both FSW and FSP
techniques are grouped under the common name of friction stir processing (FSP).
The contribution of friction stir processing on various manufacturing methods is
ever expanding. One of its prominent contributions is in the additive manufacturing
method. The additivemanufacturing is a near net shape fabrication process by adding
materials by layer by layer [8–10]. FSAM opens a martial window in supporting
the aluminium stack welds which are mostly used in automobiles and aerospace.
Near net-shaped components with refined equiaxed grain was obtained which dras-
tically improves the joint strength [11]; volume fraction and number of passes might
initiate particle fragmentation, continuous dynamic recrystallization, and deforming
the initial matrix grain results in improved property gradients [12]; recrystallization
led to ultra-fine grain size, when refined grain structure is linked with precipitations
which induces higher mechanical properties [13]. The friction stir additive manu-
facturing is suitable technique to attain higher performances in lightweight alloys
categories [14]. The present work aims to fabricate aluminium layers by friction stir
additive manufacturing technique and to investigate the effect of process parameters
on the microstructural and hardness of the FAM fabricated layers.
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2 Experimental Work

Commercially pure Al1100 aluminium grade was selected for the friction stir addi-
tive process (FSAP). The composition of Al1100 is given in Table 1 The FSAP tool
was made out of high-speed steel with the dimensions of 18 mm shoulder diameter,
6 mm pin diameter and 5 mm pin diameter. The plates were firmly mounted on the
machine table using proper clamping. The required process parameter values were
programmed in the controller of the machine and activated. The process parameters
values are shown in Table 2. After activation of the program, the FSAP tool started
rotating and plunged into the plates. After a pass, the tool got offset of half of the
diameter of the shoulder (9 mm) and performed a second pass. After completion of
entire passes, the tool retrieved to its original position. The processed samples were
subjected to metallographic and mechanical testing. For metallographic analysis,
samples were cross-sectioned and mounted in the bakelite moulds. The schematic
representation of a cross section of FAM sample is shown in Fig. 1. Then, samples
were polished to silver finish and etched with Keller’s reagent. Both optical and scan-
ning electron microscopy were utilized for metallographic studies. Microhardness

Table 1 Chemical composition of Al1100 aluminium

Elements Al Cu Fe Mn Si Zn Residuals

Composition % 99.0–99.5 0.05–0.20 0.95 0.05 0.95 0.1 0.15

Table 2 Process parameters
values

Sample No. Tool rotation speed
(RPM)

Tool travel speed
(mm/min)

01 700 15

02 700 30

03 1000 15

04 1000 30

Fig. 1 Schematic of the cross section of the FAM specimen
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surveys were carried out on cross-sectioned samples with 0.5 g of the load for 10 s
dwell time.

3 Results and Discussion

The experimental results are plotted in the form of graph. Figure 2 shows the hardness
profile of FAM samples processed at specified process parametric conditions. The
hardness decreases as from advancing side to retreating side in the sample-1. The
similar pattern was observed in sample-2; however, a marginal increase in hardness
was noticed at retreating side. In sample-3, a slight drop in hardness was observed
at nugget zone with a sudden steep increase in TMT zone and a gradual reduction of
hardness was noticed towards the retreating side.

In the sample-4, the hardness dropped near advancing side. TMT zone and gradu-
ally increase from nugget zone to retreating side HAZ. Near the end of retreating side
HAZ, decreasing trend occurred. Themicrohardness of FAMsamples decreases from
sample-1 to sample-4. Sample-1 shows higher microhardness among other samples.
Likewise, sample-4 shows the lower microhardness. The processed zones grain size
and microstructural patterns affect the microhardness variations. Figure 3 shows
the microstructures of processed zones of FAM-1 sample. The heat-affected zones
of advancing have equiaxed grains, and the retreating side has slightly elongated
grains. Therefore, the hardness at advancing side heat-affected zone is higher than
the retreating side. The top and bottom nugget zones have very refined grains.

Due to the extreme refining of grains, materials softening occurred in the nugget
zones which leads to a reduction of hardness in this zone. Figure 4 shows the
microstructures of processed zones of FAM-4 sample. The heat-affected zones of

Fig. 2 Microhardness
profiles of FAM specimens
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Fig. 3 Microstructures of processed zones of FAM sample-1

Heat affected Zone-
Advancing side

Thermomechanical af-
fected zone- Advancing side

Interface nuggets zone

Thermomechanical affected zone- Retreat-
ing side

Heat affected Zone-Retrea ng side

Fig. 4 Microstructures of processed zones of FAM sample-4
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advancing have elongated grains, and the retreating side has compressed grains.
Therefore, the hardness at advancing side heat-affected zone is lower than the
retreating side. The nugget zones have refined grains and inclusions. The consid-
erable grain refinement leads to a slight increase in hardness. Apart from the grain
refinements and orientations, the presence of secondary particles like intermetallics
will affect the microhardness of the processed samples. At lower rotational speed
and travel speed, the precipitated intermetallic particles survived due to low heat
input. However, at higher rotational speed and higher travel speed, the precipitated
intermetallic particles dissolved again into the matrix material due to the high heat
input. Therefore, higher hardness resulted in lower rotational and lower travel speed
combinations like sample-1 process parameter. Likewise, lower hardness resulted in
higher rotational and higher travel speed combinations like sample-4.

4 Conclusion

The following are the conclusion drawn from the experimental study on friction stir
additive manufactured commercial pure aluminium alloy:

• The low tool rotational speed and travel speed form the equiaxial and refined
grains in the stirred zones. Due to low heat input at this processing condition,
the intermetallic particles have survived. Therefore, the samples processed in this
processing conditions show higher hardness.

• The high tool rotational speed and travel speed form the elongated and refined
grains in the stirred zones. Due to high heat input at this processing condition, the
dissolution of intermetallic particles occurred in the matrix material. Therefore,
the samples processed in this processing conditions show lower hardness.
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Finite Element Modeling to Predict
the Defect Formation in Friction Stir
Welds of AA6061

Sumit Kumar Purswani , Vikas Upadhyay , A. Karapagraj ,
and L. R. Shobin

1 Introduction

At present decade, reduction of deadweight of automotive components resulted in
increased use of lightweight alloys and development of advanced welding methods.
Friction stir welding (FSW) is relatively a newer technique specifically used for
joining thin sheets of aluminum, steel and dissimilarmaterials. FSW is the best choice
solid-state welding process with less defects formation for the above-mentioned
materials. Because defects like porosity and hot cracking were not generated during
fusion welding [1]. Determination of viable range of operating parameters is crucial
for the formation of defect-free welds.

Literature review and preliminary information are generally used to determine the
initial range of welding parameters. Later, actual experiments were carried out with
these parameters to find the optimum value of operating parameters. This process is
a lengthy and time consuming one. FSW is costly process due to intensive charac-
terization and process requirements. Simulation of FSW process is an effective and
viable alternative for these problems [2].

Nandan et al., 2006 numerically modeled FSW by considering the 3D visco-
plastic flow and temperature field [3]. In this model, non-Newtonian viscosity was
correlated with temperature-dependent material properties and temperature. It was
concluded that temperature fields, cooling rates and the geometry of the thermo-
mechanically affected zone were in agreement with experimental work. Buffa et al.,
2011 carried out thermal stresses prediction from the finite element model [4]. It
was reported that the material behavior model has significant role in controlling the
simulation/computational time. Trimble et al., 2012 investigated the tool force for
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different joint configurations using FSW process [5]. Dynamometer was used to
determine the tool force experimentally, and it was compared with the finite element
analysis results. The predictions showed good agreement of finite element model
with the experimental work. This shows the ability of the finite element model on
the force predictions using finite element modeling. Dialami et al., 2017 studied
the pin profile effect on the material flow, forces and thermal behavior of FSW [6].
Various profiles like circular, triflute, trivex and triangular profiles were taken for the
study. Additionally, slip and stick limiting friction cases between pin and work piece
were also engaged along with the finite element study. It was concluded that types
of pin and flutes were contributing a lot with temperature generation. Assidi et al.,
2010 formulated a simulation for FSW with circular profile [7]. It was found that
the effect of friction on the temperature distribution was affected by the pin profile.
It was reported that coulomb’s law of friction (coefficient of friction = 0.3) gives
better result of temperature distribution in the vicinity of the tool. Chen et al., 2018
studied the effect of tool pin on the material flow and temperature distribution [8]. It
was pointed out that pin thread can also be able to disturb the trapping of materials
while moving at high velocity.

It is evident that a number of studies on simulation and finite element modeling
of FSW process have been carried out. But to the best of author’s knowledge, there
are very few studies on defect prediction in FSW process. Hence, an attempt was
made in this research to address the defect formation.

2 Materials and Methods

2.1 Material

Precipitation hardening Al–Mg–Si alloy AA6061 was selected as base metal for this
work. AA6061 is available in various forms as rolled plate and sheet, extrusions, forg-
ings and tubing andpiping andused in general for high-strength heavy-duty structures
requiring good corrosion resistance such as vehicles, rolling stock, marine applica-
tions and architectural applications [9]. AA6061 in T6 temper condition having
strips size of 70 mm× 70 mm× 5 mm was used in welding simulation. Mechanical
and thermal properties are taken for current research materials as referred with the
existing literature [10].With respect to the temperature interval (25–482 °C),Young’s
modulus (E (GPa)), specific heat capacity Cp (Jkg−1 °C−1), density ρ (kgm−3) and
thermal expansion α (μmm−1 °C−1) are taken and implemented for conducting the
simulation. A cylindrical tool of H13 steel of 2.66 mm and 8 mm pin and shoulder
diameter, respectively, was used. Rotational speed and traverse speed were kept fixed
at 900 rpm and 60 mm/min, respectively, whereas shoulder plunge depth of 0.1 mm,
0.3 mm and 0.5 mm has been taken for the analysis.
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2.2 Simulation Details

In this work, a finite element analysis (FEA)-based simulation of FSW process has
been carried out using Abaqus /Explicit software. Eulerian explicit analysis is used
while performing the analysis of FSW. The complete domain is divided into small
elements, and interactions (mechanical and thermal) of these small elements produces
the overall output of the process. Explicit dynamic mechanical interaction between
various elements takes place by following equations for force and displacement [11]

F/D = Xä + Y å + Za (1)

Here F and D denotes any displacement or force on any element, while the term
on the right side Xä denotes sum of any inertial factor associated with element,
Yå denotes sum of all energy damped in element, Za denotes total stiffness of the
element. Coefficient X, Y and Z are mass, damping coefficient, stiffness coefficient
of the body, respectively, while terms a, å and ä denote the displacement, velocity
and acceleration in the element, respectively.

The major equation for heat transfer is as following [12]
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where ρ is density of the material; C is specific heat; T is temperature; t is time; Kx,
Ky and Kz are thermal conductivity in X, Y and Z direction, respectively; Q is heat
generated within the body. Corresponding counterpart of heat transfer in Abaqus
/Explicit is as follows [11],

K (t) + C(t)Ṫ = H(t) (3)

whereK(t) is time-dependent thermal conductivitymatrix;C(t) is capacitancematrix
dependent on time; Ṫ is derivative of temperaturewith respect to the time;H(t) is time
dependent hat matrix. Also the material model used in Abaqus/Explicit to simulate
the FSW process is based on Johnson–Cook formula. In this model, flow stress in a
material is given as [10, 13],

σ f s =
(

A + Bε̄n
pl

)(
1+ C ln

˙̄εpl
ε0

)(
1−

(
T − Tref

Tmelt − Tref

)m)
(4)

where ε pl is equivalent strain, ˙̄εpl is equivalent plastic strain rate,
.
ε0 is normalizing

strain rate, n denotes strain hardening, m models high temperature softening effect,C
(0.002) represents strain rate sensitivity, A (324 MPa) and B (114 MPa) are material
constants. Johnson–Cook (JC) constants for AA6061-T6 have been used for the
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simulation work [10]. Where A, B, C, m and n are material constants; Troom (24 °C) is
temperature where value of A, B, m (1.34) and n (0.42) are calculated; Tmelt (583 °C)
is solidus temperature. Where, σy is flow stress; A, B, C are material constants; ε

is effective plastic strain; εp is strain rate; εo is reference strain rate; m is constant
for thermal softening. In this formula, it is assumed that flow stress in an element is
individually affected by thermal softening, strain rate sensitivity and strain hardening
(refer Formula 4) [10, 12].

For modeling of FSW process, thermo-mechanical interaction is adopted for
contact between tool and work piece. To establish these interactions, two surfaces are
created, i.e., master and slave. In these surfaces, the work piece surface is interacted
with tool during the FSW process. It has been selected as master, while the surface
of pin and shoulder in tool which interact during process has been selected as slave
surface. Further, the normal pressure between tool andwork piece has been converted
into frictional stress by adopting simple coulomb law in modeling. Frictional stress
will be responsible for frictional heatingwhich is amajor factor for heating inwelding
zone in FSW. For movement of the work piece along the pin, basic coulomb law is
adopted in the modeling. According to this law, sticking of master–slave surface will
take place if shear stress is less than the critical shear stress.

τ = μP (5)

where τ is critical shear stress; μ is coefficient of friction and P is normal pressure
between master and slave surface. To analyze the defect formed during FSW process
in Abaqus, we study the Eulerian volume fraction (EVF) in the work piece. At the
location of defect, there will be absence of material in that particular portion, so for
corresponding location, EVF will be one and at the point of defect-free region EVF,
will be zero.

Though simulation was close to real-time environment of FSW process, it has
several assumptions:

1. Tool has been considered as rigid body. The other parameters like tool speed
and pressure are uniform during the welding operation.

2. Simple coulomb law has been used to analyze the tangential interaction of tool
and work piece. Material sticking and its flow take place according to simple
coulomb law.

3. Model does not considermicrostructural change in thework piece. Temperature-
dependent material properties were used.

4. Heat transfer to the surrounding was considered only due to convection mode.
Radiation losses are neglected.

5. Tool is moving and work piece is stationary.
6. Initial temperature of the work piece and tool are 24 °C.
7. Tool was assumed rigid whereas work piece was taken as deformable material

(Eulerian).
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3 Results and Discussion

In this work, an attempt has been made to predict the defects in FSW process through
simulation. For this purpose, defect-generating operating parameters have been used
with an optimal pin to shoulder diameter ratio. Arrangement used in FSW simulation
has beenmodeled inAbaqus as shown inFig. 1. The specimenwithmesh arrangement
is shown in Fig. 1. Fine mesh is placed at the weld center, and the coarse mesh is
placed for other than weld center. This will help to reduce the computational time
and generates accurate result at the analysis domain. Plunge depth has been varied
as 0.1 mm, 0.3 mm and 0.5 mm to analyze the corresponding effect on the resulting
weld. Simulation results indicates the effect of plunge depth on defect formation and
it is displayed in Fig. 2.

It is evident from Fig. 2 that with increase in plunge depth, defect formation in
the vicinity at the bottom of tool pin decreases. This effect occurs because most
of the heat in FSW is obtained from frictional contact between shoulder and work
piece. With increase in plunge depth, contact area (lateral surface of the shoulder)
between tool and work piece also increases and the distance between bottom of the
work piece and shoulder decreases which allows sufficient heat at the bottom of the
work piece. These two factors allow sufficient heat to reach at the bottom zone and
optimum softening takes place. So, with increase in plunge depth, proper softening
at the bottom of the work piece allows desired flow of material and results in the
formation of a defect-free joint [14].

Effect of varying the plunge depth of tool shoulder was investigated by Muhayat
et al., 2014 experimentally in FSW of 4 mm sheet welded by 3.8 mm long tool pin
[15]. It was found that increasing the plunge depth of 0.5 mm make tunnel defect
formed at the advancing side of the tool bottom. On the other hand, at the depth of
0.1 mm, defect formation is reduced to void with the depth of 0.15 mm; there is small
shaped defect on advancing side of the joint. But there is limitation on increase of
plunge depth as increase in plunge depth leads to depression at the top of the work
piece. This in turn reduces the work piece thickness at the joint-line resulting in weak
joint, so generally plunge depth was kept between 0.1 mm and 0.4 mm for efficient
joint [15]. As the defect cannot be eliminated by increasing the plunge depth up to

Fig. 1 Tool, welding plates
and direction of welding

Welding direction
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Fig. 2 Defect formation at plunge depth of a 0.1 mm, b 0.3 mm, c 0.5 mm

the permissible limit. So it indicates that there are other parameters responsible for
defect formation and thus needs further investigation.

4 Conclusion

The following important points have been concluded from this work. CEL method
of analysis is suitable for study of defect as it permits the flow of the material in
the processing zone. In this investigation, plunge depth has been varied between the
ranges of 0.1–0.5 mm. The defect formed at the root is minimum at 0.5 mm depth.
Increase in plunge depth of the shoulder decreases the defect formation at the root
of the welded joints. But there is limitation on plunge depth value as higher depth
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may lead to depression on the surface of developed joint. It is possible to use the
numerical tools to predict the defects produced during the FSW process. This work
can help the researchers to develop better joints. Future work may cover various tool
profiles in connection with defect formation.
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Effect of Turning Parameters on Surface
Roughness of EN-9 Steel Using Taguchi
Robust design—An Analysis

Shahid Khurshid, Mehjooba Zainab, Yasir Farooq, Faizan Yousuf,
Tamjeed Ayoub, Fayaz Ahmad Mir, and Junaid Hassan Masoodi

1 Introduction

Machining plays a crucial part in today’s manufacturing world. The commonly
known machining processes include turning, milling, drilling, boring, threading,
etc. Turning is a machining process, where diameter is reduced from a cylindrical
job using cutting tool [1]. In turning, work piece is held firmly in revolving chuck,
while feed and depth of cut are given to single point cutting tool. Lathe machine,
also known as mother of all machines, is used to produce cylindrical parts by the
help of turning process. To produce desired surfaces, material removal takes place. In
turning, input parameters like feed rate, spindle speed, depth of cut and tool material
plays significant character on performance characteristics [2]. Surface roughness has
a vital contribution in execution of mechanical components; thus, it is considered
an important parameter in manufacturing engineering [3]. Thus, it is very impor-
tant to select the input parameters in such a way to get the desired output, which
can be achieved by setting of these parameters in systematic manner, so to achieve
highest performance characteristics. To achieve this requirement, there is a need
of optimization of performance parameters. Various optimization techniques were
used by various researchers to optimize various input parameters to achieve good
surface quality. Taguchi method is considered one of the most favorable optimization
techniques, which helps to achieve optimized results by identifying noise sources,
which have the greatest effects on product variability. Many researchers in the past
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also have successfully used Taguchi method to obtain optimized process parame-
ters [4–6]. Kolluru et al. found that depth of cut has a greater impact on surface
followed by feed rate and spindle speed [7]. Ravuri et al. used Taguchi technique
and found optimal values of speed, DOC, feed and nose radius at 1400 rpm, 0.1 mm,
0.05 mm/rev and 0.4, respectively [8]. Dutta et al. during their investigation on
optimization of surface roughness and cutting force found that feed rate alone signif-
icantly effects the surface roughness, while as effect feed rate and depth of cut were
found significant on cutting force [9]. The objective of this work is to achieve desired
surface roughness by optimizing the process parameters using Taguchi robust tech-
nique. For the present study, three input parameters (SS, FR and DOC) have been
selected to examine their consequences on surface roughness of EN 9 steel. By the
help of analysis of mean, the optimal combination was generated [10]. The results
were further investigated on SYSTAT software, a statistical tool. ANOVA was also
used to check the significance and percentage distribution of each parameter.

In the future, further studies may be conducted on other factors like cutting angle,
cutting tool material, different coating materials, lubricants, etc.

2 Material and Experimental Details

2.1 Work Piece Material

Steel is an alloy of iron and carbon with the carbon content up to about 2% wt.
Material used in this study is EN-9 Steel (grade-1020), which is a well-known grade
of steel alloy. With high degree of hardness, strength and wear resistance properties,
this steel grade is mostly used in axles, sprockets, gears, cams bolts and shafts [11].
The chemical composition of this steel alloy is given in Table 1.

2.2 Cutting Tool

The trials were conducted using CVD-coated carbide tool. The property of such tool
is given in Table 2.

2.3 Turning Experiments

Nine turning tests were conducted using centerless lathe machine as shown in Fig. 1.
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Table 2 Cutting tool properties

Coating method Material Thickness Grade Hv

CVD TiAlN 4 C20 (GC1020) 1600

Fig. 1 Experimental setup for turning tests

Table 3 Process parameters at level three each

Symbol Parameter Unit LI LII LIII

A Spindle speed (SS) rpm 350 550 750

B Feed rate (FR) mm/min 15 20 25

C Depth of cut (DOC) mm 0.40 0.80 1.20

2.4 Experimental Design

Three parameters (Spindle speed, Feed rate, Depth of cut) each at level three, as
given in Table 3, are used to study their effect on surface roughness of EN 9 steel.

2.5 L9 Orthogonal Array

On the basis, L9 orthogonal array, nine experiments were designed as shown in
Table 4. The 1’s, 2’s and 3’s in the matrix represents the low, medium and higher
level, respectively, of the process parameters. For, three factors, each at level three
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Table 4 L9-orthogonal array Trail A B C

T1 1 1 1

T2 1 2 2

T3 1 3 3

T4 2 1 3

T5 2 2 1

T6 2 3 2

T7 3 1 2

T8 3 2 3

T9 3 3 1

(33), twenty-seven experiments were needed under full factorial design. Using L9-
Taguchimatrix helps to design the experimental plan in a more systematic way, thus
helps in minimizing total number of experimental runs [12].

3 Results and Discussion

3.1 Analysis of Surface Roughness

Taguchi robust design is widely used for experimental analysis. This method uses
standard orthogonal arrays,which helps to conduct the experiments in amore system-
aticmanner and results inminimizing the total number of experiments. Surface rough-
nesswasmeasuredby surface roughnessmeasuring tester (MITUTOYO-SURFTEST
SV-2100). Taguchi philosophy is based on robust design, according to which, quality
should be designed in a product/process rather than inspect it. S/N ratio plays an
important role in a robust design, where “S” defines signal controllable variables and
“N” gives the noise value. For better surface finish, the S/N ratio should always be
maximum. In the present study, lower the better approach was used to calculate S/N
ratio as given below:

η = −10log

[
1/n

n∑
i=1

y2i

]
(1)

where yi is observed Ra at ith experimental trial, and n represents the total
experimental trials.

As per L9 orthogonal array, nine experiments were conducted on nine work
samples (cylindrical) without replication as shown in Fig. 2, and results of response
Ra (µm) and S/N ratio for each trail are shown in Table 5
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Fig. 2 Machined work piece

Table 5 Ra and S/N ratio

Exp. No. A B C Ra(µm) S/N ratio

1 350 15 0.4 3.826 −11.655

2 350 20 0.8 0.915 0.772

3 350 25 1.2 4.315 −12.699

4 550 15 1.2 1.563 −3.823

5 550 20 0.4 3.978 −11.993

6 550 25 0.8 8.584 −18.673

7 750 15 0.8 1.509 −3.573

8 750 20 1.2 4.570 −13.198

9 750 25 0.4 10.721 −20.604

3.2 Analysis of Mean S/N Ratio

The results are given in Table 6. ANOM is used to identify the optimal combination.
It is calculated by taking the mean average of S/N ratio at each level.

For better response, it is always recommended that the S/N ratio should be as
maximum as possible, thus from analysis of mean S/N ratio response, the optimal
combination so generated is A1B2C2.

Table 6 S/N ratio response table

Symbol LI LII LIII Range (�) Rank

A −7.860 −11.490 −12.450 4.590 3

B −8.139 −6.350 17.325 10.975 1

C −14.750 −7.158 −9.906 7.592 2
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Table 7 Analysis of variance

SOV SS D.O. F M.S F-value % cont P-value

A 10.523 2 5.261 10.914 12.138 0.174

B 60.570 2 30.285 62.831 69.87 0.018

C 14.631 2 7.3155 15.177 16.87 0.154

Error 0.964 2 0.482 1 1.11

Total 86.688 8 75.649

where V1 = D.O.F of Parameters, V2 = D.O.F of Error

3.3 Analysis of Variance

ANOVA is used to check the significance of each parameter on the response, results
of which are given in Table 7.

Now, at 5% significance level, using F-table, we have:

FCritical = F0.05,2,2 = 19 (2)

On comparing, F-calculated with F-critical, we have F-calculated greater than
F-critical only for feed rate. Thus, it is concluded that only feed rate significantly
affects the response,which is surface roughness in present study.Also, theP-value for
spindle speed and depth of cut are higher than the significant level (0.05), hence, null
hypothesis cannot be rejected, reveals their insignificant effect on surface roughness
(µm). Also, p-value for feed rate is lower than 0.05, thus null hypothesis can be
rejected.

The main effect plot and percentage contribution of parameters and error are
shown in Figs. 3 and 4, respectively.

Fig. 3 Main effects plot
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Fig. 4 Percentage contribution of parameters and error

4 Conclusions

In the present study, Taguchi robust design was successfully applied to generate
efficient setting of process parameters in turning of EN-9 steel with CVD-coated
tool.

• The optimum levels of process parameters generated is A1B2C2, i.e., spindle
speed (SS) = 350 rpm, feed rate (FR) = 20 mm/min, depth of cut (DOC) =
0.8 mm, Therefore, they are advisable levels for controllable variables of the
turning process to reduce surface roughness of EN9 steel.

• ANOVA analysis revealed that FR significantly affects the surface roughness. The
contribution of FR was 69.87%, whereas SS and DOC were found insignificant.
Also, the percentage contribution of SS and DOC are 12.138% and 16.87%,
respectively.

• The order of importance for the parameters of the present response (Ra) is FR
followed by DOC and SS. Thus, FR is the most overtop factor for turning process
in the present study.
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Study and Analysis of Milk-Run Model
for Minimum Cost Under Upstream
Supply Chain of a Dairy Plant

Sanjay Kumar, Asim Gopal Barman, and Vishal Kumar

1 Introduction

Collection of raw milk from multiple milk farms is an essential activity of upstream
supply chain for a dairy plant. In this paper, milk-run model of the upstream supply
chain is considered to focus on the vehicle routing problems (VRP) in order to mini-
mize transportation cost. The milk-run model is a distinct transportation model from
perspective of logistics and supply chain. In the manufacturing industry, material
handling accounts for 25% of workers, 87% of production time, and 55% of all
factory space. The aim of vehicle routing problem model is to reduce transportation
expenses. The idea of VRPmethod was put forward by Dantzig and Ramser [1]. The
VRP model focused on routing of a fleet of gasoline delivery trucks between a bulk
terminal to many small service stations.

1.1 The Milk-Run Concept

Amilk run is an effective logistic system, which is round trip that facilitates delivery
and/or pick-up of the goods. In the milk-run model, the milkman uses his dray to
deliver milk-containing bottles to his customers and take back empty bottles from
the doors of customers’ in the specified route. Jeon et al. [2] presented a milk-run
model for a particular case of VRP problem.Milk runs have been considered as round
trips to the material supply system, either goods collected from multiple suppliers
for single customer or goods collected from single supplier for multiple customers
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moved in a pre-defined path. The various advantages of milk-run model enlisted as
follows:

• The material and parts inflow get smoothened for the production line.
• Supply chains and logistics perform better because of their ability to effectively

utilize the spaces of transport vehicles, control transportation fees, in order to
reduce levels of parts inventory and their maintenance costs.

• It minimizes the factory’s warehouse space.
• It shortens lack of confidence at time of delivery.
• It induces flexibility in supplying system of parts.
• The capital expenditures, operating expenses, and maintenance/repair costs are

less due to the reduction in total number of required palates during supply chain.

Problem identification and research objectives
To address the problem of having route development for milk-run supply system,
an effective mathematical model and a heuristic approach need to be developed
that construct routes and determine the number of vehicles, scheduling and service
minimize total transportation cost. The critical issues noted in supply industries are:

• The transportation system has a vital effect on total transportation costs.
• As traffic congestion is a major issue in urban areas and highway. Supplier has

to make sure that product delivery takes place in shortest time and distance along
with low cost by determining effective route.

• Inappropriate utilization of the vehicle can enhance the number of vehicles in the
supply network.

Hence, the primary objectives of the current study may be summarized as follows:

• To minimize total transportation cost.
• To find an optimal route that has the minimum transportation cost.

2 Literature Review

The term milk-run logistics originates from the dairy industry. It is a conception of
transportation network, where one vehicle covered all output and input demands
of materials into numerous stations and circulated every station according to a
pre-defined schedule [3]. During review of milk-run supply chain management,
papers of two interrelated topics were studied: internal and external milk-run mate-
rial supply system. The various optimization techniques and mathematical methods
were reviewed and analyzed to understand the effect and limitations of computer
modeling in solving vehicle routing problems. You and Jiao [4] proposed an applica-
tion based on saving algorithm to develop and apply of milk-run distribution system
in the express industry. The milk-run distribution system is considered to express
logistics through feasibility analysis of application of cyclic goods taking schema in



Study and Analysis of Milk-Run Model for Minimum Cost Under … 215

the express industry. Sadjadi et al. [5] applied a milk-run method to manage supply
chain problem and compare obtained results with optimal solutions. Robust linear
optimization is used to solve problems like binary variables in our model, so it will
be unable to solve large problems results. Eksioglu et al. [6] studied a VRP model
for defining and integrating the domain of the extensive VRP literature and define
all facts of VRP model in an ungenerous and discriminative manner by presenting a
taxonomic framework. Kilic et al. [7] studied the milk-run distribution system which
relates to the applications ofmanufacturing area. It also explains the handling process
beneath lean manufacturing conditions such as pull-based and repetitive manufac-
turing. Jafari-Eskandari et al. [8] presented an approach of the robust optimization
to solve milk-run system with inventory uncertainty. It satisfies all the bounded
uncertainty sets of inventories to minimize the transportation cost by approaching
the yield routes. Novaes et al. [9] analyzed a dynamic OEM picking-up (milk-run)
routing problem in over-congested traffic conditions. If the time limit is exceeded in
a route which is allocated to alternative vehicles due to highly congestion in traffic.
Kluska and Pawlewski et al. [10] developed a model that is intended for simula-
tion of milk-run intralogistics systems. This methodology is basically designed and
implemented in several stages.

2.1 Research Gap

The literature review demonstrated that various heuristic approaches have been
attempted by the researchers so far, such as robust optimization approach, genetic
algorithm, mixed integer programming method, modified saving algorithm, simu-
lated annealing, greedy algorithm, dynamic programming, and Tabu search.
However, there is often conflict for selection of an appropriate heuristic model, as it
has an impact on optimality of the solution. Thus, there is a considerable number of
studies required for optimization of milk-run supply system. Therefore, in this study,
contribution is noteworthy to both industry and literature.

3 Milk-Run Model—Case of a Real Dairy Plant of India

The paper focuses on upstream milk-run model of a real Indian dairy plant located
on the eastern side of India in order to minimize transportation cost. The upstream
milk-run model of transportation is shown in Fig. 1. Milk farmers deposited milks to
the Dairy Cooperative Societies (DCS) located at multiple geographical positions.
Afterwards, raw milks are transported from DCSs to dairy plant. A suitable math-
ematical model is adopted [5] and modified for the current case to minimize the
transportation cost.
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Fig. 1 Milk-run model for the supply chain of the dairy plant

3.1 Decision Variables and Parameters

Cni j = Cost of the truck ‘n’ moving from supplier i to supplier j,
C = Fixed cost of waiting a vehicle at each supplier,
Vn = Maximum volume of truck ‘n’,
V cL

c = Maximum milk capacity in a Can,
Utc = Average consumption of milk in time ‘t’,
xtncj = The number of shipping Can of milk transported with vehicle ‘n’ from

supplier j with due date of time ‘t’,
γ c j = The percentage of part ‘c’ allocated to supplier j,

ytni j =
{
1 = if xtncj > 1
0 = if xtncj = 0

Objective functions
The aimof the objective functions is tominimize transportation costs and also shorten
level of inventory at warehouse (DCS) by implementing a milk-run systemwith time
windows. The following objective function is considered:

minimise
∑
t

∑
n

∑
i

∑
j

[
Cni j + C

]
ytni j (1)
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subject to:

∑
n

∑
j

xtni j × V cL
c ≤ Vn ∀(t, n) (2)

∑
n

∑
j

xtncj = γcj ∀(n, j) (3)

∑
n

∑
j

ytni j ≤ 1 ∀i ≥ 2,∀t (4)

∑
n

∑
i

ytni j ≤ 1 ∀ j ≥ 2,∀t (5)

∑
j

ytn1 j ≤ 1 ∀(t, n) (6)

∑
i

ytni1 ≤ 1 ∀(t, n) (7)

∑
i

ytniq =
∑
i

ytnq j ∀(t, n),∀q > 1 (8)

∑
i∈s

∑
j∈s

ytni j ≤ |s| − 1s ⊆ {2, 3, . . . , NT } ∀(t, n) (9)

where NT = total number of suppliers.
Equation (1) minimizes the total transportation costs (TTC). It tells that if any

transporting vehicle travels from one supplier to another one, then fixed cost of
loading and transportation cost with vehicle must be considered.

Constraint (2) ensures that number of pallets (milk can) collected from supplier
(milk farmers) for transportation to distribution center (DC) from a proper volume of
parts for aggregation and transporting toDCwould not exceed number of transporting
vehicles. Constraint (3) tells that each supplier is allowed to transfer volume of parts
committed in agreement. Constraints (4) and (5) state that the constraints of vehicle
transport for given time schedule ‘t’. For thismodel, it assumed not to use two ormore
vehicle simultaneously. The DC of the company is represented with ‘i = 1’ number.
Constraints (6) and (7) are alike to the constraints (4) and (5), but difference is that
these constraints are exclusively related to the distribution center of manufacturing
firms (dairy plant). Constraint (8) ensures that designed for sequencing the route of
the vehicle if they get to a knot, then exit from it. It avoids stoppage of the vehicle in
place of one supplier and each transporting vehicle, entering and exiting same place.
Constraint (9) states that the starting point of each transporting vehicle is supplier’s
warehouse and the same warehouse is final destination.
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4 Computational Results

In this study, theTTC isminimizedby selecting the best route for vehiclemoving from
supplier ‘i’ to supplier ‘j’ because cost is varied according to different geographical
locations of the suppliers. Existing vehicle routes are studied and analyzed in a
detailed study separately. The routes covering the shortest possible distances are only
considered for minimizing the transportation cost using GA and MIP in this current
study. So, the milk-run model in the upstream part of the dairy supply chain is based
on the shortest vehicle routes. It is observed that the number of suppliers and routes
are increased then TTC is increased almost exponentially. There are several binary
variables in the presentedmethod, so it is difficult to run resultedmodel for large-scale
problems. Therefore, a meta-heuristic procedure is used to solve problem. Genetic
algorithm (GA) and mixed integer programming (MIP) are coded in MATLAB and
executed using real data of dairy plants. The computational results are shown in Table
1.

From the optimization techniques, it is observed that the total cost of transportation
decreases 1.2352e+05 in MIP while in the case of GA the total transportation cost
decreases up to 1.3072e+05, which is shown in Fig. 2. MIP and GA both produce
optimal solutions those are very close to each other. As the number of suppliers
increases, the gap between the cost through MIP and GA increases. So, it concludes
that GA is more effective when the number of suppliers is less.

4.1 General Implications

There are several implications of the current study on a dairy processor’s unit. The
GA and MIP are used to optimize the milk-run model with real input data of dairy
plant. This study is focused on shortening the distance and minimizing the trans-
portation cost by using GA and MIP. The relationships between the farmers and
dairy processors should be transparent regarding the milk quality. The outcomes of
the current study are found to be in good agreement with the concerned unit and can

Table 1 Computational results of MIP and GA

S. No. Route Milk quantity (kg)/day TTC (MIP) (rupee) TTC (GA) (rupee)

1 5 25,098.71 2.2490e+04 2.2990e+04

2 10 159,440.4 3.1256e+04 3.2256e+04

3 15 235,210.9 3.8269e+04 3.9769e+04

4 20 310,752.3 6.0542e+04 6.2542e+04

5 25 328,494.8 7.7459e+04 7.9959e+04

6 30 355,305.3 9.9005e+04 1.2000e+05

7 36 397,815.6 1.2352e+05 1.3072e+05
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Fig. 2 MIP versus GA cost graph

be implemented with minor modifications. The results further motivate various dairy
plants located in several other geographical regions to review their existing milk-run
models for further improvements. Also, start-up companies can get insights of this
study prior to design their own transportation model.

5 Conclusions

This paper adopted and modified a mathematical model to solve milk-run problem in
order tominimize transportation cost. In this paper, the proposed approach is different
from the other existing models. The problem is considered as a VRP model, and the
model is optimized by GA and MIP using real input data of dairy plant.

In this study, routes are constructed for transportation, and obtained computa-
tional results conform the reality. The overall transportation cost has been minimized
considering milk-run model in transportation network rather than direct shipment. It
is observed from the results that the overall transportation cost is reduced by 35.14%
in a day by MIP, which is Rs 64,013 less than that of direct shipment in a day. On
the other hand, GA reduces the total transportation cost by 30.29% in a day, which
is Rs 56,813 less per day as compared to direct shipment.

Few limitations are associated with the current study. The current study only
deals with the upstream supply chain. The overall logistics cost can be minimized
by optimizing both the upstream and downstream processes.
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Effect of Micro-milling Parameters
on Surface Roughness of Soft Metal
Cutting and Their Regression Models

S. Bhattacharyya, H. Chelladurai, and M. Z. Ansari

1 Introduction

With the advancements of technologies, there is an increasing demand for micro-
components in many fields like electronics, telecommunication, optics, aerospace,
biotechnology. Most micro-manufacturing methods employ advanced fabrication
methods like laser beam machining, electric discharge machining and focussed ion
beammachining.Considering the very lowmaterial removal rate (MRR) encountered
in these advanced techniques, micro-mechanical machining has become one of the
more promising methods for producing micro-parts not only for its higher MRR,
but also for its flexible in producing complex features with 3-D shapes [1]. Among
these processes, micro-milling is the most common and versatile one. Similar to
a conventional milling process, micro-milling process uses a micro-milling cutter
that is rotated by spindle and removes material [2, 3]. The scaling down of macro-
milling process to micro-scale, however, results in several complications. As the tool
diameter is reduced inmicro-milling, small feed rates are used to avoid excessive tool
bending and sudden breakage of the tool. Compared to uncut chip thickness, the edge
radius of the tool in micro-milling is considerably larger than that in conventional
milling. This large edge radius of tool causes the minimum chip thickness effect
dominant in micro-milling [4–6]. It is observed that the chip formation occurs only
when the uncut chip thickness is greater than a minimum chip thickness. Therefore,
for uncut chip thickness values less than the minimum chip thickness, no material
removal occurs and the material is rather elastically or plastically deformed. This
phenomenon is known as ploughing. Under this condition, the cutting forces and
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cutting tool vibration effects are increased. Therefore, it is a difficult task to maintain
the surface quality of a micropart for obtaining the desired functional performance.

Surface finish plays an important role in the context of quality for a micropart
produced. The finish of the part depends on various factors like cutting parameters,
tool wear, temperature, cutting forces, surface characteristics, vibration effects, tool
and workpiece material properties. Wang et al. [7] analysed the effect of machining
parameters on surface roughness in micro-end milling of brass by a miniature
machine tool. Thepsonthi and Ozel [8] conducted micro-milling experiments in Ti–
6Al–4V titanium alloy and performed multi-objective particle swarm optimization
to find out optimum process parameters to minimize surface roughness and burr
formation. Aslantas et al. [9] also investigated the effect of cutting parameters on
surface roughness and burr formation in Ti–6Al–4V titanium alloy and carried out
optimization using Taguchi-based grey relational analysis. Kuram and Ozcelik [10]
investigated the influence of cutting parameters on tool wear, surface roughness and
cutting forces duringmicro-endmilling of Al 7075material and performed optimiza-
tion for the output responses using Taguchi-based grey relational analysis. Kiswanto
et al. [11] performed an analysis to find out the behaviour of cutting parameters and
machining time towards surface roughness and burr formation during micro-milling
of aluminium alloy 1100. Xu et al. [12] developed a Ti(C7N3) based cermet micro-
mill tool and studied the cutting characteristics and tool performance during micro-
milling of aluminium alloy 2024. Kumar [13] carried out optimization using genetic
algorithm for minimizing surface roughness and machining time in micro-milling of
C360 copper alloy material.

In this current study, micro-milling experiments on high purity aluminium and
copper were conducted to analyse the characteristics and influence of cutting param-
eters with respect to surface roughness. Statistical analysis techniques like analysis
of variance (ANOVA) and Taguchi array design were used to find the dependence of
surface roughness to cutting speed, feed and depth of cut. S/N quality characteristic
and mains effect plots were obtained and were later used for analysis. Finally, a
regression curve is proposed for micro-milling of aluminium and copper.

2 Materials and Methods

About four-millimetre thick high purity (>99 wt%) aluminium and copper plates
were procured from local market and were cut into strip form. Typical mechanical
properties of the two soft metals used are listed in Table 1. A tungsten carbide (WC)
square end-mill cutter of 2 mm diameter (NPlus, PRC) was used to cut rectangular
cross-section channels in the samples. The tool had four flutes and the flute angle was
50°. Hardness of the tool was HRC 50. A precise three-axis CNC vertical milling
machine (Okuma, Japan) was used to provide precise controls of milling parameters
with micrometre scale control over depth of cut. The microchannels were cut for
a length of 20 mm. Cutting was carried out under wet condition with the use of
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Table 1 Typical mechanical
properties of aluminium and
copper samples

Property Aluminium Copper

Density (kg/m3) 2700 8960

Elastic modulus (GPa) 69 110

Yield strength (MPa) 100 210

Poisson’s ratio 0.33 0.34

BHN 37 60

Fig. 1 Channel cutting arrangement in a aluminium and b copper samples using c WC square
end-mill cutter

fat-sulphur-chlorine emulsion cutting fluid in 1: 20 composition with water. Figure 1
shows the experimental arrangement.

For experimental design to vary the cutting conditions, Taguchi L9 orthogonal
array design was selected, as shown in Table 2. This orthogonal array design reduces
the number of experiments in order to find out how the output response gets affected
by the control factors. The cutting parameters selected as control factors are spindle
speed, feed rate and depth of cut µm). The cutting parameters and their levels are
shown in Tables 2 and 3 for aluminium and copper, respectively. Lower values of
feed rate have been used for copper as hardness of copper is higher than aluminium.

Themost commonlyused roughness parameter for defining a surface is the average
surface roughness given as Ra = 1

n

∑n
i=1 yi where n is the number of sample points

Table 2 Control factors and their levels selected for end-mill channel cutting

Notation Control factors Aluminium Copper

Level 1 Level 2 Level 3 Level 1 Level 2 Level 3

A Spindle speed
(rpm)

5000 6000 7000 4000 5000 6000

B feed rate
(mm/min)

30 40 50 15 20 25

C depth of cut
(µm)

10 20 30 10 25 40
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Table 3 Measured values of average surface roughness for aluminium

Expt. No. Spindle speed (rpm) Feed (mm/min) Depth of cut (µm) Ra (µm)

1 5000 30 10 0.3114

2 5000 40 20 0.5607

3 5000 50 30 0.5015

4 6000 30 20 0.5776

5 6000 40 30 0.4628

6 6000 50 10 0.4058

7 7000 30 30 0.4531

8 7000 40 10 0.3790

9 7000 50 20 0.4869

Fig. 2 Surface roughness tester and measurement arrangement

considered and yi is the absolute values of deviation of the points evaluated from
the mean line. Accordingly, Ra was measured in this work as the output variable.
A contact type roughness tester (Mitutoyo SJ-500, Japan) was used to measure Ra

values of the bottom surface of the channels cut. The cut-off length was kept as
0.8 mm, as per standard ISO 4287, in steps of five divisions. Thus, total measuring
length was 4 mm. Two replications made for each measurement along the different
length of microchannel, and their mean value was taken for further analysis (Fig. 2).

3 Results and Discussion

Tables 3 and 4 show results of surface roughness measurements for aluminium and
copper at different milling parameters obtained using Taguchi L9 orthogonal array
design. It can be seen in the tables that compared to aluminium roughness values for
copper vary little with the control parameters selected. To investigate further, signal-
to-noise (S/N) analysis was conducted by taking average roughness as response
variable. The term signal denotes desired effect of output response and noise stands
for undesirable output characteristics. S/N ratio measures the deviation of quality
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Table 4 Measured values of average surface roughness for copper

Expt. No. Spindle speed (rpm) Feed (mm/min) Depth of cut (µm) Ra (µm)

1 4000 15 10 0.0901

2 4000 20 25 0.1004

3 4000 25 40 0.1140

4 5000 15 25 0.1148

5 5000 20 40 0.1134

6 5000 25 10 0.1231

7 6000 15 40 0.1381

8 6000 20 10 0.1123

9 6000 25 25 0.1091

characteristics from the desired values. Higher values of S/N ratio for a parameter
represent its optimum level. However, since lower surface roughness was desirable,
the smaller-the-better S/N quality characteristic was used in this study.

S/N quality characteristic of the smaller-the-better is calculated as S/
N =

− log10
[
1
n

(∑n
i=1 y

2
i

)]
, where yi is the ith experimental measured results in a run

and n is the number of measurements in each test trial. In this analysis, y takes the
value of average roughness. Table 5 shows the S/N values for aluminium and copper,
respectively.

The main effects are plotted in Fig. 3 by taking mean of S/N ratios for each
level of parameter. The level of a parameter that has the highest S/N ratio represents
the optimum level. It is clear in the figure that A3B1C1 is the optimum process
parameter combination for aluminium and A1B2C1 for copper. These combinations
represent speed, feed and depth of cut as 4000 rpm, 20 mm/min and 10 µm for
aluminium and 4000 rpm, 20 mm/min and 10 µm for copper, respectively. It can
also be concluded from themain effects plot that the parameter with the highest slope

Table 5 S/N values for Ra in aluminium and copper. Smaller S/N values are better

Expt. No. Factors Aluminium Copper

Mean Ra(µm) S/N value Mean Ra(µm) S/N value

1 A1B1C1 0.3114 10.1336 0.0900 20.9151

2 A1B2C2 0.5607 5.0254 0.1000 20.0000

3 A1B3C3 0.5015 5.9946 0.1140 18.8619

4 A2B1C2 0.5775 4.7690 0.1148 18.8012

5 A2B2C3 0.4627 6.6940 0.1134 18.9077

6 A2B3C1 0.4058 7.8338 0.1231 18.1948

7 A3B1C3 0.4531 6.8761 0.1381 17.1961

8 A3B2C1 0.3790 8.4272 0.1123 18.9924

9 A3B3C2 0.4868 6.2530 0.1091 19.2435
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Fig. 3 Main effects plot for S/N ratio for a aluminium and b copper

of S/N ratio is the most significant factor for response Ra. Since depth of cut has the
highest slope in case of aluminium, and depth of cut is the most influential factor in
determining its surface roughness in milling. Similarly, the spindle speed becomes
the most influential parameter in case of copper.

Analysis of variance (ANOVA)was performed to determine the significant factors
affecting the surface roughness and to determine the contributions of each process
parameter towards output response. ANOVA results are given in Tables 6 and 7
for aluminium and copper, respectively. It is observed in Table 6 that depth of cut
has the highest F-value and therefore it has the most significant effect on average
surface roughness for aluminium with an overall contribution of 81.56% towards it.
This observation is consistent with S/N ratio analysis result presented above. Spindle

Table 6 Analysis of variance for Ra in aluminium

Source DOF Sum of square, SS Mean square, MS F-value Contribution (%)

Speed 2 0.002710 0.001355 0.37 4.65

Feed 2 0.000715 0.000357 0.10 1.24

Doc 2 0.047319 0.023660 6.50 81.56

Error 2 0.007279 0.003639 12.55

Total 8 0.058023 100

Table 7 Analysis of variance for Ra in copper

Source DOF Sum of square, SS Mean square, MS F-value Contribution (%)

Speed 2 0.000598 0.000299 1.5 41.27

Feed 2 0.000081 0.000040 0.2 5.59

Doc 2 0.000371 0.000186 0.93 25.60

Error 2 0.000399 0.000200 27.54

Total 8 0.001449 100
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speed and feed rate influenced the surface roughness values by 4.65% and 1.24%,
respectively. Similarly, it can be concluded from Table 7 that spindle speed has the
highest F-value and therefore it influences the surface roughness most by 41.27% in
copper. Apart from that depth of cut and feed rate have contributions of 25.60% and
5.59%, respectively. This result is also consistent with its S/N ratio analysis result.

Response surface methodology (RSM) is a statistical technique useful for
modelling and analysing problems with several process variables. It was utilized
here for establishing a correlation model among the three milling parameters for
aluminium and copper milling operations. The relations can be given as:

Ra, al(µm) = −0.865+ 0.000078 A + 0.00844B + 0.1094C

− 0.001227C2 − 0.000006AC − 0.000521 BC,

R2 = 98.58% , R2(adj) = 94.32%

Ra, cu(µm) = −0.3686+ 0.00127 A + 0.01725 B − 0.002739C

− 0.000003 AB − 0.000001 AC,

R2 = 98.93%, R2(adj) = 95.73%

Here,A is spindle speed in rpm,B is feed inmm/min,C is depth of cut inµm.R-square
and adjacent R-square values obtained for these relations are showing high degree
of confidence in predicting surface roughness values for the two metals in terms of
their milling parameters. Thus, we can conclude that these regression models can be
used effectively to predict the surface roughness values expected for given milling
parameters.

4 Conclusions

In this work, an attempt has been made to experimentally investigate the effects of
spindle speed, feed rate and depth of cut on surface roughness during micro-milling
of aluminium and copper. Taguchi L9 method has been employed for experimental
design. The experimental values were analysed by Taguchi signal-to-noise ratio anal-
ysis for finding optimum parameters combination. ANOVA was carried out to find
out the significant factors and their contributions towards surface roughness. Experi-
mental results for aluminium show that average surface roughness of 0.3314µmwas
achieved for cutting parameters combination of spindle speed 5000 rpm, feed rate
30 mm/min and depth of cut 10 µm. Similarly, for copper, results show that surface
quality of 0.0901 µm has been achieved for spindle speed of 4000 rpm, feed rate
15 mm/min and depth of cut of 10µm. Themain effects plot and analysis of variance
show that depth of cut has significant effect on Ra value of aluminium and spindle
speed has significant influence on copper. The S/N ratio analysis for aluminium
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produces an optimum parameters combination of spindle speed 7000 rpm, feed rate
of 30 mm/min and depth of cut 10 µm, which should minimize surface rough-
ness most. In case of copper, S/N ratio analysis produces an optimum parameters
combination of spindle speed 4000 rpm, feed rate 20mm/min and depth of cut 10µm.
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Application of Taguchi Procedure
to Decide Optimum Variable Levels
for Powder Blended EDM

K. Santarao , Ch. Suresh , and C. L. V. R. S. V. Prasad

1 Introduction

In recent years, among available non-traditional machining techniques, electric
discharge machining (EDM) received attention due to its efficacy in machining:
micro-size and precision products [1], difficult-to-cut tool, die and mould mate-
rials [2], tools and components that require special micro-features [3], very complex
shapes without consideration of material hardness [4]. This process is based on orga-
nized thermal attrition of electrically conductive material sunk in dielectric with
initiation of quick, recurring sparks between the workpiece (anode) and the tool
electrode (usually cathode) in the absence of physical contact between them. Powder
mixed/suspended dielectric fluid (PMEDM or PSEDM); vibration, applied either to
the tool electrode or theworkpiece;mandrel or tool rotation are commonmethods that
have been employed to improve machining efficiency in EDM. Among all methods
mentioned, PMEDMaugments the quality of machined surfaces that can extend their
service life. In this method, a specific material in powder form is blended to the EDM
dielectric. Through holes were drilled on stainless mould steel using a 300-µm tung-
sten rod tool electrode at various energy settings after blending SiC (40–47 nm) and
Al2O3 (45–55 nm) into Idemistu Daphene cut HL25-S oil. Added powders reduced
the average surface roughness by 14–24% compared to that with a pure dielectric
[5]. Through micro-holes were fabricated on titanium plate (500 µm thick) using
300-µm tungsten tool electrode when vibrating the workpiece using PZT actuator
and reported the effects of addition of graphite (55 nm) into kerosene. It was reported
that surfacemicrostructures produced are well characterized and uniformly sized [6].
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The influence of the addition of SiC powder (45–55 nm) into synthetic electric spark
oil at concentrations (0–0.5 g/L), tool electrode speed (1000 rpm, 3000 rpm), pulse
on time duration (166, 362, 60 ns), discharge energy setting (5.0,11.7, 21.0 µJ) on
subsurface characteristic, i.e. recast layer thickness, was elucidated. It was argued
that recast layer thickness reduced by 15–35% at a powder concentration of 0.1 g/L
and pulse on time between 166 and 606 ns. It was also observed that low (1000 rpm)
tool electrode rotation speeds generate thicker recast layers. Further, it was observed
that use of ≤0.5 g/L SiC nanopowder along with discharge energies and microjoule
to sub-microsecond pulse on time is favourable for PMD micro-EDM [7]. Surface
topography of workpiece was assessed by varying CNTs concentration, peak current
(3, 6, 12 A) and pulse duration (50, 100, 150 µs). A 40% enhanced machining rate
alongwith 67% reduced surface roughnesswas reported at 4 g/LCNTs [8]. 70–80-nm
particles generated the best surface finish when the effect of 70–80 nm, 10–15 µm
and 100 µm powders was experimented on the SKD-11 surface [9]. Blind holes
were drilled on INCONEL718 using φ300-µm tungsten electrode and suspending
MoS2 powder (10 nm, 50 nm and 2 µm) in kerosene. Powder concentration is also
varied with three levels, i.e. 0, 5, 10 g/l. It was argued that the optimum powder size to
obtainmaximummaterial removal rate is 50 nm [10]. The effect ofGr powder (55 nm)
mixed in Total FINA ELF EDM3 oil dielectric fluid was investigated. Fine finishing
was performed on cemented TUNGSTEN CARBIDE using tungsten electrode of
500 µm diameter. It was found that lower surface roughness (Ra and Rmax values)
and moderately higher MRR were achieved at 0.2–0.6 g/L [11]. It was mentioned
that the average surface roughness reduced by 22% after investigating the combined
effect of suspending nanographite (55 nm) into kerosene and its vibration [12]. The
addition of Ti nanopowder (40–60 nm) to hydrocarbon oil considering pulse on time
(120, 210 and 340 µs), peak current (6, 12 and 20 A) and powder concentration (0,
2 g/L) onEDMperformance consideringmaterial removal rate and surface roughness
was investigated. Machining was performed on die steel (D2) using φ10-mm copper
electrode at 70V and duty factor 60%. It was found that suspending Ti nanopowder to
the dielectric resulted in an enhancement of ~69 and ~35% in both material removal
rate and average surface roughness, respectively. It was also observed that surface
micro-defects were diminished due to the creation of low-height ridges and shallower
craters [13]. The effect of mixing nano-TiC in kerosene when machining Inconel718
using brass electrode was investigated. Quality of process is assessed by altering
TiC nanopowder in to dielectric fluid, pulse on time, pulse off time and current. It is
reported that enhanced MRR along with reduced TWR is observed [14].

After a thorough study of literaturementioned above, it has been found that there is
no study detailed on the use of boric acid nanopowder suspended into EDMdielectric
when machining AISI D3 steel using electric discharge machining. In order to fill
this gap observed from the literature, machining has been done with a combination
of AISI D3 steel as a workpiece material and copper as an electrode. Furthermore,
this research aims to study the surface roughness of AISI D3 steel and optimize the
same.
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2 Experimental Set-Up and Method

2.1 Machine

Electrical dischargemachinemodel S-50ZNCavailable in theMachine Tools labora-
tory at the first author’s institute is utilized to perform experiment with some modi-
fications. Many variables, for instance, polarity, pulse on time, flushing method,
discharge voltage, % Duty factor and peak current, can be varied in this EDM.

Thismachine is equippedwith amachining tank of dimensions 800mm× 500mm
× 350 mm requiring 140L of dielectric fluid. In order to reduce the amount of
dielectric used and to avoid the damage of present filtering system due to clogging
of nanopowder in filters, a new experimental set-up is designed for nanopowder
blended EDM (NPBEDM). The new fabricated set-up presented in Fig. 1 consists of
a small tank occupying a volume of 10L accompanied with a motorized stirrer and
dielectric recirculation pump, dielectric supply tank accommodated with filters and
monoblock pump in chronological order.

Fig. 1 PMEDM set-up
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Fig. 2 Mitutoyo surface
roughness tester

2.2 Measuring Equipment

Surface roughness tester, Mitutoyo make, is utilized to check the surface roughness
[15]. It is presented in Fig. 2. Powered via an AC adapter, it operates in the range of
−200 µm to +150 µm.

2.3 Work Piece, Electrode and Powder Material

AISI D3 die steel of size 4.5 cm× 3.25 cm× 1.2 cm and 1.5 cm×Ø0.95 cm copper
rod is confirmed as workpiece and tool, respectively. A tool with the circular cross-
sectional area is best suited for machining in EDM [16]. 50 nm boric acid powder
opted for present investigation is procured from Sisco Research Laboratories Pvt.
Ltd. (SRL)—India.

3 Experiment Plan

A total of eighty-one (34) experiments can be needed to optimize the variables
by completing the full factorial design [17]. The Taguchi method uses orthog-
onal arrays that allow the entire parameter space to be examined and its effect on
response with only a small number of experiment sets [18, 19]. The present investi-
gation is performed with four quantitative process type parameters, peak current, gap
voltage, pulse on time and powder concentration. Surface roughness (SR) is treated
as response. Taguchi recommends L9 orthogonal array, where 9 experiments are
sufficient to optimize the selected process variables [20]. Process variables and their
levels taken into account for the experimentation are shown in Table 1. Throughout
the experimentation, positive polarity, machining time: 30 min, % duty factor: 10,
arc sensitivity: 3 are kept fixed. Standard L9 orthogonal array and experiment design
using orthogonal array are shown in Table 2. Process variables levels are finalized
after preliminary tests with one variable at a time technique. Surface roughness in
µm is measured along horizontal (MHD) and vertical diameters (MVD).
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Table 1 Process variables codes and levels

Process variable Code Levels

1st level (l1) 2nd level (l2) 3rd level (l3)

Peak current, Ip, (A) A 5 6 7

Pulse on time, TON, (µs) B 50 100 150

Gap voltage, Vg, (V) C 50 60 70

Powder concentration, PC, (g/L) D 0 0.5 1

Table 2 Experimental design using orthogonal array

Experiment trail Levels Surface roughness

A B C D MHD MVD Mean S/N ratio

1 5 50 50 0 5.71 6.16 5.935 −15.4684

2 5 100 60 0.5 4.76 5.12 4.940 −13.8745

3 5 150 70 1 4.82 5.32 5.070 −14.1002

4 6 50 60 1 5.05 5.88 5.465 −14.7518

5 6 100 70 0 5.22 4.74 4.980 −13.9446

6 6 150 50 0.5 6.19 5.85 6.020 −15.5919

7 7 50 70 0.5 5.66 5.29 5.475 −14.7677

8 7 100 50 1 5.57 5.98 5.775 −15.2310

9 7 150 60 0 5.99 6.98 6.485 −16.2382

4 Analysis and Discussion

Influence of each process variable at various levels on surface roughness (SR) can
be extracted as the experiment strategy is orthogonal. The Taguchi design employs
S/N (signal-to-noise ratio) to compute variation in data [21]. In the existing work,
S/N ratio formula represented in (1) is used [22, 23].

Lower is best:

S

N
ratio = −10 log10

[
1

r

r∑
i=1

y2i

]
(1)

Data collected through experiments for all trails (1–9) are transformed into their
respective S/N ratio by means of MINITAB software and presented in Table 2.
Tables 3 and 4 represent the averaged SR raw data and that of S/N ratios for each
and every parameter level. The contribution of each variable on SR and S/N ratio for
SR is calculated and summarized in the last column of respective tables. A careful
observation of these columns reveals that gap voltage (C) is the dominant variable
in comparison with others. It is also substantiated by the relative contribution of gap
voltage towards mean SR (37.02%) and S/N ratio for SR (38.15%).
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Table 3 Averaged SR raw data at various levels

Process variable
representation

Averaged values Main effects % Contribution

l1 l2 l3 l2–l1 l3–l2

A 5.315 5.488 5.912 0.173 0.424 25.35

B 5.625 5.232 5.858 −0.393 0.626 26.99

C 5.91 5.63 5.175 −0.28 −0.455 37.02

D 5.8 5.478 5.437 −0.322 −0.041 10.64

Table 4 Averaged SR S/N data at various levels

Process variable
representation

Averaged values Main effects % Contribution

l1 l2 l3 l2–l1 l3–l2

A −14.48 −14.76 −15.41 −0.28 −0.65 25.61

B −15.00 −14.35 −15.31 0.65 −0.96 26.90

C −15.43 −14.95 −14.27 0.48 0.68 38.15

D −15.22 −14.74 −14.69 0.48 0.05 9.34

4.1 Methodology for the Determination of Suitable Input
Variables Settings for Best SR

The procedure adopted from reference [21] is used to figure out the best input
variables levels for finest SR. Steps contained within the method are:

1. Choose the lowest average SR value variable level from “Table of Average
values of raw data” as quality characteristic of SR is lower the best type.

2. Choose the maximum S/N variable level from “Table of Average values of S/N
data”.

3. Compare the variable level values in steps 1 and 2.
4. If the levels are unique, then the best response to the variable is achieved.
5. If they are not unique, compare the process variable %contribution towards

mean & S/N ratio and then pick the level matching to a higher contribution.

Tables 3 and 4 hold the variables levels with the least SR and the maximum S/N
ratio for SR in bold based on steps 1 and 2 of summarized method. It is clear that the
A1, B2, C3 and D3 variables levels have the best surface roughness (SR) settings as
they are unique to Step4.

5 Conclusions

In this work, boric acid of 50 nm in powder form is blended into EDM dielectric. Its
impact on the surface roughness of blind holes created on AISI D3 steel is studied
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together with three other process variables. Inferences drawn after implementing
Taguchi technique to optimize the parameter levels are as follows:

Gap voltage is the most significant variable that affects the surface roughness of
the blind hole.

The other major variables influencing surface property are the peak current and
pulse on time in chronological order.

Surface roughness is less affected by powder concentration.
Variables levels for improved surface roughness are peak current—5Amp, gap

voltage—70 V, powder concentration—1 g/L, and pulse on time—100 µs.
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Numerical and Experimental Studies
on Pressure Drop in Milling Parameter
Optimized Aluminium Heat Sink
Channel

S. Bhattacharyya, J. Pandey, H. Chelladurai, A. Husain, and M. Z. Ansari

1 Introduction

Miniaturization and portability have become themost sought after features inmodern
equipment device for application in various fields such as electronics, biomedical,
telecommunications and aerospace. Ever-increasing power density and miniaturiza-
tion of the electronic circuits and components have raised the concern of thermal
management. It becomes necessity to maintain the device temperature below crit-
ical limit to avoid early failure. Because of the generation of such high heat flux,
conventional air cooling technique gets inadequate with the time. Liquid cooled
mini-/microchannel heat sink proved to be a suitable technique to be applied for
the cooling purpose. Such heat sinks are already employed in several applications
such as automobiles, refrigeration and air conditioning, aerospace, cooling of gas
turbine blades, cooling of nuclear reactor components, gas processing, fuel cells,
solar system cooling and liquid rocket engines.

The use of microchannel heat sink as an effective cooling scheme was first
proposed by Tuckerman and Pease [1]. Since then, numerous research studies have
been performed by researchers to improve performance in terms of high heat flux
dissipation at low pumping power [2–7]. The main advantages of such channel
heat sinks are robust design, compactness and high surface-to-volume ratio. Basi-
cally, higher surface area density of microchannels increases the convection heat
transfer rate due to reduction of thermal resistance. When hydraulic diameter of the
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microchannel is considerably reduced, the number of channels increases which in
turn enhances the heat transfer rate.Wu and Cheng [8] conducted experimental study
for smooth trapezoidal silicon microchannel for different aspect ratios. It was found
that Navier–Stokes equation remains valid for laminar flow of water within smooth
microchannel having smaller hydraulic diameter. Duryodhan et al. [9] investigated
the flow characteristic in converging microchannel and compared with the diverging
microchannel. Pressure drop within the converging channel followed inverse rela-
tion with the convergence angle. Anbumeenakshi and Thansekhar [10] presented the
experimental study for flow maldistribution within microchannel heat sink due to
different header shape and flow inlet direction. It was observed that small maldistri-
bution at low flow rate can be obtained in case of trapezoidal and triangular header
shape while in rectangular header, it can only be obtained at high flow rate.

Microchannels can be fabricated using advanced manufacturing techniques like
Laser Beam Machining, EDM and Focused Ion Beam Machining. In recent years
traditional micro-milling machining has become one of the most promising methods
for producing microparts because the process is flexible for producing complex
features. This technique also has a highermaterial removal rate and therefore highpart
production rate. However, surface roughness of such products is still a concern. Since
pressure drop is one of the most critical features of a microchannel heat sink, present
study investigated experimentally as well as numerically the effect of channel surface
roughness on coolant flow pressure drop and flow characteristics in aluminium heat
sink. The channel was micro-milled using square-end mill cutter with optimized
milling parameters to achieve best surface finish.

2 Theory, Experimental and Numerical Analysis

Pressure drop is an important criterion to be considered for fluid flow design in
microchannel heat sinks. High pressure drop increases high pumping power require-
ment of the coolant system. In case of steady, fully developed, laminar flow, the
value of surface friction factor can be calculated from the value of Poiseuille number
given as Po = f × Re, where f is Darcy friction factor and Re is Reynolds number.
According to this theory, the pressure drop or friction factor is not affected by the
surface roughness of channels. However, at mini- and micro-scale surface roughness
considerably affects the flow properties.

Average surface roughness (Ra) is among the most commonly used roughness
parameter to define roughness. But it does not give accurate results to represent
surface roughness for fluid flow. To replace the use of average roughness value,
Kandlikar et al. [11] suggested a new set of parameters for representing roughness
in micro-scale in terms of roughness height, ε = Rp + FdRa where Rp is defined as
the maximum peak height of the roughness profile from the mean line and FdRa is
the average distance of the floor profile (Fp) from the average mean line (Zm). Sm
represents themean of the profile peaks and also corresponds to the pitch of roughness
profile. Zm is calculated by taking the arithmetic average of all data points of profile
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Fig. 1 Schematic of roughness parameters and their measurement setup

evaluated from channel wall or datum level. Thus, ε can be used as replacement of
average roughness. Figure 1 shows the schematic of these roughness parameters and
their measurement arrangement.

End-milling is one of the most flexible machining processes for fabrication of
channels with complex shape and curvature. Hence, in experiments, a channel of 2
× 2 mm2 cross section and 20 mm length is made on aluminium plate using WC
square-end mill cutter. The hydraulic diameter (Dh) of the channel is 2 mm, and it
can be classified as mini-channel [11]. The optimum values of milling parameters
are determined experimentally fromTaguchi L9 orthogonal array design as 5000 rpm
spindle speed, 30 mm/min feed and 10 µm depth of cut [12]. From experimental
design, the minimum surface roughness values obtained were Ra = 0.3314 µmwith
a maximum peak height, Rp = 2.195 µm. The maximum roughness profile achieved
was Ra = 0.5607 µm and Rp = 3.3038 µm. To calculate the roughness height (ε) of
these profiles, the floor profile to mean line distance (fdRa) has been approximated to
the nearest value of Ra. Therefore, for Ra = 0.3314 µm, fdRa ≈ 0.3µm and for Ra =
0.5607 µm, fdRa ≈ 0.55 µm. Therefore, the minimum roughness height is 2.5 µm,
and the maximum is 3.85 µm. Now, with these two roughness heights, two rough
channels were designed separately with triangular roughness elements, as shown in
Fig. 1. The roughness elements have been modelled on the top and bottom walls of
the channels using geometric modelling software, SolidWorks.

Figure 2 shows the minichannel heat sink fabricated with optimum parameters
level as mentioned earlier and its pressure-drop measurement arrangement. The
channel was sealed with transparent acrylic top plate cover and four ports were
provided for fluid flow and measurements. P1 and P2 were used as differential
pressure reading ports across the channel. Water inlet and outlet is also indicated.

Numerical simulation was carried out for the smooth channel and two different
rough channels with different surface roughness values. Comparative study has been
made between experimental and numerical results to determine the characteristic
of laminar fluid flow for various Reynolds numbers. Water flow in the aluminium
channel is simulated using CFD-based commercial software ANSYS FLUENT. In
this analysis, continuity and momentum equations were solved for single-phase
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Fig. 2 Fabricated heat sink and its pressure drop measurement setup

Fig. 3 Meshed channel model and its mesh convergence test

laminar fluid flow under steady and incompressible flow. The density and viscosity
of water was taken as ρ = 997 kg/m3 and μ = 0.0089 kg/m-s. The geometries have
been meshed with hexagonal linear elements as illustrated in Fig. 3. As the channel
cross section is same in axial direction, sweep method has been used for meshing.
Number of elements used for meshing are 2,880,000. Mesh convergence analysis
has been performed, also shown in Fig. 3. The graph indicates that the solution is
almost accurate and refined mesh elements have been used for simulations.

3 Results and Discussion

Figure 4 shows the comparison between experimental and numerical results for
pressure drop across the channel at different Reynolds numbers. The drop is ranging
from a minimum of 20 Pa at Re = 200 to a maximum of about 170 Pa at Re =
1000. The variation is almost linear. Maximum pressure drop is occurring in case of
channel with maximum roughness, i.e., εmax = 3.85 µm, and is about 12% higher
than in smooth channel. The results for εmin = 2.5 µm are lying in-between these.
The experimental results are closely following this rough channel, indicating the
relatively low pressure drop expected from a channel with low roughness height.
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Fig. 4 Effect of surface
roughness on pressure drop
in channel

Thus, the experimental results are attesting to the fact that the fabricated channel
can be considered to be practically a smooth channel. Thus, based on the results
shown in figure, we can conclude that a channel fabricated with our optimum end-
milling parameters and tool-workpiece combination can be predicted to have very
low surface roughness and can be assumed to be a smooth channel.

Figure 5 shows the numerical analysis results for fluid velocity distribution inside
the channel for the three surface conditions at Re = 1000. The velocities are varying
from 0.45 m/s at channel inlet to a maximum of about 0.7 m/s at channel outlet.
The maximum outlet velocities increase slightly with surface roughness. It can be
noted in the figure that the velocity profile has not fully developed. The minimum
entrance length required for a laminar pipe flow to fully develop into the parabolic
profile can be a given as, Len = 0.06Dh × Re [13], which comes to be 120 mm in this
case. Since the length of our channel is 20 mm, which is well short of the required
minimum length. Therefore, the velocity profile is not fully developed. In case of
fully developed flow, shear forces and pressure gradient balance each other and the
flow continues with a constant velocity profile.

Figure 6 shows the results for pressure distribution along the channel length for
the three surface conditions at Re = 1000. The pressure is increasing from 210 to
270 Pa as the surface conditions change from smooth to rough. Since the flow in not
fully developed in our case, inertial forces also come into the picture and a balance
between inertial, viscous force due to shear and the pressure force is achieved in this
entrance region. Since in the entrance region the fluid is decelerating, the pressure
gradient is not constant. In addition, larger frictional resistance offered by the rough
surface to the fluid flow also adds to pressure drop. Thus, it is essential to focus on
the surface roughness to reduce the pumping power cost required in a heat sink.
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(a) Smooth channel

(b) Rough channel, ε = 2.5 μm

(c) Rough channel, ε = 3.85 μm

Fig. 5 Effect of surface roughness on velocity distribution along the channel length

4 Conclusions

Numerical simulations have beenmade for smooth and rough channel geometries for
various Reynolds numbers to quantitatively evaluate the effects of roughness height
on pressure drop characteristics of single-phase laminar fluid flow in minichannel.
Properties of liquid water have been used as single-phase fluid in simulations. For
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(a) Smooth channel

(b) Rough channel, ε = 2.5 μm

(c) Rough channel, ε = 3.85 μm

Fig. 6 Effect of surface roughness on pressure distribution along the channel length

modelling the roughwall, surface roughness values obtained fromTaguchiL9 orthog-
onal array experimental design in aluminium have been used. The flows have been
simulated using ANSYS FLUENT software. The main effects plot and analysis of
variance for Taguchi L9 experimental design show that depth of cut has significant
effect on Ra value during micro-end milling of aluminium material. The simulation
results show that pressure drop characteristics of smooth channel are almost same
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with that of rough channel modelled with minimum surface roughness level achieved
in aluminium.
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Microstructural Analysis of Friction Stir
Processed Al5083 Alloy

D. Hari, N. Narmada Devi, R. Prabhakaran, M. Sutharsan,
and Kannan Ganesa Balamurugan

1 Introduction

Aluminium and its alloys find prominent applications in variety of engineering fields
due to their low density and appreciablemechanical properties [1]. Aluminium alloys
possess wide application in both wrought and cast forms. In general, microstructures
of the metallic materials govern their mechanical properties. Modification of the
microstructure can improve their mechanical properties. The microstructures of the
metals can be altered by the solidification, heat treatment and solid-state methods.
Friction stir processing (FSP) is a solid-state materials joining and surface modifi-
cation technique [2]. FSP has an unique tool that contains a shoulder and a pin part.
The pin plunges into the material’s surface and deforms its subsurface by stirring
action. The shoulder part confines the deformed particles inside its space and sealed
the cavity or groove created along the path of movement of the tool. Different kinds
of research have been conducted on the various aluminium alloy grades. Suri et al.
[3] have attempted FSP on Al 2024 alloy with the process parameters of tool feed
rate of 25 mm/min and tool rotational speeds of 1200 and 1800 rpm. Effect of these
parameters on the microhardness, tensile and impact strength was evaluated. FSP has
significantly improved the microhardness by 1.5 times the unprocessed aluminium
alloy. Moreover, tensile strength had been increased to 20%. Likewise, the impact
strength also increased 2.5 times the unprocessed alloy. N. Nadammal et al. [4] have
used a bottom-up approach to optimize the process parameters of the FSP in Al
2024-T3 plate. The optimized process parameters improved the tensile strength 93%
of base metal. Compared with other grades of aluminium alloys, 5xxx series alloys
show higher corrosion resistance alloys with excellent mechanical properties. Most
of the FSP-related studies related to these alloy grades are focussed on preparation of
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surface composites. Availability of studies on the FSP studies on 5xxx series alloys
is very scarce; especially in 5083 grade alloys. Therefore, the present work concerns
to study about the effect of process parameters on the microstructure of the Al5083
alloy.

2 Experimental

The commercially available 5083 aluminium alloy was used for the FSP investiga-
tions. The sample dimensionwas 50× 100× 5mm.AnHcHcr steel tool with 18-mm
shoulder diameter and 6-mm pin diameter with 4-mm pin length was used for the
processing. The process parameters are tool rotational speed and tool feed rate. The
tool rotational speeds were 700 rpm and 1000 rpm. Likewise, the tool feed rates were
20 mm/min and 40 mm/min. The Al5083 plate was fixed to the FSP machine table
firmly using appropriate fixtures. The FSP tool was fixed to spindle and tightened.
Required process parameter values were programmed into the FSPmachine and acti-
vated. The rotating tool was plunged into the material at one end and performed FSP
on its surface and retrieved back at another end. Single pass only performed. The
process was repeated for other process parameter sets. The schematic representation
of the FSP is shown in Fig. 1. The microstructures of the FSP samples were inves-
tigated through optical microscopy (OM). Cross section of the processed samples
was sectioned and mounted in a Bakelite mould. Moulded samples were grinded in
different grade sheets and finally polished in a soft cloth with alumina paste. Polished
samples were etched with Keller’s reagent. The microhardness testing was carried
out in a Vicker’s microhardness tester with a load of 0.5 kg and 10 s dwell time.

Fig. 1 Schematic representation of FSP
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3 Results and Discussion

The common FSP zones are shown in Fig. 2. It contains parent zone, heat-affected
zone (HAZ), thermomechanically affected zone (TMAZ) and nugget zone. The
nugget zone is the complete FSP zone that mostly contains the ultrarefined grains.
Formation of this zone is due to combined plastic deformational effects of pin and
frictional heat. The thermomechanically affected zone forms due to the combined
effects of plastic deformation by the shoulder and frictional heat. The material flow
patterns are commonly observed in this region with refined grains. The heat-affected
zone forms due to frictional heat dissipation from the nugget and TMAZ. Usually,
coarse grains are observed in this region. The parent zone is the unaffected region,
otherwise called as parent material. Figures 3, 4, 5 and 6 show the microstruc-
ture of FSP Al5083 alloy processed at different processing conditions. Microstruc-
tures of processed samples indicate that there is no distinct variation in grain struc-
tures between the parent and HAZ. Therefore, the microstructure of parent zone has
been presented. Figure 3a, b shows the TMAZ of samples processed in 700 rpm-
20 mm/min and 700 rpm-40 mm/min, respectively. The microstructures indicate the
distinct flow patterns that occurred during the FSP by the shoulder. In 700 rpm-
40 mm/min sample, these flow patterns are very distinct than 20 mm/min sample.
This is due to severe plastic deformation by the shoulder due to rapidmovement of the
tool. However, in case of 1000 rpm processing condition, the flow patterns are disap-
peared into the matrix due to higher frictional heat input. The frictional heat input at
1000 rpmprocessing condition is higher than 700 rpmcondition due to increased fric-
tional forces occurred between the tool shoulder and substrate. Similarly, formation
interface boundary between the TMAZand nugget zones is disappeared in lower feed
rate condition in all tool rotational speed processing (20 mm/min) (Ref. Figures 3c
and 5c). This disappearance of the boundary is attributed to the increased heat input
and higher plastic deformation during the lower feed rate. The nugget zone in all
processing conditions contains the ultrarefined grains (Figs. 3d, 4d, 5d, 6d).

Figure 7 shows themicrohardness of the FSP samples at various processing condi-
tions. Figure.a compares the microhardness of the samples processed at 700 rpm in

Fig. 2 Schematic representation of different zones of FSP
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(a) 

TMAZ 

(b)

(c) (d) 

Fig. 3 Microstructure of sample processed at 700 rpm-20 mm/min a TMA zone, b parent zone,
c TMAZ–nugget interface zone, d nugget zone

different feed rates. Similarly, Figure.b compares the microhardness of the samples
processed at 1000 rpm. In case of 700 rpm-20 mm/min, microhardness increases
from one side of the parent material to nugget zone and again reduced at another
side of the parent material zone. The lower feed rate imparts higher processing time
which leads to higher heat input. Higher heat input and plastic deformation facili-
tated the ultragrain refinement. Grain refinement improves the microhardness in the
HAZ and nugget zones. Similar trend has been observed on the samples processed
at 1000 rpm (Fig. 7b). The higher heat input and subsequent rapid solidification
resulted in the grain refinement. Therefore, samples processed at 1000 rpm yield
higher microhardness by supplementing higher heat input.

4 Conclusion

In this present work, friction stir processingwas carried out on theAl5083 aluminium
alloy. The present investigation revealed that grain refinement occurred in the
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Fig. 4 Microstructure of sample processed at 700 rpm-40 mm/min a TMA zone, b parent zone,
c TMAZ–nugget interface zone, d nugget zone

different zones of the FSP specimens. Higher heat input and subsequent rapid solid-
ification enhance the grain refinement in the FSP zones. Lower feed rate and higher
rotational speed supplement the higher heat input by extreme frictional forces. There-
fore, even at the 700 rpm condition, 20 mm/min of feed rate supplement higher heat
input due to higher interaction time. Microhardness increases with the grain refine-
ment. The grain refinement starts from the HAZ, and the ultrarefined grains were
observed in nugget zones. Hence, themicrohardness shows higher value in the nugget
zones.
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(a) 

TMAZ 

(b)

(c) (d) 

Fig. 5 Microstructure of sample processed at 1000 rpm-20 mm/min a TMA zone, b parent zone,
c TMAZ–nugget interface zone, d nugget zone
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Fig. 6 Microstructure of sample processed at 1000 rpm-40 mm/min a TMA zone, b parent zone,
c TMAZ–nugget interface zone, d nugget zone
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Fig. 7 Microhardness of FSP samples
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Performance Evaluation Through Audit
of 519 Organizations

Karri Naveen , Chithirai Pon Selvan, and Amiya Bahumik

1 Introduction

The prime interest of the stakeholders would be in their organization’s perfor-
mance evaluation. ISO 9001 provides a framework for performance evaluation
through monitoring, measurement, analysis, evaluation, internal audit and manage-
ment review. Internal factors governing the organization’s performance are deter-
mined in the quality management system. ISO conducts annual survey of manage-
ment systems certifications [1]. 883 521 ISO 9001 certificates were issued all over
the world in year 2019. The highest number of certificates issued were in the “Basic
Metal & Fabricated Products” industry. There are many tools and techniques adopted
by the mechanical engineering organizations conventionally used for evaluating
performance.

2 Literature Review

Mehmet et al. [2] conducted a survey on a sample size of 225 small and medium
organizations in Turkey to study the performance of certified and non-certified orga-
nizations. Mehmet has concluded that there is no sufficient evidence to determine
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the correlation between performance and ISO 9001 certification. Mihalj et al. [3]
have carried out the literature review on a sample size of 24 articles to establish a
correlation between certified organizations and non-certified organizations on busi-
ness performance. Jordi et al. [4] conducted a research study on a sample size of 90
wind turbine organization by performing second party audits. Jordi concludes the
area for improvement in certain criteria of the ISO 9001 standard. Behnam et al.
[5] conducted the literature review on 68 research articles to determine correlation
between organizations performance and ISO 9001. Anttila et al. [6] conducted a
research study to determine interpreting factors for the application of the require-
ments of ISO 9001 standard. Luc [7] concluded that lack of sufficient data to establish
correlation between ISO 9001 certified organizations has significant impact on the
perception of e-service quality. Saleh [8] conducted a survey on consumer satisfac-
tion on a sample size of 340 organizations in industries of Damascus Governorate,
and he concluded that more research in marketing is essential to determine the cause
of customer dissatisfaction and retention. Waqar [9] conducted a survey through
questionnaire on a sample size of 300 ISO certified organizations in Pakistan to
analyse the impact of transitions on organizational performance. Waqar concluded
that there is a positive correlation between organizational performance and effective
implementation of the requirements of the standard. Luís [10] conducted a survey
with IRCA registered management system auditors on a sample size of 393 respon-
dents, and he concluded based on the analyses of the data gathered through survey
is there is a positive correlation between ISO 9001 certification and organizational
performance. Ifroh et al. [11] conducted a survey on a sample size of 37 partici-
pants from an education and training centre as a case study to determine correlation
between employee performance and the qualitymanagement system. Evangelos et al.
[12] conducted a survey on a sample size of 100 ISO certified service organizations
to determine the effectiveness of the ISO 9001. Evangelos established correlation
between organizational operational performance, financial performance in context
of the market volatility.

Majority of the research studies were carried out through survey and secondary
data on impact, benefits and motivational factors of ISO 9001; very less evidence-
based research and analysis has been done on performance evaluation from an
Auditor’s perspective.

3 Research Gap

Cross country research studies on performance evaluation of organizations in accor-
dance with ISO 9001 are very meagre, and hence, this research study is undertaken
to fulfil this gap.
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4 Research Methodology

An objective evidence-based onsite audit was conducted in 519 organizations, and
the primary datawas collected by spending 879mandays onsite. Conformance to ISO
9001 criteria were determined by using a five point Likert scale. A simple random
sample of 519 organizations were selected in New Zealand, India, UAE, Bahrain,
Qatar, Oman, Kingdom of Saudi Arabia, Kuwait, Malaysia, Australia, Malaysia.

5 Reliability Analysis

Consistent and reliable questionnaire was determined by Cronbach’s alpha arriving
at α = 0.948. The questionnaire is prepared in accordance with ISO 19011 the
guidelines for auditing techniques.

6 Results

Jamovi software is used for analysing the research data. Table 1 indicates the descrip-
tive statistics of conformity assessment variable on monitoring, measurement, anal-
ysis and evaluation (average: 3.63;Median: 4; standard deviation: 0.554). The results
indicate that 40.7% of the sample was non-conforming to the requirements of the
conformity assessment variable. Only 19 organizations out of sample size of 519
organizations were found to complying with conformity assessment variable to their
fullest extent. 289 organizations contributing to 55.7% of the sample size were just
fulfilling the minimum requirements of the conformity assessment variable.

Table 2 indicates the conformance to the criteria of internal audit. Point-5 of
Likert scale represents the least by 0.2%, and point-4 represents 61.8% the highest
degree of conformance to internal audit criteria. The Mean value observed was 3.62,

Table 1 Descriptive statistics Monitoring, measurement, analysis and
evaluation

N 519

Missing 0

Mean 3.63

Median 4

Standard Deviation 0.554

Minimum 3

Maximum 5
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Table 2 Frequency of
internal audit

Levels Counts % of total

3 197 38.0

4 321 61.8

5 1 0.2

whereas the Median value is 4. Point-3 of Likert scale indicates 38% of the sample
not complying with the requirements of the conformity assessment variable.

Figure 1 indicates the density distribution of the requirements of management
review criteria where the Mean is 3.75, Median is 4 and standard deviation is 0.455.
135 organizations out of sample seize of 519 organizations were contributing 38%
who were not fulfilling the requirement of the conformity assessment variable.

The potential to gain enhanced benefits from the effective implementation of ISO
9001 is not fully explored. Figure 2 indicates the research study results where the
point-5 of Likert Scale distribution is found to be very low. Conformance to the

Fig. 1 Density of
management review

Fig. 2 Consolidated results of research study



Performance Evaluation Through Audit of 519 Organizations 257

measuring, monitoring, analysis and evaluation is 3.70%, and management review
is 1% and the least being internal audit about 0.20%.

7 Conclusion

a. Organizations shall make arrangements to evaluate the organizational perfor-
mance at defined frequency.

b. Organizations should review the arrangements made for customer satisfactions
to be effective.

c. Organization should conduct internal audit on continual basis by a competent
person.

d. Organization should review to confirm adequacy and effectiveness of the quality
management system.

The following aspects could be considered as scope for future research study:

a. A universal sample across the world could be undertaken for research study to
endorse this research results.

b. Internal audits could be outsourced to avail expert service for better outcome of
the exercise.

c. Industry specific factors could be determined for under performance of internal
audit exercise.

d. Adequacy of the documented information could be studied to determine the
monitoring, measurement, evaluation and analysis.
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Effect of Varying Tool Parameters
on Chip Formation and Reaction Force

Raunika Anand, Jeet Desai, and G. Rajyalakshmi

1 Introduction

One of the highly used manufacturing processes that involve removal of material is
machining process [1].Machining is one amongst the oldest industrial processes, and
it is the foremost ofttimes employed in themanufacturing of commercial workpieces.
It is calculable that about 15% of the worth of all mechanical elements manufactured
within theworld comes fromamachining operation. In spite of its economic and tech-
nical importance, metal cutting remains one amongst the lesser understood processes
thanks to the inefficient prognostic capability of the models [2]. It encompasses
of varied forms of material removal processes. Though machining is not thought
of to be economical, material wastage is virtually greater than the other material
removal production methods. However, it is evidenced to be a superior alternative as
a secondary production method wherever material removal needed is comparatively
less. Moreover, machining offers the best surface finish and high tolerance; thence,
its popularity as a material removal method is clear.

Themachiningmethod involvesmaterial removal as chips. The chips are removed
by an intricatemethodof deformation and fracture directly before the cutting edge [3].
The cutting parameters’ correct choice and tool geometric angles’ adoption can have
an effect on the material removal method in terms of chip formation and machined
surface formation processes [4]. Throughout the machining of titanium alloys, chip

R. Anand · J. Desai (B) · G. Rajyalakshmi
Vellore Institute of Technology, Vellore, Tamil Nadu 632014, India
e-mail: jeetketan.desai2017@vitstudent.ac.in

R. Anand
e-mail: raunika.anand2017@vitstudent.ac.in

G. Rajyalakshmi
e-mail: rajyalakshmi@vit.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Natarajan et al. (eds.), Recent Advances in Manufacturing, Automation, Design
and Energy Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4222-7_31

259

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4222-7_31&domain=pdf
mailto:jeetketan.desai2017@vitstudent.ac.in
mailto:raunika.anand2017@vitstudent.ac.in
mailto:rajyalakshmi@vit.ac.in
https://doi.org/10.1007/978-981-16-4222-7_31


260 R. Anand et al.

morphology and segmentation play a major role in defining machinability and tool
wear.

The chip is commonly discontinuous at lower cutting speeds, whereas when the
cutting speeds are higher, the chip becomes serrate [5].

Through the speedy development of superior computing technologies, computa-
tional methods are widely adopted to research on the mechanics and dynamics of
metal cutting processes [6]. Enhancements in production technologies need higher
modelling and simulation of metal cutting processes. Theoretical and experimental
investigations of machining are extensively distributed exploring varied techniques
[7]. The shape and property of the chip are anticipated to be projected in automatic
production as a result of the handling of chipwhich could be a key for effective perfor-
mance. The property of the finished surface is additionally a vital issue for effective
machining. If the properties of chip and surface may be analysed by the theoretical
ways, the analysis is going to be of commercial importance. To predict these prop-
erties for varied mixtures of metals to be cut and also the operating conditions, ways
for modelling of metal cutting are necessary [8].

Materials selected for this explicit study are Ti6Al4V and Inconel 718. Titanium
alloys are engaging materials for aerospace thanks to their glorious combination of
high specific strength, fracture-resistant characteristics and general corrosion resis-
tance. They are additionally being employed more and more in chemical process
and biomedical, automotive and nuclear industries [9]. Nickel-based superalloys are
mostly utilized within the aerospace industry, especially within the hot sections of
turbine engines; this is mainly because of their extreme temperature strength and
high corrosion resistance [10].

Finite element analysis (FEA) is employed as a tool to further provide a prediction
of chip formation, and the data obtained from the simulation will be helpful in
understanding and envisaging the process of formation of different types of chips
due to varying cutting parameters. Chip morphology is studied in detail to have a
better understanding of chip formation. The stresses, such as von Mises stress and
strains, such as equivalent plastic strain (PEEQ), generated in the workpiece material
also play an important role in studying chip formation. The reaction force on the tool
material is vital data obtained from the FEA simulation and is used for further study
in the process of chip formation in orthogonal cutting.

2 Methodology

2.1 Workpiece and Tool Material

The simulation is conducted on two different materials, namely Ti6Al4V and Inconel
718. The detailed properties of Ti6Al4V are provided in the literature [11]. The
detailed properties of Inconel 718 are provided in the literature [12]. The toolmaterial
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use is high-speed steel (HSS), which is very commonly used by manufacturers in
machining processes.

The outstanding properties of titanium and its alloys such as high strength, low
weight and extraordinary corrosion resistance are responsible for their usage in awide
range of applications. These applications include medical industry, aerospace, auto-
motive, oil and gas, power generation and other key industries, where highly reliable
performance is required. In most of these industries and other engineering fields,
titanium and its alloys have replaced the heftier, less functional or less economic
materials.

Nickel–iron-based superalloys are predominantly used for high-temperature
applications where creep, corrosion and thermal shock resistances are desired.
Inconel is widely used throughout the world, and it is known as a refractory super-
alloy due to the reason that its applications are at a temperature of 1400 °C and above.
The value of Young’s modulus of Inconel 718 is almost double to that of Ti6Al4V.
Inconel 718 is used in aerospace and aviation industries. Material properties for both
Ti6Al4V and Inconel 718 are mentioned in Table 1.

Johnson–Cook material model and failure parameters have been implemented
here. The Johnson–Cook material model expression is as follows:

σ = (
A + Bεn

)
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⎟
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where flow stress is denoted by σ, equivalent plastic strain is denoted by ε, dimen-

sionless plastic strain rate is denoted by
·
ε
·

ε0

, reference strain rate is denoted by
·
ε0,

strain hardening rate index is denoted by n, initial yield stress is denoted by A, hard-
ening coefficient is denoted by B, strain rate sensitivity coefficient is denoted by C,
temperature softening index is denoted by m, lowest experimental temperature is
denoted by Tr and material melting temperature is denoted by Tm. Johnson–Cook
material model data are compiled in Table 2.

The Johnson–Cook failure model expression is as follows:

Table 1 Material properties Properties Ti6Al4V Inconel 718

Density (g/cm3) 4.428 8.192

Young’s modulus (Gpa) 113.8 199.25

Poisson’s ratio 0.342 0.295

Elastic limit (Mpa) 848 725

Tensile strength (Mpa) 1031 1100
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Table 2 Johnson–Cook
material model data

Parameters Ti6Al4V Inconel 718

A (Mpa) 862 1290

B (Mpa) 331 895

n 0.34 0.526

m 0.8 1.55

C 0.012 0.0134

Table 3 Johnson–Cook
failure model data

Parameters Ti6Al4V Inconel 718

D1 -0.09 0.04

D2 0.25 0.75

D3 0.5 -1.45

D4 0.014 0.04

D5 3.87 0.89

ε f =
[
D1 + D2 exp

(
D3

P

σ

)]⎡

⎣1+ D4ln

·
ε
·
ε0

⎤

⎦
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1+ D5

T − Tr
Tm − Tr
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where ε f is the equivalent strain, average of the three principal stresses is denoted
by P and equivalent stress is denoted by σ . D1, D2, D3, D4 and D5 are the failure
parameters. The material melting temperature is denoted by Tm. Johnson–Cook
failure model data are compiled in Table 3.

2.2 Simulation Set-Up

The simulation of orthogonal cutting of the workpiece has been carried out using
ABAQUS finite element software. The chip formation and chip morphology for
different materials at different rake angles and multiple cutting speeds are studied
using simulation model. Using the simulation of orthogonal cutting stresses and
strains in different materials with a change in cutting speed and change in rake angle
of the tool is studied.

This particular study of orthogonal cutting process, which includes the simula-
tion of chips while changing different cutting parameters, would further provide a
theoretical aid to manufacturers in the field of titanium alloy, nickel alloy and steel
processing.

Modelling. Two different 3D CAD models are generated in Abaqus software’s
inbuilt CAD modelling feature. The workpiece material has the shape of a bar with
dimensions 200 mm × 40 mm × 20 mm as length, width and depth, respectively.
Such shape and dimensions are chosen to assist and enable orthogonal cutting. The
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tool’s size is of the order 40mm× 40mm× 40mm. Furthermore, three CADmodels
were modelled to achieve the change in rake angle.

The workpiece has been divided into two sections. This has been done to enable
us to assign different properties to the two different sections of the workpiece. The
material removal and thus chip formation will take place in the upper section.

Meshing. Meshing is one of the most crucial parts of finite element analysis.
Meshing divides a complex structure or a plane into small elements. The element
chosen in this particular study for both workpiece and tool is hexahedron (HEX8).
A hexahedral mesh is best suited in situations where the geometry is simple. A
hexahedralmess has also been proven to take lesser computational time. Furthermore,
it is comparatively easy to modify the geometry with hexahedral meshing.

An overall approximate mesh size of the workpiece is set as 2 mm. After setting
up the global seeds of theworkpiece, individual edges are selected and local seeds are
applied. These local seeds are applied only to the upper section of theworkpiece. This
is done because the upper section would be the area of study as the chip formation
will take place there. By setting up local seeds to the upper section, the number
of elements is increased so as to provide a better result of the simulation analysis
of material removal via chip formation. Also, as in the lower section only global
seeds are applied, the number of elements would be less, hence saving precious
computational power as no major analysis is taking place there. Workpiece mesh is
shown in Fig. 1.

Interaction properties and Boundary conditions. Abaqus/Explicit is used for
interaction between the tool and the workpiece. Abaqus/Explicit works suitably well
for simulations of brief transient dynamic events. It performs appropriate analysis of
events of nonlinear behaviour such as contact. Abaqus/Explicit is usually applied to
those portions of the analysis where high-speed, nonlinear, transient response plays
a major role in the solution.

Fig. 1 Workpiece mesh
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3 Results

The chip formation and chip morphology results of the analysis are given in the
following tables. Also, the reaction force acted on the tool by the workpiece has
been presented in graphs of force vs time. S Mises stress, PEEQ and force vs time
results for Ti6Al4V are given in Tables 4, 5 and 6, respectively. SMises stress, PEEQ
and force vs time results for Inconel 718 are given in Tables 7, 8 and 9, respectively.

Table 4 S Mises stress on Ti6Al4V

Rake angle Cutting speed

100 m/min 140 m/min 180 m/min

0°

15°

30°

Table 5 PEEQ on Ti6Al4V

Rake angle Cutting speed

100 m/min 140 m/min 180 m/min

0°

15°

30°
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Table 6 Force vs time graphs of Ti6Al4V

Rake angle Cutting speed

100 m/min 140 m/min 180 m/min

0°

15°

30°

Table 7 S Mises stress on Inconel 718

Rake angle Cutting speed

100 m/min 140 m/min 180 m/min

0°

15°

30°

4 Conclusion

A general trend that was observed is that with an increase in the rake angle, the chip
flow was getting smoother, shear banding decreased (in case of Ti6Al4V only), the
stress generated in the primary shear zones increased, the surface finish increased
(exception in Inconel 718), chip curl radius decreased and chip length increased,
while width decreased.Meanwhile, another observationmade is that with an increase
in cutting speed, the stress in the primary shear zone increased with a decrease in the
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Table 8 PEEQ on Inconel 718

Rake angle Cutting speed

100 m/min 140 m/min 180 m/min

0°

15°

30°

Table 9 Force vs time graphs of Inconel 718

Rake
angle

Cutting speed

100 m/min 140 m/min 180 m/min

0°

15°

30° nn

shear zone area, surface finish increased and uniform stress distribution in the chip
comparatively.

In almost all cases, generally, the value of the reaction force jumps to the highest
value and then slowly decreases to a lower value, and this event marks the initializa-
tion of the contact between the tool and the workpiece. The reaction force fluctuates
quite a lot within a small range until the reaction force suddenly drops nearing zero,
indicating that the contact between the tool and the workpiece is about to terminate.

These observations collected through themeans of computational simulation anal-
ysis with variation in rake angle and cutting speed of the tool would prove to be
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helpful in the commercial and industrial orthogonal cutting process where Ti6Al4V
and Inconel 718 are used extensively.
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Wood-Plastic Composite Processing
and Mechanical Characteristics—A Brief
Literature Review

Sachin S. Raj

1 Introduction

Natural fibre reinforcements into polymers are known to provide enhanced mechan-
ical strength to the base matrix material [1]. Natural fibres are reinforced into poly-
mers as long fibres, short fibres, laminated sheets or in particle forms. Wood-plastic
composite (WPC) or plastic wood is a material developed by the impregnation of
natural wood fibres in powdered form into a polymer matrix [2]. The earliest WPC
was first processed using wood flour with phenol–formaldehyde which found its
application in automobile gear shift knobs [3]. WPCs were commercially developed
in the USA, as a substitute for plain wood components and are widely used for
flooring, roofing, fencing, door and window frames, park benches and other inte-
rior infrastructure [2, 4]. WPCs are normally resistant to rot, decay and erosion and
possess low water absorption character when compared with conventional wood
planks and plywood [5]. Pecas et al. (2018) performed a detailed review of natural
fibre-reinforced biocomposites and their versatile applications. The authors state
that there would be an economic revolution for bio-based wood-plastic composites.
Industries like the constructionfield, the automobile sector andother commercialBio-
WPC products developed through thermoforming, injection moulding and extrusion
methods would face a high demand for their production from the year 2020 onwards
[6]. The new era has now begun, and the demand for bio-WPCs and biocomposites
usingwoodfibre reinforcements is getting to newer heights day by day in all industrial
sectors. Petroleum-based polymers that are commonly used to fabricate wood-plastic
composites are polypropylene (PP) [7], PE [8], PS [9] and polyvinylchloride (PVC)
[10]. The most widely used biopolymer to fabricate WPCs in the recent times is
polylactic acid [11], due to its competitive mechanical characteristics. Wood-plastic
composites are processed under additive manufacturing. Polymer materials that are
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used for the fabrication ofWPCs are commonly available in granular form and hence
require a heat treatment process to melt and blend the polymer with the filler material
[11].

2 Processing of Wood-Plastic Composites

The most widely used methods for processing WPCs are:

• Extrusion moulding [12].
• Compression moulding [13].
• Injection moulding [3].

Injection moulding technique is used for fabricating complex shapes [7], and
extrusion technique is used for pelletizing and designing test specimens and compres-
sion moulding technique to fabricate simple shapes [4]. In the case of both compres-
sion moulding and injection moulding, a dual-stage of processing is followed. The
blending of the rawmaterials is initially carried out in an extruder or heatmixerwhich
melts and mixes the polymer and wood flour into pellets. These pellets are then used
as input in the compression moulding and injection moulding methods to fabricate
composites of desired shapes [14–17]. Biopolymers like PLA have low glass tran-
sition temperature and can turn brittle due to its integral property and hence dual
thermal processing methods tend to deteriorate the properties of the final composite
[18]. In industries, a single screw extruder is commonly used to process composite
pellets while a twin-screw extruder provides enough processing profile to run the
molten WPC directly through dies to form desired shapes [19]. The best processing
method for fabricating wood-plastic composites is by extrusion technique [20].

Ferreira et al. (2015) [21] studied the properties of plasticized starch-added PLA
with organic clay-reinforced hybrid composite. The PLA and starch weremaintained
at 70:30 weight ratios, and the quantity of organic clay content was varied during the
study. The author had processed the hybrid composites using the extrusion method,
compression moulding method and injection moulding technique. The extrusion-
and compression-moulded composites showed improved properties with increasing
organic clay content. In the injection moulded samples, the properties changed with
respect to the dispersion of the organic clay into the matrix material. The extrusion
method ended up producing the best dispersion due to the excellent blending proce-
dure thatwas used to combine the base polymer and the reinforcementmaterial.Vandi
et al. (2019) [22] used the extrusion technique to process pinewood fibre-reinforced
polymer composite with PHBV as the matrix material. The study elaborated on
the extrusion process by varying the wood fibre content between 10 and 40 wt%,
varying the processing temperature between 170 °C up to 210 °C and varying the
screw speed at 50, 100, 150 and 200 rpm. The analysis was also carried out using the
ANOVA plotting method which resulted in the following settings as the optimum
parameters for the extrusion of polymer/wood fibre composites. Processing tempera-
ture—190 °C, screw speed—100 rpm, feed rate—40 cm3/min and L/D ratio—40:1.
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In comparison with a composite processed at 190 °C, the composite processed at
180 °C had reduced tensile modulus and the composite was processed at 210 °C had
reduced tensile strength. The processing speed at 50 rpm, 150 rpm and 200 rpm had
lowered the tensile properties of the composite in comparison with the composite
processed at 100 rpm. PLA processed through compression moulding methods also
used a processing temperature of 190 °C [23]. In a previous study, attempts have
also been made to process wood-plastic composites using stir casting methods at
temperatures up to 210 °C. However, the properties of the composites manufactured
through stir casting were found to be lower than other regular methods [24].

3 Mechanical Characteristics of Wood-Plastic Composites

Ichazo et al. [7] added different hardwoods into PP to fabricate WPCs. The fibres
were chemically treated with NaOH with a concentration of 18% for half an hour.
Composites were first pelletized using a twin-screw extruder at 110 rpm with a
temperature of 165 °C and then injection-moulded at 190 °C with a pressure of
800 psi. The specimens were tested to ASTM standards. The tensile strength of the
composite had increased by 40% and elongation had decreased by 80%. The impact
strength of the composite had also reduced by 50%. Alkali treatment had improved
the fibre dispersion into the matrix but did not affect the mechanical properties of
the composite. Kamdem et al. [25] characterized the tensile and impact properties of
pinewood flour-reinforced high-density polyethylene (HDPE) composite. The wood
fibres were sieved through a #100 mesh size to obtain a wood flour size of 0.15 mm,
and the filler was combined with HDPE through the compression moulding method.
Aprocessing temperature of 200 °C at 800 psi compressive pressurewas adapted. The
composite had been fabricated with an equal weight ratio of polymer and wood flour.
The tensile strength of the composite was 35% greater than that of the plain polymer.
The impact strength of the polymer had also increased by 11% with the addition of
pinewood flour. This research had also studied the density of the specimens, where
the polymer had a density of 1018 kg/m3 and the pinewood flour filled composite had
a density of 1000 kg/m3. This shows that reinforcement of wood flour into a polymer
leads to a lighter weighing composite material. Tisserat et al. (2013) [26] had used
various sized paulownia wood flour as reinforcements that were obtained through
different sieve/mesh sizes. The different sized wood flours were reinforced into PLA
at a constant 25 wt% ratio using the extrusion method. A processing temperature of
170 °C was implemented. Tensile strength was analysed to ASTM standard which
showed an increasing pattern with decreasing size of reinforcement. The addition of
paulownia wood flour in common reduced the tensile strength of PLA but increased
the modulus value drastically. This increase in the tensile modulus was due to the
high stiffness of the composite when compared with plain PLA. In this literature,
paulownia is also referred to have very high lignin content of 20% which may be
the reason for the high stiffness of the wood as well as the composite. The size of
wood particles used in various studies is plotted out in Fig. 1, and the maximum
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Fig. 1 Reinforced wood particle size in various studies

amount of wood flour reinforcements made into polymer matrices in various studies
is represented in Fig. 2.

Fig. 2 Maximum amount of wood flour reinforced into polymers in various studies
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Poletto et al. [9] processed pinewood flour-reinforced PS by using injection
moulding method at 180 °C. Composite specimens had been fabricated at 10, 20,
30 and 40 wt% ratios of wood flour reinforcement. The size of the wood flour was
53 µm. ASTM standards were followed for analysing the mechanical characteristics
by using 5 mm/min crosshead speed for the tensile test, 1.5 mm/min crosshead speed
for the flexural test and 25 J impact force on the un-notched composite specimens.
The tensile strength of the polymer was 37 MPa, and the addition of pinewood flour
at 10 wt% reduced the tensile strength to 33 MPa. The composite with 20 wt% rein-
forcement showed an increase in the tensile strength to 35 MPa. Further increase
in wood flour content showed reduced tensile character. Modulus values increased
with increasing fibre content. Flexural strength of the plain PS was 46 MPa, and
the addition of pinewood flour at 10 wt% increased the flexural strength to 54 MPa.
Increasing the fibre content beyond 10 wt% showed a reducing pattern of flexural
strength. Impact strength reducedwith the addition of pinewoodflour andwith further
increase in the filler content. Perez et al. [4] studied the tensile behaviour of red
pinewood flour-reinforced polypropylene. The composite was processed by mixing
pinewood flour in weight ratios of 10, 20 and 30% with PP using the compres-
sion moulding method under a pressure of 50 bar at 190 °C. The size of the wood
flour was 200 µm. The addition of pinewood showed an increase in the young’s
modulus. PP had a young’s modulus of 1965 MPa, and the 30 wt% reinforced
composite had a modulus of 2760 MPa. The elongation and the tensile strength
of the composite had reduced with increasing fibre content. PP had a tensile strength
of 34.6 MPa, and the 30 wt% reinforced composite had a reduced tensile strength
of 20.54 MPa. Haque et al. [27] performed detailed studies on the fatiguing nature
of PP-reinforced cellulose nano-fibres at a ratio of 10 wt%. The particle size was
75 µm, and the composite was processed by the extrusion method. The maximum
processing temperature was set at 200 °C, and the screw speed at 85 rpm. The
tensile strength of the polymer had increased by 75% with the addition of wood
flour content. The literature further deals with the inclusion of a couple of additives,
namely maleic anhydride and peroxide. The composites that were prepared with the
addition of these additives showed reduced tensile strength when compared to the
plain wood flour-reinforced composite. The tensile strength of PP was 33MPa, plain
wood flour/PP composite was 46.9 MPa, and the additive included composite was
44.2 MPa. This study concluded that some factors like the addition of plasticizers,
variation in the processing temperature and the processing time did not play any
major role in the mechanical properties of the final composite material. Government
et al. [8] optimized the mechanical properties of avocado wood flour-reinforced low-
density polyethylene (LDPE) composite. The wood fibre was treated with 6%NaOH
and 4% acetic acid and combined with LDPE at different ratios of 5, 10, 15, 20 and
25 wt%. The injection moulding technique was used to blend the materials. Tensile
strength, elongation at break, hardness and impact strength values of the composite
were greater than those of the plain polymer. Flexural strength andmodulus values of
the polymer had reduced with the addition of the wood flour. In an earlier study, bio-
based WPCs were developed using Prosopis Juliflora wood flour and Azadirachta
Indica wood flour reinforcements in micro- and nano-forms into polylactic acid



274 S. S. Raj

Table 1 Comparison table depicting the mechanical properties of PLA reinforced with various
flour reinforcements

Matrix Filler % of filler
that provided
the best
results

Maximum % variation in the mechanical
properties of PLA due to different wood
flour reinforcements

References

Tensile
strength

Flexural
strength

Impact
strength

PLA Rubber
wood

30 138 122 300% lower
than PLA

[14]

PLA Maple wood 20 5 20 8% lower
than PLA

[16]

PLA Poplar wood 20 15 34 – [17]

PLA Bamboo
wood

10 43% lower
than PLA

20% lower
than PLA

– [23]

PLA Paulwonia
wood

25 18% lower
than PLA

– – [26]

PLA Prosopis
Juliflora
wood

20 146 228 142 [28]

PLA Azadirachta
Indica wood

20 148 164 73 [29]

PLA Almond
shell

30 313% lower
than PLA

– 128% lower
than PLA

[30]

PLA Pinewood 20 No change - 130% lower
than PLA

[31]

biopolymer. Both the reinforcements proved in increment in the mechanical proper-
ties of the plain polymer. The nano-wood particle-reinforced WPCs showed better
mechanical character when compared with the micro-sized reinforcements in the
researches [28, 29]. Bio-wood-plastic composites, especially using polylactic acid
as thematrixmaterial, have been gainingmore attention in recent yearswhich provide
a vast scope for young researchers to explore. The variation in the mechanical prop-
erties of PLA by addition of different wood flour reinforcements is given in Table
1.

4 Conclusion

Wood-plastic composites are focused to substitute structural-based applications
which mainly provide good flexural and impact properties along with low water
absorption tendency, high thermal stability and lightweight. WPC can be used as
a substitute in the constructional field for interior furniture in buildings, decora-
tive false ceiling applications and as tables and benches in institutions, schools and
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offices. In the automotive sector ,it can be used for automotive interior components,
train roofing and chairs, aircraft interiors and as a base board for electrical and elec-
tronic components. The advantages of the WPCs over conventional plywood and
wood-based constructional materials are that it is resistant to termite, bacterial and
fungal attack and has higher thermal stability, low water absorption tendency and
higher mechanical strength.
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Effect of Filler Content
on the Performance of Epoxy/Haritaki
Powder Composite

N. Narmadadevi, V. Velmurugan, R. Prabhakaran, and R. Venkatakrishnan

1 Introduction of Composites

The addition of filler materials into epoxy resin matrix materials greatly influences
and improves composite material properties provided that filler particles are bonded
to polymer matrix [1]. The advantages of filler material content change material’s
property of tensile property such as thermal resistance, toughness, color appearance,
etc., and the filler material is widely used in manufacturing of polymer composite
materials. It saves the raw material cost of the polymer matrix materials. Epoxy
resin is a one of the main synthetic thermosetting polymer resin which is used to
produce small- or large-scale polymer compositematerials [2]. Epoxy resinmaterials
are used in a broad range of structure of building material composites, automobile
industries [3]. The matrix material of epoxy resin is one of the mainly used polymer
matrices in the composite industry, due to its proper adhesion bonding to many fiber
reinforcements [4]. Kadukkai powder could even be a naturally available herbal
material which was used as an additive for creating delicious food. From the studies
administered on Kadukkai it has been observed that Kadukkai has powerful binding
property and desirable hardening properties for creating construction material and
concrete [5]. Kadukkai was extracted from Kadukkai tree as a naturally available
fruit then it had been dried in sunlight. The dried Kadukkai was made into powder
form for effective mixing with binders like cement, lime [6]. The aim of the paper is
to report the research works on the results of filler materials of haritaki fine powder
mixing with epoxy resin reinforced by E-glass fiber composites.
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2 Raw Materials and Its Method

2.1 Sources of Raw Materials

The E-glass fibers are easily available resources in the market. Glass fibers are
stretching in the way of woven mat. The orientations of fibers are perpendicular
stands of fiber mats. The matrix materials of Epoxy resin along with Hardener were
bought from a privatemanufacturing company. The fillermaterials of haritaki powder
are brought from organic medical shops.

2.2 Kadukkai Filler Powder (Haritaki Powder)

Kadukkai extract is added in several concentrations of 0%, 5%, 10%, 15% and
20% to the lime and dirt mortar and its effects on workability, compressive strength
and porosity are studied. The test results showed that Kadukkai filler materials
are improving properties of epoxy resin characteristics to the composite materials.
The filler materials of haritaki powder are evenly distributed through the special
attachment of the roller spindle by electric motors.

2.3 Hardener and Epoxy Resin Blending Ratio

The matrix material of epoxy resin is blended with hardener in proper mixing in
the ratio of 10:1. The 10 ml of resin material is mixed with 1 ml of hardener which
induces the curing process of the polymer chains [7].

2.4 Methods of Preparation of Composite Materials

Table 1 shows the E-glass fiber composite materials which are fabricated as per
prepared percentage of sample composition. Mostly matrix materials have higher
percentage when compared to fiber reinforcement, because of the good wettability
of the composites. FromTable 1 as shown, 30%offiber (90g) and70%of resin (200g)
are taken. Further filler content of haritaki fine powder is added to resin materials
along the ratio of 0, 5, 10, 15, and 20% of Epoxy resin. The mixing ratio of resin
with hardener is 10:1 ratio for curing of liquid form to solid form of resin materials.
These are primary preparations of composite materials. And next preparation is mold
preparation as given required size of samples. The size of the mold is 300 mm of
length, 300 mm of breadth and 10 mm of thickness to fabricate rectangular plate
of composite materials. Before applying resin, polyvinyl acetate or spray wax are
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Table 1 Classification of sample preparation

Samples (%) Haritaki powder (gms) E-glass fibers in gms (six
laminas)

Epoxy resin + hardener in
gms

0 0 90 200

5 14.5 90 185.5

10 29 90 171

15 43.5 90 156.5

20 58 90 142

Fig. 1 a Laminas of E-glass fiber, b applied Haritaki Epoxy mixing resin, c finished fabrication of
laminated composites

coated in the outer surface of the mold for easy removal of fabricated composite
after curing. After coating of wax, initially the first layer of resin was applied to
wettability of fibers. These composites consist of six layers of lamina of Kenaf/E-
glass wovenmat fibers. Layer by layer resin and fiber are compressed by dead weight
above the film sheets of mold. After curing of composite materials, it’s removed from
mold surface without cracking/damaging fibers. Figure 1 shows the final product of
laminated composites.

2.5 Various Testing of Composites

The experimental testing of haritaki filler powder effect in E-glass fiber composite
materials involves a wide range of testing types and tests in a variety of different
environments. The main objective of the mechanical testing of composite materials
is the examination of mechanical parameters such as strength, stiffness and other
physical properties. Elasticity, flexural strength and impact strength were resolved
in a Universal Testing Machine (UTM), while Universal Pendulum Impact System
for Charpy tests. Five specimen samples were tried for every creation and normal
outcomes were utilized. Rigidity, flexural strength and impact strength esteems were
resolved for different examples and appeared.
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3 Results and Conversation

3.1 Longitudinal of Tensile Strength

Longitudinal of tensile strength is the amount of load or stress that can bewithstoodby
a composite material before it stretches and cracks. The longitudinal tensile strength
of composite materials is determined mostly by the strength and volume content
of the fiber reinforcement. For tensile strength, specimens are prepared as per the
ASTM standard of ASTM D3039. Figure 2 shows before and after test of tensile
test samples. The results are obtained after carrying out specimen test; the data are
plotted in graph as shown in Fig. 3. From these plotted graph data, the obtained
results include haritaki filler materials added to the epoxy matrix which can increase
the tensile property of epoxy resin matrix composites. The values of tensile strength
gradually increase from 0 to 20% of specimen samples of composite materials. The
better results values are in 15% and 20% of haritaki filler powder content epoxy
matrix composite materials. Haritaki filler materials improve the tensile property of
epoxy resin.

Fig. 2 a Three different samples of before tensile test, b three different samples of after tensile test

Fig. 3 Different filler
content of haritaki/epoxy
composite on tensile strength
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3.2 Drop Weight Impact Test

The impact resistance of composite materials can be performed with a swinging
or a dropping known weight. For impact strength, specimens are prepared as per
the ASTM standard of ASTM D7136. Figure 4 shows the impact test samples after
load applied. The results are obtained after carrying out an impact specimen test;
the values are plotted in graph as shown in Figure 5. From these plotted graph
data, the obtained results haritaki filler powder is added to epoxy matrix material
which can increase impact strength property of epoxy resin matrix composites. The
values of impact strength gradually increase from 0 to 20% of specimen samples of
composite materials. The better results values are in 15% and 20% of haritaki filler
powder content epoxy matrix composite materials. Haritaki filler materials improve
the impact property of epoxy resin because of improving the hardness of epoxy resin
materials.

Fig. 4 Sample shows that
breakage of after impact test

Fig. 5 Different filler
content of haritaki/epoxy
composite on impact strength
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Fig. 6 Different filler
content of haritaki/epoxy
composite on hardness
strength
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3.3 Experiment of Hardness Test

The hardness strength of composite materials which can be valued is measured based
on the net increase in depth of impression by applied load to specimens. For hardness
strength, specimens are prepared as per the ASTM standard of ASTM D785. The
specimens were prepared for Rockwell-B hardness test; the preparation of specimen
samples is of 25 mm diameter and a length of 20 mm. The results are obtained
after hardness specimen test is carried out; the values are plotted in graph as shown
in Figure 6. From these plotted graph data, the obtained results of haritaki filler
powder are added to epoxy matrix material which can increase hardness strengthen
property of epoxy resin matrix composites. The values of impact strength gradually
increase from 0 to 20% of specimen samples of composite materials. The better
results values are in 15% and 20% of haritaki filler powder content epoxy matrix
composite materials. Haritaki filler materials improve the hardness strength of epoxy
resin because of improving the toughness and brittle properties of the epoxy resin
materials.

4 Conclusion

The haritaki fine powder filler content on the E-glass fiber reinforcement with Epoxy
matrix composite has been fabricated. Testing results of various strengths of tensile,
flexural and impact strength of natural composite can be examined. From the results,
the elongation of tensile property of 20% of filler content of haritaki/epoxy matrix
composite is higher than the other filler content of composite materials. The filler
material of haritaki powder which increases highly resists impact load on materials
due to brittle property of the matrix materials.
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Surface Alteration and Effect of Fiber
Amount on the Optimization of Palmyra
and Moringa Oleifera Fibrils Fortified
Composites

Gowdagiri Venkatesha Prasanna, Rapolu Srilekha,
Achyutuni Venkata Naga Sri Harsha, and Vemula Sunil Kumar

1 Introduction

For the most part counterfeit fibrils like aramid, carbon, glass are broadly used due to
their low density, high strength and stiffness properties in polymer-based composites.
Aside from the points of interest of utilizing synthetic fibrils in various purposes, these
artificial fibrils have serious hindrance such as their vitality utilization, biodegrad-
ability, machine scraped spot, recyclability, initial handling cost, health hazards.
So, to conquer this crisis, the need for natural composites is high. Bio-fibrils were
used for fortification for polymer composite materials and as an elective material to
synthetic fibrils. The usage of fibrils as potential reinforcement in the manufacture of
composites is limited by the wet incorporation property of fibrils. Table 1 reveals the
information of the chemical composition of the natural fibers. The nature of polymer
framework is hydrophobic. This may root fibrils and network contrasting between
the fibrils and the resin mix. The main purpose of this surface modification was to
reduce the wet retention property of the natural fibrils and also to enhance the resem-
blance with polymer matrix. The polymer mix has abundant favorable circumstances
in terms of the items for explicit end use applications and improving resins successful
properties, usage and execution [1–3]

Epoxy iswidely used component for various applications, for example, equipment
segments, propelled composites and rocket types of gear on account of its mechan-
ical, dielectric properties and great holding capacity. Epoxy polymers have broadly
utilized on account of their prevalent thermo-mechanical properties and magnif-
icent process ability. The substandard attributes can be reduced by using mixing
strategy. By the miscible polymer, a new improvised material from less unrivaled
single segment is produced [4–6]. In the same way, the result will be the mixing with
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Table 1 Composition of natural fibers

S. no Fiber Cellulose (%) Hemicellulose (%) Lignin (%)

1 Palmyra fiber 53.4 28.51 18.54

2 Moringa Oleifera fiber 44.8 17.28 7.86

toughening agent due to the usage of epoxies [7–9]. Alongside epoxymaterials, vinyl
ester can be utilized. It is used as mixing agent due to the versatile nature in the struc-
ture of epoxy. The hardness is expanded because ofmixing the epoxywith elastomers
and polymers [3, 6, 8, 10]. Subsequently, an appropriate polymer was expected to
upgrade the efficient opposition by holding solidness stress–strain properties, warm
soundness of the epoxy resin and glass change temperature. Due to their expanded
mechanical properties advancement, a cross-connected polymer system is obtained.
The generally utilized thermosettingmaterial is the vinyl ester on account of their low
cost and high blend of properties such as warm, mechanical and compound opposi-
tion properties [11–13]. The hydroxyl bunches upgrade the extremity of vinyl ester
and boosts bond, mechanical and thermal properties. The extremity of vinyl ester is
improved by hydroxyl bunches and encourages shade wetting properties and bond,
resulting in the fiber wetting. For this objective, a blend of vinyl ester/epoxy (90/10%
w/w) polymers was prepared. The specimens of composites with the 50, 40, 30, 20
and 10% wt. content of untreated, alkali [C6H5N2]Cl-treated Palmyra-Drumstick
Fruit Fibrils were reinforced with blend of vinyl ester/epoxy were made-up.

2 Experimentation

2.1 Material Used

We considered two resins, they are vinyl ester and Epoxy Araldite LY556, Hardener
HY951 and two fibers namely Palmyra Fiber as shown in Fig. 1 and Drumstick Fruit
fiber (Moringa Oleifera) as shown in Fig. 2.

Fig. 1 Palmyra fiber
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Fig. 2 Drumstick fruit fiber
(Moringa Oleifera)

2.2 Surface Modification of Natural Fibrils

Because of the closeness in hydrophilic hydroxyl groups of natural fibril, hardly,
several issues occur along the interface in the fortification of natural fibrils into
the resin mix. Hydrophilic nature in natural fibers hampers successful holding of
strands with resins mix. Apart from these, oil, pectin, grease and waxy substance
spread sympathetic functional congregation in fibrils and going as boundary for the
interlock with resins blend. To enhance adequacy of inter facial cement holding,
surfaces of fiber need to be adjusted with various chemical reactions.

2.3 Chemical Treatments

To enhance the efficiency in interfacial adhesiveness connections, fiber surface need
to be changed with various chemical treatments, coupling agents and receptive
supplements. Surface handling gives superfluous reflex parts on the fibrils surface
which gives capable union in the matrix. Surface alteration with fibrils after alkaline
treatments in diverse percentages 10 and 5 wt% sodium hydroxide is carried out, and
effect of concentration of chemicals on performance with the composites is noticed
at the work.

2.4 Preparation of [C6H5N2]Cl

8 cm3 intense hydrochloric acids is inserted into bubbling cylinder consisting 3 cm3

of PHENYL AMINE (aniline) and 10 cm3 water. Blend is vibrated until amine get
fragmented, and afterward, this arrangement is chilled to 5 °C by cooling it in ice
shower. Afterward, an answer of NaNO2 [3 g in 8 cm3 H2O] precooled at 5 °C is
also included. Temperature of mixture is conserved under 10 °C over the expansion
in NaNO2 [3, 6].
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2.5 [C6H5N2]Cl Treatment of Palmyra and Drumstick Fiber

Palmyra-Drumstick Fruit Fibril is slashed in a length of 10 mm, cleaned with filtered
water and is preserved in out with heater in 70 °C about 24 h. Dried fibrils are soaked
in 6% NaOH arranged in 2.0 L measuring glass up to 10 min approximately at 5
°C. The arranged diazo was subsequently emptied into the above mix with steady
mixing. Fibrils are then removed, cleaned with cleanser arrangement followed by
filtered water, lastly preserved outside for about 48 h [1, 2, 4].

2.6 Fabrication of Blended Hybrid Bio-Composites

Mold cavity is covered with a small thickness of solid wax for clear discharge
and withdraw of composites specimen as shown in Fig. 3. Directly after the wax
is reestablished, lean alcohol POLY VINYL ALCOHOL (PVA) was applied. Bio-
fibrils crossover composite is assembled using the hand layup system. At that point
of crossbreed, bio-strands of the treated and untreated palmyra-moringa oleifera
fibers are reinforced with matrix mix to get required bio-composite for the exam-
ination of performance and mechanical specifications. Afterward, air bubbles are
removed carefully using rollers of delicate rotating. For the purpose of complete
cure, composite samples are post-cured in the temperature 80 °C for about two hours
by placing the specimen in hot oven. After complete curing, raw and processed bio-
composite specimen samples are tested using digital universal testing machine as
shown in Fig. 4.

Fig. 3 Fabrication
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Fig. 4 Digital universal testing machine

3 Discussion & Result

3.1 Tensile Strength Properties

Specimens of the composites were prepared considering measurement of tensile
property, including dimensions 150 × 15 × 3 mm3 were evaluated as indicated
by ASTM D 3039 models. Tensile power for these samples was dictated through
utilizing universal testing machine for a crosshead pace about 50 mm/min. The
untreated fiber composites reveal poorer tensile strength properties because of the
repellency and poor compatibility between hydrophobic resins mix and hydrophilic
bio-fibers unfavorably impact on the interfacial holding amid fibril exterior path and
matrix blend and that take about diminishing the fastness and results in deficient and
improper stress transfer from these resins blends into fibers [2, 6, 8]. The effect of fiber
stacking and fibers exterior alteration by the chemical modification in these tensile
properties of bio-fiber composite is demonstrated in Fig. 5. Typically, synthetically
modified bio-fibers-protected composite displays greater tensile strength over these
uncompleted fiber fortified composites.

The evaluation noticeably reveals that 40% fibril amount of [C6H5N2]Cl-treated
composite exposes superior and optimum values than 5% sodium hydroxide treated,
10% sodium hydroxide treated and 20, 30 and 50% fibril quantity chemically
processed and raw bio-composites. Through these fiber distribution in matrix, blend
materials are formed, which upgraded their interfacial bonding and morphological
properties [1, 4, 10]. Apart from that with benzene diazonium treatment, the fibril
surface improves uniformly because of end in small-scale void and subsequently
stress transfer capacity increases. In any case, apparent high tensile strength was
observed in alkali-treated Palmyra-Drumstick Fruit Fibrils composites and critical
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Fig.5 Tensile strength of untreated, alkali treated and [C6H5N2]Cl composites

increment was seen for the [C6H5N2]Cl-treated Palmyra-Drumstick Fruit Fibrils
composite. Examination plainly recommends that chemical reactions formed solid
interface with fibril cell walls and pairing response happens between [C6H5N2]Cl
and cellulose of fibril brings about development in diazo cellulose compounds, which
are represented to watch critical increment of the tensile property of composites.

Surface treatment by method for both [C6H5N2]Cl, sodium hydroxide gives
us route for expulsion of unwanted materials with improvement in these fibril
distribution in matrix blends [3, 10]. [C6H5N2]Cl treatment advances progressively
compelling zone of the fibrils surfaces needs wetting with the polymers contrasted
with soluble base treatments to have hard holding [3, 4, 7] and results in upgraded
mechanical property.

3.2 Flexural Properties

Specimen of dimensions 150 mm × 15 mm × 3 mm was made and tested to know
the flexural property according ASTMD 5943–96 specification. Disparity in esti-
mations of flexural quality as bio-fibrils composite of fibril quantity, without and
with chemical treatments, is shown in Fig. 6. It was observed after evaluation that
flexural properties of 40% fibril amounts, [C6H5N2]Cl-treated bio-fibrils compos-
ites revealed superior and predominant quality compared to 40% fibril amounts, 5%
sodium hydroxide treated, 10% sodium hydroxide treated, 10, 30, 20 & 50% fibril
amounts treated and untreated composite [1, 6, 10]. Due to high alkali usage (10%
sodium hydroxide) compared to (5% sodium hydroxide), great quantity delignifica-
tion of the fibril occurs, which leads to debilitating, harming of the fibril surface that
leads to reduced flexural qualities indicated in Fig. 6 [8, 10]. Superior fibril-matrix
compatibility, good fiber matrix collaboration and handling were seen at 5% sodium
hydroxide treated bio-fibers composites than 10% sodium hydroxide-treated bio-
fibrils composites [4, 7, 8]. Greater and noteworthy development of fibril dissemina-
tion matrix, stress and aspect ratio transfer capacity was seen in [C6H5N2]Cl-treated
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Fig.6 Flexural properties of untreated, alkali treated and [C6H5N2]Cl composites

bio-fibrils composite compared to alkali-treated bio-fibrils composites and untreated
bio-fibrils composites.

3.3 Compressive Strength

Composites samples are readied and evaluated to know the compressive strength
property as perASTMD695–15, stipulations.Adjustment in estimations for compres-
sive quality properties for fibril amounts without and with surface alteration is seen
in Fig. 7. Likewise, observed that [C6H5N2]Cl-tested bio-fibrils composites show
high and ideal conditions for compressive properties than alkali tested and raw bio-
composites [3, 4, 9]. Ideal and superior conditions are due to ideal fibril stacking
and chemical treatment that advanced good interfacial holding between filaments
framework mix brought about sufficient stress transfer and execution [3, 4, 10].
Previous works uncover that fibril surfaces change by chemical treatment which
increases surfaces roughness [6, 8, 9]. The less decrease in compressive properties

Fig. 7 Compressive strength of untreated, [C6H5N2]Cl treated and alkali-treated composites
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of composites is shown at 50% fibril magnitude. At 50% fibril contents treated and
untreated composite (higher fibril loads),the decrease in compressive properties indi-
cates lowfibril-grid interfacial griping& small scales breakage developments at inter-
face prompt insufficient stresses transfers. Most noteworthy compressive strength
was shown in 40% fibril stackings. However, [C6H5N2]Cl treatment occupies voids
space of fibril and adjusted lopsided fibril, as looked at alkali-treated composites [2,
9].

3.4 Moisture Content Test

Fig. 8 shows rate ingestion in dampness amounts by untreated fibril composites,
alkali-treated and [C6H5N2]Cl-treated composite fabricated as per ASTM D 543–
87. The bio-fibrils composites manufactured from hydrophilic nature of fibril display
hydrophilic properties [8, 9]. In any case, the alkali-responsive hydroxyl groups
present among molecules are busted down, which at points react with the water
molecules (OH-H) and shift from these fibril structures. Because of this, hydrophilic
hydroxyl groups were declined by alkali and [C6H5N2]Cl treatment and outside the
fibril tailored and increase dampness obstructionproperties. [1, 4, 12]. Thepercentage
absorption of moisture quantities by unprocessed fibril composites is high when
compared to alkali treated and [C6H5N2]Cl-treated composites [12, 13].

% water absorption = 100× (
W f −Wi

)/
Wi

Fig. 8 Absorption of moisture for alkali-treated and [C6H5N2]Cl-treated composites
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Fig. 9 The dielectric strengths of untreated and chemically treated composites

3.5 Dielctric Strength

To Contemplate Dielectric qualities of raw, alkali-treated and [C6H5N2]Cl-treated
composite, these composites samples were made with ASTMD-149 measures.
Composite possessing dimensions 120 mm x 120 mm x 3 mm are reinfortified with
strand a single way with 120 mm length. Dielectric separating voltage is found for
five of the specimens and mean value is used in investigations. Test is undergone at
50 Hz reoccurrence and room temperature. Digital micrometer 0.001 mm least count
was used to find thickness of composite at individual points. Additionally calculable
to see that the dielectric quality of crossover fiber composites increments with incre-
ment in amount of fibril from 10% to 40% wt of fibril, however, reduces at 50%
fibril magnitude composites [6, 8, 9]. At 50% fibril magnitude composites, decline
in dielectric qualities was due to lack of interfacial holding in between strands and
resins blend [1, 2] (Fig. 9).

4 Conclusion

The work shows that ideal chemical action on fibrils extensively enhances fibril
qualities, fibril–resins blended bonds and henceforth displaying the characteristics
of fibril composite. Results indicate that compressive, flexural, tensile and dielectric
strengths of composite are increased for [C6H5N2]Cl, as well as alkali treatments
fibril composites, and are maximum at 40%, but below or above 40%, it shows
decrease in these strength properties. Generally, surplus measures fibril rests into
each other against being blends with resin blend at 50% fibril load, which addition-
ally prompt decreased stress transfer ability. After surface modification or chemical
treatment of fibrils, it was identified that increase in composites properties with the
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removal of undesired elements like dampness, hemicelluloses, lignin, wax and oils
from surfaces of fibrils generates unpleasant surface geology, aspect ratio. Also, fiber
matrix interfacial bonding improves which leads to greater stress transfer and hence
improvement of properties in composites.
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Optimization of Specific Cutting Energy
in Turning of AISI 304 Stainless Steel
Using Taguchi Method

S. Annamalai, B. Guruprasad, and N. Vaithianathan

1 Introduction

In the last two decades, the need for electricity has risen. There is a need to find ways
to reduce energy usage during the machining process. [1]. Turning is an eventual
industrial process, so this approach has been used by all metal cutting industries
to extract the excess material in chip form. In turning operations, the analysis of
cutting force is important because cutting forces are closely associated with cutting
efficiency, surface roughness, tool wear, tool breakage, cutting temperature, cutting
energy, self and excited vibrations, etc. [2]. There are many factors affecting effi-
ciency in turning, such as tool parameters, workpiece parameters and cutting param-
eters, where tool parameters include material of tool and geometry of the tool (back
rake angle, end relief angle) and workpiece parameters include material mechanical
(hardness), chemical and physical (density, melting point) properties. In addition,
cutting requirements include cutting speed, feed rate and cutting depth. In the present
research, the energy requirement for the machining process and cutting energy may
be treated as a significant parameter [3]. King and hann note that it is possible to
understand that cutting energy would be a combination of cutting power and the rate
of material removal. The SCE is strictly proportional to the results of the machining
process. The high SCE value produces increased temperature and increased internal
stresses in the machined workpiece that will contribute low veracity of the body
[4]. The SCE found a strong material machinability index which made it easy to
grasp the whole cutting process [5]. The high-performance cutting processes can be
adapted to reduce the energy consumption by selecting tool design, tool material and
cooling strategies like MQL, dry cutting and cryogenic machining [6]. The selection
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of inserts also plays an important role reduce the SCE by retaining the sharp edges
due to high hardness and low coefficient of friction [7]. Three groups were classified
for the calculation of specific energy dependent on machine instruments, material
characteristics and process variables, namely numerical, theoretical and mechanistic
methodology [8, 9]. The precise cutting energy [13] was also affected by the diameter
of blank [10], angle of tool cutting edge and tool geometry angle of chip breaker
[11, 12]. With the special properties such as oxidation resistance, retaining high
strength at high temperature and resistance to corrosion, AISI 304 stainless steels
have found their applications in many fields. It is therefore also used in the areas of
ships, pressure vessels, cryogenic applications, gas turbines, high-temperature steam
boilers, warheads and generating units of nuclear power. AISI 304’s performance in
machining is largely based on resolving some of the alloy’s intrinsic characteristics or
properties. The work hardening characteristics of AISI 304 steel increase the cutting
force and makes it very dynamic in nature. The increase in cutting force leads to
deflection, vibration, tool failure and deterioration of surface quality [14]. During
the machining process, AISI 304 continues to stick to the tool material, thereby
resulting in build-up edge forming and premature failure of the tool. In addition, its
poor thermal conductivity increases the temperature at the sliding surface of tool
and workpiece, adversely affecting tool life. Hence, AISI 304 Stainless steel clas-
sified as “Difficult to Machine material.” The purpose of this research is therefore
to understand and use the Taguchi approach for the optimization of the machining
conditions, especially turning of AISI 304 Steel [15].

2 Materials and Methods

2.1 Work Materials

The-25 mm-diameter austenitic stainless steel bar was selected as a workpiece. The
allying element composition inSS304 is shown inTable 1, and the physical properties
are listed in Table 2.

Table 1 Alloying element composition of SS 304

Type C Mn Si Cr Ni P S

AISI 304 0.08 2.00 1.00 18.0–20.0 8.0–10.5 0.045 0.03

Table 2 Properties of AISI
304 steel

Density 8.06 g/cc

Thermal conductivity 15 W/mK

Melting point 1450 °C

UTS (MPa) 515a
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2.2 Methods

The cutting experiments were carried out on the Mysore Kirloskar made ENTER-
PRISE 1550 model All geared head lathe (shown in Fig. 1) using uncoated carbide
and TiN-coated inserts with the grade of P-20 for the turning of 304 SS bars. Model
of tool holder: DCLNR2020K12. TiN-coated inserts CNMG432 are used as the
cutting tool material. The experiments were conducted under dry conditions. The
cutting force was measured using lathe tool dynamometer. Each test is performed
three times, and the average value is listed in the table. The machined workpiece is
shown in Fig. 2.

Fig. 1 All geared head lathe

Fig. 2 Machined workpiece
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2.3 Design of Experiments

The design of the experiment is a valuable method for evaluating the effect on some
particular variables of the process variables. The collection of the variables that
control the output measurements is the key step in the Taguchi process. Parameters
chosen and their ranges were presented in Table 3. The orthogonal sequence L18
has been selected to minimize the number of tests because it blends a maximum of
two levels with one factor and three levels with three parameters. To research the
influence of process variables, analysis of variance (ANOVA) was carried out. The
cutting force plays a significant role in material machinability assessment. To obtain
the increased tool life, high surface smoothness, lower deflection and lower energy
utilization, we have to maintain lower cutting force.

The calculation is obtained by the signal-to-noise (S/N) ratio, which reflects the
relation among the signal and the noise. Optimization tool Taguchi found numerous
representations of S/N ratio: Best is smaller, better is nominal, and better is larger. For
our analysis, smaller is better has been chosen since cutting energy is the response
component. Equation (1) reflects the lower is better relationship, where n is exper-
iment count, yi is the calculation of the objective variable in ith test and yi is the
particular cutting energy in this analysis

S

N
= −log

(
1

n

n∑
i=1

y2i

)
(1)

In order to find the noteworthy parameters and relations in the S/N ratio in a
confident interval of 95%, an analysis of variance (ANOVA) was carried out.

3 Results and Discussion

In order to establish a consistent finding of the levels linked with all parameter in all
step, in Table 3 machining conditions and the ranges of levels were tabulated. Exper-
imental data are listed in Table 4. The findings below demonstrate the importance of
the particular cutting strength.

Trial findings in Table 4 have been analyzed using analysis of variance (ANOVA),
which is used in Table 5 to classify the variables that greatly influence the particular

Table 3 Factors and levels of
the experiments

Machining conditions Level 1 Level 2 Level 3

Insert type Uncoated WC TiN-coated –

Cutting speed 90 150 224

Feed 0.35 0.4 0.45

Depth of cut 0.1 0.2 0.4
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Table 4 Experimental data

No. of test Machining parameters with levels Specific cutting
energy (J/mm3)Tool material Cutting speed

(rpm)
Feed (mm/rev) Depth of cut

(mm)

1 Uncoated 90 0.35 0.1 37.62

2 Uncoated 90 0.40 0.2 17.77

3 Uncoated 90 0.45 0.4 8.13

4 Uncoated 150 0.35 0.1 29.23

5 Uncoated 150 0.40 0.2 12.11

6 Uncoated 150 0.45 0.4 10.71

7 Uncoated 224 0.35 0.2 22.70

8 Uncoated 224 0.40 0.4 14.95

9 Uncoated 224 0.45 0.1 44.82

10 TiN-coated 90 0.35 0.4 6.50

11 TiN-coated 90 0.40 0.1 28.24

12 TiN-coated 90 0.45 0.2 12.74

13 TiN-coated 150 0.35 0.2 16.36

14 TiN-coated 150 0.40 0.4 9.03

15 TiN-coated 150 0.45 0.1 36.89

16 TiN-coated 224 0.35 0.4 10.09

17 TiN-coated 224 0.40 0.1 24.76

18 TiN-coated 224 0.45 0.2 12.54

Table 5 ANOVA for the specific cutting energy

Source DF Adj SS Adj MS F Value P-value C (%)

Tool material 1 0.23585 0.23585 4.25 0.067 4.20

Speed 2 0.14894 0.07447 1.33 0.306 2.65

Feed 2 0.00639 0.00320 0.06 0.945 0.11

Depth of cut 2 4.66252 2.33126 41.78 0.000 83.08

Error 10 0.55794 0.05579 9.94

Total 17 5.61165 100

cutting energy response variable. For α = 0.5 level of significance, i.e., 95 percent
level of confidence, this studywas carried out. A statisticallymeaningful contribution
to success measurements is known to be from sources with a P-value of less than
0.1. Percentage contribution rate of each parameter has been illustrated in the last
column.
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Fig. 3 Main effects plot for specific cutting energy

3.1 ANOVA for Specific Cutting Energy

From Table 5, the most critical element in the cutting energy is the cutting depth,
which accounts for around 83.08% of the overall variability. The next element
impacting the basic cutting energy with a 4.20% input is instrument material. There
is no effect on real cutting energy of the pace and feed. In Fig. 3, the main result
plot for the cutting energy reveals that with the use of TiN-coated carbide inserts, the
SCE decreases. The cutting speed and feed have positive relation with the specific
cutting energy and have negative correlation with depth of cut.

3.2 Influence of Tool Material on Specific Cutting Energy
(SCE)

Cutting energy generated during machining depends on cutting force. Sharpness of
the carbide insert keeps the cutting force as constant. Figure 3 shows that TiN-coated
insert has minimum specific cutting energy compared to uncoated cemented carbide
insert. The reason for the consumption of minimum SCE is retaining the sharp edge
of TiN-coated carbide insert. The TiN coating provides low friction, high hardness,
higher refractoriness and good adhesion to the substrate.
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3.3 Influence of Cutting Speed on Specific Cutting Energy
(SCE)

Cutting speed has positive correlation with cutting energy as shown in Fig. 3.
Although the working material is hard to machine, the SCE often increases as the
speed increases. This finding shows that with minimum energy consumption, an
optimal cutting speed can be chosen.

3.4 Influence of Feed on Specific Cutting Energy (SCE)

FromFig. 3, relation between the cutting energy and feed rate of tool was established.
The cutting strength decreases with increasing the tool traversing. It can be inferred
hereby that with increased feed, the overall specific energy has a decreasing trend.
Thus, the SCE reduces if the substance removal rate rises. From the formula, it is
noted

U = FcV

twV
= Power

MRR
(2)

where
U—specific cutting energy.
FC—cutting Force.
V—cutting velocity.
t—thickness of the material.
w—width of the work material.

3.5 Influence of Depth of Cut on Specific Cutting Energy
(SCE)

It was also observed that with increasing cutting depth as shown in Fig. 3, the real
cutting energy decreases. The volume of material removed is directly proportional
to the tool advancement, i.e., depth of cut. From Eq. (2), we know that MRR is
inversely proportional to the SCE. Table 5 shows that specific cutting energy was
greatly influenced by cutting depth.
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4 Conclusion

In this work, we have measured and refined the machining parameters for the
machining of 304 stainless steel using coated and uncoated carbide tool inserts.
As per the machining parameters and levels, the Taguchi’s L18 orthogonal array
was selected and experiments were performed according to the experiment design in
order to obtain quality characteristics. To figure out the importance of each cutting
parameter, analysis of variance was used. The conclusions of the present work are
given below.

• The cutting depth revealed that the basic cutting energy accompanied by the insert
type had more impact on it.

• The highest specific cutting energy 44 J/mm3 was observed at speed 224 rpm,
high feed rate 0.45 mm/rev and minimum depth of cut 0.1 mm with uncoated
carbide tool.

• The minimum specific cutting energy 6.50 J/mm3 was observed at 90 rpm,
0.35 mm/rev feed rate and 0.4 mm cut depth, with TiN-coated carbide insert.

• Minimum speed at 90 rpm, feed at 0.40 mm/rev, maximum cutting depth 0.4 mm
and tool-type TiN-coated carbide insert were observed to have minimal specific
cutting energy and are the ideal cutting parameters.
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Influence of Squeeze Time on Fracture
Mode of SS304 Spot Weldments

Bikash Kumar , Binaya Ranjan Maharana , Ajit Kumar Sahu ,
Swagat Dwibedi , Arijeet Jena , Subham Das , and Suraj Prasad

1 Introduction

In accordance with ongoing researches on resistance spot welding (RSW), it is
expressed as the principal method to join sheet metal for automotive-based structural
components such as transportation vehicles, commercially used spare parts, beverage
containers, household utensils. This process is extensively used and categorized as an
essential tool in automotive body construction owing to economic in nature, minimal
skill need, and robustness to structure tolerance variation [1]. The electric resistance
spot welding renders interplay between time, pressure, and heat simultaneously. In
this process, mechanical assemblies are readily accomplished by squeezing the base
metals in lap configuration to a particular pressure for a certain period using a copper
electrode and followed by high current flow at localized areas [2]. The application
of RSW has numerous advantages i.e., highest throughput, high-speed production,
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and adaptability for automation, to join especially low carbon and austenitic stain-
less steel sheets [3]. Austenitic stainless steels of 300 series are preferential candi-
date for structural application especially in the structural framework and body parts
of railway coaches and buses and house-based commercial components. Stainless
steel is a superior choice in terms of weight saving, increasing crashworthiness,
corrosion resistance, and recyclability. This group of steel exhibits an anomalous
attribute of mechanical toughness and fire resistance properties along with excellent
manufacturability, among the other steels [4, 5].

Weldability of stainless steel is one of the essential components that determine its
implementation in several industries. The nucleation of a certain phase with a partic-
ular phase fraction leads to the deterioration in mechanical and functional properties
of welded joints [6, 7]. This issue can be resolved either by the appropriate selection
of process or controlling process parameters. Several conventional and high energy
beam welding techniques are already explored to obtain excellent and sophisticated
welded joints. However, in the RSWprocess, no filler is required during welding, and
the optimum amount of heat input implies the least risk of fluctuation of dimension
in post-weld condition. Hence, this process is adopted for the present investigation.
Besides, weld quality and performance of electric spot welds remarkably affect the
safety design and durability of the structure. The failure mode of spot weld subjects
dramatic impact on the performance of welded structure, therefore, it can be stated
that failure mode is a qualitative measurement of mechanical properties [8].

Several researchers have given eminent effort to analyze the performance and
behavior of resistance spot welded structure and influence of various parameters
on the mechanical characteristics of final weldments. Principally it is revealed that
welding current, weld time, and electrode force are fundamental parameters that
decide the weld nugget size [9]. The geometrical dimension of the welded area
is characterized as a micro-indentation produced by an electrode during welding
and perceived that indentation size increases with process variables. Furthermore,
Charade, N. [3] studied the effect of welding current and electrode force on nugget
size and bond strength of thin SS304 spot welded structure. It is conveyed that
both i.e., diameter of weld nugget and strength (tensile-shear condition) of spot
weld increases with welding current, however, nugget size decreases with increasing
electrode pressing force. Hence, it can be concluded that less amount of electrode
force is required for the failure of spotweldments. It is also perceived that the hardness
value of the weld zone is somewhat higher than the HAZ and base metal [3]. It might
be due to the presence of retained δ-ferrite by virtue of partial transformation of δ

→ γ phase in the fusion zone [3]. On the contrary, for Ti-alloy, it was stated that
the increasing current time and electrode force improves tensile shear strength, and
the joint obtained under the argon atmosphere gave better strength [10]. Moreover,
hardness distribution showed a similar pattern as predicted by Charde et al. [3].
Bouyousfi et al. [11] investigated the influence of arc intensity, welding duration,
and applied load on the mechanical characteristics of welded joints of SS304 and
described that applied load seems to be the dominating control factor for mechanical
characterization rather than welding duration and the current intensity. Further, it
is also confirmed that there is no significant interrelation between nugget size and
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hardness distribution. Recently, Dwibedi et al. [12] illustrated the impact of welding
time on weld strength, size of nugget, mode of failure of resistance spot welded
structure and revealed that the nugget size widens upon increasing weld time as
well as the strength of welded metal increases with enhancing weld time up to an
optimized level.

From the above discussion, it is noticeable that diversification in mechanical
strength of spot-welded joint is possible by controlling weld input variables. Esti-
mation of optimized input parameters is a difficult task for the manufacturer to own
the desired strength. Hence, establish an interrelation between the input variable and
associated joint strength is of great interest in the present investigation. There is a
lack of literature available that focuses on squeeze time (which is a prevalent stage
during electric spot welding) on mechanical strength for thin stainless steel (SS304)
joint. In the present investigation, interrelation between squeeze time and mechan-
ical strength is analyzed. Furthermore, EDX testing is performed to investigate the
change in metallurgical characteristics within FZ and HAZ. Nevertheless, the signif-
icance of the mode of failure attained at different input parameters is extensively
explored.

2 Experimental Procedure

2.1 Materials and Methodology

Thin sheets of austenitic stainless steel (SS304) of cross Section 125mm× 25mm×
1mmare employed to formelectric spotweld in lap framework, as presented in Fig. 1.
Prior-weld edge processing of weldment is done by a conventional method to avoid
extra unwanted contaminated layer before welding. Prior weld coupons of dimension
125 × 25 mm2 are overlapped in such a way that the overlap dimension is observed
to be 25 mm. The elemental composition of the employed SS304 extracted from
EDX analysis, is documented in Table 1. The geometrical dimension of weldments

Fig. 1 a Layout of RSWweldment in lap configuration and b demonstration of welding parameters
applied during RSW process
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Table 1 Chemical composition of SS304 (wt.%)

Cr Ni Mo Si P Al C Mn Fe

18.4 8.9 8.42 0.34 0.03 0.164 0.08 1.06 Balance

Fig. 2 Overall experimental resistance spot welding setup used for the experimentation

and the sets of parameters applied during weld fabrication W1, W2, and W3 are
illustrated in Fig. 1a and b, respectively.

2.2 Experimental Setup

The electric spot welding setup used to perform the welding action is illustrated in
Fig. 2. Thewelding system comprises fivemajor parts, i.e., electronic control, paddle,
pressure gage, electrode, and compressor. The air compressor, coupled with a water
motor pump is used for cooling the entire welding setup. The fascinating feature of
RSW process is generating an enormous amount of energy for a significantly less
time span, that assist joining of metal within 10–100 ms for the part to be welded.

2.3 Welding Process Parameters

In order to scrutinize the influence of squeezing time during RSW of SS304 thin
sheets, weld joints are fabricated at three different squeezing time (cycles) i.e., 30,
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Table 2 Process variables employed for RSW of SS304

Case P (kg/cm2) I (kA) Ts (cycles) Tw (cycles) Th (cycles) To (cycles)

W1 5.0 6.6 30 25 25 20

W2 5.0 6.6 50 25 25 20

W3 5.0 6.6 70 25 25 20

P: Pressure, I: Current, Ts: Squeeze time, Tw: Weld time, Th: Hold time, To: Off time

50 and 70 cycles by keeping other parameters i.e., electrode force, welding current,
hold time, and weld time constant as illustrated in Table 2. A suitable combination
of welding parameters is required to produce stable and defect-free weld. Therefore,
several trials are done to optimize the three constant parameters after that fourth
variable i.e., squeezing time varied for weld fabrication. During the post welding
stage, the tensile-shear strength test is performed on the welded samples by using the
Universal Testing Machine to track the fracture mode/failure mode attained by the
SS304 weldments. All the tests are conducted with a cross-head speed of 2 mm/min.

3 Results and Discussion

3.1 Stage Performance of Spot Weld and Nugget Analysis

The entire RSW process is carried out in four different stages:
Ts−→Tw−→Th−→To, also demonstrated in Fig. 3a. The former two stages
are significantly important that decide the mechanical behavior of the final structure.
Initially, the time span up to which electrode applied pressure upon weld coupon

Fig. 3 a Interpretation of RSW process and b resistance spot welded samples under varied weld
condition
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prior to current flow is categorized as squeeze time. Squeezing operation impinges
on the lap configured weld-coupon by the electrode. The subjection of adequate
electrode force for an optimal time to subject squeezing action is the fundamental
prerequisite of weld fabrication. It should be noted that variation in squeezing time
can dramatically alter the mode of failure, which leads to the diversification in
metallurgical and resulting mechanical properties [13]. As squeezing time (W1~30;
W2~50; W3~70 cycles) gets over, welding time begins. Both heat and current are
simultaneously applied to the weld coupon that has to be weld. Highly localized
current is subjected so that spot melts the coupon, as a result, welded joint formed.
Furthermore, holding time as well as off time is subsequently applied for the proper
stability of welded joint up to ambient temperature. Figure 3b depicts the weld
nugget size evolved for different welded samples W1, W2 and, W3. The geometry
of the weld nugget shifted from circular to elliptical upon increasing squeeze time.
Owing to higher squeezing time, local heating takes place at a localized area which
softens the metal volume and, upon impingement of current heat, easily travels
along rolling direction rather than transverse direction. Hence, nugget geometry
changes from circular to elliptical, and the size of the weld nugget increases as well
at the micro scale but not significantly.

3.2 Mode of Failure Analysis

Figure 4 illustrates themode of failure attained by thewelded samples at two different
process conditions. It is observed that specimenW1 accomplished at lowest squeeze
time i.e., 30 cycles render pullout failure (PF), whereas specimen W3 (70 cycles)
exhibited interfacial failure (IF) mode. During PF mode, the weld nugget withdrew
from the oneweldment sheet. A fracturemay initiate from any region, which depends
upon the geometrical andmetallurgical characteristics of theweld zone and subjected

Fig. 4 Illustrates mode of
failure attained at different
weld condition a W1 (30
cycles) and b W3 (70 cycles)
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loading condition. Nevertheless, it is conveyed in the literature that the PF mode is
the most desirable failure mode and can render excellent mechanical properties. On
the contrary, the IF is an undesirable mode since failure propagates from the fusion
zone (FZ). Hence, it can be concluded that the specimens which are fabricated at low
squeeze time can exhibit good mechanical and metallurgical characteristics rather
than at high squeeze time.

3.3 Tensile-Shear Test Analysis

Mode of failure attained during the tensile shear test is the most prominent deciding
factor of mechanical performance. Figure 4 demonstrates the PF mode during the
tensile test for weld coupon W1 at lowest squeezing time i.e., 30 cycles. However,
IF mode is exhibited for W2, W3 weld metal fabricated at squeezing time of 50
and 70 cycles, respectively. The fracture initiation and propagation occur through
the FZ in an IF mode. Nevertheless, fracture initiates from base metal or HAZ or
HAZ-FZ boundary based on metallurgical and dimensional characteristics of FZ and
subjected load condition. Figure 5 shows the load-bearing capacity w.r.t elongation
prior to shear failure at different weld conditions. Maximum load-bearing capacity
of 8.32 kN and tensile strength of 324.04 MPa are perceived for weld metal W1 at
PF mode, whereas 7.10 kN and tensile strength of 279.4 MPa are found for W2 at
an IF mode. Another possible reason for the increase in load-bearing capacity for
W1 weld conditions is the presence of dimples in the fracture surface, leading to
a ductile mode of fracture [14]. Additionally, 6.67 kN and tensile-shear strength of
262.7MPa is found forW3.Weld nuggetW1 (squeeze time ~ 30 cycles) implies rela-
tively higher plastic deformation and enriched energy absorption during the pullout
mechanism. On the contrary, IF mode has an adverse impact on the crashworthiness
of welded structures. During weld nugget formation, the molten metal is squashed
to transfigure into spatter through the application of relatively high squeezing time.

Fig. 5 a Illustration of load bearing capacity and associated elongation at different weld condition
and b tensile-shear strength at various weld condition
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Hence, the deterioration of load-bearing capacity and associated tensile properties
with increasing squeeze time are indicated.

4 Conclusions

The present study conveys that failure mode is a sign of load-bearing ability and
energy absorption capacity. Additionally, the geometrical interpretation of the weld
nugget is carefully explored. The interrelation between squeezing time, mode of
failure and mechanical strength is established in the present study as well. Some
inferences drawn on the basis of present work are as follows:

a .Squeezing time is observed to be a crucial process parameter that influences
the weld nugget characteristics. Weld nugget geometry transformed to elliptical
from circular profile upon increasing squeezing time owing to metal softening
and local heating. Variation in size of weld nugget also noticed at the micro level.

b .Specimen fabricated at lowest squeezing time i.e., 30 cycles, exhibited pullout
failure that can access better mechanical properties, whereas specimen welded
at highest i.e., 70 cycles rendered interfacial failure, which is an indication of
detrimental performance.

c .Maximum load-bearing capacity of 8.32 kN and tensile strength of 324.04 MPa
are perceived for weld metal W1 (30 cycles) at pullout failure mode, whereas
6.67 kN and tensile strength of 262.7 MPa are found for W3 (70 cycles) at an
interfacial mode of failure.

References

1. Ozsarac, U.: Investigation of mechanical properties of galvanized automotive sheets joined by
resistance spot welding. J. Mater. Eng. Perform. 21, 748–755 (2012)

2. Moshayedi, H., Sattari-Far, I.: Resistance spot welding and the effects of welding time and
current on residual stresses. J. Mater. Process. Technol. 214, 2545–2552 (2014)

3. Charde, N.: Effects of electrode deformation of resistance spot welding on 304 austenitic
stainless steel weld geometry. J. Mech. Eng. Sci. 3, 261–270 (2012)

4. Dwibedi, S., Jain, N.K., Pathak, S.: Investigations on joining of stainless steel tailored blanks
by μ-PTA process. Mater. Manuf. Processes 33, 1851–1863 (2018)

5. Dwibedi, S., Bag, S., Lodhi, D.K., Kalita, A.: Joining of different thickness dissimilar materials
SS 316L/SS 310 by μ-PAW process. In: Shunmugam, M., Kanthababu, M. (eds) Advances in
additivemanufacturing and joining. LectureNotes onMultidisciplinary Industrial Engineering,
pp 569–578. Springer, Singapore (2020)

6. Dwibedi, S., Jain, N.K.: Investigation on autogenous joining of stainless steel sheets of different
thickness using micro Plasma Transferred Arc (μ-PTA) process (2016). http://dspace.iiti.ac.
in:8080/xmlui/handle/123456789/329

7. Kumar, B., Bag, S.: Phase transformation effect in distortion and residual stress of thin-sheet
laser welded Ti-alloy. Opt. Lasers Eng. 122, 209–224 (2019)

http://dspace.iiti.ac.in:8080/xmlui/handle/123456789/329


Influence of Squeeze Time on Fracture Mode … 313

8. Pouranvari, M.: Prediction of failure mode in AISI 304 resistance spot welds. Assoc.
Metallurgical Engineers of Serbia. 17, 23–29 (2011)

9. Aravinthan, A., Nachimani, C.: Analysis of spot weld growth on mild and stainless steel. Weld.
J. 90, 143–147 (2011)

10. Kahraman, N.: The influence of welding parameters on the joint strength of resistance spot-
welded titanium sheets. Mater. Des. 28, 420–427 (2007)

11. Bouyousfi, B., Sahraoui, T., Guessasma, S., Chaouch, K.T.: Effect of process parameters on
the physical characteristics of spot weld joints. Mater. Des. 28, 414–419 (2007)

12. Dwibedi, S., Kumar, B., Bhoi, S.R., Tripathy, S.R., Pattanaik, S., Prasad, S., Behera, R.:
To investigate the influence of weld time on joint characteristics of Hastelloy X weldments
fabricated by RSW process. Materials Today: Proceedings 26, 2763–2769 (2020)

13. Sadasue, T., Igi, S., Taniguchi, K., Ikeda, R., Oi, K.: Fracture behaviour and numerical study
of resistance spot welded joints in high-strength steel sheet. Weld. Int. 30, 602–613 (2016)

14. Dwibedi, S., Bag, S.: Assessment by destructive and non-destructive approach to characterize
90/10 cupronickel weldments. Materials Today: Proceedings 33, 5014–5018 (2020)



Finite Element Modeling of Temperature
Evolution During Selective Laser Melting

Nithya Srimurugan, Rishi Dwivedi, Vineesh Vishnu, Basil Kuriachen,
and K. P. Vineesh

1 Introduction

Additive manufacturing is a direct production process in which the components are
made from a 3D model using layer by layer deposition. Additive manufacturing
has emerged as a widely accepted technique in aerospace, automotive, medical, and
food industries owing to its capabilities of making net-shaped complex geometries,
better properties, no wastage of material, and less production time compared to the
conventional manufacturing methods. Powder bed fusion is a promising metal addi-
tive manufacturing method that utilizes various printing techniques such as Selective
Laser Melting (SLM), Electron BeamMelting (EBM), Direct Metal Laser Sintering
(DMLS), and Selective Laser Sintering (SLS). The SLM technique uses a high-power
density laser with a large thermal gradient to melt and fuse the metallic powders
and a rapid cooling cycle to solidify the part in an inert atmosphere. Despite many
advantages, SLM parts also suffer some defects include porosity, lack of fusion,
and tensile residual stresses. The defects finally cause the formation of cracks in the
printed parts and change in the part dimension and shape. The balling effect, tensile
residual stresses, and deteriorated surface finish, and localized thermal stresses are
detrimental to the acceptability of the parts for heavy-duty applications [1, 2]. Various
researchers focused their studies on residual stresses and part deformation during the
SLM process [3, 4]. Experimental techniques employed to measure the temperature
field and the residual stresses are very expensive and time-consuming [5]. Accurate
prediction of residual stress depends on the temperature field distribution during the
melting operation. To study the evolution of temperature in the SLM process, an
effective modeling is required.
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Roberts et al. [6] developed a 3D finite element model without radiation heat
transfer loss and predicted the temperature field during the SLM of Ti6Al4V alloy.
In another study, Li et al. [7] predicted the optimum process parameters needed for a
sound metallurgical bonding for AlSi10Mg alloy with the help of a 3D FEM model.
Khan et al. [8] performed heat transfer analysis during SLMofAlSi10Mg alloy using
adaptive remeshing technique to bring down the computational time and storage size.
Fu et al. [2] examined the effects of process parameters on the melt pool geometry
using FE model and validated the simulation results with experiments. Numerous
models were developed to study the temperature profile but are limited to predict
the temperature behavior with consideration of convective heat transfer inside the
molten pool.

In the present work, the transient temperature field is predicted using a finite
element model that is developed in the ABAQUS software. The model takes into
account of all the heat losses by conduction, convection, radiation and also by
convection inside the melt pool.

2 Methodology

2.1 Governing Equations for Heat Transfer Problem

The governing differential equation for a 3D heat transfer problem is given as

ρc
∂T

∂t
= ∂

∂x

(
k
∂T
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)
+ ∂

∂y

(
k
∂T
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)
+ ∂
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k
∂T

∂z

)
+ Q (1)

whereρ, c and k are the density, specific heat, and thermal conductivity of thematerial
and Q is the internal heat generation. The boundary conditions are the convection
and radiation heat transfer from the exposed surfaces which are given by the Eqs. (2)
and (3)

QC = h(T − T0) (2)

QR = σε
(
T 4 − T 4

0

)
(3)

To avoid the nonlinearity in the radiation term, an equivalent convective heat
transfer coefficient is defined as 0.0024 εT 1.61 with ε= 0.35. The related loss in
accuracy is predicted to be less than 5%on using this term [9]. The initial temperature
of the powder layer and the build platform is taken as 293 K.
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2.2 Laser Energy Modeling

The laser energy is modeled by assuming it as a Gaussian surface heat flux which is
symmetrical across the beam in terms of its irradiance [6]. The Gaussian heat flux
for the fundamental mode (TEM00) is given by

q(r) = 2αP

πR2
e−

2r2

R2 (4)

whereP denotes laser power,R denotes radius of laser beam andα denotes absorp-
tance of material which is taken as 0.1 [10]. The Gaussian heat flux is implemented
using the DFLUX subroutine in ABAQUS [11].

2.3 Finite Element Modeling

The Finite element model consists of a single layer of powder and build platform
as depicted in Fig. 1. The dimensions of the powder layer are 0.5 mm × 0.5 mm ×
0.03 mm and are made of Ti6Al4V alloy. The dimensions of the build platform are
2 mm× 2 mm× 0.1 mm and are made of AISI steel. The geometry of the FE model
is taken to be very small in size to reduce the computational time.

The powder layer is given as a fine mesh, whereas a coarser mesh is used for the
build platform. An 8-noded hexahedral element (DC3D8) is used for the heat transfer
analysis. Since latent heat effects are involved, a linear order element is used [12].
The thermal properties are given as a function of temperature and field variables for
the powder layer [10]. The liquid’s thermal conductivity is artificially enhanced to
account for the convective heat transferwithin themelt pool [9]. Field variable value 0
indicates powder state and field variable value 1 indicates solid/liquid state. By using
theUSDFLD subroutine [11], the field variable value is changed to 1 from 0when the
temperature at the integration point reaches above themelting point (i.e.1923K). The
simulation is performed for a single line laser scan track. The processing parameters
used in the simulation process are given in Table 1. A tie constraint is used between
the regions having dissimilar meshes [13]. The incrementation time is controlled by
setting a value to the maximum allowable temperature change per increment.

3 Results and Discussion

The nodal temperatures obtained at the end of the simulation are shown in Fig. 2. The
temperature distribution is analogous to the ones mentioned in the literature [7, 10].
The temperature is very high at the front end of the laser than at the rear end. This is
due to the liquid’s higher thermal conductivity than the powder, allowing improved
heat transfer.
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Fig. 1 Finite element model used in the simulation

Table 1 Process parameters
for SLM of Ti6Al4V

Process parameters Value

Powder layer thickness 0.03 mm

Laser power 140 W

Hatch spacing 0.1 mm

Scan speed 1.2 m/s

Laser spot size 0.1 mm
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Fig. 2 Nodal temperatures obtained at the end of the simulation

The temperature–time history for a point on the surface of the powder layer is
shown in Fig. 3. Once the laser beam approaches the point mentioned above, the
temperature increases above the melting point to a value of around 2000 K. When
the laser beam shifts forward, the temperature drops rapidly to around 750 K in a
span of few milliseconds. Thus, it can be concluded that the temperature changes
occur rapidly during the SLM process.

The variation of field variable with time is shown in Fig. 4, for the same point
which was discussed earlier. The field variable becomes 1 when the temperature
increases beyond 1923 K and this happens around 0.054 ms. After that, the field
variable value remains 1 up to the end of the simulation indicating a solid/liquid
state.

Fig. 3 Temperature–time history at a point on the powder layer surface
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Fig. 4 Variation of field variable with time at a point

The field variables obtained at the end of the simulation are shown in Fig. 5.
The red-colored region indicates the transformation of powder to solid-state, i.e.,
the solidified part and the unmelted regions shown in other colors. The unmelted
regions can lead to part porosity. This defect could be avoided by either decreasing
the scanning speed or increasing the laser power. Also, finermesh could have reduced
the region of unmelted powder.

Fig. 5 Field variables representing the melted regions
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4 Conclusion

A finite element model in 3D was developed in ABAQUS to obtain the temperature
field for a single line laser scan track by considering the physical characteristics of
the SLM process such as powder-liquid–solid phase transformation, temperature-
dependent thermal properties, and accounting for all the heat transfer losses. The
major findings are summarized below.

(1) The convection heat transfer which is taking place inside the melt pool is taken
into account and the temperature field obtained is analogous to thosementioned
in the literature.

(2) The developedmodel captured the rapid heating and cooling cycles involved in
the SLM process which is solely culpable for the formation of residual stresses
in the built part.

(3) The liquid’s thermal conductivity had a great impact on the cooling rate of the
melted portions of the powder layer

(4) The temperature near the front end of the laser is very high when compared to
the region near the rear end of the laser.

(5) To estimate the residual stresses, the temperature field obtained using the heat
transfer analysis can be used as a predefined field in the stress analysis.
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Effects on Mechanical Properties
of High-Density Polyethylene (HDPE)
Reinforced with Walnut Shell Powder

Adnan Ali Khan, Uzair Ali Khan, and Rafid Hassan

1 Introduction

A series of repeating monomers that may be either non-biodegradable or biodegrad-
able with technical properties for a good range of applications are called polymers.
Non-biodegradable materials are replaced by New and Eco-friendly materials devel-
oped by the industries driven by the present scenario to achieve a clean and green envi-
ronment Polymer. Composites are Two or more combined constituents are present at
the macroscopic level and are not soluble with one another. For composites’ develop-
ment based on non-biodegradable polymers and natural filler, remarkable research
work has been done. In several applications, polymers have replaced many tradi-
tional metals/materials in the last few decades. The reason behind this is the benefits
offered by polymers over conventional materials. The convenience of processing,
construction, and productivity is the foremost vital advantages of using polymers.
Polymers properties are modified using fibers and fillers in most of these appli-
cations, to match the high modulus or high strength requirements. When specific
properties are compared, over other conventional materials, fiber-reinforced poly-
mers give advantages. Applications of these composites are in various fields from
space crafts to appliances [1].

Apart from the base polymers, the plastic industry’s subsequent materials in terms
of volume are fillers. In plastic industries, natural fillers and mineral fillers are the
most frequently used fillers. Nowadays, for reducing the dependence on petroleum-
based resources due to the fast depletion rate of natural resources and improving
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the plastic properties, conventional mineral fillers are replaced by natural fillers in
plastic compounding [2].

Also, to overcome the other limitation related to the utilization of mineral fillers
(mainly talc, silica, glass fiber, asbestos, mica) in the plastic industry, which includes;
non-biodegradable, high cost, abrading of processing equipment, loss of energy
during processing, and increase in density of composite systems, a non-renewable
and abundant resource and its hazardous effect to the environment [3]. However,
the natural filler’s drawbacks are summarized as follows, poor surface adhesion to
hydrophobic polymers, degradation by moisture, non-uniform filler sizes, not suit-
able for the high-temperature application, susceptibility to fungal, insect attack, etc.,
[4]. Polyethylene offers an outstanding combination of thermal, mechanical, chem-
ical, physical, and electrical properties that are not present in other thermoplastics.
When compared to polypropylene, it has a high impact strength.

2 Materials and Material Methods

In the agro-industry, the walnut particle residue was generated in high proportion
by the walnut shell’s grinding. The walnut shells are underutilized, renewable agri-
cultural material, and generally, its color varies from light brown to dark brown.
The powder is purchased from a nearby local market. Manufacturer: HERBS AND
CROPS, particle size up to 60–100 mesh.

HDPE is manufactured from the natural gas ethane at low pressures and temper-
atures, using Ziegler–Natta and Phillips catalyst(activated chromium oxide) or
metallocene catalysts.

2.1 Method of Preparation of Filler Reinforced Polymer
Composites

Compounding to obtain required composites was done on mold cylinder in injection
machines. The pre-blend mixture was fed to the injection molding machine tube
through a hopper. The piston pushes material as the material entered the first zone
of the injection molding machine, the heated coil, and barrel melt or soften the
thermoplastic. The molten material was then forced through a nozzle to make a
continuous profile of the desired. Extrude strands were cooled at room temperature
and pelletized with the help of the cutter. The resulting pellets were kept in poly
bags, and they were dried for 2 h in sunlight. The dried pallets were put into the
hopper before being injection molded into the American Society for Testing, and the
standard test specimens were made following the ASTM standard. All the specimens
were molded using a manual injection molding machine. The melt temperature was
kept below 150 °C to prevent the thermal degradation of fillers.
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Three samples of each filler loading percentage (0%,10%,15%,20%)were
prepared to calculate the mean value of each filler loading percentage specimens,
i.e., tensile strength test specimen, wear test specimen, flame propagation rate test,
and water absorption test specimen on injection molding machine by using dies
according to ASTM standards, for studying the samples under tensile loading with
D638 ASTM standards, for studying the samples underwater absorption with D570
ASTM standards, for studying the samples under the flame propagation rate (burning
test) with D635 ASTM standards, for studying the samples underWear test with G99
ASTM standards.

3 Results and Discussions

3.1 Tensile Strength at Peak (Yield Stress)

When the percentage of filler is increased, stress at peak(yield) decreases, as shown
in Fig. 1. Virgin HDPE shows maximum stress at yield, i.e., 23.7 MPa. At 10%,15%
and 20% tensile strength at the peak is 22.9 MPa, 20 MPa, 19 MPa, respectively.
This shows the filler’s inability to assist the transmission of the stress to filler parti-
cles from the matrix throughout deformation. The attributed behavior is due to the
accumulation of the filler particles and poor interfacial adhesion between the filler
and the matrix. This is because the interfacial area increases with an increase in filler
content, which abridges interfacial bonding between matrix polymer (hydrophobic)
and filler particle (hydrophilic) and thus the tensile strength at peak is decreased.
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Fig. 1 Tensile strength at the peak of walnut shell powder and HDPE composite tensile strength
at break
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Fig. 2 Tensile strength at break of walnut shell powder and HDPE composite

The stress at break (tensile strength at break) of HDPE composites increases with
an increase in filler percentage from 0 to 20%, which is 4.7–12.8 MPa as shown in
Fig. 2. This behavior could be because of the toughness of natural filler property,
which reduces the elongation character of high-density polyethylene and increases
the tensile strength at break.

4 Elongation at Break

The change in the elongation property of filled HDPE due to filler loading is shown
in Fig. 3. The figure also shows a decrease in the elongation at break of the HDPE
composites on increasing the filler content of any particle size and leads to poor
interfacial bonding. Increased brittleness and decreased elongation at the break are
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Fig. 3 Elongation at break of walnut shell powder and HDPE composite
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induced by partial separation of interfacial spaces between the polymer matrix and
filler to obstruct stress propagation when tensile stress is loaded. Hence, the ductility
of the material is measured by the elongation at the break.

4.1 Wear Test

In Fig. 4, the load applied to the specimen is varied.When load applied is 1 kg, weight
loss decreases with an increase in filler content. When the load applied on specimens
is 2 kg, weight loss increases with an increase in filler loading. Similarly, weight loss
increases at 3 kg of load. It may be due to the presence of micro spaces between the
polymer matrix and natural filler particles. Generally, abrasion resistance is affected
by the heat dissipation characteristics of the polymer. The type and amount of fillers
added influence abrasion resistance. The bonding between the matrix and filler at the
interfacial regions gets weaken due to the frictional heating at the contacting area
and the normal load exerted by the abrasives over the composite. When the matrix
failed to support the fibers, serious fiber removal could occur and thus wear rate
increases rapidly. High wear and large wear particles formation is due to the fracture
of polymer at higher sliding velocity.

4.2 Water Absorption

The above figure shows the influence on polyethylene composites’ water absorption
behavior at different walnut shell powder filler content. A similar pattern of water
absorption is observed by all theHDPEcomposites as shown in Fig. 5, i.e, As the filler
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content increases, thewater absorption uptake also increases for all examined particle
sizes of the walnut shell powdered filler. An increase in water absorption uptake of
the polymer composite is also observed on increasing the particle size of the walnut
shell powdered filler. The strong hydrophilic nature of the walnut shell with many
hydroxyl groups within the fiber structure has been attributed to the behavior of a
walnut shell as a natural fiber. The water absorption of the lignocellulosic materials
is due to the hydrophilic nature of the walnut shells and leads in the emergence of
hydrogen bonds between water molecules on the filler’s cell wall and fillers.

4.3 Flame Propagation Rate

It is being analyzed that the walnut shell powder is expeditious as filler, and with
the reduction of the rate of burning of composite of HDPE and superior portion of
walnut shell powder will bolster the combustion and thus enhanced the filler loading
to make the environment by which the flame spread of composite decreases.

Proper dispersal of walnut shell powder filler inside the polymer matrix could
result from the above behavior. It is also being observed that the energy required to
commence burning in the composite system decreases due to the impotence of filler
(Fig. 6).

5 Conclusion

• The composite of the polymer, prepared using walnut shell powder and HDPE
matrix, is synthesized successfully.

• Characteristic changes have been observed in tensile strength, wear rate, water
absorption, and flame propagation rate of a composite.
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• Tensile strength at break increases at 20% filler, and tensile at peak decreases
when filler percentage increases.

• In composite, when filler percentage increases, the Elongation percentage
decrease.

• Wear and abrasion properties show the best result at 1 kg load.
• It is found that, as filler, walnut shell powder is inefficient in decreasing the burning

rate of HDPE composite, and the flame spread of the composite increases at a
good percentage of walnut shell fiber content.

• In case of water absorption, it is observed that the water absorption uptake of the
polymer composite increases with an increase in the particle size of the walnut
shell powdered filler.

• It is also concluded that walnut shell powder and HDPE composite are competent
for lightweight application.

• Additionally, it is being analyzed that the applications in which the critical factor
is a heavy load, the composite is not worthy. Moreover, it is also seen that as
the tensile strength reduces, the adhesive forces among HDPE matrix and walnut
shell powder become deficient or of low order.

• Twin co-rotating extruders for compounding should be used to ameliorate the fiber
matrix interfacial bondings and enhance the composites’ mechanical properties.

6 Validation of Results

A systematic and similar study of surface treatments’ effect on the properties of
PP/walnut shell fiber has been carried out by Ahmed J. Mohammed et al. [5], Tensile
properties at peak decrease as an increase in the percentage of filler. A similar trend
is observed by Ismail et al. [6] in lignocellulose filled composites. Furthermore, a
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decrease in tensile strength shows a poor or low order adhesion between the polyethy-
lene matrix and walnut shell powder. Increased brittleness is induced when tensile
stress is loaded and partially separated micro spaces are created between the polymer
matrix and the filler due to this poor interfacial bonding obstructing stress propa-
gation. It is suggested that the composite’s tensile strength can be enhanced with
a coupling agent’s assist. Significant work on polymer composites abrasive wear
behavior has been done by Khan et al. [7]; they performed the abrasive wear study
of natural fiber-filled epoxy composites. The wear/abrasion rate decreases when the
load applied is 1 kg but gradually increases when the specimen’s load is 2 kg and
3 kg.

The walnut shell’s hydrophilic nature causes the water absorption of the
HDPE/walnut shell composite materials. It results in hydrogen bonds forming
between filler and water molecules on the filler’s cell wall. Husseinsyah et al.
[8] have reported a similar observation in filling polyester systems using coconut
shells, i.e., an increase in filler content percentage; there is an increase in water
absorption percentage. M.U Obidiegwu et al. [9] observed different results with
polypropylene/walnut composite compared to this research, i.e., when increasing
percentages, flame propagation rate increases. Furthermore, HDPE/ walnut shell
powder composite shows a decrease in flame propagation rate when the percentage
is increased. This is because the walnut shell powdered filler’s inability decreases
the energy required to start burning in the composite system, demonstrating that
increasing the proportion of the walnut shells powder has a negative impact on the
flame resistance and heat spread through the matrix polymer.
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Grey-Fuzzy Modelling and Analysis
of Optimizing Turning Process
Parameters for Stainless Steel Material

V. Jegan Prasath, R. Karthick Kannan, R. Shanmuga Mugesh, N. Sugeesh,
S. R. Sundara Bharathi, and A. Arul Marcel Moshi

1 Introduction

All types of Stainless steel materials are used in the chemical, pharmaceutical, health,
textile, food production, nuclear and biomedical industries for varieties of applica-
tions. They have excellent mechanical characteristics even under high-temperature
conditions; and also have better oxidation and corrosion resistance properties [1].
Austenitic stainless steel is one of the important type of stainless steel class mate-
rials, which is most commonly employed in the production facilities. Generally,
austenitic stainless steel has a better mechanical properties as well as superior corro-
sion resistance [2]. Austenitic stainless steel is the majorly utilized steel material
in the production industries, nearly 70% over the other steel grades [3]. Austenitic
stainless steels find application in cutlery, tubing industries as well as in the produc-
tion of mechanical components like springs, screws, nuts and bolts because of their
high strength and corrosion resistance [4]. While performing turning process on any
material, it is very important to correctly consider the cutting parameters so that one
can achieve superior cutting performance. The mechanism behind the generation of
surface roughness is a complicated one and which is process dependent [5]. The
optimal selection of turning process parameters is always a leading phenomenon
to produce efficient products. In this research field, surface roughness and material
removal rate are normally considered as the significant output responses [6]. Fuzzy
logic modelling is followed by the researchers to obtain an effective way of inter-
preting the unclear data. Modern researchers had hybridized grey relational analysis
with the fuzzy logic modelling to create a great and flexible platform to improve
the production processes [7]. Multi-response optimization tools such as grey rela-
tional analysis and grey-fuzzy reasoning grade analysis are employed to identify the
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Table 1 Independent
parameters considered at
three levels

Parameters Level 1 Level 2 Level 3

Spindle speed (m/min) 200 400 600

Feed rate (mm/rev) 0.1 0.125 0.15

Depth of cut (mm) 0.1 0.2 0.3

better input parameter setting that simultaneously optimize the surface roughness
and material removal rate [8].

From the literature study, the significant usage of SS303material in industries was
understood. Also, the importance of optimizing the CNC turning process parame-
ters was understood. With this motivation, a multi-objective optimization study was
planned to perform on speed, feed and depth of cut using grey-fuzzy modelling
technique.

2 Materials and Methods

In the current study, spindle speed, feed rate and depth of cut are chosen as the
primary independent factors at three distinct levels, which are represented in Table
1. Themechanical properties and chemical composition of SS303were referred from
literature [9]. Physical vapour deposited carbide inserts were used for the machining
work. The experimental analysis was performed based on Taguchi’s L9 orthogonal
array design. The output responses considered for optimizing the input parameters
are MRR and SR.

3 Optimization Analysis

3.1 Grey Relational Analysis

Generally, a system containing few known and few unknown information is termed
as grey system. For obtaining the optimal results for more than one output responses
simultaneously with a common input parameter combination, grey relational anal-
ysis is followed [10–12]. The ultimate objectives of the present study are (i) mini-
mization of SR and (ii) maximization of MRR on the finished product machined
by CNC turning process [8, 13]. Thus, the responses SR and MRR are simultane-
ously considered for the optimization analysis, for which grey relational analysis is
followed.
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3.2 Grey-Fuzzy Logic

In fuzzy logicmodelling, raw information about a process is correlated bymimicking
the way of human reasoning. In fuzzy modelling, the input data and arrived experi-
mental results are fed as normalized values, i.e. between ‘0’ and ‘1’. This technique
is used to predict the output values for various input factor settings within the range
inspite of not performing the actual experimentation. It is an efficient mathematical
model in which, the fuzzifier uses various membership functions to fuzzify the input
factors. For the present study, grey relational coefficient values are considered as
the input parameters for the grey-fuzzy reasoning grade analysis. The normalized
values of the input and output data are correlated with the help of fuzzy inference
engine. At the end of the process, the defuzzifier helps to convert the fuzzy value
into a grey-fuzzy reasoning grade.

4 Results and Discussion

Experimentation was performed based on the L9 orthogonal array design, and the
results for SR andMRR are obtained and represented in Table 2. Since the considered
output response values are with different units, each set of responses are normalized
between ‘0’ and ‘1’ using the formula referred from literature [14, 15]. In the next
step of GRA, the deviation sequence values are predicted for normalized output
response values by quantifying the variation between each value and their maximum
response value [9]. The normalized values and deviation sequence corresponding to
the output responses for the nine experimental set are represented in Table 2.

Table 2 Output responses and grey relational analysis results

Output
responses

1 2 3 4 5 6 7 8 9

SR Exp 0.240 0.250 0.280 0.210 0.380 0.370 0.230 0.290 0.220

Nor 0.824 0.765 0.588 1.000 0.000 0.059 0.882 0.529 0.941

Devi 0.176 0.235 0.412 0.000 1.000 0.941 0.118 0.471 0.059

GRC 0.739 0.680 0.548 1.000 0.333 0.347 0.810 0.515 0.895

MRR Exp 2.000 5.000 9.000 8.000 15.00 6.000 18.00 8.000 18.00

Nor 0.000 0.188 0.438 0.375 0.813 0.250 1.000 0.375 1.000

Devi 1.000 0.813 0.563 0.625 0.188 0.750 0.000 0.625 0.000

GRC 0.333 0.381 0.471 0.444 0.727 0.400 1.000 0.444 1.000

GRG 0.536 0.530 0.509 0.722 0.530 0.373 0.905 0.480 0.947

Rank 4 5 7 3 6 9 2 8 1
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In the third step, grey relational coefficient values are calculated using the regular
procedure mentioned in the literature [16, 17]. Then, grey relational grades are calcu-
lated just by taking the average of the grey relational coefficients of the output
responses for each set [18]. The calculated values are represented in Table 2. Based
on the GRG values, the results are ranked from ‘1’ to ‘9’. Rank ‘1’ refers to the most
optimal input factor combination.

GRC values predicted from the grey relational analysis are fed as the input factors
for developing the grey-fuzzymodel. The corresponding grey relational grades for the
corresponding nine experimental set are fed as the output responses. The developed
grey-fuzzy Mamdani model is as shown in Fig. 1. All the input and output values
are not directly fed; instead of that, they are included through the fuzzy rules. For
that, the inputs are considered at five different fuzzy levels such as (a) Very Small—
VS, (b) Small—S, (c) Medium—M, (d) Large—L and (e) Very Large—VL. The
output responses are considered at nine different fuzzy levels such as (i) Tiny—T,
(ii) Very Small—VS, (iii) Small—S, (iv) SmallMedium—SM, (v)Medium—M, (vi)
MediumLarge—ML, (vii) Large—L, (viii) Very Large—VL and (ix) Huge—H. The
developed grey-fuzzy rules are simply represented in Table 3.

TheGRGcanbe predicted using the generated fuzzy logic analysis. The defuzzifer
converts the fuzzified value into non-fuzzified value. The converted non-fuzzified
value is termed as grey-fuzzy reasoning grade. Trapezoidal type of membership
function is used as the membership function in the current study. Figure 2 represents
the developed MF of grey-fuzzy reasoning grade.

Figure 3 represents the graphical representationof grey-fuzzy reasoningprocedure
for the Exp. No. 1, in which the generated grey-fuzzy rules are represented in rows,
and the columns represent the inputs and grey-fuzzy reasoning grade. The locations
of trapezoidal zones represent the predicted fuzzy logic sets for each set of input
and the corresponding output value. The height of the trapezoidal zone represents
the fuzzy membership value corresponding to the fuzzy set. For the Ex. No. 1, the
input values of grey relational coefficient of surface roughness and MRR are 0.739
and 0.333, respectively; the grey-fuzzy reasoning grade value obtained for Ex. No.
1 was obtained from the generated model as 0.54.

Fig. 1 Developed Fuzzy logic model for the machining responses
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Table 3 Fuzzy rule for Grey-fuzzy reasoning grade

S. no MF for GRC
of SR

MF for
GRC of
MRR

Grey-fuzzy
reasoning
grade

S. no MF for GRC
of SR

MF for
GRC of
MRR

Grey-fuzzy
reasoning
grade

1 VS VS T 14 M L ML

2 VS S VS 15 M VL L

3 VS M S 16 L VS SM

4 VS L SM 17 L S M

5 VS VL M 18 L M ML

6 S VS VS 19 L L L

7 S S S 20 L VL VL

8 S M SM 21 VL VS M

9 S L M 22 VL S ML

10 S VL ML 23 VL M L

11 M VS S 24 VL L VL

12 M S SM 25 VL VL H

13 M M M

Fig. 2 MF for grey-fuzzy reasoning grade

After the successful generation of grey-fuzzy model, the available set of grey
relational coefficient values are fed and checked for the entire experimental combi-
nations. The grey-fuzzy reasoning grades obtained from the developed model are
represented in Table 8. The deviation of the grey-fuzzy reasoning grade values from
the actual grey relational grade values are computed and represented in Table 4,
which is found to be very minimal or negligible.

Table 4 shows that Ex. No. 9 indicates the best combination of process param-
eters for machining with best quality in short time. For considering the effect of
uncontrollable factors in the experimental results, signal-to-noise ratio values for the
predicted grey-fuzzy reasoning grade values are calculated using Minitab software
and the main effect plot for the S/N ratio values of the grey-fuzzy reasoning grades
is arrived as shown in Fig. 4.



336 V. J. Prasath et al.

Fig. 3 Fuzzy logic rules checker for the model exp. no. 1

Table 4 Grey-fuzzy reasoning grades and their ranks

Ex. no Grey-fuzzy reasoning
grade

Rank Actual grey relational
grade

% of deviation from
actual GRG

1 0.540 4 0.536 0.75

2 0.529 6 0.530 0.19

3 0.515 7 0.509 1.80

4 0.727 3 0.722 0.69

5 0.539 5 0.530 1.70

6 0.374 9 0.373 0.27

7 0.879 2 0.905 2.87

8 0.477 8 0.480 0.63

9 0.904 1 0.947 4.54

From the main effect plot drawn for the grey-fuzzy reasoning grade values, the
optimal parameter combination has been found to be (A3-B1-C2) [19]. For the found
out optimal condition, a new experimentation was performed and the results were
arrived as follows: surface roughness: 21 µm and MRR: 12 cm3/min. The results of
ANOVA show that the process parameter spindle speed has the most influence on
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Fig. 4 Main effect plot for
the grey-fuzzy reasoning
grade values
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obtaining best surface finish for the CNC turned SS303 (37.91%). The influence of
other parameters was noted to be 36.44% (depth of cut) and 20.60% (Feed rate) [20].

5 Conclusions

The optimal combination of independent parameter setting for turning the SS 330
material with PVD coated insert tools using the generated grey-fuzzymodel has been
investigated in the present study. The best performance characteristics were obtained
with an optimal setting of A3-B1-C2 (200 m/min cutting speed—0.1 mm/rev feed
rate—0.2 mm depth of cut). ANOVA results revealed that spindle speed (37.91%)
and depth of cut (20.60%) are the predominant factors which affect the SR andMRR
on turning SS303.
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The Study of Kenaf/E-Glass Fibre
Content on Mechanical Properties
of Biopolymer Cashew Nut Shell
Liquid/Epoxy Matrix Blended
Composites

R. Prabhakaran, R. Venkatakrishnan, and N. Narmada Devi

1 Introduction

Fibre-strengthened polymer compositematerials are being utilized for creating trans-
portation vehicle body parts, building development works, marine structures and
air space application structures widely [1]. In the new recent years, the utiliza-
tion of composite materials has been expanded in businesses step by step. Polymer
composites are progressively being utilized alternative for conventional metal mate-
rials because of their light weight, high solidness to weight proportion and higher
solidarity to weight proportion [2]. Different attributes of composite materials, for
example, grating obstruction, complete surface profile, improved exhaustion flex-
ibility strength and noble cause execution caused fast expansion in the use of
composite materials [3]. Regardless, to additionally broaden the use of composite
materials, the presence of such structures should be perceived under particular
mechanical stacking conditions going fromsemi-static to dynamic and effect stacking
[4]. Cashew nut shell liquid (CNSL), an extraction from cashew nut shell has a wide
range of functional products. Cost of raw materials is better advantage over conven-
tional synthetic phenolic resins and gives excellent properties to meet the improving
needful for quality and durability in bonding between surfaces. The CSNL resins
are primarily used in the production of different kinds of end products in the various
industries such as Polymer, coating paints, synthetic plastic, etc. These resinsmaterial
give a higher performance to composite materials [5].
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2 Fibre and Resin Materials of Composite

2.1 Sources of Materials

Kenaf/E-glass fibres are easily available resources in market. Both fibres are
stretching in the way of woven mat. The orientations of fibres are perpendicular
stands of fibre mats. Thematrix materials of CNSL/Epoxy resin along with Hardener
were bought from private manufacturing company [6].

2.2 Processing of Chemically Alkali Treatment of Fibres

In alkaline chemical treatment of natural fibres is dipped in Sodium hydroxide solu-
tion for a 24 h of time. The 50 g of Sodium hydroxide mixed to one litre of water;
natural fibres dipped in these alkali solutions. After some given hours, the fibres
are deeply washing in running water to remove NaOH in surface of the fibres.
These chemical treatments promote to induce the improvement of surface roughness,
obtained results in good mechanical interlocking bonds [7].

2.3 Methods of Preparation of Composite Materials

The Kenaf/E-glass fibre composite materials which fabricated as per prepared
percentage of samples composition as shown in Table 1. Mostly matrix material
which has higher percentage when compared to fibre reinforcement, because of
good wettability of the composites. From these Table 1 as shown, 30% of fibre and
70% of resin were taken. Further 70% of resin can be divided as per blending ratios
of 0, 20, 40, 60, 80 and 100% of CNSL/Epoxy resin [8]. The mixing ratio of resin
with hardener is 10:1 ratio for curing of liquid form to solid form of resin mate-
rials. These are primary preparation of composite materials. And next preparation is

Table 1 Characterization of preparation of samples

Samples Fibre 30% Resin 70% (g) Blended polymer

kenaf (g) E glass (g) Cnsl EPOXY Cnsl + EPOXY

A 60 60 280 0 280 0% + 100%

B 60 60 280 56 224 20% + 80%

C 60 60 280 112 168 40% + 60%

D 60 60 280 168 112 60% + 40%

E 60 60 280 224 56 80% + 20%

F 60 60 280 280 0 100% + 0%
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Fig.1 Prepared 80% CNSL
sample

mould preparation as given required size of samples. The size of mould is 300 mm
of length, 300 mm of breadth and 10 mm of thickness to fabricate rectangular plate
of composite materials. Before applying of resin, polyvinyl acetate or spray wax is
coated in outer surface of the mould for easy removal of fabricated composite after
curing. After coating of wax, initially first layer of resin was applied to wettability
of fibres. These composites consist of six layers of lamina of Kenaf/E-glass woven
mat fibres. Layer by layer resin and fibre are compressed by dead weight above the
film sheets of mould. After curing of composite materials, it is removed from mould
surface without cracking/ damages in fibres as shown in Fig. 1. Table 1 shows that
different samples preparation of composite materials.

2.4 Various Testing of Composites

The experimental testing of natural fibre compositematerials involves a wide extends
of testing types and test in a variety of different environments. The main objective
of the mechanical testing of natural composite is the examination of mechanical
parameters such as strength, stiffness and other physical properties. Elasticity, flex-
ural bending strength and impact strength property were obtained by ASTM testing
standards machines. Six specimen samples were tried for every creation, and normal
outcomes were utilized. Rigidity, flexural strength and Impact strength esteems were
resolved for different examples and are appeared.
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3 Results and Conversation

3.1 Longitudinal of Tensile Strength

Longitudinal of tensile strength is the amount of load or stress that can bewithstoodby
a composite material before it stretches and cracks. The longitudinal tensile strength
of composite materials is determined mostly by the strength and volume content
of the fibre reinforcement. For tensile strength, specimens are prepared as per the
ASTM standard of ASTMD3039. Figures 2 and 3 show that before and after testing
of tensile test samples. The results were obtained after carried out specimen test,
and the data are plotted in graph shown in Fig. 4. From these plotted graph data,
the obtained results CNSL resin added to epoxy matrix which can be reduce brittle
property of epoxy resin. From specimen (A) has higher value when compared to
specimen of pure CNSL resin.

Fig.2 Tensile specimen

Fig.3 Tensile specimen
after tensile test
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Fig.4 Different proportion of CNSL/Epoxy Composite on tensile strength

3.2 Flexural Test

The flexural properties of compositematerials can be varied depends upon rate strain,
working temperature and thickness of specimens. For flexural strength, specimens are
prepared as per the ASTM standard of ASTM D7264. This experiment was carried
out by three point bend test. The results were obtained after carried out flexural
specimen test, and the values are plotted in graph shown in Fig. 5. From these plotted
graph data, the obtained results CNSL resin added to epoxy matrix which can be
reduce brittle property of epoxy resin. From specimen (A) has higher value when
compared to specimen of pureCNSL resin. The epoxy resinwhich has higher flexural
strength because of toughness of materials.
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3.3 Drop Weight Impact Test

The impact resistance of composite materials can be performed with a swinging or
a dropping known weight. For impact strength, specimens are prepared as per the
ASTM standard of ASTMD7136. The results were obtained after carried out impact
specimen test, and the values are plotted in graph shown in Fig. 6. From these plotted
graph data, the obtained results CNSL resin added to epoxy matrix which can be
reduce brittle property of epoxy resin. From specimen (A) has higher value when
compared to specimen of pure CNSL resin. The epoxy resin which has higher impact
strength because of toughness of materials and CNSL resin has high viscosity and
ductile materials. The pure CNSL composite materials absorb impact load to restrict
crack formation of specimens. Figure 7 indicates the impact strength of different
proportion of CNSL/Epoxy composite which advocates this concept.

Fig.6 Impact specimen
a before impact test b after
impact test
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4 Conclusion

The combination of kenaf/E glass fibre reinforcement with various blended matrix
ratio ofCNSL/Epoxymatrix composite has been fabricated. Testing results of various
strength of tensile, flexural and impact strength of natural composite can be examined.
From the results, the elongation of tensile property of pure epoxy matrix composite
which higher than the 100%CNSL resin materials. CNSL resin highly resists impact
load on materials due to ductile property. The biodegradable cashew nut shell liquid
(CSNL) improves elasticity as extent increments because of changing fragile into
malleable property in those composite materials.
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Study on Mechanical Behaviours
of Newly Formulated Aluminium Alloy
(6082) Reinforced with Boron Carbide
and Rice Husk Ash

V. Thirumaran, M. Ganesh, K. Ganesha Balamurugan, and M. Sutharsan

1 Introduction

Aluminium-based matrix composites are famous for their extraordinary combina-
tion of mechanical and tribological properties which are hardly achievable due
to excess usage of metals. Metal matrix composites based on aluminium are
useful in the design of modules in, andmanymore, marine structures, boats, automo-
tive and equipment, combat assemblies, leisure and recreation. Low strength and low
melting point are still a concern. Metal matrix composites (MMCs) have improved
greatly properties, including high specific strength, specific module, damping ability
and strong wear resistance compared to unreinforced alloys. Composites containing
lowdensity and low cost reinforcements seem to be of growing interest. Rice husk ash
(RHA) [1–3] is a tremendous environmental hazardous material and harms the land
and the surrounding area in which it is deserted. The atmosphere is thus safe from
such waste. Its excellent combination of properties such as good wear, low thermal
expansion coefficient, high specific strength, rigidity, corrosion and high temperature
resistance, among others, is due to the well-recognized good performance in opera-
tion and consequent high demand for aluminium metal matrix composites (AMCs).
The density [4–6] of B4C (2.52 g/cm3) is lower than that of aluminium, and its total
density is decreased by adding B4C to RHA (1.63 g/cm3) based al6082-based metal
matrix composite [7–10] and the other characteristics will be further strengthened.
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2 Materials and Methods

2.1 Matrix Materials

The 6082 aluminium alloy is a moderate alloy with outstanding strength and corro-
sion resistance. With Al 0.8 Mg 0.9 Si 0.8 Mn is its main composition. The higher
strength aluminium alloy (Al) 6082 has substituted the aluminium alloy (AA) 6061
in different applications as a comparatively recent alloy. An addition of large amounts
of manganese makes the alloy stronger. It is indeed usually heat treated to generate
tempers with a higher strength but lower ductility, but it cannot be work hardened.
Al 6082 is most widely used in military-based application, ship building structures,
towers and motorboats due to high corrosion resistances.

2.2 Reinforcements

Boron carbide (B4C). Boron carbide’s tendency to withstand neutrons without
producing long-lived radio nuclides makes it desirable in nuclear plants as an
absorbent for neutron bombardment. The covering, control rod and close down
pellets are nuclear applications of boron carbide. Boron carbide is also powdered
inside control rods, in order to increase its surface area. One of the toughest mate-
rials known is boron carbide, ranked third below diamonds and spherical beryllium
nitride. The density of B4C is 2.52 g/cm3. Due to reduction in density the mechan-
ical properties of newly formulating alloy come reduced its density and increase its
strength-to-weight ratio.

Rice husk ash (RHA). In recent days investigation found that the rick husk ash
contains more amorphous silica (80–95%) in their ash particles. It makes the silica
to convert and acts like a cristobalite in the forming cluster and increase the bonding
capacity of a particles. The density of an RHA is much lesser with compared to
Al6082, which shows reduction in density and increases in bonding and clusters to
its formulation of ametal matrix composites. RHA ismost widely preferred to reduce
the agro waste and eco-friendly to environment (Table 1).

Table 1 Chemical
composition of the RHA
compound/element wt%

Component Percentage (%)

Silica (SiO2) 90.23

Carbon (C) 4.4

Calcium-oxide (CaO) 2.53

Potassium oxide (K2O) 1.40

Haematite (Fe2O3) 1.44
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Fig. 1 Blending of B4C & RHA with Al6082

The RHA is rinsed well and dried for around three days, and it is burned with
a charcoal burner after dried for long days and maintained around 300 °C. The
roasted RHA is ground with and mixer, and powdered particles are made small
in microstructure particles. And after that it is preheated around 600 °C for 7 h
before the preparation of blending of powder components. The silica is more in
ash, and thus, it will act as a fine filler to that reinforcement materials and forms a
fine blending reduces its fine porosity at different compositions. Figure 1 shows the
blended particles with aluminium.

2.3 Samples Preparation

From the previous investigation, we tabulated various compositions of adding rein-
forcement with the based matrix material. And it is tabulated in Table 2. The total
percentage of variation in reinforcement varies from 0 to 20 wt% of overall weight
calculation of newly formulated alloy.

Table 2 Composition of
newly formulated
Al6082-B4C-RHA

Sample No Al6082 (%wt) RHA (%wt) B4C (%wt)

1 80 2.5 17.5

2 80 5 15

3 80 7.5 12.5

4 80 10 10

5 80 12.5 7.5

6 80 15 5

7 80 17.5 2.5

8 80 20 0

9 80 0 20
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Fig. 2 Compaction press, crucible, die and ejected specimen

Development of composites. In this work we had taken Al6082 as a matrix material,
and B4C and RHAwere selected as reinforcement material to fabricate composite by
using powder metallurgy technique. The blend is prepared for different compositions
of each powder material weighted individually for the required composition using a
digital weighing scale. The measured blend is taken in a ceramic beaker and stirred
well with the help of a stirrer made by ceramic. The stirring has to be done for ten
minutes properly to get the homogenous mixture. The prepared blend is poured into
the die and filled to the desired level. Using filler the blend is filled thoroughly into
the die for better compaction. The die is placed safely into the MCTM machine.
The load is then applied gradually to the die for compaction. Figure 2 shows the
schematic diagram of powder metallurgy route.

2.4 Theoretical Calculation of Density and Porosity

The density of formulated matrix is used to measure the bonding strength and
compactness of the reinforcement particle in the substance. The experimental
density is calculated by Archimede’s principle. The theoretical density (ρ) of
Al6082-B4C-RHA is calculated by

ρ(Al6082+ B4C + RH A) = Vol. Al6082× ρAl6082

+ Vol.B4C × ρB4C

+ Vol.RH A × ρRH A (1)

Calculation for 1 composition: Al-80%, B4C-17.5%, RHA-2.5%

Al = 3.927*0.80 = 3.142 g.
B4C = 3.927*0.175 = 0.687 g.
RHA = 3.927*0.025 = 0.098 g.

Porosity is the formation of bubbles inside of the casting after cooling the hybrid
metal matrix composite. Porosity takes place since a large volume of dissolved gas
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can be absorbed by most liquid materials, but the rigid structure of the same mate-
rial cannot, so the gas forms bubbles within the composite material as it cools. In
surface the gas porosity might be trapped on some surface to the presence of oxygen,
hydrogen and other components. Porosity (P) of Al6082 metal matrix composites
compared with the newly formulated composites was calculated by.

(P) = 1− ρ Experimental

ρ Theortical
(2)

3 Results and Discussion

3.1 Microstructure Analysis of Newly Formulated Composite

In this investigation we have micro scoped the fabricated specimens in to 1000X,
1500X, 2000X using scanning electronmicroscopy after heat treatment, Fig. 3 shows
the microstructure of the alloyed specimens with rice husk ash particle and boron
carbide particle. The boron carbide phase is fined in dark phase with the metal phase
white, and some clusters are formed in interlocking of phase materials as shown
in Fig. 3A. Some agglomeration is formed at the bonding with reinforcement in
Fig. 3B. Finally, we have observed that in Fig. 3C Sample 6, the particles are equally
distributed and alloyed with matrix phase, there is no agglomeration and clusters are
formed in the alloying element and give better continuity of phase distribution. This
shows the fine surface texture and clear phase distribution of an alloying element. In
Fig. 3D the particle of reinforcement increased and it has been found that cracks on
the surface and phase distribution is also not clear and porosity is much increased
and the fragile nature is out bounded in the surface. From this we have observed that
the particle distribution of RHA and B4C is cleared up to the phase of figure shown
in 3C.

3.2 Evaluation of Mechanical Properties

Tensile strength. Tensile strength of newly fabricated composite with different
weight ratios of reinforcement (B4C & RHA) in shown in Fig. 4. From this we
have observed that increase in weight percentage of RHA decreases the tensile
strength of thematrixmaterials and same time the increase in B4C the tensile strength
increases versatile up to 15%wt and 5%wtRHA.After addition of boron carbidewith
a weight of 15% tends to reduced the tensile strength of the fabricated element. The
maximum tensile strength of 167.5 Mpa is observed at sample 6. From the result we
concluded that the maximum strength is achieved up to 15wt% of boron carbide, and
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Fig. 3 Microstructure of AA6082/B4C/RHA of different SamplesA 10% of B4C and 10% of RHA
is added with aluminium 6082 powder.B. 12.5% of B4c and 7.5% of RHA is added with aluminium
6082 powder. C. 15% of B4c and 5% of RHA is added with aluminium 6082 powder. D. 17.5%
B4C and 2.5%RHA is added with aluminium 6082 powder

the secondary reinforcement particles RHA possesses higher strength by offering
more resistance. Henceforth after heat treatment 17% of increase in tensile strength
is observed on the same sample.

Ductility. The influence of the reinforcement ratio add-on RHA and B4C on the
ductility of the composite is shown in Fig. 5. We have observed that increase in
wt% of RHA increases the ductility of and composite. This is due to the presence
of cluster particle in boron carbide (Fig. 3B). This is due to the increase in hardness
of B4C cluster. Sample of Al6082- 12.5 wt% RHA and 7.5 wt% B4C shows the
maximum ductile. The experimental value is compared with theoretical value after
heat treatment, and we have observed that 16.7% increase in ductility is obtained
and it is shown in Fig. 5.
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Fig. 4 Tensile strength of Al6082-RHA-B4C

Fig. 5 Ductility of AA6082/RHA/B4C

Hardness. Figure 6 shows the hardness of various compositions of reinforcement
before heat treatment and after heat treatment. From this we have observed that
sample 6 (Al 6082 of 15wt% B4C and 5wt% RHA) shows maximum hardness
of 62BHN before heat treatment and after heat treatment the hardness is further
improved to 74BHN and surface textures are very clear and clean. The particle
distribution and cluster formation in the phase show better results, almost 15.3%
increase in hardness is observed after heat treatment.

Specific strength. InTable 3 the experiment and theoretical density are compared and
specific strength after heat treatment is compared. We observed density of 15% wt
B4C and 5% wt RHA (sample 6) with Al6082 matrix being 2.74 g/cm3. The theoret-
ical density of this composition is calculated, and it was found to be 2.70 g/cm3. The
composition Al6082 with 7.5wt% of B4C and 2.5% RHA shows better mechanical
properties. The theoretical density is compared with the fabricated hybrid aluminium
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Fig.6 Hardness of AA6082/RHA/B4C

Table 3 Experimental evaluation of porosity and specific strength

Sample. No Theoretical
density value
(g/cm3)

Experimental
density value
(g/cm3)

Porosity (%) Tensile strength
as cast

Specific
strength
(kN-m/kg)

1 2.43 2.72 1.49 87 21.58

2 2.65 2.72 2.64 91 16.76

3 2.63 2.70 2.66 100 17.48

4 2.60 2.71 4.23 110 22.34

5 2.71 2.72 0.36 125 15.73

6 2.70 2.74 1.48 167.5 47.35

7 2.69 2.63 1.85 153.4 43.94

8 2.69 2.51 2.23 102.3 20.14

9 2.67 2.72 1.87 104.3 19.83

matrix 6082, and it shows the maximum increase in the sample 6 and gives higher
strength-to-weight ratio among the newly fabricated materials.

4 Conclusion

A newly formulated Al6082-RHA-B4C composite with different weight ratios of
reinforcement is fabricated by using powder metallurgy routing process. By studying
the microstructure and properties of composites, the following conclusions can be
drawn:

• A newly formulated hybrid metal matrix composite Al6082-RHA-B4C has been
fabricated by using the powder metallurgy routing method.
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• In microstructure analysis we have found that phase changes and particle distribu-
tion of reinforcements with different weight ratios. And sample 6 (15wt% of B4C
and 5wt% of RHA) shows a clear bonding texture and even particle distribution
after heat treatment.

• Themaximum tensile strength of 167.5Mpa is observed at sample 6, with aweight
ratio of reinforcement 15wt% of B4C and 5wt% of RHA shows maximum value
on both heat treatment processes.

• SampleNo. 6 (Al6082 of 15wt%B4C and 5wt%RHA) showsmaximumhardness
of 62BHN before heat treatment and after heat treatment the hardness is further
improved to 74BHN and surface textures are very clear and clean.

• Maximum ductility is observed on (Al6082 with 15wt% B4C and 5wt% RHA).
• Specific strength of Al6082 and 15%B4C and 5% RHA composites shows

maximum of 47.35kN-m/kg, its shows much higher when compared with base
matrix material.
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Attractor Plot as an Emerging Tool
in ECG Signal Processing for Improved
Health Informatics

Varun Gupta, Yatender Chaturvedi, Parvin Kumar, Abhas Kanungo,
and Pankaj Kumar

1 Introduction

Nowadays healthcare demands qualitative as well as quantitative analysis to face
the current situation with high detection accuracy [1]. For scrutinizing the cardiac
status of the patient, heart conduction system is analyzed. Heart comprises of four
chambers in which two upper chambers belong to atria and two lower chambers
belong to ventricles which results in contraction (atria muscles) and pumping of the
blood (ventricles) [2, 3]. All these activities are seized in terms of three waves: P-
wave, QRS-wave, and T-wave, known as electrocardiogram (ECG) signal [4–6]. It
is mostly incorporated in the healthcare systems for presenting electrical conduction
of the heart and underlying arrhythmia in computational medicine [7–14]. There
are various factors on which arrhythmia depends, viz. high blood pressure, heart
muscle damage, coronary artery disease, etc. [2]. The main necessary conditions
which ensure the arrhythmia condition are abnormal heart rate or rhythm, abnormal
conduction pathway, etc. [3].

ECG helps to analyze breathing pattern with heart diseases [15–18]. In the
literature, numerous authors have proposed multifold techniques based on great
efforts. These computer-aided diagnosis (CAD) techniques were not completely
succeeded due to large number of detection/classification error (false negatives-
FNs, false positives-FPs) [19–23]. In this article, chaos-based features are extracted
and used with support vector machine (SVM) technique for classification, respec-
tively, to assist current health scenario around the world. The motivation behind
utilization of SVM is due to its several strengths, viz.memory efficient, effective for
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high-dimensional feature space, and small chances of overfitting. For performance
assessment, mean-squared error (MSE) and detection error (DE) are used.

The next section is devoted to materials and methods which is proposed in this
paper for analyzing different ECG datasets.

2 Materials and Methods

In this paper, different recorded ECG datasets are used which were prepared in the
presence of experts at NIT, Jalandhar, Punjab, India, by selecting sampling rate of
360 Hz. These records are nonstationary in nature which are mixed with power
line interference (PLI) and baseline wander (BLW) and sometimes other biomedical
signals are overlapped with it [24–26]. Therefore, Savitzky–Golay digital filtering
is utilized for pre-processing the ECG signal as described below. Figure 1 shows
proposedmethodology in which attractor plots are used to pore over different cardiac
conditions at different time delays. After feature extraction step, classification step is
performed using support vector machine (SVM) in different iterations for covering
different pathological datasets.

2.1 Savitzky-Golay Filtering (SGF)

The operation of pre-processing using SGF has the essential pathological attributes
which are generally lost during normal filtering step [27]. Mathematically, it is given
by [20, 28, 29]

[g]dn =
D∑

k=0

[
[W ]−1

]
dk t

k
n (1)

α = [g]x (2)

where α denotes filtering coefficients, and x denotes input signal.

Pre-processing
Using

Savitzky-Golay Filtering 
(SGF)

Attractor plot 
using

chaos analysis

Classification
using

Support Vector 
Machine (SVM)

Normal

Abnormal
Raw ECG Signal

Fig.1 Proposed methodology
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Fig.2 Procedure to apply chaos theory on ECG dataset

2.2 Theory of Chaos Analysis

In chaos analysis, time series of ECG datasets are analyzed using attractor plots [30].
The mathematical expression for attractor plot is presented in terms of correlation
coefficient function which is given by

Rpq(r)αμr δ (3)

where μ, δ, r are the constant, correlation coefficient, and radius, respectively, of the
correlation coefficient function [30]. Further, correlation coefficient is presented as

δ = lim
r→0

log Rpq(r)

log r
(4)

Figure 2 shows general procedure to apply chaos theory on ECG dataset. In first
block, initial value is selected, in second block time delay is selected, and in third
block attractor plot is presented. Next trajectory plots are investigatedwith associated
cardiac components and chaoticity. Finally, heart rate (H.R.) of the ECG signal is
observed and the result on the basis of obtained trajectory plot is verified.

2.3 Support Vector Machine (SVM)

SVM is a supervised learning to obtain the optimal separating hyperplane from the
training data. It helps to classify the normal and abnormal ECG signal classes during
different situations by increasing themarginwidth between vectors. For classification
using SVM, 77/23 ratio is used for training and testing, where 77% was devoted for
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training set and remaining 23% was devoted for test data. It classifies data using
vectors known as support vectors. In this paper, two feature samples (x1 and x2) are
used to build the margin width (hyperplane). These two feature samples belong to
normal and abnormal conditions. It effectively handles the nonlinear segments of
ECG signals in the high-dimensional feature space [31–33].

3 Results and Discussion

The obtained H.R. for a healthy heart is observed in the range of 60–100 beats a
minute. During any abnormality in the heart rhythm, chances of blood clots may
increase. It may propagate from heart to brain by which blood flow may interrupted
causing a heart stroke. In chaos theory, attractor plots are used to identify different
types of heart diseases in the computer graphics window. Figure 3 ensures that
chaos analysis is also powerful combination in clinical (pathological) databases for
effectively identifying the underlying arrhythmia. For clinical ambulatory subject
recording, measured H.R. was between 60 beats per minute to 100 beats per minute
(varying R-R interval).

Figure 4a shows chaos analysis of atrial fibrillation (AFi) patient ECG in full view.
During AFi, ECG signals gets irregularity in their shape and H.R. goes high which
may come in the range of 100–175 beats per minute. In AFi, conduction of blood
supply is disturbed which presents chaotic electrical activity in the ECG signal. In
this paper for AFi, the measured H.R. is 167 beats per minute. Figure 4b shows wider
view of AFi patient ECG with coordinates (0.13527, −0.80024).

1.4mV

0.7mV

0mV

-0.7mV

-0.7mV                         0.0mV                           0.7mV                              1.4mV            

Fig.3 Chaos analysis of clinical ambulatory subject (patient) ECG dataset at time-delay dimension
of 4 sample interval with co-ordinate value (147.57806, −956.41176)
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0.5mV

0.25mV

0mV

-0.25mV

               -0.25mV                                0mV                                 0.25mV  0.5mV               1.00mV

(b) 

Fig.4 Chaos analysis of atrial fibrillation patient ECG a full view and bwider viewwith coordinates
(0.13527, −0.80024)

Figure 5 shows chaos analysis of ventricular tachycardia (VT) patient ECG at
optimal time delay dimension of 4 with coordinates (−0.18231, 0.15583). During
VT, abnormal activity is shown in the lower chambers of the heart in which H.R.
comes in the range of 60–100 beats per minute at rest. In this case measured H.R. is
87 beats per minute.



364 V. Gupta et al.

0.70mV

0.35mV

0mV

-0.35mV

    -0.5mV                                                   0mV                                                    0.5mV                               1 .00mV

Fig.5 Chaos analysis of ventricular tachycardia patient ECG at optimal time delay dimension of 4
with coordinates (−0.18231, 0.15583)

Figure 6 shows chaos analysis of ventricular fibrillation (VF) patient ECG at
optimal time delay dimension of 7 with coordinates (0.21408, −0.80161). During
VF, blood supply is interrupted in ventricles which adds abnormality in the ECG
signal waveform. This condition of VT may lead to cardiac arrest which generates
due to inappropriate blood supply in the heart muscle, heart muscle damage or injury,
body function irregularities, etc.

0.25mV

0.13mV

0mV

-0.13mV

-0.25mV                           0mV                                  0.25mV                        0.5mV

Fig.6 Chaos analysis of ventricular fibrillation (VF) patient ECG at optimal time delay dimension
of 5 with coordinates (−0.12269, 0.09233)
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Fig.7 Chaos analysis of atrial flutter patient ECG at optimal time delay dimension of 7 with
coordinates (0.21408, −0.80161)

Table 1 Performance
comparison of the proposed
and existing research works

Ref MSE (%) DE (%)

Proposed 0.023 0.077

[13] – 0.097

[14] – 0.387

[16] – 0.227

[28] 0.813 –

Figure 7 shows chaos analysis of atrial flutter (AF) patient ECG at optimal time
delay dimension of 7with coordinates (0.21408,−0.80161).DuringAF, upper cham-
bers, i.e., atria of heart, beat very fast. In this case, the measured H.R. is 400 beats
per minute, i.e., atria beats very rapidly. It is very dangerous and may lead to stroke.
In AF, the heart beats are more rhythmic and constant [34].

Table 1 shows performance comparison of the proposed and existing research
works on the basis of %MSE and %DE. The existing research work reported %DE
of 0.097, 0.387, 0.227 in [13, 14, 16], respectively, and %MSE of 0.813 in [28]. The
proposed technique outperforms the existing research work and presented %MSE of
0.023 and %DE of 0.077.

4 Conclusion

A chaos theory-based feature extraction has been established by sketching different
trajectories, and different cases of heart diseases are successfully analyzed in this
paper. Using SVM, heart diseases are classified with MSE of 0.023% and DE of
0.077%. The proposed method observed the H.R. and extracted the correct patho-
logical condition of a patient. In future, the proposed method may establish as a
strong candidate in the processing of ECG signals.
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Quanser QUBE Twinning

Burada Phanindra , Paruchuri Srinivas , and Korupu Vijaya Lakshmi

1 Introduction

Quanser QUBE twinning means making the two devices work the same way. One
Qube is made as a master and another as a slave, which follows the master. If any
changes occurred in the master, then the slave detects and follows the master. The
master and slave communicate through NI-PSP. NI-PSP is National Instruments’
exclusive publish–subscribe protocol (PSP). NI-PSP is made out of a worker consid-
ered the shared variable engine that hosts values, timestamps, and other data. NI-PSP
is used in the situationwhere numerous devicesmust access or update themost recent
information data between each other.Utilizing theNI-PSP, you can sent to and receive
from shared variables nodes in the LabVIEW over an Ethernet organization.

Quanser was established in 1989 reacting to the requirement for work area
equipment stages streamlined for instructing and examination in designing training.
Quanser created QFLEX 2 processing interface technology, and QUBE-Servo 2
offers instructors greater adaptability in laboratory arrangements, utilizing a PC,
or microcontrollers, for example, NI myRIO, Arduino, Raspberry Pi, and IoT
appliances.

The total Internet of things in 2010 had exceeded the population of total human
[1]. For instance, the review by Atzori et al. [2] explains the wired and wireless
communication advances, wired and remote and architecture of wireless sensor
networks (WSNs). In [3], the reviewer explains the IoT engineering and difficul-
ties in deploying IoT appliances. An incorporated cloud vision of IoT applications
is introduced in [4]. The creators in [5] give a review of clinical wireless devices for
mHealth and eHealth applications. The current IETF norms and difficulties review
for the IoT had been introduced in [6]. Once the IoT technologies are popular, the
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usage of Quanser QUBEs is drastically increased in industries because of remote
control flexibility.

The controller can likewise be deployed in an embedded processor that gave us
the ability to make an IoT application [7] running on the embedded target and the
additional capacity (running the control calculations and any rationale). Likewise
note that the gadgets would now be able to talk through NI-PSP. In such a manner,
each QUBE-Servo turns into a “digital physical” gadget fit for doing, detecting,
thinking, and chatting.

2 Block Diagram of Quanser QUBE Twinning

The Quanser QUBE-Servo is connected to myRIO using MXP cable. The Quanser
control board is connected to NI Elvis III. Elvis III and myRIO are connected to host
computer via USB cable. The data among the two real-time targets are transmitted
through a wireless network using network-published shared variables.

The detailed block diagram of the Quanser QUBE twinning is shown in Fig. 1

Fig. 1 Block diagram of Quanser QUBE twinning
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2.1 Hardware

Introduction. A detailed explanation about hardware components used in the
Quanser QUBE twinning paper is discussed in later sections. They are.

• Quanser QUBE-Servo
• NI Elvis III and Quanser Control Board
• myRIO

Quanser QUBE-Servo. The hardware components of QUBE-Servo are shown in
Fig. 2. The QUBE-Servo myRIO interface incorporates an MXP connector [8].

The collaboration among the different components on theQUBE-Servo is outlined
in Fig. 3. In the data acquiring (DAQ) device, pendulum and motor encoders are
associated with encoder input channels 1 and 0. DAQ is connected to the PC through
USB port in the QUBE-Servo with USB interface [9].

The QUBE-Servo components for an USB, NI myRIO, and direct I/O interfaces
are given in Table 1. Since only the myRIO module is used, the table contains parts
respective to myRIO module only.

The top view and front view of QUBE-Servo are shown in Fig. 4

System setup. The system setup of QUBE-Servo requires its components and USB
interface hardware. The details of QUBE-Servo and USB interface are discussed in
detail in further subsections.

Components required forQUBE-Servo setup. The following components are required
to set up a QUBE-Servo, which are given and shown in Fig. 5.

• QUBE-Servo (direct I/O, NI myRIO, or USB version)
• Inertial disk module

Fig. 2 Quanser
QUBE-Servo
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Fig. 3 Interaction between QUBE-Servo parts

Table 1 QUBE-Servo
components

Id Components Id Components

1 Aluminum body 8 Rotating disk

2 Connector for module 9 Rotating pendulum

3 Module connector
magnets

10 Pendulum
connection

4 USB DAQ connector 11 Pendulum encoder

5 Pendulum link 12 Rotary pendulum
magnets

6 Power connector 13 Encoder 0 connector

7 Power LED 20 NI myRIO MXP
connector

Fig. 4 QUBE-Servo top and interior view
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Fig. 5 QUBE-Servo components

• Rotary pendulum (ROTPEN) module
• 15 V 2A power supply
• Cable for power input
• USB cable, an RCA and 2 5-pin-DIN cables, or myRIO MXP cable are provided

depending on QUBE-Servo version.

NI ELVIS III and Quanser Control Board. The Quanser control board pictured in
Fig. 6 is a finished stage for examining practically all parts of the present-day control
hypothesis from systemmodeling and PID control to steadiness and advanced control
design. The framework comprises a deterministic DC motor with a high-resolution
encoder, just as a pendulum connection for balance control [10].
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Fig. 6 Quanser control board

3 System Software

3.1 Introduction

The software used is LabVIEW, and the information from one Qube to another Qube
is shared using NI network-published shared variables. The logic flow is shown in
Fig. 7.

3.2 Network-Published Shared Variables

A shared variable is an improved programming technology for sharing informa-
tion presented in LabVIEW [11]. Utilizing the network-published shared variable,
anybody can undoubtedly send information inside a framework and among frame-
works. The pictorial portrayal of the network-published shared variables appears
in Fig. 8 [12]. When a variable was made utilizing the network-published degree,
entire information kept in touch with the variable is accessible to every framework’s
coordinate with the main PC. Shared variables are designed with dialogs available
in the project explorer window. Information like administrations to shared variables
can be added, for example, logging, alarm, by dialogs utilizing the data logging and
a module called supervisory control [12].

The shared variable system deals with the utilization, availability, execution of all
shared variables and control frameworks by utilizing the NI-PSP.
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Fig. 7 Software flowchart

4 Results and Discussion

The twinning of the inverted pendulums is completed by using the network-published
shared variables in the LabVIEW. The resulting graphs of both the pendulums that
show the position of the rotary arm of the pendulum are shown in Figs. 9 and 10. At
the time 22.5 s, when the master direction changes at the same time the slave also
changes its direction.

5 Conclusion and Future Scope

The communication between the master and slave is achieved using network-shared
variables rather than using IBM Watson cloud. This is mainly because of the delay
occurred while publishing the variable, which greatly affects the balancing control.
Thus, this paper helps to implement IoT to the cyber physical system “The Quanser
Servo,” which can be applied to all other similar systems and has various applications
in different fields. This can be extended for a single master and many numbers of
slaves at various remote places. These are achieved by implementing the same using
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Fig. 8 Network-published shared variables [12]

Fig. 9 Rotary arm angle of
master
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Fig. 10 Rotary arm angle of
slave

appropriate cloud services formany real-time remote applications. Thewide range of
applications is to develop machine learning and reinforcement learning applications
and to develop autonomous vehicles and IoT implementations in robotics, control
systems, aerospace, mechatronics, etc.
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Finite Element Analysis of Lightweight
Robot Fingers Actuated by Pneumatic
Pressure

M. Appadurai and E. Fantin Irudaya Raj

1 Introduction

In recent years, an increase in automation in various industries enhances the usage of
robots in the modern production process. The lightweight robot end effectors play a
vital role to perform multiple functions in the automated process. The contemporary
robot fingers fitted on robots could be used on different tasks of thework environment.
The robot fingers should be lightweight and have accurate displacement and quick
response, which lead to higher productivity, superior quality, reduced process cycle
time, eliminating human intervention and zero defects.

Nagarajan et al. [1] analysed themulti-sectioned arm,which looks like an elephant
trunk. The manipulator is modelled in ADAMS, and the multi-body dynamic numer-
ical simulation is done in ANSYS. The kinematic analysis of the arm is made with
user-specified variables, and the robot manipulator orientation is identified for any
model and end load using this software package. Li et al. [2] evaluated the behaviour
of a robotic tool changer in multi-body simulation. The robotic tool changer is the
flexible one, and the 3Dmodel is made using design explorer. The robot tool changer
structure is analysed in dynamic simulation through ADAMS and ANSYS software
package.The effect of the loadon theflexible robot end effectors is identifiedbymoni-
toring the stress and strain rate. The final results gave the optimisation dimensions
of the robotic tool changer.

Oh et al. [3] designed and fabricated the end effectors using honeycomb sand-
wich structure by carbon fibre epoxy materials. The composite materials have larger
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stiffness and higher damping than many other isotropic materials corresponding
to the various loads. Finite element analysis is made to optimise the design under
different loading conditions. The composite material end effectors had 50% less
weight compared to the existing aluminium end effectors. Mroz et al. [4] simulated
the wire-actuated robot with central linkage due to its unique features such as low
weight, cost and power consumption. The analysis is done with the help of Nastran
and ANSYS. Usually, these kinds of robot arm could have large displacements and
be in unstable condition while applying force on end effectors. The identical proto-
type of the wire-actuated robots is made with two different 4 degrees of freedom.
The steadiness of two designs is investigated through finite element simulation.

Sakthimurugan et al. [5] fabricated C-type gripper bracket for forming process
having two gripper plates, and each gripper had six electromagnets. These electro-
magnets hold the clutch cover plates. The clearance is made between the cover plates
and took to avoid fracture and plastic deformation during the forming process. The
numerical analysis is done on the gripper plates to identify the deformation under
various loading conditions.

Mahanta et al. [6] produced a conceptual design of three-jaw robotic gripper
having flexural hinges. This robotic gripper design fitted with soft materials can be
used to handle small delicate objects. The conceptual design is modelled in CATIA,
and the numerical analysis was done in ANSYS.

Tawk et al. [7] proposed a soft robotic finger controlled by pneumatic chambers.
The soft robotic fingers were used for their own specific advantages. The touch and
position sensors were used to get the feedback signal from the fingers for attaining the
real-time control. Mayyas et al. [8] fabricated the micro-grippers for grasping micro-
size items. The numerical analysis is done to evaluate the behaviour ofmicro-grippers
under different loading conditions.

2 Robot Fingers

The artificial hand for the robots is designed and fabricated [6] to attain the exact
manipulation and standard grasping during product handling. The specifications of
the robot end effectors fingers are taken from the existing work [9] shown in Fig. 1.
The joint axis of the robot finger is properly testedwhen contactwith the thumbduring
materials handling. The index and middle fingertip motion coupled with a thumb is
essential for powered and precision grasping. This paper aims to study the behaviour
of themiddle fingertipmotion,which is actuated by pneumatic power through numer-
ical analysis. The optimum dimensions are taken from the experimental study of the
robotic fingertip joints of different dimensions.
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Fig. 1 Dimensions of the robot hand

3 Numerical Analysis of Robot Fingers

The 3D model of the robot finger is modelled in ANSYS workbench (Fig. 2), and its
dimensions are 80 mm × 15 mm × 10 mm. The seven slots are made on the robot
finger for applying the required pneumatic pressure, and the slot chamber volume is
1182.5 mm3. The input material is isotropic having Young’s modulus 2× 106 N/m2

and Poisson ratio 0.48 is the material properties of the geometry.
The model is discretised by triangular nodes in meshing software (Fig. 2). During

discretisation, mesh quality is carefully noted for the predicted accurate results of
the given problem. The discretisation study is made on the model, and the model
containing the 62,345 nodes is identified as the proper meshing.

The robotic pneumatic finger is a simply supported beamwhich has load at its free
end. The boundary conditions such as fixed support on one end (Fig. 3), frictionless

Fig. 2. 3D model and meshing of robot finger
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Fig. 3 Boundary conditions

support on the front face and pressure on the chamber are applied. The finite element
model is solved in the ANSYS solver, and the results are shown.

4 Results and Discussion

From the result, we have identified that the pneumatic fingers have a lot of benefits
while handling the micro-size objects. The deformation of the robot finger under
0.1 MPa is shown in Fig. 4. The maximum principal stress occurred on the slots of
the robot finger is visualised in Fig. 5. Larger acceleration is feasible in pick and
place applications, which is superior to conventional methods. The gripper actuation
is simple and required less actuation force. The numerical results obtained from the
ANSYS solver for the various values of pressure are represented in Figs. 6 and 7.
As the pressure increased, the deflection of the robot finger increased and also the
maximum principal stress of the robot finger increased. Intermediate positions are

Fig. 4 Deformation of the robot finger under pneumatic pressure
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Fig. 5 Maximum principal stress on the robot finger under pneumatic pressure

Fig. 6 Deflection of the free end under various pneumatic pressures

attained easily for highly precise applications. The pneumatic finger is very cheap and
precise in handling the weak and thin objects. The wear damage and impingement
of gripper on workpiece are negligible in this gripper while comparing the metal
gripper usage. The components of the gripper are readily available and required less
maintenance cost.



384 M. Appadurai and E. Fantin Irudaya Raj

Fig. 7 Maximum principal stress occurred under various pneumatic pressures

The simple linear regression analysis is done for the deformation under input
pressure, and the equation is found to be

y = −101.6x+ 4.75 (1)

where y is the deformation with respect to the input pressure x.

5 Conclusion

The numerical analysis is done on the optimal size of the robot finger from the
research work. The pneumatic grippers are very sensitive to applied force and control
of gripper position is very simple while handling fragile objects without damage due
to gripping force. Themaximum deformation is 26.9 mm under the 0.3MPa pressure
at the free end of the robot finger. The maximum principal stress is 5.13 MPa on the
chamber top end under the 0.3 MPa pressure. The regression analysis is made for
obtained values from the numerical analysis.



Finite Element Analysis of Lightweight Robot Fingers … 385

References

1. Nagarajan, A., Kanna, S. R. Kumar, V.M.: Multi-body dynamic simulation of a hyper redundant
robotic manipulator using ADAMS Ansys interaction. In: 2017 International Conference on
Algorithms, Methodology, Models and Applications in Emerging Technologies (ICAMMAET),
pp. 1–6, February (2017)

2. Li, N., Yang, Z., Huang, H., Zhang, G.: The dynamic simulation of robotic tool changer based
on adams and ansys. In: 2016 International Conference on Cybernetics, Robotics and Control
(CRC), pp. 13–17, August (2016)

3. Oh, J.H., Kim, H.S.: Composite robot end effector for manipulating large LCD glass panels.
Compos. Struct. 47(1–4), 497–506 (1999)

4. Mroz, G., Notash, L.: Design and prototype of parallel, wire-actuated robots with a constraining
linkage. J. Robot. Syst. 21(12), 677–687 (2004)

5. Sakthimurugan, D., Raj, L.A.M., Raj, V.A.A., Balaji, R., Thavasilingam, K., Bharath, N.: Static
analysis of a C-channel robot gripper arm using finite element analysis. In: Innovative Design,
Analysis and Development Practices in Aerospace and Automotive Engineering, pp. 231–237.
Springer, Singapore (2020)

6. Mahanta, G.B., Rout, A., Deepak, B.B.V.L., Biswal, B.B.: Conceptual design and analysis of
three jaw robotic gripper with flexural joints. In: Innovative Product Design and Intelligent
Manufacturing Systems, pp. 1035–1042. Springer, Singapore (2020)

7. Tawk, C., Zhou, H., Sariyildiz, E., Panhuis, M.I.H., Spinks, G., Alici, G.: Design, modeling
and control of a 3D printed monolithic soft robotic finger with embedded pneumatic sensing
chambers. IEEE/ASME Transactions on Mechatronics

8. Mayyas,M.,Mamidala, I.: Prosthetic finger based on fully compliant mechanism for multi-scale
grasping. Microsyst. Technol. 27, 1–15.

9. Dalli, D., Saliba, M.A: Towards the development of a minimal anthropomorphic robot hand.
In: 2014 IEEE-RAS International Conference on Humanoid Robots, pp. 413–418, November
(2014)



Design and Development of Home
Automation System

R. Boopathi Rani, N. Bavithran, and S. Prasannakumar

1 Introduction

IoT means the Internet of Things. It is about linking computers, processors, micro-
controllers and various electronic devices to the internet. The tools and devices that
we use daily are the forefront of IoT. Such devices and things are linked through a
network using ZigBee [1] or Wi-Fi with Raspberry PI or Arduino, etc., to provide
bidirectional communication links with a reasonable longer range and lower power
andmeet data rate requirement to collect information from several connected devices
[2]. Home automation or smart homes can be defined as an integrating technology
within the home environment to provide its occupants with convenience, comfort,
protection and energy efficiency. But all these technologies are available as compo-
nents or specific appliance only. We need to depend on manufacturing companies
for other compact appliances, if we want to develop an automation system for an
entire house. A very few foreign companies provide these kinds of services but at
a higher cost. For Indian market conditions, these products may take decades to be
commercialized. Motivation of this work is to design a system which takes care of
many home appliances that can usually be difficult for people with physical disabil-
ities and the aged persons. Our main objective is to develop a low-cost, efficient and
secured home automation system, customized and reasonably priced by meeting the
purchaser needs.
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2 Literature Review

The home automation system based on SMS (Short Message Service) through GSM
(Global System forMobile Communications) phonewas proposed by Teymourzadeh
et al. In this, the user has an option to switch ON or OFF the home appliance via SMS
[3]. Multiple home or industry automation using a centralized server was proposed
by Dey et al. [4]. In this, the smart phone, computer and control system were used.
The systemwas able to sense and control the appliances. There was no smart control.
Home automation using Arduino and IoT was proposed by Mahalakshmi et al. [4].
In this, Wi-Fi-based home automation was proposed as well as GSMwas used when
Wi-Fi was not available. This system was proposed only for ON or OFF. Smart
decisions were not taken. Another home and office automation was proposed by Ali
et al. using GPRS (General Packet Radio Service) on mobile phones. Using a PC
(Personal Computer) and a micro-Java application, the user interacts with the home
through the use of a client/server architecture implemented at residence [5].

A GPRS-based home automation system was proposed by Danaher et al. They
suggested a home security framework [6]. They have used a camera to display
video and home images via GPRS to the owner’s mobile. This system requires high
bandwidth, and it is much expensive.

A device controller controls the home devices, which is linked to the parallel
port of the PC. This architecture allows users to remotely control and query the
status of devices connected to the device controller. Jin et al. have proposed a WSN
(Wireless Sensor Network) andGPRS for smart automation. It allows users to control
equipment at home and collect data about the status and climatic conditions of a
device in apartment [7]. Again, this method lacks a smart mode execution by the
system itself and required human control signals to operate.

Hence, there are number of home automation systems proposed by the researchers.
Most of them are working based on the input command from the user, i.e., either to
switch ON or OFF. But there are necessities for the system to have knowledge about
the usageof appliances andmake automatic decisions.Considering the smart decision
process and tailoring the need of user, the home automation system is proposed in
this paper. The subsequent sections brief various modules in the proposed system
and the reason for selecting the particular component, how they are integrated, the
logical implementation of the system and the smart decision-making process.

3 Hardware Selection

Many microcontrollers are available for the automation purposes. Arduino serves as
a worthy microcontroller in automation world. But it is mainly preferred only for
small-scale projects. Raspberry Pi, on the other hand, is amini-computer with its own
Linux-based operating system (Rasbian OS). One of the disadvantages of Arduino is
that it can only perform one task at a time, due to memory constraints. But Raspberry
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Pi is capable of multitasking and is 40 times faster than Arduino. Hence, we choose
Raspberry Pi microcontroller with inbuilt Wi-Fi to interface mobile application.
Moreover, the Raspberry Pi has an inbuilt voice recognition system which can be
used to perform voice control over the appliances in home automation. This can be
achieved by installing a PiAUISuite. The voice control features can be installed as
per the customer requirements during installation.

4 Implementation Technique

Our goal is to control home appliances with mobile application. Hence, we need to
develop a hardware that can interface with a mobile android application. We achieve
this through hosting a compact webserver in our Raspberry Pi system and checking
for http requests from the mobile application. These requests are then processed
into actions using an Application Program Interface (API). The API will act as a
bridge between the input from the user and response from the machine. The 240 V
AC home power supply is interfaced with the Raspberry Pi controller using a four-
channel 230 V relay. It gives an option to have a control over a 230 V system using
5 V control signals from the microcontroller. The overall working is shown in Fig. 1.
The block diagram of the system is shown in Fig. 2.

Fig. 1 Block diagram of the home automation system
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Fig. 2 Block diagram of the home automation system

5 Software Installations

5.1 MobaXterm X Server

MobaXterm is an ultimate remote-computer toolbox. It uses the secure shell (SSH)
method to connect to Raspberry Pi. We use this software to interface the Raspberry
Pi microcontroller with personal computer.

5.2 Apache2 Webserver

Since the proposed mobile application is a client, we need a server to complete the
network. This can be achieved by Apache2 webserver which is a free open-source
software and is widely used with the Raspbian OS. The simple architecture of the
program enables us to edit the root files and modify the webserver according to our
requirements. Due to this flexibility, we choose Apache2 webserver over the number
of other servers available.
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5.3 PHP 7.4

TheAPI acts as a bridge between the html server andmobile clientwhich is developed
on PHP. The PHP script runs on Apache2 webserver. The commands which modify
the system settings are called as shell commands which are normally excluded from
the html access. We can access the shell commands only through the PHP script in
the background.

5.4 HTML Design

A customer-accessible webpage interface is developed in html platform for the user
to access the automation system using their laptops or other devices apart from
android platform. This gives the user to go with number of control platforms to
access their home devices. The first html page gives the menu of manual and smart
control option. The second webpage will be hyperlinked to manual button which
directs us to manual control menu. The smart option will be directly linked to the
PHPAPI in the background andmake the system to automatically switch to the smart
mode. The manual menu has the options turn ON and OFF. The users can switch
between the manual and smart controls according to their wish. A Python program
runs in the background for executing the smart mode.

6 Data Acquisition and Working

A Python program continuously runs in the background to record the status of each
I/O (input/output) pins and store them in a data file. The data file is nothing but
a Python pickle file which we already created and saved in an accessible location.
The pickle file is a form of list which stores the data of about 20 days into a 5-min
time-frame structure.

6.1 Python Structure

We use the inbuilt Python option of storing the data in a list structure in order to
save our user data and use it for later computations. In this way, we can avoid use of
database systems in the Raspberry Pi microcontroller whichmakes it fast and smooth
for doing calculations and executing commands. In order to create the data set, we
need to divide a day into several time frames of each 5 min. It gives us 288 data
sets per day, and for 20 days we would get 5760 data entries. The data are shown in
Fig. 3.
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Fig. 3 Pickle file data set

They are stored in the form of {[0,0,1,0], [0,1,0,1], ………[19,x,x,x]} where the
first entry denotes the day and rest of the entries denotes the state of the appliance. 0
indicates OFF, and 1 indicates ON. These data are continuously fetched and updated;
this is because of the Python program which runs in the background continuously.

6.2 Smart Mode Working

Once the smart mode is activated, the PHP script (API) runs in the background which
in turn runs the smart mode Python program in root mode. The root mode enables
us to execute the shell commands which controls the system I/O pins directly. The
Python script will read the data from the pickle file and use it to do computations.
We use averaging algorithm for this purpose. Since we are calculating for 20 days,
the mean value of 10 is taken as the reference point. If the average is greater than or
equal to 0.5, then the program takes it as ‘1’ and turn ON the appliance. If the average
is less than 0.5, then the program considers it as ‘0’ and turn OFF the appliance. We
developed an AI-based system which acts upon the user data collected. This system
can automatically read the user data, predict the outcome and take decision on the
appliance condition. It is a preliminary AI model developed which uses only one
algorithm in its current development phase. This reduces the space and complexity
of higher AI modules which require high computational power. In this way, we
efficiently use the user data to determine the smart mode output. The output of smart
mode in terminal is shown in Fig. 4.

6.3 Implemented Hardware

The block diagram shown in Fig. 2 is successfully implemented. The power grid of
the house is connected to the relay and Raspberry Pi microcontroller. The appliances
were controlled manually and tested in smart mode. The system was implemented,
and the usage of appliances was recorded for every 5 min for initial twenty days.
Later on, the user gets the privilege to go with smart mode. The system works as per
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Fig. 4 Output of the smart mode in terminal

Fig. 5 Hardware
implementation

the conditions given in Sect. 6.2 for smart mode operation. From 21st day onwards,
the system continues to store the appliance state for every 5 min and retains past
20-day data. A test data set is created and demonstrated to show smart mode. The
implemented hardware is shown in the Fig. 5.

7 Results

The manual and smart modes were implemented successfully in the Raspberry Pi
microcontroller. The current market products like Mangalam InfoTech and AEI
Automations offer the automation systems at INR 25,000. DYFO automations
provide service at INR 15,000–20,000. The overall cost of our project is below
|5000 which met the primary objective of being cost-effective. The pickling method
instead of RDBMS (Relational Database Management System) made the process
faster by reducing time required to load the database. It also eliminates the cost
of being dependent on a database server of foreign companies which charges on
monthly basis.. Currently, it is developed to automate three lights in the home. To
add the appliances, we just need to add a data entry in the Python pickle list. The
lights can be directly controlled over the manual mode by the user as well as used
in smart mode. This approach can be applied to any other appliance in the home.
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In smart mode previous user data are interpreted and decision is taken. Accuracy
depends on the amount of user data available. The initial user data are required for
the operation of the smart mode. If previous 20 days of data are available to the
system, then the program performs accurately. The initialization of the program was
coded to the boot folder of the Raspbian OS, which ensures to load the automation
system once the system receives power. This ensures that the system does not fail.
Voice control can also be established, if requested by the customer during installa-
tion. The code analysis of the program will be done in the testing platforms (like
Sonarcube) once we add some more features to the system.

7.1 Android Interface

The mobile application is developed on Kotlin platform. We have to connect our
mobile to the hotspot of the Raspberry Pi. The hotspot can be created by turning
the microcontroller into an access point. This can be achieved in different boards
by different methods which can be found on developer forums. Another method is
to connect the mobile and microcontroller in the same network. Either of the above
methods can be used to send the http requests from the mobile application to the
Apache server hosted by the microcontroller. The mobile application interface is
shown in the Fig. 6.

Fig. 6 Mobile application interface
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8 Conclusion

The home automation system with both manual and smart modes was designed and
implemented. It comes under the cost of |5000/- which meets the demands of the
IndianMarket. The system is also customizable according to end user’s requirement.
The customized mobile application gives the user comfortable experience andmakes
the product more efficient. We hope to bring this product into market as soon as
possible and to give a new experience on smart home to the users. The project can be
further improved by introducing smart control over individual appliances instead of
overall control option. A voice module can be interfaced and voice automation can
be carried over the same system if requested by the user. The camera surveillance
can be implemented by using a Raspi-Cam module available in the market
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Design and Development of Automatic
System to Protect Crop from Animals
and Birds

R. Boopathi Rani, A. Preetha, and S. Gnanavalli

1 Introduction

As need and greediness of the human increases, humanmove into the forest to satisfy
their livelihood, for land and agricultural practices and rapid industrialization, which
causes spreading of urban ground. Due to this, animals enter into the nearby villages
for water during summer due to dried water bodies. Animals such as elephant or boar
tramp the vegetation in farmland in the need of nutritious food. Need of the animal
or human puts the others in danger. When the animals enter the field, they destroy the
irrigation canals, consume the crop, and they destroy the vegetation, which leads to
the economic loss for the farmer. In the case of birds, due to the abundant availability
of food, they attack the farm. If the crop is at sprouting stage at the time of birds’
invasion, the damage will be so severe that, the farmer has to resow his field. Hence,
we have attempted to take care of this important issue by designing an automatic
system using Raspberry Pi. This paper explains the design and implementation of
the proposed system.

2 Literature Review

A brief review about the literature related to the proposed concept is discussed in
this section. Srinivasan et al. proposed a Complex Animal Movement Capture and
Live Transmission (CAMCALT) system. CAMCALT is a device specifically tailored
for the need of the forest surveillance and monitoring system. It integrates the IoT
with the forest trap cameras for the live feed from any part of the world. It was
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designed with the help of user-friendly interface which is connected with Raspberry
Pi-3B [1]. This system was also focused on detection of animal and monitoring its
movement. Alippi et al. had presented a Lightweight and Energy-efficient Internet-
of-Birds Tracking System. This is an engineering framework for following animal
movements particularly birds, and it is only a tracking system [2].

Jeevitha et al. presented a review on existing intrusion detection systems. Mostly,
the existing systems were able to detect the entry, but countermeasures were not
proposed to drive them away [3]. Ashwini et al. presented a comparative study and
analysis of approaches toward agricultural supervision [4]. The idea was to give data
about existing methodologies and give a superior answer for defeating the current
issues. Techniques, such as, image processing, radar system, voice recognition, and
motion sensors are utilized for identification. In this study, there were more than 80%
of researches focused on identification andmonitoring. An IoT-based automatic crop
protection system was proposed by Dev et al. [5]. In that, ultrasonic sound was used
depending on the intruding animal. The response time and complexity of the system
proposed by Dev et el. were high. There was no complete system to drive away the
intruding birds and animals. Hence, it is important to develop a system to protect
crops from animals and birds which take preventive action as well as alert the farmer.

3 Proposed System

Initially, the field study was conducted by the project team to know the nature of the
field, and the animals and birds often enter the field and how they might be driven
away. It was found that the greater part of the creatures’ can be threatened by sound,
and feathered creatures can be driven away by showering water. Then, the system is
proposed to be designed using Raspberry Pi [6]. The functions of the system include
detection of animal or bird using PIR motion sensor, taking appropriate action to
drive them away and send information to the farmer. To recognize the movement,
PIR sensor is used. Two PIR sensors are kept at two different heights to identify
whether the entered creature is animal or bird. It was assumed that if the top sensor
detects, it will be bird, and if bottom sensor detects, it will be animal. It was found
in the survey that birds can be driven away by sprinkling water, and animal can be
driven away using blaze light. Accordingly, the proposed system is designed to take
appropriate actions and inform farmer as well. The PIR sensors are kept on head of
a stepper motor for monitoring the field throughout 360°. More frequent messages
will annoy the farmer. Hence, the program is written in a way that the PIR sensor
distinguishes any movement at the 10th, 30th, 50th, etc., step instead of each step of
the stepper motor to avoid superfluous collection of information. With these ideas,
the system is designed and implemented.
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4 System Overview

Figure 1 describes the architecture of the proposed system. This section briefs the
selection of hardware component and its integration in the system. The complete
details of specific hardware components can be referred from [6–11]. A sensor is
needed to detect the movement of species that enters. In this system, the PIR sensor
is used for detecting the animal or bird movement [7]. A field may be vulnerable to
both animals and birds. So, we need to detect both. Hence, the minimum number
of PIR sensors needed is two. As they cover 90–110°, the two PIR sensors are kept
at a distance on pile. So that, the covering angles does not interfere. A field may be
larger. So, we cannot make that pile stand stationary at the edge. For a surveillance of
360°, the PIR sensors pile has to be rotating around 360°, covering an area of nearly
314.2 m2. Hence, it is kept on stepper motor.

The hybrid stepper motor consists of the features of both the permanent and
variable reluctance stepper motors. As they are cheap, highly reliable, provide high
torque at low speed, easy, and rugged construction made it to work in almost all the
environment [8], we chose it and kept the PIR sensors pile on it.We have programmed
the system to detect the motion at 10th, 30th and 50th, etc., step of rotation instead
of every rotation to avoid unnecessary flooding of data in the event of detection. The
program is written in python using MobaXterm software.

Here, we use the Raspberry Pi (R-Pi) microcomputer to implement the system
which interfaces the software with the PIR sensors and the stepper motor. With the
help of R-Pi’s 40 General Purpose Input Output (GPIO) pins, we connect the PIR

Fig. 1 System architecture
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sensors. As stepper motor works with 230 V and the output of R-Pi GPIO pins is
5 V [6], we need a H-bridge circuit. So, we use the L293 driver for driving the
bidirectional motor. This Integrated Circuit (IC) allows DC stepper motor to drive
in both the directions. It can control two DC motors simultaneously in any direction
due to the presence of two H-bridge circuit inside the driver [9]. Once movement is
detected and then comes the preventive measures.

If the animal enters the field, the PIR sensor at the bottom will detect. From our
study, we found that most of the animals are afraid of light and sound. So, we can
connect the flash light and alarm. For the prototype, we have used led and buzzer.
Both are connected with the GPIO pins of R-Pi. If there are a flock of birds entering
the field, we can sprinkle water to drive them away as we found it in our study. To
sprinkle water, water sprinkler is used. To connect the water sprinkler with R-Pi,
we use relay. It controls an electrical circuit by the energization of open or close
contacts through coils [10]. The solenoid valve is used to have a controlled water
flow. Once the motion is detected, the relay permits the current to flow through the
solenoid valve. The current triggers the plunger, and there will be flow of water and
is sprinkled with the help of water sprinkler [11]. If there is a bigger animal, then
both the sensors detect. Then light and buzzer will be ON, and the water sprinkler
will sprinkle water.

5 Software Used

Mobaxterm: It is an enhanced terminal for windows, which brings all essential
UNIX (an operating system) commands to windows desktop. It is the tool box for
remote computing and is compatible with Raspberry Pi. Here the codes were written
in Python script. Once interfaced, the model can be controlled with the help of
programmed codes.

Communication Network: TWILIO is the communication platform used in this
experiment. It is the developer platform for communications. TWILIO API (Appli-
cation Performing Interface) is used for the applications like voice, video, and
messaging.

6 Flowchart

Figure 2 explains the working model. When the sensor 1 (at the bottom) detects any
movement, LED and buzzer will be ON, and at the same time, message will be sent
to the farmer about the detection. Similarly, when the sensor 2 (at the top) detects any
movement, the relay will be ON, and it will make the water sprinkler to sprinkle the
water, and at the same time, message will be sent to the farmer about the detection.
When both the sensor detects motion, the LED and buzzer will turn ON, and water



Design and Development of Automatic System to Protect … 401

Fig. 2 Flowchart of the proposed system

will be sprinkled. As in all other cases, message will be sent to the farmer about the
detection. But, when no detection takes place, LED, buzzer, and relay will be off,
and therefore, no operation takes place.

7 Experimentation and Results

Figure 3 shows the experimental setup of the proposed system. The two PIR sensors
are kept at a distance on a pile and are connected to the R-Pi in such a way that, it can
sense movement at two different heights. The PIR sensor pile is kept on the stepper
motor. It is connected to the R-Pi with the help of L293 driver. L293 driver consists
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Fig. 3 Experimental setup

of H-bridge circuit which helps in controlling the DC motor. Inputs are given from
the GPIO pins of R-Pi to the driver. The PIR sensor detects the motion at 10th, 30th,
50th step, and so on of the stepper motor instead of every step to avoid unnecessary
accumulation of data.

When the PIR sensor at the bottom senses any motion, the LED and the buzzer
which are connected to the R-Pi will turn ON. When the sensor at the top senses
any motion, the relay will get tripped. It gives power to the solenoid valve, and the
water will sprinkle with the help of water sprinkler. When both sensors detect the
motion, then the LED and the buzzer will turn ON, and the water sprinkler sprinkles
the water. This condition is shown in Fig. 4

Once the motion is detected, the message about the detection is sent to the farmer
with the help of an API interface TWILIO. A message will be sent from a TWILIO
account to the mobile of the farmer. The message is shown in Fig. 5
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Fig. 4 Working condition

Fig. 5 Message from Twilio
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8 Limitations and Future Work

PIR sensor can be easily interfered by any heat source. To avoid confusion, image
processing techniques can be introduced to detect the source of heat. Currently, PIR
sensor is connected with the help of wire, and it can be made wireless.

9 Conclusion

The agricultural field is destroyed by the unwanted entry of animal and bird. As a
protectivemeasure, the animalswere usually threatenedor exposed to electric fencing
which may harm the animal. Hence, the farms must be monitored continuously
to prevent the destruction and drive away the animals and birds. In this regard,
a prototype is designed and implemented for detecting the intrusion of animal or
bird with the help of PIR sensor, drive away them by suitable counter actions and
informing the farmer about the detection.The experiment and the observationvalidate
the proposed system, and it will be a better solution for the animal intrusion problem
in the farming fields.
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Spectrogram as an Emerging Tool
in ECG Signal Processing

Varun Gupta, Monika Mittal, Vikas Mittal, and Nitin Kumar Saxena

1 Introduction

Heart comprises of four chambers—the right & left atrium and the right & left
ventricle. The automatic pacemaker in the heart is known as the sinoatrial (SA) node
which is located in the right atrium [1]. It presents its activity in the form of electrical
signal known as Electrocardiogram (ECG) signal. ECG is a non-invasive process
of heart diagnosing during which action potentials are generated and combined in
the form of three waves known as P-QRS-T waves [2, 3]. ECG is mostly used for
diagnosing arrhythmias, coronary heart disease, heart attacks and cardiomyopathy
[4, 5].

Over the last two decades, cardiac arrhythmia seeks huge attention in health care
due to availability of ECG diagnostic tool which has great reproducibility [6]. During
cardiac arrhythmias, heart’s blood supply is blocked or interrupted during coronary
heart disease and is completely blocked suddenly [7, 8].And heartwalls get thickened
or enlarged during cardiomyopathy.

Other important ECG features are estimation of optimal trajectory of P-QRS-T
wave in case of normal and highly noisy environment, spectral components estima-
tion, etc. [9, 10]. In past literature, various techniques have already been incorporated
in ECG signal analysis such as maximum mean minimum (MaMeMi) filter [11],
autoregressive time-frequency analysis (ARTFA) [12, 13], chaos analysis [14–16],
fractional Fourier transform (FrFT) [17], wavelet-based techniques [18–20], signal
entropy [21], K-means algorithm [22], support vector machine (SVM) [23], prin-
cipal component analysis (PCA) [24, 25], savitzky golay digital filtering (SGDF)
[26], autoregressive (AR) modelling [27] and Stockwell transform (S-transform)
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[28]. Unfortunately, these proposed techniques have not universally accepted due to
its operating limitations.Moreover, these techniqueswere resulted into large FNs and
FPs. These issues are motivated to propose an emerging tool in biomedical digital
signal processing (BDSP). In this paper, a spectrogram-based feature extraction is
proposed which is squared magnitude of the short-time Fourier transform (STFT)
presenting a signal in joint time-frequency domain [29–31].

2 Related Work

Every new research work is initiated in the context of shortcomings of the previous
methodologies. Therefore, this section contains the diverse literature survey on ECG
signal analysis [32–39].

In [32], M. Mortezaee et al. proposed a singular spectrum analysis (SSA)-based
denoising the ECG signals. They used the following steps—(i) embedding, (ii)
singular value decomposition, (iii) grouping and (iv) diagonal averaging. But the
execution of these steps is not easy even requires special attention. In [33], S.
Chandra et al. used cosine modulated filter bank for data compression of ECG
datasets. It requires the involvement of interpolated finite impulse response prototype
filter, linear iteration technique, thresholding and run length encoding for its smooth
conduction. In [34], S. S. Mehta and N. S. Lingayat proposed the detection of QRS
complexes using support vector machine (SVM). They used two techniques for pre-
processing of raw ECG datasets—(i) digital filtering and (ii) entropy criterion and
presented detection rate (DR) of 99.79%. In [35], P. Marwaha and R. K. Sunkaria
proposed sample entropy for investigation of ECG datasets. They used physiologic
and pathologic time series with multiscale entropy for classifying different types of
cardiac arrhythmias.

3 Materials and Methods

Electrical signals are recorded using electrodes from the surface of the body. Elec-
trodes convert the ionic current energy into electrical current energy. In this paper,
23 real-time datasets are used obtained by BIOPAC machinery MP35 at 360 Hz
sampling rate. Figure 1 shows proposed methodology.

3.1 Pre-processing Using DBPF

Digital band pass filtering (DBPF) is obtained by cascading of high pass and low
pass filtering sections [40]. To get the smooth conduction of DBPF, proper selection
of cut-off frequencies of high pass and low pass sections is so important.
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Real time ECG datasets
Feature Extraction using 

Spectrogram

Estimation of Duplicity (D) 
and Detection Rate (DR)

Fig. 1 Proposed methodology

3.2 Spectrogram

In spectrogram, sequences of spectra are shown [41–43] in which one axis is dedi-
cated to time, and second axis is dedicated to frequency. And brightness or colour
shows strength of a frequency component at each time frame [42]. It is given as
[44–46]

X f (t, f ; s) =
+∞∫

−∞
f (α) · s∗(α − t) · e− j2π f α · dα (1)

where s, t and f are the window function, time variable and frequency variable,
respectively.

3.3 K-Nearest Neighbour (KNN) Classifier

KNN is used in classification problem due to three main reasons such as easy to
interpret output, accuracy and predictive power. These are the main motivations to
apply KNN in this paper. For achieving it, the distance between test data and each
row of training data is estimated [47–49].
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3.4 Figures-of-Merit (FoM)

In this paper, two figures-of-merit (FoM) are considered which are duplicity (D) and
detection rate (DR) [49, 50].

Duplicity(D) = No. of (TP + FP + FN) − Actual beats

Actual beats
× 100% (2)

DetectionRate (DR) = Total True Positive (TP)

Total actual beats
× 100% (3)

4 Results and Discussion

Baseline wander (BLW) and power line noises (PLNs) are very annoying problem
in ECG signal which makes its interpretation/classification problem very tedious
[51]. After digital band pass filtering, these are effectively removed, and feature
extraction step starts. It is achieved by selecting different window functions which is
selected according to the condition of ECG datasets/minimum spectral leakage effect
[12]. Figure 2 shows spectrogram plot in which wave components of ECG dataset
is not making any loop which indicates the presence of cardiac and non-cardiac
components. For verification of frequency components, contour plot is shown in
Fig. 3. In Fig. 3, it is clearly revealed that noise components are shown by red colour.
Here it is not clearlymentioned the noise components according the P-Q-R-S-Twave
components (cardiac components shown by sky blue, blue, green, orange, light green
colour) of the ECG signal.

-3000 -2000 -1000 0 1000 2000 3000 4000
-4000

-3000

-2000

-1000

0

1000

2000

Fig. 2 Spectrogram of recorded ECG dataset
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Fig. 3 Contour plot of recorded ECG dataset

Figure 4 shows spectrogram plot in which ECG dataset of the patient is making
loop which indicates the removal of non-cardiac components (BLW, PLNs, etc.).
Figure 5 shows cardiac components shown by sky blue, blue, green, orange and light
green colour with corresponding noise components (shown by small red circles).

It has been observed that the proposed work achieves DR of 99.48%, whereas
Mehta and Lingayat [34] achieved DR of 99.79%. In this paper, KNN classifier is
used which can handle new data seamlessly; whereas in Mehta and Lingayat [34],
SVM classifier was used which is not suitable for large datasets.
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Fig. 4 Spectrogram of filtered ECG dataset using hamming window
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Fig. 5 Contour plot of filtered ECG dataset using hamming window

5 Conclusion

This paper sketches the landscape of the raw and filtered ECG datasets and verifies
using contour plot. Spectrogram effectively showcases the time-frequency-intensity
spectrum using contour and trajectory plot with hamming window. It may cover
various important applications and features related to computational medicine of
ECG signal. The proposed technique has been tested on 23 real-time datasets and
obtained D of 0.4% and DR of 99.48%.

As STFT relies on window length for better time and frequency resolution. In
future, this technique may be replaced by—(i) Fractional S-transform and (ii) short-
time fractional Fourier transform (STFrFT).
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Automation to Find Adulteration
in Downstream Petroleum Monitoring
Using Machine Learning: An Overview

S. Hemachandiran, G. Aghila, and R. Siddharth

1 Introduction

In terms of dollar value, the petroleum industry is considered the world’s largest
market. The petroleum industry is a global superpower that uses hundreds of thou-
sands of employees worldwide and produces hundreds of billions of dollars annually
and contributes a large amount to domestic GDP worldwide. The petroleum industry
is the source of various fuels: petrol, diesel, butane, propane, liquefied petroleum gas
(LPG), liquefied natural gas (LNG), and kerosene [1]. The largest volumes of the
petroleum industry are petrol and diesel. The operation of the petroleum industry
is generally classified into three sectors: upstream, midstream, and downstream.
Figure 1 visually represents the operation of each sector.

1. Upstream: The key processes in this sector are exploring, drilling, and extrac-
tion. In exploration phase, the search for potential underground or under water
fields and reserves of petroleum sources is searched and explored. The explored
places are drilled in the second phase. At last, the hydrocarbons are extracted
and produced the crude oil or natural gas to the surface.

2. Midstream: The major role of this sector is to transport the crude oil or refined
petroleum products. Various medium like trains, ships, pipelines, and tanks are
used for transportation. The transportation is between the source to refinery or
refinery to downstream distributors.

3. Downstream: This sector involves filtering of the petroleum crude oil and
processing the rawnatural gas. The fuel products such as petrol, diesel, kerosene,
etc., are extracted and delivered to the consumers [2].
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Fig. 1 Three important sectors in petroleum industry and its functionality

The main aim of this article is to

• provide an overview about various adulteration issues in the downstream sector
of petroleum monitoring.

• introduce the various machine learning (ML) and artificial intelligence-based
solutions to the issues.

• identify the open-research challenges in automation of this less explored
petroleum sector.

The next section enlists the various issues in the downstream sector of petroleum
monitoring.

2 Issues in Downstream Monitoring

There are several critical challenges in all the three sectors listed above. The
upstream and midstream involve larger scale of infrastructure and business which
attracts various researchers working toward in that area to provide functions like
detecting leakage in pipeline transportation, monitoring the surroundings, pressure
and ensuring safety, etc. In contrast, the small scale of business and infrastructure
there are very limited research available in the downstream sector. But the various
kind of adulteration issues in the downstream sector directly affects the end consumer
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and also spoil the reputation of the retailer [3]. Adulterated petroleum products
damaged the consumers’ benefits as well as it also threatened their safety. Therefore,
to guarantee and promote products quality, the identification of the qualified and
adulterated petroleum products is quite essential. This article aims to identify and
enlists the various adulteration issues in the downstream sector which will enhance
and provide in-depth knowledge to the reader about the importance of downstream
sector. Adulteration is defined as the illegal or unauthorized introduction of foreign
substance into the quality petroleum products [2]. This results that the product
does not meet the requirements and also deteriorates the quality of the product.
Foreign substances like kerosene or lubricants are called adulterants which alter and
degrade the quality of the qualified product. The adulteration may happen in in the
following ways:

1. Intentional adulteration: In this type, the person who may be a transportation
driver, worker in retail outlet intentionally mix adulterants with petrol/diesel for
gaining higher profit or spoil the reputation of the outlet or refinery.

2. Unintentional adulteration: This is the most common problem faced by the
consumer and retail outlet owners where the ignorance or negligence of any
individual leads to this unintentional mix up.

The next subsection clearly explains the various scenarios where the adulteration
can happen.

2.1 Scenarios in Adulteration

The intentional addition of other petroleum solvents in the petrol/diesel is very
common, and this adulteration weakens the quality of the petroleum product along
with that it also increases the pollution. This adulterationmay lead to enginemalfunc-
tion and also hazardous to the environment. It is driven by the great economic benefit
andgreed byvarying tax and evasion, since industrial solvents and fuels have different
taxation. It is very much important to monitor the fuel quality in the fight against
such irregularities which directly aimed at consumer protection. The two scenarios
where the intentional and unintentional adulteration in the downstream section may
happen are:

Scenario 1: Transportation from refineries to retailers: As the first step in the
downstream, petroleum refineries transport the purified petroleum products to the
retail outlet. In this transportation, there is a chance of mixing other solvents in
the quality product. In intentional adulteration, the main motto of the greedy is to
hide the theft of the quality petroleum product. Whereas in unintentional adulter-
ation, the worker in retail outlet or transportation driver unintentionally filled the
wrong products in the retailer’s storage. These kind of adulteration can be verified
by analyzing the density value using density hydrometer or filter paper test. Both
these techniques are manual and widely adopted method across retailers. There is
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Table 1 Latest Bharat stage-VI petrol specification (India)

Characteristics Unit BS-VI specification

Density at 15 °C kg/m3 720–775

Research Octane number (RON) min 91/95+

Anti Knock Index (AKI) or Motor Octane Number (MON) min 81/85+

Sulfur, Max ppm 10

Lead, Max g/L 0.005

Benzene, Max % volume 1.0

Aromatics, Max % volume 35

Olefin, Max % volume 21/18+

Oxygen Content, Max % mass 2.7

Reid Vapor Pressure (RVP)@37.8 °C, Max kPa 60

+Fuel quality specification for regular/premium gasoline

a scope of automation in this scenario to reduce the manual operation in the retail
outlets.

Scenario 2: Transportation from retailers to consumers: In this scenario, the
adulteration is done at the retail outlet where the end consumer is the victim. The
intentional adulteration may spoil the reputation of the retail outlet; hence, there is
a less chance of intentional adulteration happen in this scenario. Most of the cases
in this scenario are unintentional due to the carelessness of the individual (either
consumer or retail worker).

The periodicalmanual quality audit by the refineries and retail outlet helps to solve
the intentional adulteration. There are no preventive methods emphasized against the
unintentional adulteration. The major consequences of the adulteration are explained
in the next subsection.

2.2 Consequences of Fuel Adulteration

In India, the Bureau of Indian Standards (BIS) provides guidelines to the specifica-
tions for petrol and diesel. Blending/mixing of adulterants into the base transport fuels
leads to the change in the specification as per the guidelines. The latest Bharat stage-
VI fuel specification of petrol is given in Table 1, and diesel is represented in Table 2.1

The various types of fuel adulteration are mixing kerosene to petrol/diesel, blending
used lubricants to the diesel, etc. The major consequences of fuel adulteration are:

• Malfunctioning/seizure of the engine, failure of vehicle components, and safety
hazards.

1 https://www.transportpolicy.net/standard/india-fuels-diesel-and-gasoline/.

https://www.transportpolicy.net/standard/india-fuels-diesel-and-gasoline/
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Table 2 Latest Bharat stage-VI diesel specification (India)

Characteristics Unit BS-VI specification

Ash, Max % mass 0.01

Carbon residue (Ramsbottom) on 10% residue, Max % mass 0.3

Centane number (CN), Min – 51

Centane index (CI), Min – 46

Distillation 95% vol. recovery at °C, Max zC 370

Flash point Abel, Min °C 35

Kinematic viscosity @ 40 °C cst 2–4.5

Density @ 15 °C kg/m3 820–860

Total sulfur, Max mg/kg 10

Water content, Max mg/kg 200

Cold filter plugging point (CFPP)
(a) Summer, Max
(b) Winter, Max

(a) °C
(b) °C

(a) 18
(b) 6

Oxidation stability, Max g/mg3 25

Polycyclic aromatic hydrocarbon (PAH), Max % mass 11

Lubricity, corrected wear scar diameter (wsd1.4)@60 °C, Max µm
(microns)

460

Copper strip corrosion for 3 h@50 °C Rating Class I

• Increased emission of greenhouse gases like carbon monoxide and other toxic
substances.

• Financial losses to national GDP where the lower taxed kerosene is mixed with
higher taxed petrol/diesel.

The success of ML algorithm can be utilized to prevent this intentional and unin-
tentional adulteration. The next section list out various ML approaches for handling
some of the key research challenges faced by each sector in the petroleum industry.

3 Overview of ML Based Research in Petroleum Industry

3.1 Introduction to Machine Learning

Machine learning, which is a subset of artificial intelligence, plays an important role
in training computer systems to become experts that can then be used tomake predic-
tions and decisions. Before ML, AI programs only used to automate simpler tasks
based on simple rule-based classification. The ML algorithm makes the automation
system to evolve over each iteration by learning from the data. ML systems can
generally improve their performance on certain tasks as experience increases. The
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training and testing are the two important steps in ML. In training, the input data
is fed to the ML algorithm, and it will find the pattern or relationship between the
data. In testing, the test data is fed to the trained model, and it will give the pattern of
the test data based on the information gathered during training. ML algorithms are
broadly classified into two types:

• Supervised: This ML model is generated based on the labeled input data, and the
supervised algorithm tries to find the matching class label of the test data. Some
example algorithms: k-nearest neighbor (k-NN), support vector machine (SVM).

• Unsupervised: In real world, we cannot able to get the labeled data all the time.
This ML model finds the pattern in the unlabeled data. Some example algorithm:
k-means clustering.

In this article, an extensive overview is provided of how ML techniques have
been used for various applications in the three sectors of petroleum production and
monitoring. The purpose of this study is not to deliver an in-depth analysis of each
ML approach, but rather to show the overall application ofML in petroleum industry.
On the other hand, we want to make the researchers aware of such use cases. The
overview of the solution is represented based on the sectors.

3.2 Use-Cases in Upstream

Qiao et al. [4] proposed a production forecasting model for petroleum products, and
the model is created using particle swarm optimization (PSO) with least squares
support vector machine (LS-SVM) classifier. The existing data of the petroleum
industry is simulated and analyzed the factors impacting the production. The deep
learning algorithm (which is a subset of ML algorithm) is also used for identifying
patterns and information for profit making in petroleum industry [5]. On the other
hand, genetic algorithms (GA) are also used for scheduling the production, charac-
terization of oil reservoirs, etc. Another important application of ML in upstream
sector is to predict failures or anomaly detection [6]. Jin et al. [7] proposed a ML
model for leakage detection using SVM classifier for various levels of leakage from
normal to large level. The economy of the countries strongly relies on petroleum
industry. Prediction of oil prices is also one of the important ML application in
upstream sector. Kristjanpoller et al. [8] use artificial neural network (ANN) with
generalized auto-regressive conditional heteroscedasticity (GARCH) to anticipate
the unpredictability of fuel prices.
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3.3 Use-Cases in Midstream

Supply chain management is one of the key research areas in midstream. The
dynamic demand nature of the petroleum industry makes the supply chain manage-
ment more complex and challenging. Sinha et al. [9] use the multi-agent system
along with particle swarm optimization to manage the supply chain. The results
showed that multi-agent system favored the maintenance of optimum quantity of
petroleum products in the inventories. Julka et al. [10] introduced a new simulator
petroleumrefinery integrated supply chainmodeler and simulator (PRISMS) for deci-
sion support system. The PRISMS simulates the refinery division such as logistic,
storage, procurement, and sales. During the setup, certain functions in the refinery
are simulated for a prescribed number of days. The effectiveness of the PRISMS for
supply chain has been illustrated by considering changes in the policy and external
factors [11].

3.4 Use-Cases in Downstream

Moreira et al. [12] have discussed about the quality analysis of the petroleumproducts
using gas chromatography technique. In gas chromatography technique, a noted
quantity of fuel sample is injected; then it is carried by inert gases like helium
or nitrogen. Finally, a detector measures the concentration of fuel by calculating
the peak retention time. The author also proposed to use the mass spectrometry
analysis to improve the detection of adulterated gasoline. The results in the article
showed that the type of organic solvent can also be detected along with adulterated
samples by comparing the chromatographic profiles. However, the analysis finds
the contaminated gasoline and declines the adulterated samples approved as a good
quality. Kanyathare et al. [13] identify the fuel adulteration in real time using optical
fiber sensor and controller. The author presented a model and validated to identify
the percentage of adulteration in petrol/diesel by kerosene as an adulterant. The
handheld device is very simple to use, and there is no need of sophisticated chemo-
metric analytical method; however, this method results are dependent on the surface
of the fuel (roughened glass) which is not feasible in real-time automation.

Ranhotra et al. [14] introduced the image processing-based identification of adul-
teration in petroleum industry. The author utilized texture-based image classification
to identify the fuel adulteration. Likewise, Han et al. [15] investigated the qual-
ified and unadulterated petrol using quantized histogram matrix and independent
component analysis-based hyper-spectral image analysis. Chen et al. [16] use semi-
supervisedML algorithm to identify petrol and diesel using onboard diagnostic data.
Frederick et al. [17] use ML-based approach to analyze the sound of the engine to
identify whether it is petrol or diesel. Similarly, there are various possible applica-
tions which are not explored in-depth, and some of the important open challenges
are described in the next subsection.
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3.5 Open Research Challenges

From the in-depth analysis of the literature, it is observed that there aremany research
gaps in all the three sectors in the petroleum industry. It is also noted that one single
ML algorithm cannot provide all solutions to the problems. From the observation, it
is clearly visible that there are very few literature available in the downstream and
almost all the articles focused on sensor-based data analysis. There are various open-
research challenges in the downstream adulteration monitoring application. Some of
the key research areas are

• The powerful computer vision techniques in the ML algorithms are still an
open-research problem where it could be utilized for automation in petroleum
monitoring and finding adulteration.

• The role of fog computing and edge computing in the petroleum industry is less
explored, and it also have potential significance in downstream application where
consumer devices can be used as edge device for performing real-time analysis.

• The blockchain technology is still in the early stage and identifying thewidespread
application of blockchain in the downstream sector is also a crucial research area.

4 Conclusion

The objective of this article is to highlight the importance of machine learning in
the various sectors of the petroleum industry. This article mainly focused on the
automation to find adulteration in the downstream sector and also introduced the
various types of adulteration and its consequences. The existing application of ML
in the petroleum industry is studied, and some of the open-research challenges
are discussed. This article aims to create a timely awareness for new interdisci-
plinary/multidisciplinary researchers to work on this research area where a sea of
automation process is available.
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Smart Dispensing of Ingredients Using
VL53LOX and Piezoelectric Polymer
Sensor

K. R. Prakash, V. Guruprasad, and K. S. Nithin

1 Introduction

The food materials are preliminarily categorized based on daily requirements for a
house of 4–6 members. This includes rice, dal, and food grains such as rava, broken
wheat and seeds, etc., are considered as high-volume consumables. Other items such
as mustard seeds, chili powder, salt and sugar, etc., are considered as low-volume
requirement. Figure 1 explains the working of smart inventory. A set of standard
containers are designed to meet the high- and low-volume requirements, keeping in
mind, the volumes of containers are so designed using standard regular shape such
as circular, square and rectangular of different dimensions to store raw material at
their respective position [1]. The container will be provided with a cap, and a bottom
plate on which it sits exactly. VL53LOX sensor is mounted on the cap. VL53LOX
sensor is very small in size and can be fitted very easily to any size of the cap. At
the bottom, a plate with piezoelectric polymer sensor along with circuit consisting
Arduino nano board will log the values from both the sensors and push those values
to cloud. An AI engine with a web application will display the physical container in
a virtual platform showing filling status.
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Fig. 1 Working diagram of smart inventory

1.1 Objectives

1. The first and foremost objective of this project is to raise the level of the
automation that is currently employed in the existing system.

2. Integration of sensors data for accurate analysis.
3. A system for automaticallymaintaining inventory status of dry/liquid itemswith

self-calibration/correction ability.
4. This project designed to provide self-learning techniques AI for smart

containers.

1.2 Scope of the Project

The smart container will have combination of sensors mainly VL53LOX nano
sensors with robust electronics, which is mounted on the cap side and piezoelectric
polymer gasket which acts as sensor to indicate resistance change when the volume
is dispensed and is embedded to bottom of container. However, in this project, imple-
menting smart container concept for few numbers of the containers for a particular
dispensing application has been achieved mainly for an automatic cooking machine
where the ingredients are dispensed according a set program. These kinds of smart
containers are developed and integrated with a display device and a mobile applica-
tion where user can monitor live updates on inventory, quantity dispensed, minimum
level, and maximum level.
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1.3 Design of Machine and Container

The project aimed at selecting regular shape container as it is easy to predict the
exact volume changes during the dispensing of the ingredients. To suit the machine,
cylindrical jarswere preferred in the project. However, it is possiblewith any standard
regular shape containers and even non regular containers can be used by initially
calibrating it. Based on the geometry of the container, a program calculates the
volume.

A = π ∗ r2 (1)

V1 = π ∗ r2 ∗ h1 (2)

V2 = A ∗ (h1 − h2) (3)

‘r’ is radius of the container.
‘A’ is area of the container.
‘V1’ inside full volume of empty container.
‘V2’ is the volume occupied by the material inside.
‘h1’ inside height of empty container.
‘h2’ is the depth of remaining material from top edge (Data from the sensor).

Similarly, by giving basic dimensions to the software allows direct display of
the volume and weight. However, during the trails, it is observed that there is an
error in measurement mainly when solid ingredients are used in the container and
dispensed. As our machine needed accurate dispensing with minimum error, the
containers were modified and fitted with a sensor made by piezoelectric polymer
material as a base which gives resistance change with respect to volume stored in
the container. By clubbing these two data, dispensing errors were minimized. The
author has already published paper [1], and recently, the machine was modified and
built in different layers with circular profile to house different components used
for cooking ingredients in smart cooking machine which comprises of four layers.
Layer 1 contains machine base, heating element, vessel and vessel clamping device.
Layer 2 contains layer split, exhaust assembly, thadka assembly and cube vegetables
dispenser assembly. Layer 3 contains ingredients transfer system. Layer 4 has ingre-
dients container, spices container and liquid dispensing containers. Different types
of containers were used based on the application with the provision for mounting
sensor and routingwire for example as shown in Figs. 2 and 3. Provision formounting
sensors on to the containers is made during the design stage in the container cap. 1.
Machine chassis, 2. Controlled heating device, 3. Tadka heating vessel, 4. Stirrer
assembly, 5. Exhort, 6. Veggies containers, 7. Ingredients transfer line, 8. Spicy box,
9. Main ingredients containers, 10. Layer height adjustment, 11. Cooking vessel, 12.
Cooking vessel position lock, 13. Layer spilt, 14. Base heating element mount.
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Fig. 2 Components of cooking machine

Fig. 3 Different layers of smart cooking machine
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Fig. 4 Container

Design of the container is shown in Fig. 4. 1. Containers 2.Motor holders 3. Screw
rod mechanism 4. Geared DC motor.

Screw rodmechanismusedwill remain in themachine, whereas the containers can
be separated and stored elsewhere without disturbing the ingredient contents inside
(can be refrigerated and dish-washable). Spice container assembly will get opened
only when positioned in respective location of the machine with proper locking
mechanism which includes a Poke-Yoke system.

1.4 VL53LOX Sensor

Due to compactness required, VL53LOX sensor was finally used which gives the
distance in millimetre. Figure 5 shows the schematic representation of VL53LOX
sensor. This VL53LOX sensor is very small in size and provides longer-ranging
distance measurement [3]. It has higher immunity to ambient light and better robust-
ness, and uses the flight sense technology for the precise measurement. The pulses
of IR laser light are emitted from the emitter and reaches the nearest object then it
reflects back to the detector, so it can be considered as a tiny, self-contained lidar
system. The TOF (time of flight) measurement enables to accurately determine the
absolute distance from the target without the object’s reflectance greatly influencing
the measurement.



430 K. R. Prakash et al.

Fig. 5 Schematic diagram of VL53LOX sensor

1.5 Piezoelectric Polymer Sensor

The piezoelectric polymer sensor in our experiment is sensitive to the change in
volume or change in the weight. This change is interpreted as resistance change by
the piezoelectric polymer sensor. The sensor is a thin layer made up of piezoelectric
polymer material. The advantages of using polymers in sensors are their high surface
to volume ratio, response time, cost-effective and sensitivity [4, 5]. The sensor is
placed on the bottom of the container further this sensor is placed on the fixture as
shown in Fig. 6. Copper terminal embedded to the piezoelectric polymer is connected
to the controller to acquire continuous data. When the level of the ingredients is
varied the corresponding height change is given by the VL53LOX sensor and the
corresponding volume change is given by piezoelectric polymer sensor. Both these
sensors act as closed loop system to dispense the required quantity of ingredients.

Fig. 6 Setup of the container with sensors
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Fig. 7 Circuit diagram of VL53LOX model

1.6 Arduino Nano Module

Arduino nano is small, compatible and flexible. It is based on
ATmega328p/ATmega168. The operating voltage of nano is 5 V, and the input
voltage is 7–12 V. There are 14 digital pins, 8 analog pins, 2 reset pins and 6
power pins. Since the size of the microcontroller is smaller, it can be used in the
applications where the size of the electronic components is of great concern.

1.7 Arduino Bluetooth Module

The Arduino Bluetooth module is used to send the data from microcontroller to the
android device. Here, we are using HC-05 Bluetooth module. It is a serial Bluetooth
module for Arduino and other microcontrollers. The range is less than 100 m. This
module can either work as master or slave. And also, it can be easily interfaced with
laptops and smart phones. Figures 7 and 8 show circuit connection of VL53LOX to
microcontroller and Bluetooth module.

2 Result and Discussion

Table 1 shows the reading of sensors with respect to the weight of ingredients in the
container. The container is filled with item and cap is closed and is placed on the auto
cook machine, piezo sensor will start showing the resistance value corresponding to
the weight of ingredient stored, also the current level inside the container is detected
using VL53LOX sensor using time of flight concept. The data fetching is done by
Bluetooth modules, and it calculates the distance process the information to arrive at
weight of ingredient. Now, the dispenser will start dispensing material using screw
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Fig. 8 Connecting
VL53LOX to
microcontroller and
Bluetooth module

Table 1 Sensor readings VL53LOX sensor
reading (mm)

Weight of
ingredient in
container (kg)

Piezoelectric
polymer sensor
reading (k�)

205–210 0.892 11.4

220–224 1.206 9.6

225–230 1.300 8.8

192–197 1.508 6.6

180–185 1.553 6.5

170–175 1.613 6.1

173–175 1.708 5.6

160–165 1.909 4.3

155–160 2.127 4.1

145–150 2.338 3.6

135–140 2.451 3.2

70–75 2.6615 2.1

type feeder mechanism as per the program resulting in change of the height values
and resistance values. Taking the new values of both sensor data, AI module will
display the net amount of material dispensed from the container. In that way, it can
also take commands for serves based on number of persons to whom the food is to be
prepared. As themachine is under patenting process and one of themajor innovations
is on dispensing technology, the paper focuses on only on the basic methodology.
In the trails , some amount of ingredients has been dispensed randomly from the
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container. For particular quantity of ingredients dispensed, the remaining weight is
calculated. Simultaneously, the height of ingredient level from top of the cap is given
by VL53LOX sensor, and the value of resistance for current weight of ingredient is
taken from piezoelectric polymer sensor. However, the accuracy level is proved at
97%.

3 Scope for Improvement

The smart inventory proposed will have containers with artificial intelligence
elements built in it to indicate the levels of the necessary stock and can commu-
nicate between the server/user by graphical interface or to a mobile phone. However,
in this project, implementing smart container concept for few numbers of containers
for a particular dispensing application has been done. In future, item storage can be
replaced with smart containers with integration to display devices to deploy it in a
mobile application where monitoring and live updates on inventory is possible. The
project uses Bluetooth module HC-05 for the simplicity. Further, Wi-Fi module or
RF master-slave device can be used for long range. The concept can be extended to
warehouses, hotels, restaurants and other areas where monitoring may help to avoid
the wastage of materials. Also, this can be a tool for kitchen inventory management.

4 Conclusion

The auto cooking machine with smart containers integrated with VL53LOX sensor
and a polymer sensor for individual containers proved to be a good system to dispense
the ingredients to the process as the two sensors data are fused the system will be a
reliable and accurate and is suitable for small capacity machines used, the same may
be used in medium scale industries, groceries shop and also in kitchen inventory.
Because of its miniature size, it can be integrated in very less space. The containers
periodically “wake up” and communicate to a base station regarding their inventory
status and dispensed quantities, and the fill status is automatically updated using the
same sensor [2]. By implementing AI, the container will be smart and self-learning
over a period of time.

Acknowledgements This project was supported by KCTU Government of Karnataka. A part of
the patent project—6018/CHE/2014.
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Implementation of Industrial IoT
Laboratory for Sensors

K. R. Prakash, Pratiksha Narake, and M. V. Ramya

1 Introduction

Machining tools are conventionally categorized into two groups: Forming and chip-
making machines. In forming processes such as forging, pressing, bending and
shearing, a desired shape is obtained by deformation. When it comes to chip-making
type machining processes, material is removed from a work piece in the form of
chips. The main types of these machining processes are drilling, milling, boring,
grinding and turning. Defects and errors in the final product may result from various
factors starting from human errors, machinery and material characteristics/wear and
tear, temperature and pressure and environmental conditions, etc. In order to achieve
zero defects, minimum down time and setting time, an IoT based intelligent control
and monitoring system are needed at the industry where process data acquired from
sensor network is transmitted to controllers [1, 2].

Data captured from manufacturing lines can be logged to a cloud storage housed
in a data center through an indexing server. Controllers should give the right response
based on the current sensor inputs as well as from the analytics of historical data from
cloud [3]. However, these are possible only through proper knowledge of sensors, and
use of the sensors data in various analysis techniques to provide skills in these areas.
It is essential to develop proper laboratories in the institute and generate data for
the purpose of analysis. One such laboratory setup is visualized by the development
and implementation of PLC, industrial PC (IPC) and hydraulic laboratories. The
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experiments connected in each of the laboratories can be accessed with the IoT
controller/data logger by the remote user from different locations at any time [4].

In this paper, an attempt has been made to develop industry Internet of Things-
based laboratory in the institute and bring the concept of practical learning in the
areas of sensors and IoT.

1.1 Architectural Framework

Monitoring the parameters such as temperature, pressure, position, etc., need inte-
gration of sensors or detecting devices to be put on the machine or on the object
and ensure that they are maintained at required set levels throughout the produc-
tion time/process time. In this paper, application of IoT to capture data, and use of
analytics to understand the cause of variations is discussed. This approach can be a
big game changer for precision manufacturing industries in terms of quality produc-
tion and realization of six sigma level. Figure 1 gives architectural framework of
such system.

1.2 Field-Devices Network

Manufacturing industries employ huge number of devices, equipment, machineries
which perform machining operations on workpieces using tools and support equip-
ment. Devices could be I/O blocks, systems, readers, process instruments and drives,
etc. All these machine-level operational and monitoring components could be made
smarter by incorporating AI technique and smart control whose operations are trig-
gered by control signals from remote terminal units (RTU’s) or I/O modules. Thus,
data from various sensors, i.e., analog/digital signals are communicated to control
system through these RTU’s transmit control signals from controller to actuators.
These remote terminal units are basically channeling for data transmission to and
from field equipment with embedded controllers. They control device management
functions with device level protocols like foundation fieldbus, highway addressable
remote transducer (HART), PROFIBUS-PA, andmost of them have 4–20mA analog
current or 0–10 V.

1.3 Connectivity Network

Operational data to/from RTU’s across the plant should communicate with master
controller. Master controller being the center of control, intelligence and co-
ordination across the complete system should process these input data signals from
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Fig. 1 Architectural framework

sensors and give out responsive control signals on real time basis. Every set of opera-
tional data processed by controller is logged to cloud infrastructure. Hence, response
given by controller for any input signal should also consider analytics of data logged
previously, ensuring self-learning and improvisation.

Data transfer from RTU’s to ethernet network switch would require interfacing
modules, as communication fromRTU’s, all through the plant should be using proto-
cols which are rugged and match industrial standards. PROFINET is an ethernet-
based industrial communication protocol, which utilizes physical interface RJ-45
ethernet jack. PROFINET cables contain robust shielding and are designed to func-
tion well in harsh environments with less than 1 ms, making it ideal for high-speed
applications. In order to provide similar kind of experimentation at laboratory setup
in the institution, different types of sensors and actuators were connected to Siemens
ET-200SP which intern links to PLC with single cable. These kinds of arrangement
create a flexible link between the sensors, actuators and PLC. Student can program
PLC and realize the input/output operations of sensors/actuators as per requirement.
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Fig. 2 Connectivity network between sensors, clouds, data logger, RTU and PLC

PLC in turn connects to a data logger and communicates the outputs to a cloud
server using message queue telemetry transport (MQTT) protocol, JAB Hibernate is
used to communicate with database and http-based protocol for data transfer from
server to web application and http REST APIS protocol for data transfer from server
to mobile applications. Figure 2 shows connectivity network between RTU, PLC,
cloud, data logger and sensors.

2 Cloud Infrastructure, Configuration and Monitoring
Network

In order to configure, programandmonitor the control activities of the system, servers
and client machines are configured with software tools, which can support building,
debugging, configuring and downloading the logic to controller.

This software should ensure proper and distinct access for operator functions
(Switch ON/OFF on HMI), engineering functions (Building Topologies, Designs,
I/O Tags and Logics) [5], monitoring functions (SCADA Tools, etc.) and analytic
functions (where ML based algorithms are developed, debugged, triggered and
monitored), etc. These server/client workstations should link to ethernet switch,
while connecting to cloud infrastructure at another end. Also, a connectivity server
system is required, which runs few critical services depending on operating system
of server/client nodes.
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3 IoT Sensors for Industrial Applications

3.1 Experiment on Digital Sensor Using PLC and Data
Logger

Sensor applications and few characteristic experiments can be conducted using the
developed laboratory. In this section, digital sensors such as inductive, capacitive,
etc., are considered and one of them is operated using a PLC to demonstrate an
application of an industry. In this example, an inductive sensor is connected to the
PLC and to the data logger to detect the conductive materials, and result is pushed
to the cloud as 0 or 1 in value column no.-5 through ethernet. Table 1 gives the port
name and corresponding digital outputs. Figure 3 shows connection of data logger
to PLC.

Table 1 Process parameters when data logger connected to PLC

Time and date Port Port no. Sensor name Value Type (V)

2020/10/27, 16:17:35 Digital Input DIO Q1 1 0–24

2020/10/27, 16:17:30 Digital Input DIO Q1 1 0–24

2020/10/27, 16:17:25 Digital Input DIO Q1 0 0–24

2020/10/27, 16:17:20 Digital Input DIO Q1 1 0–24

2020/10/27, 16:17:15 Digital Input DIO Q1 1 0–24

Fig. 3 PLC connected to data logger
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3.2 Experiment on Analog Sensor

Balluff position sensor is used to measure the linear distance. As the sensor is moved
from 0 to 500 mm, the values of voltage change are recorded through the data logger.
The same is shown in Table 2. Column 5 shows the voltage values varying from
minimum value of 1.54 V to maximum value of 3.83 V. Figure 4 shows the sensor
connected to the data logger for conduction of the experiment manually by moving
the sensor actuator rod. The output is shown as graph in Fig. 5 (Fig. 6).

Table 2 Process parameters when Balluff sensor connected to data logger

Time and date Port Port no. Sensor name Value

2020/10/19, 16:30:20 Analog AIO3 Position sensor 3.83608

2020/10/19, 16:30:30 Analog AIO3 Position sensor 3.0428

2020/10/19, 16:30:40 Analog AIO3 Position sensor 2.15304

2020/10/19,16:30:50 Analog AIO3 Position sensor 2.1852

2020/10/19, 16:31:00 Analog AIO3 Position sensor 1.56344

2020/10/19, 16:31:05 Analog AIO3 Position sensor 1.54736

Fig. 4 Balluff sensor connected to Data Logger
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Fig. 5 Graph shows the voltage reading of position sensor over time
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Fig. 6 Graph shows the accelerometer reading (g) in x, y and z direction over time

3.3 Experiment on XDK Sensor Without Data Logger

It is an IoT sensor used to measure multiple parameters with a single device. This is
used to log various parameters such as ambient temperature, atmospheric pressure,
light intensity, acceleration of the body in three directions, humidity, angular velocity,
strength and direction of magnetic field and rotation of the body in degrees. Based on
the industrial application requirement, any of these parameters can bemonitored, and
data is logged as shown in Table 3. Based on the data obtained, process is controlled.

Accelerometer—It measures the acceleration of the body in three different axes,
i.e., x, y and z. Column 2 of Table 3 shows the values for x, y and z directions.

Gyroscope—Gyroscope is used for measuring angular velocity. It is measured in
terms of (rad/s). Column 3 of Table 3 shows the values for x, y and z directions
(Fig. 7).

Table 3 Process parameters of XDK sensor

Time and date Accelerometer Gyroscope Temp Pressure Humidity

2020/10/28, 16:13:14 13, −12, 1019 610, 1220, −448 33 1 34.23

2020/10/28, 16:13:11 6, −10, 1013 −3417, −4638, −
4150

29 1 34.59

2020/10/28, 16:13:10 16, −10, 1016 3906, 2685, 1953 29 1 34.58

2020/10/28, 16:13:08 7, −9, 1011 −366, 2075, 2075 29 1 34.59

2020/10/28, 16:13:07 8, −3, 1020 3540, 7934, 5371 29 1 34.58

2020/10/28, 16:13:05 7, −7, 1018 −1220, −1831,
1708

29 1 34.58

2020/10/28, 16:13:04 15, −9, 1014 −4150, −1220,
1708

29 1 34.6

2020/10/28, 16:13:02 5, −11, 1018 1098, 3295, −3051 29 1 34.59

2020/10/28, 16:13:01 9, −8, 1018 −1708, −2319,
3906

29 1 34.59

2020/10/28, 16:12:59 7, −10, 1020 −1708, 1708, 5493 29 1 34.6
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Fig. 7 Graph shows the gyroscope reading (0/s) in x, y and z direction over time
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Columns4, 5 and6ofTable 3 indicate the values of room temperature, atmospheric
pressure and humidity obtained at the time of conduction of the experiment. Also,
other parameters such as magnetometer reading, rotation and light intensity may be
recorded (Fig. 8).

4 Conclusion

In the project, IoT laboratory with suitable data logger from Hydac India was used
alongwith Siemens andDelta PLC to conduct various experiments related to sensors.
This has enabled the institute to have a separate lab of 2 credits on IoT applications
related to sensorwhich is designed and conducted. The system so developed to enable
the student login from anywhere through the internet and conduct the experiments
as per the data logger availability. However, on every experiment completion, data
logger is to be released by a lab supervisor to enable the same data logger to the
others.

To avoid this, a program is proposed such that auto release is done after the comple-
tion of the experiment. All the experiment conducted is satisfactory and recorded
either in table or graphical form as per the laboratory requirement along with student
registration details for proper validation process.
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AMechatronic System to Distribute
Tennis Balls Using Pneumatics

Pradnya Avinash Patil

1 Introduction

The main objective of this report is to design a mechatronic system capable of
uniformly distribute tennis balls from a hopper onto a production line using pneu-
matics. This system shall be composed of a electrical, mechanical and software
sub-systems in order to practice such skills. To accomplish this objective, a system
composed basically by one pneumatic actuator, a motor, two ultrasonic sensor and
themechanical system that integrates the hopper to the production line was designed.
A pneumatic cylinder is used to push the tennis ball that comes from the hopper and
is unable to enter the production line because of a gate, into a rail that leads to a
conveyor with a line of tennis ball’s packages. The first ultrasonic sensor is set to
detect any object that is below 6 cm of distance and sends a signal to the solenoid
valve that activates the cylinder, and this step is required to verify if there are any
balls coming from the surveyor. After the ball goes through the rail, it ends up on
the package and a second ultrasonic sensor, set to detect object at a distance below
20 cm, senses if the package is full and send a signal to the motor that pushes another
package one step forward completing the cycle. This report begins explaining why
the use of pneumatics in conjunction with other systems, such is electrical actuation,
is widely used. Then, the actuation used on the model is discussed as well as the
electronics and sensors. The simulation tools used are then explained and also how
they interact with each other. Finally, the outcome of this project is discussed and
the conclusions exposed.
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2 Methodology

At this section of the report, for each aspect of the project, a small discussion and
the necessary explanations that will support the decisions made around pneumatics,
actuation, electronic control and simulationwill be rendered. The intention is to, first,
give a general viewof the parts of the subject thatwill have an impact inwhatwas used
on the project. Second to explain why this was done. For example, on pneumatics,
compressors and reservoirs are discussed and why they are not on simulations. Also,
the tools and software used to achieve the results and how these results were achieved.
Finally, the relation of each part with the objectives of the report is exposed. Figures
and listings will illustrate the explanation wherever necessary.

(A) Pneumatics In a pneumatic system normally, air is drawn from the atmosphere
via an air filter and raised to the system required pressure by an air compressor,
which is normally driven by a ACmotor [1]. Because the air contains a signif-
icant amount of water vapor, the air must be cooled and treated before being
used. Pressurized air is then stored in a reservoir and can be released to the
cylinder, without the reservoir the valve action could be slow, if the pres-
sure was to be raised every time the valve was to be used. The pneumatic
systems may look complex and for small applications such as this demonstra-
tion project it is no feasible, although many factories produce compressed gas
at a central and distribute it on a air ring main to all places on the site, in a
similar fashion as electricity or water. The development of a pneumatic system
will make possible, by studying small systems like this project to have a better
idea on large scale plants and how they integrate their systems. For a matter
of convenience, the pressure reservoir and compressor will be excluded of the
simulations included in this report.

(B) Actuation The actuation systems are responsible for transforming the control
system output into an action that will control the system [2], and on this
project, solenoid valves are used to control the flow of air which will start the
pneumatic cylinder. The pneumatic cylinder is an example of a linear actuator,
and it consists of a cylindrical tube alongwhich a piston can slide. The cylinder
is used on the project.
To control the motor which will control the conveyor belt, a relay is used,
it is represented by the LED at the electronic simulation, and it works as
a mechanical switch acting as the motor actuator. Relays are widely used
on control systems in conjunction with a transistor to switch on the current
through the solenoid to switch on the much larger current needed to switch
on or off a final correction element such as a motor [2]. These are some of
the various kinds of actuation systems, to know how to integrate them on
pneumatic systems is crucial for modern operations.

(C) Electronic System The electronic system is composed by two ultrasonic
sensors, a liquid crystal display (LCD) display,and a microcontroller. The
LCD monitor displays the actual distance between the ultrasonic sensors and
the subjects of measurement, and there will be displayed UT cm: for the first
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Fig. 1. 16 × 2 LCD module and 16 × 2 LCD module Pinout

measurement and UT cm2: for the second. This is necessary so the correct
functioning of the system can be judged.

1. LCD display The LCD module used was a 16 × 2 display as seen in
Fig. 1 very commonly used in embedded projects, because it is cheap,
available and easy to program. They are very common on calculators. It
has 16 Columns and 2 Rows. So, it will have 32 characters in total and
each character will be made of 5 × 8 Pixel Dots [4].

2. Ultrasonic sensors An ultrasonic transducer transforms mechanical
sound waves in electricity via a piezoelectric crystal. This crystal if cut
on the x-axis has the property of changing size and shape when energy
is applied, making the crystal vibrate and producing sound waves. The
same occurs at the reception of a sound wave, where the crystal receive
the impact and produces energy. Figure 2 illustrates how this can be
done [6]. This ultrasonic sensor can be used in quantity by the same
microcontroller, as can be seen in Fig. 3, in this project only two were
used.

Fig. 2 Ultrasonic sensor
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Fig. 3 Multiple sensors

(D) MicrocontrollersAmicrocontroller is basically a whole computer as a minia-
ture. Different from the microprocessor that is the part of the system that
process data, the microcontroller has memory, CPU, Digital pins for I/O
(Input/Output). The microcontrollers used in this project is the ATmega328P
mounted on an Arduino Uno board. This microcontroller weighs only 25 g
and have 1 KB of EEPROM, 2 KB of SRAM and 32 KB of flash memory [5].

1. Control Methodology The control methodology consists, first, in verify
if the there is a tennis ball in place, in front of the first ultrasonic sensor,
if affirmative the cylinder will push the ball down the rails and into the
package, it will wait for one second and will verify again. In the case
of no balls in front of the first ultrasonic sensor, the system stops. Then,
as a second verification, using the second ultrasonic sensor, the distance
between the sensor and the inside of the package containing the balls is
measured and if the distance is less than 20 cm, which means that there
are three balls inside the package, a signal is sent to the motor they will
roll the belt and place another empty package on the place. The motor
works for 1 s, time necessary to put another pack in place and time enough
for another ball to come if the hopper is not empty yet.
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3 Design Process

The design process consisted of three main phases, first an ideation process and
research. In this phase, a research around previous projects, interview with other
students, literature reviewwas first conducted as wells as discussions with the profes-
sors to understand the problem.Also, in this phase, an ideation processwas conducted
to realize what would the project be in a high level and what kind of tools would be
the best for the purpose. After the first phased was decided that a system with two
ultrasonic sensors, a cylinder and a conveyor belt with a motor would be designed. A
secondphase consisted inmaking the electrical simulation of the control systemusing
potentiometers to mock the ultrasonic response for the distance and to analyze the
control system timing. The great advantage of these phase is to avoid errors when
buying the real parts and making sure the system is working prior to irreversible
decisions. This phase is possible even to further the capabilities of the project, add
features and improve the concept of the project. Once satisfied with the electronic
design and control system, a CAD model was developed to study the dynamics of
the interactions between the parts of the mechanical design and well as to have the
measurements for the implementation of the project in future. The disadvantage is
that theoretical components are much closer to ideal situations then to the reality and
some adjustments may be necessary in the case of implementation in the real world,
specially involving motors and pressurized systems as in the case of this project. The
use of more robust software and real specifications from vendors as well as environ-
ment modifications on the simulation can mitigate some of these problems but never
at a level of total confidence. Although, for the present work, the tools used were
more than suitable.

(A) Electronic simulationVirtual Prototyping enables system testing before fabri-
cation and electronic devices such as sensors and microcontrollers can be
simulated in specialized software such as Proteus, which has over 15 million
parts designed and can accelerate the design process.

1. Proteus The Proteus Design Suite is used across various industry sectors
as a solution for professional PCB design and as a rapid prototyping tool
for R&D [3]. This tool was chosen due to the ease of use and simulating
capacity, as well as per the amount of parts available, including the ones o
= used on the project. With Proteus, there is the possibility of importing
the programming to the part and simulate accurately the results. In order
to simulate the ultrasonic sensors, input, a potentiometer, is connected to
the ultrasonic sensor test, and a DC generator is connected in one side
and ground on the other side. The first ultrasonic sensor, connected on
pins 8 and 9, receives a DC generator of 50 mV in order to simulate a
distance below 6 cm stipulated. If a distance below 6 cm is detected then
it means that there is a tennis ball waiting to be pushed through the gate
to the conveyor and the cylinder is activated, as shown in Fig. 4. The
second sensor receives a DC generator of 500 mV and simulates a 20 cm
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Fig. 4 Simulation in proteus—sensor 2 below 6 cm

distance. It is located on top of the packing station and when there are
three balls inside the pack it activates amotor thatmakes the conveyor belt
roll a distance of one pack, and the full pack is projected forward, while
another one empty takes its place. Figure 5 shows the system simulating
a full pack being detected.

(B) Mechanical simulation The mechanical design was made using Solidworks.
There aremany reasons to use this tool, its popularity results in a huge commu-
nity of developers, amateurs and professionals that exchange experiences and
solve problems.

Solidworks have various modules that enable one to make physical simulations,
animations and much more. An overall view of the system is shown in Figs. 9 and
10. Figures 6 and 7 are possible to see the position of the ultrasonic sensors.

A view of the cylinder in Fig. 8 shows a tennis ball being pushed by the gate and
going at the production line’s direction (Figs. 9 and 10).

4 Results

The results of the simulation are not ideal due to the many factors that have to be
considered on a real project. The physical interaction of all the components has to
be taken into consideration. All these factors can be seen on a real model and that’s
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Fig. 5 Simulation in proteus—sensor 1 below 20 cm

Fig. 6 Sensor 2

Fig. 7 Sensor 1
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Fig. 8 View of the cylinder

Fig. 9 Overall system—perspective

Fig. 10 Overall system
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the idea behind a design process like this, where we round the intrinsic factors that
are of minor importance in favor of having the big picture revealed and then measure
and adjust the real product at the end. Although since the aim of the project was to
practice the design process, it was fully achieved since an electrical, mechanical and
software; therefore, mechatronic system was fully developed and integrated.

5 Discussion and Conclusions

In this project, an electrical, mechanical and software system were developed and
integrated, fulfilling the aims of the project. The performance of the project can only
be measured but assessing the simulations, unfortunately the real implementation
of the project is not possible at this moment. Although the knowledge of how to
integrate the systems was of great value. Improvements and recommendations for
the project in future developments include the following, to name a few:

1. If the project were to be implemented, the first idea measures the real-world
performance and compare with the simulations.

2. The system can be improved by changing the LED’s for a real motor and the
solenoid valve on the electronic simulation.

3. Use real parts Datasheets and a more robust simulator like Eagle.
4. Another use of counters to specify the amount of packs delivered and also a check

system to count the amount of balls inside the package is of easy implementation
using computer vision and tools like OpenCV.
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Weld Microstructural Image
Segmentation for Detection
of Intermetallic Compounds Using
Support Vector Machine Classification

Nalajam Pavan Kumar, Ramesh Varadarajan, K. N. Mohandas,
and Muni Kumar Gundu

1 Introduction

The weld microstructural is an important task in determining the presence of inter-
metallic compounds (IMCs), IMC layer thickness and the presence of defects such as
gas pores, voids and cracks. Themicrostructural examination heavily relies on human
experts to draw conclusions on the weld quality, which is time-consuming and tends
to result in uncertain conclusions. The rise of computing power andmachine learning
techniques helps in determining the weld quality with high accuracy in less time. The
microstructural images can be evaluated using image segmentation. Image segmen-
tation is a well-known tool that separates desired parts or objects from the whole
picture, and it can be subsequently analyzed with greater accuracy. Image segmen-
tation has an extensive application range in medical image processing quantitative
analysis. Numerous image segmentation algorithms have been reported in the liter-
ature in the recent years. Image segmentation algorithms are broadly categorized as
edge detection [1–3], template matching [4, 5], thresholding [6, 7], clustering [8–10]
and the region growing [11–13]. However, none of these algorithms have generic
applicability to all the images.

The applications of aluminum alloys are growing in manufacturing industries
because of their low weight and high strength characteristics. The major drawback
of aluminum alloys is difficulty in welding, and it still remains a challenge for many
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researchers. The common problems associated with the resulted poor welds are feed-
ability, porosity, cracking and intermetallic compounds. In recent years, many of
these limitations were addressed by industrialists and the researchers. However,
the formation of intermetallic compounds still needs to be addressed. Cold metal
transfer (CMT) welding is a sophisticated version of metal inert gas/metal active gas
welding process with many automated features incorporated in it, particularly low
heat input feature which allows the welding of aluminum alloys with higher effi-
cacy [14]. Evolution of machine learning and artificial intelligence propels the fully
automated systems inmanufacturing industries forwelding processes, and significant
research was carried out in this field. Most of the research was performed on the weld
defect detection from the images obtained from nondestructive testing methods such
as radiography testing, acoustic emission testing, ultrasonic testing, eddy current
testing. Online monitoring of weld quality system has been developed to control
the process parameters. Automated weld system containing seam tracking, weld
inspection and positing from the vision-based measurements has been developed
[15].

In this study we propose a microstructural image segmentation for determination
of intermetallic compounds and its associated layer using pixel-level support vector
machine classification. The image segmentation was carried out to detect the inter-
metallic layer in the weld region of cold metal transfer welded AA6061 sheets. The
SVM classifier model is trained with pixelwise color and texture features. The model
is trained using pixel features extracted from fuzzy c-means (FCM) clustering algo-
rithm. The obtained model results are in good agreement with the manual inspected
results.

2 Experimentation and Data Acquisition

Aluminum alloy 6061 (AA6061) thin sheet with thickness of 2 mm is employed
to carry out the experiments. Elemental composition of the AA6061 is given in
Table 1. In this study, a suitable filler wire, AA4043, is utilized with thickness of
1.6 mm. Prior to welding, samples are cleansed with acetone for eliminating foreign
elements such as dirt, oxides, oil residues and moisture. Argon as a shielding gas is
appliedwith a steady flow rate (18 L/min) during fusionwelding to remove unwanted
impurities in the weldment. In the linear direction, seam welding (Fronius advanced
CMT 7000 VR machine) for AA6061 sheet is carried out using the robotic machine

Table 1 Chemical composition of AA6061 used in this study

Component Al Mg Si Fe Cu Zn Ti Mn Cr Others

Amount
(wt%)

Bal. 0.8–0.12 0.4–0.8 0.7 0.15–0.40 0.25 0.15 0.15 0.04–0.35 0.05
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Fig. 1 Microstructural image of AA6061 weldment (welding current—50 A and welding speed—
10 mm/s)

(Yaskawa Motoman robot) with six degrees of freedom. Post welding, slags are
removed through stainless steel wire brush.

The important process parameters chosen in this process are welding current and
speed. Robotic machine with six axes provided the desired speed variations and
welding path. Other process parameters such as arc length and gas flow rate used in
this study are kept constant which can be controlled using remote control unit (RCU)
of CMT system.

Samples are extracted from the weldments in the transverse direction (perpen-
dicular to weld direction) for capturing microstructures. Sample preparation was
made as per ASTM metallographic standards. After polishing the samples, etching
is done with keller’s etchant to extract the clear microstructures. Olympus optical
microstructure (OM) device is used to obtain the microstructures. Figure 1 shows
the sample microstructure of CMT welded AA6061, base metal used in this study.

3 Support Vector Machine

Image segmentation allows to analyze the information that is contained in different
regions on an image. The process mainly depends on the intensity of each pixel
which is somewhat different from another pixel. With the help of pixel feature,
image can be segmented with the similar characteristic. Classification can be done
into several regions based on the input pixel feature of any available classification
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models. One of the prominent classification techniques is SVM which is a widely
used and well-known method for its accuracy.

Support vector machine is a supervised machine learning technique and is mainly
used for classification and regression where the boundary is chosen as at the center
of the farthest difference between pairs of datasets. The basic idea of this approach is
to map input variables space to a high-dimensional space through a kernel and then
classification formally defined by the hyperplane maximizing the distance between
classes.

The available vectors are divided into two sets in the simple decision problem, and
to divide these vectors, the optimal decision limit has to be found. The distance from
the limit to the data is maximized by this optimal choice. A line is the decision limit in
a two-dimensional case, and a hyperplane is the decision limit in a multi-dimensional
case. The decision function has another form.

f (x) =
l∑

i=1

αi yi (Xi · X) + b (1)

The y values in the above expression would always be −1 for negative training
vectors and +1 for positive training vectors. The vector that has to be classified and
each training input are taken to execute the inner product. Thus, to figure out the
classification function, we would be required to gather a set of training data (x, y).
The minimization process provides the Lagrange multiplier values, and l value is
the number of vectors contributed in the training process to form the decision limit.
Those vectors that contributed to form decision limit have a value not equal to zero
and are called support vectors.

This scheme is not allowed to use directly, if these data are not linearly separable.
SVMs will map a high-dimensional feature space with the input data to avoid such
issues. An optimal hyperplane is constructed by the SVMs in a high-dimensional
space, and this hyperplane is transformed into a nonlinear decision limit before
returning to the original space. The classification function has a nonlinear expression
as given in (2), where the nonlinear mapping is performed by the kernel K.

f (x) =
l∑

i=1

αi yiK(Xi · X) + b (2)

The performance of the SVMs is determined by the choice of kernel or this
nonlinear mapping function. The radial basis function is used as a kernel in author’s
work. The expression of the function is given in (3).

K (x, y) = exp
(−γ

(
x − y2

))
(3)

To find the application of generalization degree to the data used, we need to
select the parameter γ . Normalization task will be executed by this parameter, if the
normalization is not applied to the input data. A penalty term (C) is included in the
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minimization by the SVMs if it is not possible to separate the date into sets, where
the importance of misclassification is considered. If the value of this parameter is
great, misclassification error is more important for the minimization procedure.

4 Results and Discussion

4.1 Image Segmentation

This section provides the details of the implementation of SVM for finding inter-
metallic compounds in the weld microstructures. The first step is extraction of pixel-
level texture and color features of an image that is carried out by using local homo-
geneity model and Gabor filter techniques. The pixel feature extracted from the
image is given as an input vector x to the SVM classifier model. Each color image
of microstructures contains information of RBG and stored in three components. To
perform the binary classification, all the color images are converted to YCbCr color
space, where Y is the luminance and Cb and Cr are the chrominance components,
respectively. The Gabor filter with 4 orientations is applied to the luminance compo-
nent of images. The y values of the SVM model are set to +1 for the desired values
and set to −1 for the other values.

4.2 Training Procedure

After constructing the local image window, we distinguished the color zone for
assigning +1 and −1. From the fuzzy c-means clustering, it is clearly observed
that the regions with intermetallic compounds are brighter when compared to the
microstructures of the basemetal. The brighter regions are assignedwith+1. Figure 2
shows the example of assigning labels +1 and −1.

All the labeled pixels in these regions are used as an input vector for training of
SVM classification model. MATLAB 2018b software is used for SVM classification
model. The training process depends on the selection of kernel function. Each kernel
function tends to give different degrees of accuracy. The best SVM classifier model
is obtained by adjusting the parameters with minimal support vectors, as the support
vectors are directly related to the computational speed.
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Fig. 2 Data extraction for training—Region 1 is assigned +1 and Region 2 is −1

4.3 Pixel-Based Microstructural Image Segmentation Using
FCM and SVM

The classification of intermetallic compounds from the base metal was carried
out using FCM and SVM. Figure 3 provides the FCM thresholded images of the
microstructures. Images with high resolution tend to perform poorly in SVM classi-
fier model. In Fig. 3, Images 1 and 5 have higher noise when compared to the image
3. The intermetallic layer and its compounds are clearly distinguished in images 1
and 5.

4.4 Performance Evaluation

The results obtained from the testing set have better segmented regions of inter-
metallic compounds. The presence of intermetallic compounds of fusion welded
joints cannot be inhibited due to the solidification phases of different eutectic temper-
atures. Images that have higher magnification show higher noise and the associated
classification results are poor. As themagnification increased, brighter is the visibility
of compounds present in the base metal. This makes difficult for FCM algorithm to
segregate the regions of intermetallic compounds from the base metal region.

Figure 4a and b, shows the SVM classifier output images of low- and high-
magnification microstructural images. There is large deviation of the classifier image
to determine the intermetallic compound layer and its thickness. However, the image
with lower magnification resulted in the good segmentation by the classifier model.
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Fig. 3 Original microstructures (left side) and threshold microstructural images (right side) used
for input space of SVM classifier model

Fig. 4 SVM classifier output: a low-magnification image—20 µm, b high-magnification image—
300 µm
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5 Conclusions

An attemptwasmade an attempt to determine the regions of intermetallic compounds
and layer thickness from the microstructural images. In this study, image segmenta-
tion was carried out using FCM and SVM algorithms. The major conclusions that
can be drawn from this research are the following:

• The SVM classifier model is trained with pixel-level color and texture features.
The feature extraction is performed by using local homogeneity model and Gabor
filters.

• The FCM algorithm clearly distinguishes the brighter regions which correspond
to the intermetallic compounds and the darker regions that are related to the base
metal microstructures.

• Images that have higher magnification show higher noise and the associated clas-
sification results are poor. A conclusion obtained from the classifier model is that
it can be applied to the lower-magnification microstructural images with good
accuracy.

References

1. Bao, P., Zhang, L., Wu, X.: Canny edge detection enhancement by scale multiplication. IEEE
Trans. Pattern Anal. Mach. Intell. 27(9), 1485–1490 (2005)

2. Christoudias, C., Georgescu, B., Meer, P.: Synergism in low-level vision. In: Proceedings of the
16th International Conference on Pattern Recognition, vol. IV, Quebec City, Canada, August
2002, pp. 150–155

3. Chung, K.-L., Yang, W.-J., Yan, W.-M.: Efficient edge-preserving algorithm for color contrast
enhancement with application to color image. J. Vis. Commun. Image Represent. 19(5), 299–
310 (2008)

4. Zeng, X.Y., Chen, Y.W., Nakao, Z., Lu, H.Q.: Texture representation based on pattern map.
Sig. Process. 84(3), 589–599 (2004)

5. Chen, G.-Y., Chen, Y.-C., et al.: Template-based automatic segmentation of drosophila
mushroom bodies. J. Inf. Sci. Eng. 24(1), 99–113 (2008)

6. Madhubanti, M., Amitava, C.: A hybrid cooperative-comprehensive learning based PSO
algorithm for image segmentation using multilevel thresholding. Expert Syst. Appl. 34(2),
1341–1350 (2008)

7. Yuksel, M.E., Borlu,M.: Accurate segmentation of dermoscopic images by image thresholding
based on type-2 fuzzy logic. IEEE Trans. Fuzzy Syst. 17(4), 976–982 (2009)

8. Wang, X., Sun, Y.: A color-and texture-based image segmentation algorithm. Mach. Graph.
Vis. 19(1), 3–18 (2010)

9. He, R., Datta, S., Sajja, B.R.: Generalized fuzzy clustering for segmentation of multi-spectral
magnetic resonance images. Comput. Med. Imaging Graph. 32(5), 353–366 (2008)

10. Shi, J., Malik, J.: Normalized cuts and image segmentation. IEEE Trans. Pattern Anal. Mach.
Intell. 22(8), 888–905 (2000)

11. Ugarriza, O.G., Saber, L., Vantaram, E., et al.: Automatic image segmentation by dynamic
region growth and multi resolution merging. IEEE Trans. Image Process. 18(10), 2275–2288
(2009)



Weld Microstructural Image Segmentation for Detection … 463

12. Petera, Z., Boussone, V., Bergote, C., Peyrina, F.: A constrained region growing approach based
on water shed for the segmentation of low contrast structures in bone micro-CT images. Pattern
Recogn. 41, 2358–2368 (2008)

13. Krinidis, M., Pita, I.: Color texture segmentation based on the modal energy of deformable
surfaces. IEEE Trans. Image Process. 18(7), 1613–1622 (2009)

14. Kumar, N.P., Vendan, S.A., Shanmugam, N.S.: Investigations on the parametric effects of cold
metal transfer process on themicrostructural aspects inAA6061. J. AlloyCompd. 658, 255–264
(2016)

15. Nacereddine, N., Tridi, M., Hamami, L., Ziou, D.: Statistical tools for weld defect evalua-
tion in radiographic testing. In: Proceedings of 12th European Conference on Non-destructive
Testing—ECNDT (2006)



Navigation of Mobile Robot Through
Mapping Using Orbbec Astra Camera
and ROS in an Indoor Environment

M. Basavanna, M. Shivakumar, and K. R. Prakash

1 Introduction

An autonomousmobile robot (AMR) is a robot that can navigate in an indoor/outdoor
environmentwithout being superviseddirectly by anoperator. This autonomous func-
tionality is achieved through a series of on-board sensors and maps which allow the
autonomous mobile robots to understand interpret and react to the surrounding envi-
ronment. The autonomous mobile robot has been extensively used in many sectors
such as material handling in light and heavy industries, household tasks, underwater
and outer space applications.

The robot environment mapping is the process of generating 2D or 3D model of
the real working environment of the robot using specific environmental data obtained
from the sophisticated sensors [1]. The environment mapping is one of the important
necessary features in mobile robotics when dealing with localization, positioning,
and autonomous navigation of mobile robot without collision [2]. Most of the mobile
robots have equipped with Inertial Measurement Unit (IMU), gyroscope, accelerom-
eters andmagnetometer to measure the orientation, angular velocity and acceleration
of the robotwhich are used for localization of the robot. Themobile robot localization
by using above-mentioned inertial navigation systems results in navigation errors as
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they suffer from integration drift; small errors in the measurement of acceleration
and angular velocity result in position error during localization of robot [3].

In early days, LIDAR sensor was widely used for mobile robot mapping and
navigation [4, 5]. The Lidar sensor scans and detects the objects which are above
floor level using only a single horizontal scanning line [4]. There is some kind of
structures such as holes or staircases which can’t be detected by Lidar. This limitation
ofmapping usingLidar can be overcome by usingKinect Camera. TheKinect camera
can detect the objects which are above and below axis of scanning line. Objective of
current research work is to scan an unknown indoor environment using Orbbec Astra
camera which is a kind of Kinect camera and ROS in order to generate the map of
environment and navigate the mobile robot from starting location to target locations
without colliding with obstacles. Experimental results show that the generated map
of the indoor environment looks more close to real environment than mapping using
Lidar, and mobile robot is navigated to reach target from start location without
collision with obstacles.

2 System Overview and Implementation

2.1 Mobile Robot Setup and Block Diagram

The Turtlebot2 mobile robot which is having Kobuki base with maximum speed of
0.65 m/s is interfaced with laptop having Orbbec Astra camera and Robotic Oper-
ating System (ROS). Orbbec Astar (Kinect) camera was mounted on mobile robot
for obstacle detection and mapping. The experimental setup consisting of Turtlebot
mobile robot, Astra camera and Laptop with ROS is as shown in Fig. 1.

The Orbbec Astra camera is mounted on the Turtlebot2 mobile robot which is
teleoperated to move around the environment to be mapped. The camera which is
mounted on the mobile robot will detect the objects around the robot in the envi-
ronment and send the information about obstacles to the ROS. Minimal SLAM

Turtlebot 
Orbbec astra camera

Laptop with ROS

Fig. 1 Mobile robot and Astra camera setup for mapping and navigation
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Orbbec 
Astra camera

Mobile 
Robot

ROS
Gmapping Mapping Navigation

Fig. 2 Block diagram of unknown indoor mapping using Orbbec Astar camera

Fig. 3 Orbbec Astra camera. Astra Series – Orbbec (orbbec3d.com)

Gmapping technique is used to map the environment and map can be visualized
using Rviz tool in ROS. The generated map is used to navigate the mobile robot
from start point to goal point without any collision with obstacles. The Fig. 2 shows
the block diagram of methodology used in mapping and navigation of mobile robot.

2.1.1 Orbbec Astra Camera

An Orbbec Astra camera is a 3D depth camera with VGA color and superior long-
range depth tracking up to 8 m [4]. This device contains an IR sensor, RGB sensor,
microphones, advanced eye protector and a coded pattern projector. It is widely
used for mapping and navigation applications in mobile robots using ROS (Robot
Operating System) (Fig. 3).

2.1.2 Robot Operating System

The Robotic Operating System (ROS) is an open-source robotic middleware for
the development of robotic systems. The main function of the ROS is to provide
communication between the user, robot and equipment external to the computer
such as sensors and cameras. A ROS system is comprised of a number of small
and independent programs that can run concurrently called ROS nodes and each of
which communicates with the other nodes by sending or receiving messages. The
messages can consist of data, or commands, or other information necessary for the
application . Some nodes provide information for other nodes through ROS topic.
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The ROS master is responsible for establishing communication between the nodes
and provides naming and registration services to the nodes in the ROS system. It also
tracks publishers and subscribers nodes to the topics [5, 6].

2.1.3 Gmapping Technique

In the present work, Gmapping technique is used for mapping of environment. The
Gmapping is a localization technique that runs on unknown environment to perform
simultaneous localization and mapping. It uses the Rao-Blackwellized Particle Filter
(RBPF) and receives data from both sensor and robots pose to generate a 2D gridmap
of the environment without IMU information [7]. In Gmapping, the robot constantly
updates the pose on each processed particle by estimating odometry. During execu-
tion of mapping as the first scan is received, it is directly registered in the map. After-
ward, registration occurs only if the linear distance or angular distance traversed by
the robot exceeds specific thresholds. Once scan match is received, correction of the
estimation of pose in the map of each particle is performed for each laser scan to
generate the map of environment [8, 9].

2.1.4 RViz Tool

The RViz is a visualization tool for ROS applications. It captures the information
from the laser scanners and replays captured data in the form of visual. In current
work, RViz is used to display the generated map of environment.

3 Flow Chart

3.1 Mapping Process

The Orbbec Astra camera mounted on mobile robot will detect the obstacles in
the environment and give information regarding obstacles to the ROS. The obstacle
information alongwith odometry information ofmobile robot is used generatemap of
environment using SLAMGmapping technique. The mapping process is as follows:
initially running the ROScore and Gmapping node in the ROS terminal. The ROS
core establishes the connection between Gmapping node, Astra camera and mobile
robot [9, 10]. The Gmapping node receives obstacle information from Astra camera
in the form messages through ‘/scan’ topic and odometry position information from
the mobile robot in order to create the 2D grid map as shown in Fig. 4. The mobile
robot is teleoperated using keyboard in the indoor environment to be mapped and
run the RViz in another terminal in order to visualize the mapping process.
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/tf

/tf_static

/scan

/slam_gmapping /map

Fig. 4 Gmapping

The accuracy of themap is determinedwhen themobile robot completes themapping
process.

Accuracy% = (a/b)× 100 (1)

Equation (1) is used to find the accuracy of the map generated based on the
dimension of the actual layout of indoor environment to bemapped. The ‘a’ indicates
the total length of the map generated by the robot where ‘b’ indicates the total length
of the actual real map. If the accuracy of the generated map is high or more than
80%, then it will be saved using map saver command, and if accuracy is less than
80%, then the robot will be moved again in the environment to be mapped to map the
unmapped regions of the map. The detailed flow chart of mapping process is shown
in Fig. 5.

3.2 Navigation Process

The generated map is used to navigate the mobile robot from start to target location
without collision with obstacles. The generated map and robot position array topics
are loaded in to global planner. Locate the robot position on the map using 2D pos
estimate button and target location to be reached by the robot is indicated using 2D
Nav Goal button on the generated map. Then, global path planner estimates the path
from start location to target location without collision with obstacles. The detailed
flow chart of navigation process is shown in Fig. 6.

4 Experimental Results and Discussion

The mapping of the indoor environment is performed using Orbbec Astra camera
mounted on a Turtlebot2 mobile robot and ROS. The scanning and detection of
obstacles in the environment are carried usingOrbbecAstra camera to collect obstacle
information present in the indoor environment. Initially, the mobile robot with Astra
camera and ROS is teleoperated using keyboard ‘ssh’ commands manually in the
environment to be mapped. While mobile robot is moving around, the Orbbec Astra
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camera collets information of obstacles present in the environment and which is sent
to gmapping node through ROS topic called ‘/scan’. The gmapping node in ROS
will combine obstacle information received from Astra camera with mobile robot
odometry and generate the map of indoor environment using Gmapping technique.
The map generation process can be visualized using RViz tool in ROS as shown in
Fig. 8. The generated map of the indoor environment generated using Orbbec Astra
camera shown in Fig. 8 matches with real indoor environment shown in Fig. 7.

Fig. 7 Actual layout of environment

Fig. 8 Map generation visualized using RViz
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Fig. 9 Navigation of mobile robot seen in RViz

The generated map of the environment is used to safely navigate the mobile robot
from start to target locationwithout any collisionwith obstacles. The starting position
of the robot is located on the generated map using 2D Pos estimate button, and target
is located using 2D nav Goal button on the map. The mobile robot plans the route
from start to target using path planning algorithm and navigates without any collision
with obstacles. The green color in Fig. 9 indicates the navigation path of mobile robot
from start to target location and is also tested experimentally by navigating Turtlebot
mobile as shown in Fig. 10.

5 Conclusion

The navigation of mobile robot in unknown indoor environment is difficult without
knowing structure of environment. In order to support the collision free navigation
of mobile robot in an unknown indoor environment, the environment should be
mapped first to know the information of obstacles present in the indoor environment.
In this work, the Orbbec Astra 3D depth camera is used is for mapping of indoor
environment by detecting the objects which are below and above axis of scanning
line where the obstacles below the axis of scanning line are missing in normal laser
scan using Lidar. Themapping using Orbbec Astra camera gives better accuracy than
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Fig. 10 Navigation of
Turtlebot robot

mapping using Lidar as Orbbec Astra camera performs scanning of objects which are
even below axis of placement of sensor which is missing in the Lidar. The generated
map of environment using Orbbec Astra camera and ROS has been used to navigate
the mobile robot successfully from start to target location without colliding with
obstacles.
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Automation in Retail ‘Follow-Me-Auto
Shopping Cart’: A Self-propelled
Computer Vision-Based Shopper
Following Cart with Auto-billing Feature
Using IIoT

Ayaskanta Mishra , Aditya Mohan, Abhranil Mandal, Anamika Mohanty,
and Akashdeep Chowdhury

1 Introduction

Major technological advancements gravitate towards automation of systems and
processes that would need minimum to no human intervention. Automation in retail
can be achieved through smart shopping trolley whose aim is mechanization of user
shopping experience by CV using Internet of Things and cloud-based web technolo-
gies. Rupanagudi et al. [1] have developed a cost-effective smart trolley prototype
using RFID, Wi-Fi, Zigbee. The smart trolley developed is enabled with a web
camera along with video processing capability. Sainath et al. [2] have proposed an
automated Shopping Trolley which integrates a Raspberry Pie Embedded Chip with
two Bar code Scanners and a Battery kit to allow users for self-checkouts at Super
Markets. Wankhede et al. [3] have proposed an Electronic Shopping Trolley for
getting products scanned using a barcode scanner. Lekhaa et al. [4] have designed
an intelligent shopping cart using IoT consisting of barcode scanner, Liquid Crystal
Display (LCD) display, Bolt ESP8266. Sutagundar et al. [5] have designed IoT-based
smart shopping mall system that uses ESP8266Wi-Fi module along with web appli-
cation that enables customer login and data entry to the cloud for automatic payment.
Lestari et al. [6] have proposed a method for automatic trolley control that follows a
user based on the clothes color; coordinate locations, speed of movement, and size
of the object captured by the camera. The proposed system uses Python applica-
tion Camshift algorithm to develop the model. Athauda et al. [7] have proposed a
low-cost, robust, passive Ultra High Frequency (UHF) RFID-based shopping trolley
that allows tracing and processing shopping data in real time. Sarala et al. [8] have
developed a prototype using an Arduino ATmega2560, Infrared (IR) sensor, barcode
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acceptance button, power supply, LCD display, Global System forMobile communi-
cations (GSM) modem for automatic identification of shopping items. Viswanadha
et al. [9] have proposed a smart shopping cart is with barcode scanner and touch-
screen display to scan the products and display the product information, cost and
total bill. Awati et al. [10] have designed an AtmelAT89V51 microcontroller-based
Trolley by using optical sensor, barcode scanner, RF Transmitter-Receiver to design
a smart trolley for malls. Sanap et al. [11] have developed a prototype of Smart
Mobile Autonomous Robotic Trolley (SMART) using ATmega 16 microcontroller
interfaced with EM18 RFID reader module, buzzer and Light Emitting Diode (LED)
indicator. Data transfer between the trolley billing system and billing station system
is done via an XBee ZigBee. Dhianeswar et al. [12] have proposed a Smart Shopping
Trolley to follow the customer automatically using a Kinect Sensor.

2 Proposed System

In the era of Industry 4.0 and Industrial Internet of Things (IIoT), modern sensors
and actuator control have enhanced the conventional machines to smart machines.
In this paper, we are proposing a smart mechanized shopping cart using embedded
system and motor drive control circuitry based on computer vision algorithm-based
real-time shopper tracking. Figure 1 shows proposed Smart automated shopping cart
for automation in retail using Computer Vision (CV) and IIoT in the era of industry
4.0.

Fig. 1 Proposed smart automated shopping cart for automation in retail using CV & IIoT
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The system comprises of many functional blocks: (1) Pi Camera and OpenCV
based object tracking for making the shopping cart track the movement of the regis-
tered shopper and follow automatically. (2) Raspberry Pi4 as the embedded edge
computation platform. (3) Mechanical and drive sub-system comprises of a L298N
motor drive, which controls two motors (left and right) using a novel Finite State
Machine (FSM) based software sub-routine. (4) Battery and power supply sub-
system. (5)MFRC522module for RFID-based product sensing for automatic billing.
(6) Touch screen display unit for providing user interface/experience (UI/UX). The
objective of this proposed system is to get a complete automation in retail sector
using fully automatic shopping cart. The cart would automatically follow the regis-
tered shopper and the shopper can buy products by simply dropping them on to the
cart and the RFID module of the cart can sense the passive RFID tags (attached with
all the products) hence having a list and database of all the products inside the cart.
Finally at the time of check out the total products and the price can be computed and
a bill can be generated automatically and processed for online payment using inte-
grated payment gateway solutions. This proposed system would provide a complete
end to end solution for automation in retail sector with the vision of industry 4.0 using
computer vision, embedded system control of mechanical system using Industrial
IoT technology. Figure 2 shows the block diagram of our proposed smart auto-
mated shopping cart system. The Pi Camera is interfaced with Raspberry Pi4 for
acquisition of real-time video feed of the registered shopper. The computer vision
algorithm implemented on the raspberry pi using OpenCV python-library to track
the movement of the registered shopper. Subsequently the OpenCV would give a
tracking output as movement of the target as five distinct states left movement, right
movement, forward movement, backward movement or stop- no movement.

These five tracking states are feed to the FSM to create software sub-routine to
control the motor drive L298N which subsequently controls the direction of Battery

Fig. 2 Block diagram of proposed smart automated shopping cart
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Fig. 3 RFID based automatic billing system for smart shopping cart

Operated (BO) DC motors. Two motors are equipped in the cart for direction and
movement control in themechanical sub-system.Figure 3 shows the automatic billing
sub-system. The registered shopper would put products inside the cart. The cart is
equipped with a RFID reader which would send Electronic Product code (EPC),
Product info, unit price, quantity and sum price to the billing server using IEEE
802.11 (Wi-Fi) of Raspberry Pi. The data is going through a computation process
and database handler to send all product purchase information to the billing server.
The billing server is integrated with internet to provide the billing information and
payment option to the shopper. Subsequently the shopper may pay the bills using
secured online payment gateways to finish the shopping transaction.

3 System Implementation

The proposed system is implemented usingRaspberry Pi 4 and other required axillary
hardware and software (1) Pi Camera, (2) Power supply unit (DC-DCbuck converter)
and battery and voltage regulator and charger circuit. (3) Motor drive and Motor as
mechanical control and drive sub-system. (4) MFRC522 RFID reader module, (5)
Touch screen display unit for UI/UX. Figure 4 shows the flow chart of the software
running on the raspberry pi to perform all the required actions. For functional modu-
larity we have used two distinct python processes one for the object tracking and
mechanical drive sub-system control and other one for RFID based auto-billing. The
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Fig. 4 Smart automated shopping cart system flowchart

two processes are running through two independent terminal programs using rasp-
berry pi OS program scheduler. First process starts with switching on the Pi camera
and acquiring real-time video feed. First the target shopper image is registered and
locked.We are using Channel Spatial Reliability Tracking (CSRT) correlation-based
filer for tracking the target object. The output of OpenCV-based correlation filter is
obtained as left, right, forward, backward or stop as trackedmovement and the same is
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fed to our proposed novel FSM. FSMwould send control signals to the L298Nmotor
driver module. The motor driver module then controls the direction of two motors to
maneuver the automated cart system. Second process is for a RFID-based purchased
product tracking and auto billing. The MFRC522 RFID reader is interfaced with
raspberry pi using I2C (Inter-integrated Circuit)/Serial Peripheral Interface (SPI)
protocol for sending passive RFID tag information for computation and communi-
cation. The program would read the passive RFID tag and first stored the EPC of a
particular tag (attached with the product). MFRC522would next fetch the data sector
and block wise from the tag and this process would provide all the basic information
of the purchased product like product ID, name, unit price. This process would be
repeated for the entire set of products put into the cart for purchasing. All these data
would be computed and communicated to the billing server using IEEE 802.11 (Wi-
Fi) data network using IoT. At the checkout all purchased product and their billing
information would be displayed on the UI/UX using the display unit and also on
the android app on shopper/s mobile device. Then the shopper would complete the
online payment using relevant payment gateways and finish the shopping process.

Figure 5 shows the complete system implementation comprising of all the sub-
systems discussed above. We have using Firtzing software tool to model the proto-
type of electronic and embedded sub-system. The mechanical and motor drive sub-
system is controlled using FSM driven by computer vision (OpenCV) algorithms
implemented through software sub-routines and stand-alone processes (python
programming).

We have studied different techniques of real-time tracking of object and by the
study we have found CSRT technique is promising for our application and hence we
have used the same in our proposed system.

Fig. 5 System implementation
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4 Results and Discussion

In this section, we are presenting our results after applying the CSRT algorithm for
real-time object tracking. Figure 6 shows the output of CSRT algorithm for real-time
of the target object in this case our registered shopper.

Based on the real-time tracking of the target object CSRT algorithmwould provide
five distinct states (1) forward (F), (2) stop (S), (3) backward (B), (4) left (L) and (5)
right. Figure 7 shows the proposed novel FSM to send control signals to the L298N
motor drive module. The state-machine is designed taking into consideration all the
excitations possible in each of the states.

Figure 8a shows the FSM-based signaling timing diagram for L298NMotor drive
control. S1(forward), S2(left), S3(right), S4(backward) & S5(stop). The signaling
timing-diagram shows (IN-input) IN1 & IN2 pins of L298N motor driver for Motor
1 (Left Motor) control and IN3 & IN4 pins for Motor 2 (Right Motor) control.
This system would give a complete navigation to the automation in mechanized
drivability of the cart system by controlling the direction of motors hence ensuring
a practical maneuverability based on real-time tacking of shopper (object) based on
computer vision algorithm. Figure 8b shows the photograph as results of automatic
billing screen of android app for the smart cart system. The screen shows the EPC
of all purchased items and total price computer at the checkout using IoT and RFID
technologies.

Fig. 6 Computer vision based CSRT algorithm for real-time target tracking implemented in our
proposed shopper follower automaticmechanized shopping cart aRegister Region of Interest (ROI),
b Tracking front movement of target object c Tracking stop d Tracking left movement e Tracking
back movement f Tracking right movement
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Fig. 7 Finite State Machine (FSM) for smart automated shopping cart movement

Fig. 8 a FSM based signaling timing diagram for L298N Motor drive control using real-time
tracking of target shopper for automatic mechanized shopper follower cart b Smart shopping cart
automatic billing Android app: RFID based product tracking and bill payment feature

5 Conclusion

In this paper, we have proposed a complete automation process of shopping cart
by real-time object tracking using computer vision and RFID-based auto-billing
feature. This proposed work would be instrumental in automation in retail section in
the vision of industry 4.0 and industrial IoT and allied technologies. CSRT algorithm
locks the target and track it real-time based on the Region of Interest (ROI), hence
other object coming on the frame is not going to create hindrance in tracking. This
feature would enable the cart to track and follow the registered shopper even in
an overwhelming scenario of Indian shopping complex. Further enhancement in
CV algorithm for better tracking mechanism in Indian scenario may be a research
motivation for future work. This is a CV-based tracking and shopper following cart
hence does not required any specific global location awareness rather the localization
is achieved by the frame of reference of the registered shopper.
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An Intelligent and Robust Fault
Diagnostics for an Electromechanical
System Using Vibration and Current
Signals

Purushottam Gangsar, Zeeshan Ali, Manoj Chouksey, and Anand Parey

1 Introduction

One of the goal of Industry 4.0 is to increase the automation and decision-making
capabilities by incorporating various information fromdifferent sensors for condition
monitoring of various machines. The introduction of artificial intelligence (AI) and
machine learning (ML) to Industry 4.0 is found to be very critical for a sustained plant
operation, unpredicted breakdown, reducing monetary losses, improving human
machine collaboration and improving personnel safety [1]. Themotor–rotor–bearing
systems are the backbone of the industries, as they play an important role in themanu-
facturing, power generation, automobile, transportation, robotics and other industries
[2]. The condition monitoring of such electromechanical systems based on AI and
ML has now attracted many researchers from industry as well as academicians. By
detecting faults in advance, the catastrophic failure can be avoided which reduces
unexpected production losses and sometimes major human injuries [3, 4].

The main focus of the present work is to consider various mechanical and elec-
trical faults occurred in a combinedmotor–rotor–bearing system. The faults occurred
in motor may be mechanical or electrical [1]. The mechanical faults in motor may
be bearing fault and rotor faults. The electrical faults in motor may be stator winding
fault (SWF), phase unbalance, broken rotor bar (BRB), etc. The faults in the rotor
systems may be the misaligned rotor (MR), unbalanced rotor (UR) and bent rotor
(BR) [3]. The bearing fault (BF) may be outer race, inner race, ball element and
cage faults [5]. Various traditional methods are used to detect the faults in motor–
rotor–bearing systems. In recent years, researchers have moved their focus toward
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artificial Intelligence technique like fuzzy logic, ANN, SVM, DNN, etc., in condi-
tion monitoring as the AI has so many advantages over traditional methods [6–8].
These AI-based diagnostics systems have been successfully developing for various
machines like motor, bearings, gears, centrifugal pumps, etc., [5, 8–10]. The fuzzy
logic-based classifier has been developed and successfully used for detecting faults
in individual machines like bearing, motors, etc. [11, 12]. Various researchers have
been working to develop a robust diagnostics based on various ANN [13]. In the
last two decades, the application of SVM has been gaining recognition in machine
condition monitoring and diagnosis field [14–16]. Various authors have compared
the performance of SVMwith other AI techniques like ANN, fuzzy logic and neuro-
fuzzy methods, and found that SVM-based diagnostics show better performance in
terms of accuracy and computational time even with less no. of samples [15]. The
SVM and ANN have been also explored for limited data cases and effective results
are found [16, 17]. Moreover, many people have been exploring DNN in this field
and found better results [9, 18].

After doing extensive literature review, it is found that variousAI-based techniques
have been developing for fault monitoring of machine. Most of the researchers have
used individual faults inmachines; however, very few researchers have considered the
study of multiple or combined faults. In addition, hardly any researcher has worked
on the multiple faults in a combined systems like an electromechanical system. The
development of an intelligent and robust diagnostics system for detecting multiple
faults in a combined system is the need of hour. In this work, the combined fault study
has been done in an electromechanical system comprised of motor–rotor–bearing
system using a MSVM. Ten combined fault situations comprised of electrical and
mechanical faults are studied here. In order to detect these faults, vibration as well
as current signals are utilized. The experimental data are generated in the laboratory
using machine fault simulator (MFS). This experimental data are used to develop an
intelligent and robust diagnostics based on MSVM. The results from the study are
discussed in the result and discussion section.

2 SVMMethodology

The SVM is developed by Vapnik in 1994 [19]. The SVM has been used in various
fields like handwriting recognition, speech recognition, etc. From last two decades,
this has been used by many researchers in the field of condition monitoring and fault
diagnosis for pattern recognition and regression analysis. The basic SVM is used to
solve a binary class problem [19]. The binary class SVM classifies the data of two
classes, for example, positive (+) class and negative (−) class (as shown in Fig. 1). In
order to classify these classes, SVM constructs a hyperplane or set of it. The aim of
SVM is to select the optimal hyperplane by maximizing the margin between nearest
data points of two classes. The nearest data points of two classes are called support
vectors. After separating the two classes as wide as possible, new data or example is
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Fig. 1 Binary class SVM

Fig. 2 Experimental setup for electromechanical system fault diagnosis

mapped into the same space. Now SVM tries to classify the new data in the respective
class, i.e., either positive class or negative class [19].

In order to classify more than two class data, multiclass support vector machine
(MSVM) methods have been developed. These MSVM methods are one-against-
one method, one-against-all method and direct-acyclic graph SVM method [20]. In
a study, Hsu and Lin [20] have done the study to check to performance of these
methods on real data and found that the one-against-one method is more effective. In
the present work, one-against-one method is used to develop MSVM for diagnosing
multiple fault classes. In order to solve N class problem, one-against-one multiclass
SVM constructs N (N − 1)/2 number of binary class SVMs. Each binary class SVM
considers one pair of classes. The multiclass SVM problem solves by combining the
output of all binary class SVMs. The voting approach is used to select the class with
maximum votes.
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3 Experimental Setup and Data Generation

The experiment is performed on an experimental setup as shown in Fig. 2. The
experimental setup consists of a machine fault simulator (MFS). In MFS, a three-
phase inductionmotor (IM) is coupledwith an external rotor using aflexible coupling.
This rotor is installed with a disk at the center of the rotor. This disk is used to
create an unbalance in the rotor. The rotor is installed on two external bearings
on the end. The rotor is coupled with pulley belt drive at the other end which is
further attached to the gear box. This gear box is attached to a magnetic clutch or
brake. This brake is used for loading the IM. A variable frequency drive (VFD)
system in MFS is used to change the motor speed. In this work, ten combined fault
situations are considered such as healthymotorwith healthy external rotor (HM-HR),
healthy motor with external bearing faults (HM-BF), healthy motor with external
unbalanced rotor (HM-UR), bearing fault inmotor with healthy external rotor (MBF-
HR), bearing fault in motor with external bearing fault (MBF-BF), bearing fault in
motor with external unbalanced rotor (MBF-UR), stator winding fault with healthy
external rotor (SWF-HR), stator winding fault with external unbalanced rotor (SWF-
UR), stator winding fault with external bearing fault (SWF-BF) and bearing fault in
motor with external bearing fault and unbalanced rotor (MBF-BF-UR). These fault
situations are simulated in the MFS one by one by doing the suitable arraignment.

In order to study these combined faults, vibration and current signals are acquired
here. The vibrations in triaxial directions (x-axial, y-transverse, z-transverse) are
acquired from three different locations, i.e., one from the top of the motor, one from
the left bearing of the rotor and one from right bearing of the rotor (as shown in
Fig. 2). The current is acquired in all the three phases by AC current probes (as
shown in Fig. 2). The acquisition of vibration and current signals was done with a
sampling rate of 20,480 Hz with 20,480 number of samples. In total, 327,680 data
points were acquired in 16 s. These total data points are collected into 80 datasets
with each dataset containing 4096 sample points. The signals were acquired from all
ten fault situations tested under two loads (no load and full load) and four speeds (10,
20, 30 and 40Hz). The total data were stored in the system for post-signal processing.
After generating the datasets, the data are further processed for extracting critical
features. In this study, three features (standard deviation, skewness and kurtosis) are
extracted using the 80 datasets of raw time domain vibration and current signals [8,
10, 16]. These features are collected for all the fault conditions and the different
operating speeds and loads of the motor. The 80 feature datasets are further used in
building MSVM model for diagnosing purpose.

4 Result and Discussion

The suitable features obtained from raw signals are now divided into training and
testing datasets. The training and testing data are divided in 80% and 20% of whole
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datasets, respectively. Now the MSVM model is developed and trained with the
80% datasets. In order to develop best MSVM model, radial basis kernel (RBF)
is used here which one of the best kernels especially for nonlinear data. Finally,
the optimal model of MSVM is built by selecting optimal parameters, i.e., MSVM
penalty parameter ‘C’ and RBF kernel parameter ‘Gamma’ by using ten cross-fold
validation method. Figure 3 shows the training accuracy plot for different values
of the two parameters. The best MSVM model selected from here is used for final
testing on unseen datasets, i.e., 20% testing data (as shown in Fig. 4). The results
obtained from the testing are added in Fig. 5.

Figure 5 shows the performance of MSVM in the form of detection rate for ten
fault situations. Here, two speeds at no load condition are considered for the fault
diagnosis, i.e., 10 and 40 Hz. From Fig. 5, it can be seen that at 40 Hz speed all fault
situations except SWF-HR are classified with 100% detection rate, while at 10 Hz
speed all fault situations except MBF-HR and MBF-UR are classified with 100%
detection rate. The overall detection rate at 40 Hz and 10 Hz is found to be 99.7% and
95%, respectively.All the fault situations are classified successfully based on selected
features (standard deviation, skewness and kurtosis) of time domain vibration and
current signals. It can say that all the fault situations generate very distinct features
in vibration and current signals, and therefore, these features of ten faults situations
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are easily classified by MSVM. From here, it can say that the developed MSVM
diagnostics is able to detect all the combined fault situations very well. However, the
detection rate is very effective at higher speeds, i.e., at 40 Hz.

In order to check the misclassification of the data for different fault situations,
confusionmatrices have been obtained. The confusionmatrices are added in Tables 1
and 2 for 10 Hz and 40 Hz speeds, respectively. Table 1 shows that the 100% data
are successfully classified for all the fault classes except MBF-HR and MBF-UR
classes. It is noted that the 13.33% data of MBF-HR are misclassified in MBF-UR
class and 26.67% data of MBF-UR are classified in MBF-HR class. Table 2 shows
that the 100% data are successfully classified for all the fault classes except SWF-HR
class. It is noted that the 33.33% data of SWF-HR are misclassified in the SWF-UR
class. Is it noted that at both the speeds, some data of UR and HR are misclassified in
each other. The reason may be that the unbalance created in the external rotor is very
small, so it may generate similar features as HR. However, results may be checked
after creating some large unbalance in the rotor.

5 Conclusions

An intelligent and robust intelligent fault diagnostic system is developed based on
MSVM for detecting combined fault situations in an electromechanical system. For
this, vibration and current signals are utilized for detecting different combined faults
(electrical and mechanical) in motor–rotor–bearing system. Total ten combined or
multiple fault situations are considered here for diagnosis. Results show that the
proposed MSVM-based diagnostics is found to be very effective in diagnosing
combination of electrical and mechanical faults of the electromechanical system.
Moreover, the proposed methodology is successfully able to diagnose the multiple
faults at different operating speeds. This work obviously is a good step in developing
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an automated diagnostics for diagnosing faults at a very early stage for an electrome-
chanical system where individual or combined fault situations may be occurred in
one or two machines, simultaneously.

Acknowledgements Authors would like to thank NPIU/AICTE for providing financial support
through Collaborative Research Scheme (CRS). We are also thankful to IIT Indore for providing
experimental facilities for this collaborative work.

References

1. Henao, H., Capolino, G.A., Fernandez-Cabanas, M., Filippetti, F., Bruzzese, C., Strangas, E.,
Hedayati-Kia, S.: Trends in fault diagnosis for electrical machines: a review of diagnostic
techniques. Ind. Electron. Mag. IEEE 8(2), 31–42 (2014)

2. Saxena, A., Chouksey, M., Parey, A.: Measurement of FRFs of coupled geared rotor system
and the development of an accurate finite element model. Mech. Mach. Theory 123, 66–75
(2018)

3. Tiwari, R.: Rotor Systems: Analysis and Identification. CRC Press, Boca Raton, FL (2017)
4. Saxena, A., Parey, A., Chouksey, M.: Study of modal characteristics of a geared rotor system.

Procedia Technol. 23, 225–231 (2016)
5. Gangsar, P., Tiwari, R.:Multiclass fault taxonomy in rolling bearings at interpolated and extrap-

olated speeds based on time domain vibration data by SVM algorithms. J. Fail. Anal. Prev.
14(6), 826–837 (2014)

6. Gangsar, P., Tiwari, R.: Signal based condition monitoring techniques for fault detection and
diagnosis of induction motors: a state-of-the-art review. Mech. Syst. Sig. Process. 144, 106908
(2020)

7. Liu, R., Yang, B., Zio, E., Chen, X.: Artificial intelligence for fault diagnosis of rotating
machinery: a review. Mech. Syst. Sig. Process. 108, 33–47 (2018)

8. Gangsar, P., Tiwari, R.: Taxonomy of induction-motor mechanical-fault based on time-domain
vibration signals by multiclass SVM classifiers. Intell. Ind. Syst. 2(3), 269–281 (2016)

9. Tiwari, R., Bordoloi, D.J., Dewangan, A.: Blockage and cavitation detection in centrifugal
pumps from dynamic pressure signal using deep learning algorithm. Measurement, 108676
(2020)

10. Bordoloi, D.J., Tiwari, R.: Support vector machine based optimization of multi-fault classifica-
tion of gears with evolutionary algorithms from time–frequency vibration data. Measurement
55, 1–14 (2014)

11. Tran, V.T., Yang, B.S., Oh, M.S., Tan, A.C.C.: Fault diagnosis of induction motor based on
decision trees and adaptive neuro-fuzzy inference. Expert Syst. Appl. 36(2), 1840–1849 (2009)

12. Yang, B.S., Oh, M.S., Tan, A.C.C.: Fault diagnosis of induction motor based on decision trees
and adaptive neuro-fuzzy inference. Expert Syst. Appl. 36(2), 1840–1849 (2009)

13. Ye, Z., Wu, B., Sadeghian, A.R.: Induction motor mechanical fault online diagnosis with the
application of artificial neural network. In: 16th Annual IEEE Applied Power Electronics
Conference and Exposition (APEC 2001), Anaheim, CA, March 4–8, pp. 1015–1021 (2001)

14. Zhang, X., Chen, W., Wang, B., Chen, X.: Intelligent fault diagnosis of rotating machinery
using support vector machine with ant colony algorithm for synchronous feature selection and
parameter optimization. Neurocomputing 167, 260–279 (2015)

15. Kandukuri, S.T., Senanyaka, J.S.L., Robbersmyr, K.G.: A two-stage fault detection and classi-
fication scheme for electrical pitch drives in offshore wind farms using support vector machine.
IEEE Trans. Ind. Appl. 55(5), 5109–5118 (2019)

16. Zhao, Y.P., Wang, J.J., Li, X.Y., Peng, G.J., Yang, Z.: Extended least squares support vector
machine with applications to fault diagnosis of aircraft engine. ISA Trans. 97, 189–201 (2020)



494 P. Gangsar et al.

17. Chouhan, A., Gangsar, P., Porwal, R., Mechefske, C.K.: Artificial neural network based fault
diagnostics for three phase induction motors under similar operating conditions. Vibroeng.
PROCEDIA 30, 55–60 (2020)

18. Chen, S.,Meng,Y., Tang,H., Tian,Y.,He,N., Shao,C.:Robust deep learning-based diagnosis of
mixed faults in rotating machinery. IEEE/ASME Trans. Mechatron. 25(5), 2167–2176 (2020)

19. Vapnik, V., Levin, E., Le, C.Y.: Measuring the VC-dimension of a learning machine. Neural
Comput. 6(5), 851–876 (1994)

20. Hsu, C.W., Lin, C.J.: A comparison of methods for multiclass support vector machines. IEEE
Trans. Neural Netw. 13(2), 415–425 (2002)



Analysis of Cache Memory Architecture
Design Using Low-Power Reduction
Techniques for Microprocessors

Reeya Agrawal

1 Introduction

Wireless sensor network production has revolutionized our lifestyles. Sensor
networks may be used for different purposes, such as military surveillance, moni-
toring of the environment, medical diagnosis, etc. A wireless sensor network used
for medical diagnosis is defined as the body area network (Istepanian et al. 2004;
Gyselinckxet al. 2005). To provide real-time input, body region networks have to do
continuous health monitoring. Continuousmonitoring of physiological parameters is
enabled by body area networks. Compared to the physiological parameters obtained
from short-term monitoring, for example, hospital stays, this continuous monitoring
for long periods in the natural environment produces better results (Park et al. 2003).
Miniature wireless sensor nodes with an extended operating life are needed to further
expand the capabilities of the body area network. For the realization of ubiquitous
sensing, the sensor nodes must have a very small form factor (Gyselinckx et al. 2005)
without interfering with the object being monitored. This miniaturization results in
a decrease in the energy capacity of the sensor since the battery size used to store the
energy is limited. The intrusive procedure necessity (Malan et al. 2004) complicates
the replacement of the embedded medical wireless sensor nodes by the battery [1, 2].

1.1 Power Reduction Techniques

Power reduction techniques are appliedover circuits to reduce thepower consumption
of circuits with no effect on performance, speed, and other parameters.
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Fig. 1 a Sleep transistor technique; b forced stack technique; c dual sleep technique

1.1.1 Sleep Transistor Technique

The state-destructive technique disrupts both PMOS and NMOS transistors from sleep
transistors to supply voltage or ground. These methods are called VDD and gated-
GND. These are technological varieties.When the logic circuits are in standbymode,
the sleep transistor is disabled. By uninflecting sleep transistor operation from the
logical networks, the technique of sleep semiconductor significantly reduces sleep
power as shown in Fig. 1a [3].

1.1.2 Forced Stack Technique

Figure 1b demonstrates a forced stack technique. This second technique decreases the
power by stacking transistors. When two or more transistors are uniformly switched
OFF, the effect of stacking the semiconductor device reduces the sub-threshold
leakage current [4].

1.1.3 Dual Sleep Technique

Both types of transistors are used in this technique: two PMOS (PM0 and PM1)
and two NMOS (NM0 and NM1). Both PMOS and NMOS transistors are used in
the header and footer. One transistor is ON in active mode, and another transistor is
switched ON in OFF state mode. PMOS and NMOS are both used in standby mode
to reduce power, as shown in Fig. 1c [5].

These circuits became known as high-density circuits because of their numerous
transistors used and also because of the high leakage rate concerning technological
developments. The input power supply was then reduced by attempting to reduce
the energy consumption rate [6–8]. As compared with SRAM memories, they have
higher percentages of portable devices with static memory because more power is
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Fig. 2 Schematic of single-bit cache memory architecture

spent on data stability in DRAMmemory. In both static and dynamic memories, the
access time is approximately the same [9–11].

2 Single-Bit Memory Architecture

WDC, SRAMC, and CLSA as shown in Fig. 2 [12, 13] are the single-bit cache
memory architectural blocks. The description is divided into three different parts:
(a) the WDC with two input pins (word enable (WE) and Bit) and two output pins
(BL and BLBAR), (b) the SRAMC, which is attached to the WDC via bit lines (i.e.,
BL and BLBAR), and an input pin [word line (WL)] and two output pins (V 1 and V 2)
and connected through bit lines having capacitance and resistance as a connector
between them, (c) CLSA which has 4 input pins (Y sel, BLPCH, SAPCH, and SAEN)
and two output pins (V 3 and V 4).

3 Write Driver Circuit

Figure 3 shows the write driver schematic developed in this work. The bit line is
discharged from its high pre-load level to below the SRAMC writing margin by the
WDC. The voltage required to enter the desired value in the bit line is determined
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Fig. 3 Write driver circuit schematic

by the WDC. When “WE = 1” (write enable pulled high), data from the data input
pin are entered in bit lines and transferred to the corresponding memory cell through
the access transistors.

To obtain the glitch-free bit lines, the buffer circuit has been positioned before the
output of the WDC. It has to enter a certain value in the bit cell up to the WDC. The
circuit has the purpose of charging and discharging the bit lines in the memory cell
to the desired bit being written [14].

3.1 Conventional SRAM

The 6T SRAMC circuit diagram is shown in Fig. 4. SRAMC is called a static
ram cell because the data could be held for a long time until the power is being
provided forever. Six transistors are used in SRAMC; PM6, PM7, NM6, and NM7
are composed of the two cross-coupled CMOS inverters plus two NMOS transistors
(NM8 and NM9) known as access transistors. It is known as the 6T cell. Each bit is
a transistor-compatible SRAMC, which forms two cross-coupled inverters. This cell
has two stable states either 0 or 1 [15, 16].

Fig. 4 SRAM cell
schematic
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Fig. 5 Current latch sense
amplifier schematic

3.2 Current Latch Sense Amplifier

The sense amplifier is a circuit of great importance in cache memory architecture.
One of the bit line releases during reading operation while the other bit line remains
at supply voltage. Due to the capacity of the large bit line, the slow discharge is small
and the bit cells access the transistor. To accomplish this, a minor difference between
the values of the bit line voltages [17, 18] is amplified by the SA at digital levels.
Figure 5 indicates the current latch sense amplifier schematic.

The circuit operation is as follows [19, 20]. On bit lines, the differential voltage is
transferred to SA3 and SA4 CLSA inputs. If both SA1 and SA2 start discharge at high
outputs SAEN is pulled high. These results in a higher power by NM12 compared to
NM13 because of its higher V gs. This allows the output V 3 to be discharged faster
than V 4.

4 Analysis of Result

Figure 6 describes the output waveform ofWDC, for cases arise: (a) when Bit= 0 V
and WE = 0 V BL = VDD and BLBAR = VDD, (b) Bit = 0 V WE = VDD so, BL =
0 V and BLBAR = VDD/2, (c) Bit = VDD WE = 0 V so, BL = 0 V and BLBAR =
VDD/2 and (d) Bit = VDD WE = VDD so, BL = VDD and BLBAR = 0 V.

Figure 7 describes the both write operation and hold operation of the SRAM cell.
There is a pull-up network (PM6 and PM7), pull-down network (NM6 and NM7),
and access transistor (NM8 and NM9) which allows data to store and sense amplifier
to read the data. Figure 8 describes the read operation of CLSA when both SAEN and
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WL are pulled high, during that time only the sense amplifier senses the data from
the SRAM cell at bit lines and gives output at V 3 and V 4.

Table 1 describes that as increasing in value of resistance power consumption
decreases as because resistance is a path stopper for current in a circuit and no effect
on the area, performance, and speed whereas Table 2: describes the power reduction
techniques applied over CLSA.

Table 3: describes the power consumption of single-bit cache memory architec-
ture on applying power reduction techniques over SRAM cell and CLSA consume
less power 111.58 μW up to 56%. All the table’s results depicted that single-bit
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Table 1 Different parameter of single-bit cache memory architecture

S. No. Parameters Power consumption (μW) No. of transistors Sensing delay (ηs)

1 R = 42.3 � 73.92 35 18.75

2 R = 42.3 K� 26.78 35 18.75

Table 2 Single-bit cache memory architecture analysis of different parameters with power
reduction techniques applied over CLSA

S. No. Techniques Power consumption
(μW)

Sensing delay (ηs) No. of transistors

1 Sleep transistor
technique

25.89 18.81 37

2 Forced stack
technique

13.4 19.37 37

3 Dual sleep
technique

25.9 18.68 39

Table 3 Single-bit cache memory architecture analysis of different parameters with power
reduction techniques applied over SRAM cell and CLSA

S. No. Techniques Power consumption (μW) Sensing delay
(ηs)

No. of transistor

1 Sleep transistor
technique

24.62 18.88 39

2 Forced stack
technique

11.58 19.59 39

3 Dual sleep
technique

24.64 19.12 43
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cache memory architecture with forced stack technique over SRAM cell and CLSA
consume the lowest power 11.58μWwith an increase in the number of the transistor
from 35 to 39. There is always a trade-off between power consumption and area.

5 Conclusion

In the proposed work, single-bit cache memory architecture has been implemented
and it is comprised of WDC, SRAM cell, and a current latch sense amplifier. Apart
from its different parameters of single-bit cache memory architecture has been
analyzed at different values of resistance (R). Furthermore, power reduction tech-
niques such as sleep transistor technique, forced stack technique, and dual seep tech-
nique are applied over SRAM cell and CLSA. Results depicted that on the increasing
value of R power consumption reduce at R= 42.3 k� consume 26.78μWpower and
a single-bit cache memory architecture having SRAM cell and CLSA with forced
stack technique consume 11.58 μW. In future scope, this work can be done in form
of an array.
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Low-Power SRAMMemory Architecture
for IoT Systems

Reeya Agrawal

1 Introduction

As shown in Fig. 1, a typical internet of Things (IoT) sensor includes four main
devices: a sensor, a microcontroller (MCU), a wireless computer (Bluetooth, WiFi,
LoRa), and a static random access memory cell (SRAMC). These devices commu-
nicate with each other over a serial bus, such as the Serial Peripheral Interface (SPI)
or Inter IC Communication (I2C) protocol, since sensor nodes operate at low data
rates and low power. To negotiate all transactions between devices, the MCU serves
as the master controller for the IoT node. The wireless system must send sensor data
to the nearest gateway and also receive control instructions from the gateway. The
sensor tests environmental parameters (temperature/humidity/etc.) and transmits the
data digitally through the serial communication bus of the SPI/I2C. When a gateway
is not available for communication, the SRAM is used to store local data. The inno-
vation of this project is to generate and monitor all the signals needed for the SRAM
without using internal clocks, instead of deriving all control signals from the SPI
signals themselves, making it a simple and scalable circuit that can be made with
slower access time to consume very little power [1, 2].

Embedded memories are popular when implementing the complex systems
currently known as a system on chips (SOCs). The international technology roadmap
for semiconductors (ITRS) predicts that 90% of the SOCs area will consist of
memory, specifically static random access memories (SRAMCs). Memory is a key
part of system design based on computers and microprocessors. This is used as a
binary number (0 or 1) for storing data or information. Data used in the program
are saved in the memory as well as for the execution of the program. Therefore,
the storage of data in a digital system is required both temporarily and permanently
[3–5].
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Fig. 1 Block diagram of
typical IoT sensor node

Today, there have been a lot more attention than ever before to the growing use
of mobile electronic equipment, such as wireless communication systems, mobile
multimedia devices, and/or sensitive medical equipment with low-power circuits.
This led to so many attempts to build low power circuits whereby manufacturers
compress more memories and logical circuits into one chip. Scientists feel that there
is a new chip industry model in which new combinations of memories and logical
circuits are established and which ultimately leads to new processors with different
and newmemory architectures being produced extensively.As themain block in SOC
circuits, static memory has also received great attention [6–8]. These circuits became
known as high-density circuits because of their numerous transistors used and also
because of the high leakage rate concerning technological developments. The input
power supply was then reduced by attempting to reduce the energy consumption
rate. However, due to the reduction, data stability will be decreased. As compared
with SRAM memories, they have higher percentages of portable devices with static
memory because more power is spent on data stability in DRAM memory. In both
static and dynamic memories the access time is approximately the same [9–11].
The goal of this paper is to design low power SBVMA in customary gpdk 45 ηm
technology using Cadence Tool.

2 Single-Bit Memory Architecture

WDC, SRAMC, and VMSA as shown in Fig. 2 [12, 13] are the single-bit cache
memory architectural blocks. The description is divided into three different parts:
(a) the WDC with two input pins (word enable (WE) and Bit) and two output pins
(BL and BLBAR), (b) the SRAMC, which is attached to the WDC via bit lines (i.e.,
BL and BLBAR), and an input pin [word line (WL)] and two output pins (V 1 and V 2)
and connected through bit lines having capacitance and resistance as a connector
between them, (c) VMSA which has five input pins (Y sel, BL, BLBAR, PCH, and
SAEN) and two output pins (V 3 and V 4).
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Fig. 2 Schematic of single-bit cache memory architecture having VMSA

2.1 Write Driver Circuit

Figure 3 shows the write driver schematic developed in this work. The bit line is
discharged from its high pre-load level to below the SRAMC writing margin by the
WDC. The voltage required to enter the desired value in the bit line is determined
by the WDC. When “WE = 1” (write enable pulled high), data from the data input
pin are entered in bit lines and transferred to the corresponding memory cell through
the access transistors. To obtain the glitch-free bit lines, the buffer circuit has been
positioned before the output of the WDC. It has to enter a certain value in the bit cell

Fig. 3 Write driver circuit schematic
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Fig. 4 SRAM cell schematic

up to the WDC. The circuit has the purpose of charging and discharging the bit lines
in the memory cell to the desired bit being written [14].

2.2 Conventional SRAM

The 6T SRAMC circuit diagram is shown in Fig. 4. SRAMC is called a static
ram cell because the data could be held for a long time until the power is being
provided forever. Six transistors are used in SRAMC; PM6, PM7, NM6, and NM7
are composed of the two cross-coupled CMOS inverters plus two NMOS transistors
(NM8 and NM9) known as access transistors. It is known as the 6T cell. Each bit is
a transistor-compatible SRAMC, which forms two cross-coupled inverters. This cell
has two stable states either 0 or 1 [15, 16].

2.3 Voltage-Mode Sense Amplifier

The basic MOS differential voltage sense amplifier circuit contains all elements
required for differential sensing. A differential amplifier takes small-signal single-
ended output. The effectiveness of a differential amplifier is characterized by its
ability to reject common noise amplify the true difference between the signals
[17, 18].

Because of the rather slow operational speed provided at considerable power
dissipation and inherently high offset, a basic differential voltage amplifier is not
applied in memories [19, 20]. The basic differential voltage-mode sense amplifier is
shown in Fig. 5, it contains seven PMOS transistors (PM8 to PM14) and three NMOS
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Fig. 5 Schematic of voltage-mode sense amplifiers

transistors (NM10–NM12). This circuit amplifies the small difference at bit lines to
full swing at output nodes.

3 Analysis of Result

In this section, output of all the circuits has been shown and described.
Figure 6 describe the output waveform of WDC, for cases arise: (a) when Bit =

0 V and WE= 0 V BL= VDD and BLBAR = VDD, (b) Bit= 0 VWE= VDD so, BL
= 0 V and BLBAR = VDD/2, (c) Bit = VDD WE = 0 V so, BL = 0 V and BLBAR =
VDD/2 and (d) Bit = VDD WE = VDD so, BL = VDD and BLBAR = 0 V.

Figure 7 describes the both write operation and hold operation of the SRAM cell.
There is a pull of the network (PM6 and PM7), pull-down network (NM6 and NM7),
and access transistor (NM8 and NM9) which allows data to store and sense amplifier
to read the data.

Figure 8 describes the read operation of VMSA, when both SAEN and WL are
pulled high, during that time only the sense amplifier senses the data from the SRAM
cell at bit lines and gives output at V 3 and V 4.

Table 1 describes that as increasing in value of resistance power consumption
decreases as because resistance is a path stopper for current in a circuit and no effect
on the area, performance, and speed.
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4 Conclusion

In this paper, single-bit cache memory with different sense amplifiers such as voltage
differential sense amplifier has been implemented, and compared on different values
of resistance (R) with different parameters such as power consumption, sensing
delay, and several transistors. Results depicted that the single-bit cache memory
architecture having voltage-mode differential sense amplifier consumes the lowest
power (11.16 μW). In future scope, this work can be done in form of an array.
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Fig. 8 Output waveform of VMSA

Table 1 Different parameter of SBSVMA

S. No. Parameters Power consumption (μW) No. of transistors Sensing delay (ηs)

1 R = 42.3 � 13.16 30 13.51

2 R = 42.3 k� 11.16 30 13.51
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Design and Structural Analysis
of Nano-satellite

R. Balaji, Estheru Rani Talasila, L. Oblisamy, V. S. Ajith,
and A. Basithrahman

1 Introduction

Artificial Satellites have brought a revolution in the field of Astronomy. These play
a critical role in today’s space study and research. Satellites have many operations
such as Star mapping, Mapping of planetary surfaces. Apart from research, these are
also used for Earth observation, Communication and Navigation Purposes. As the
technology is advancing very rapidly, we have witnessed a significant growth in the
satellites. In the recent years, it is seen that the focus has been shifted to smaller and
miniature satellite to compensateweight and cost of satellites. This has caught the eye
of many researchers; as a result, we have seen a phenomenal increase in the launch
percentage of Cube Sat among Nano-satellite industry, thus a final conclusion was
drawn to take the CubeSat form factor for the structure and thermal design with their
respective finite model analysis. A CubeSat is a kind of miniature spacecraft satellite
consisting of multiples of 10 cm to 10 cm= 11.35 cm (~four to 4 in ~ 4 in ~4 to 4 in)
cubic units. A CubeSat (Satellite-U-class Spacecraft). A standard CubeSat 3 Device
Deployermay also be supplied in 1U, 2U, 3U from the ISISCubeSat Store, depending
on the number of CubeSats that it can contain. For making a structure that can resist
space condition materials selection is the major aspect. da Silva Carneiro [1] has
done a comparative study on three different AluminumAlloys (AA6061 T6, AA5056
honeycomb,AA5051T6). As per the study, AA5051T6 produces a reduction inmass
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density and that will produce better results. Considering the mechanical, thermal,
electrical and optical behavior. Ashby [2] suggested that composite materials will be
one of the best options for space conditions as per the requirement.When the satellite
reaches outer space material of the structure needs to be monitored continually as the
sudden change in atmospheric property in space cause a sensitivity effect. As per the
clear research Kassner [3] shows that 6061 T6 results will be most suitable for space
conditions for sensitivity problems. Apart from the sensitivity affect the material
going experience cyclic loading, as the orbit changes. To get the more life span of
the satellite, the fatigue needs to be within the allowable limit. Various methods were
available to monitor the fatigue of the satellite structure [4]. For the above-mentioned
properties, aircraft materials will be one of the best options as they experiencing the
same condition while flying. But the properties need to improve. To achieve that
GLARE composite’s core proposition needs to be reinforced [5]. We can choose Al
7075 T6 as another option for materials as the thermal behavior much better than
Al5051 and Al6061 T6. Furthermore, reinforcement is advisable to achieve better
results. Configuration of MMOD double sandwich structure [5] is a better method
to monitor the new structural configuration. Honeycomb alloy and setoff structure
configurations were created by filling the foam in the frequencies that have been
improved [7].

2 Material Selection

See Fig. 1 and Table 1.

(A) Mesh information

Element size is 6.5613 mm, Tolerance limit is 0.328065 m, Total Nodes 107304,
Total Elements 68917 andMaximumAspect Ratio 51.95 (Tables 2 and 3 and Fig. 2).

Fig. 1 Hexagonal panel honeycomb core and sandwich panel
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Table 1 Properties of al 6061-T6 and 7075-T6

Properties

Name 7075-T6 (SN) 6061-T6 (SS)

Model type Linear elastic isotropic Linear elastic isotropic

Default failure criterion Max von Mises stress Max von Mises stress

Yield strength 5.05e + 08 N/m2 2.75e + 08 N/m2

Tensile strength 5.7e + 08 N/m2 3.1e + 08 N/m2

Elastic modulus 7.2e + 10 N/m2 6.9e + 10 N/m2

Poisson’s ratio 0.33 0.33

Mass density 2810 kg/m3 2700 kg/m3

Shear modulus 2.69e + 10 N/m2 2.6e + 10 N/m2

Thermal expansion coefficient 2.36e−05 /K 2.4e−05 /K

Table 2 Load and fixtures
for sandwich panel

Load name Load image Load details

Force-1 Entities 1 face(s)

Type Apply
normal
force

Value 40 kgf

Table 3 Load and fixtures for hexagonal panel honeycomb core

Fixture
name

Fixture image Fixture details

Fixed-1 Entities 6 face(s)

Type Fixed geometry

Resultant forces

Components X Y Z Resultant

Reaction force (N) 0.052
4864

392.19
6

0.116711 392.196
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Fig. 2 Volumetric stress and total deformation of hexagonal sandwiched structure with middle
honeycomb panel

(B) Design of specialized wall configurations of the satellite structure

The main two design aspects that were taken in to account for designing specialized
walls of the satellite structure are:

• To Increase the Strength to Weight ratio of structure
• To decrease the overall weight of the satellite bus
• Decrease the stress generation for different types of loadings on satellite structure.

In the first design iteration, combination of Equilateral Triangles and Hexagonal
shapes was taken into consideration for material cut outs from the satellite walls. It
was seen that the value of fos was 43.64.

In the second iteration, combination of Equilateral Triangles and variable diamet-
rical circular shapes was taken into consideration for material cut outs from the
satellite walls. It was seen that the value of fos was 58.32.

In the third iteration, combination of Equilateral Triangles shapes was taken into
consideration for material cut outs from the satellite walls. It was seen that the value
of fos was 85.16.

From the above results, it was clearly seen that combination of Equilateral Trian-
gles gave us the best results as you can see for the same amount of forces, we have
received double the value of fos that was observed in first iteration. So, it is safe to
conclude by saying that it is much safer to build a satellite with Equilateral triangular
cut out sections thereby meeting all our requirements (Fig. 3 and Table 4).

(C) Static structural analysis

See Figs. 4, 5 and 6.

3 Conclusion

As per the literature review, analysis has been carried out with consideration of three
different nano-satellite structures with the same materials (aluminum 6061, 7075
heat treated in T6 condition). With the analysis output, we can conclude that as the
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Fig. 3 Nano-satellites with different cross-sectional design

Table 4 Mesh properties of
models

Properties Model A Model B Model C

Element
size

4.10171 mm 4.16597 mm 4.25037 mm

Tolerance 0.205086 mm 0.208299 mm 0.212518 mm

Total nodes 78,276 81,123 76,813

Total
elements

38,564 38,725 38,411

Maximum
aspect ratio

16.456 18.848 20.367

Fig. 4 Static structural analysis model A and B
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Fig. 5 Total deformation of model A and B

Fig. 6 Total deformation and static structural analysis of model C

weight and stiffness basis the sandwiched having high factor of safety. The Al 7075
is a good radioactive material, so the hexagonal sandwiched structure with middle
honeycomb panel will be a prepared one for nano-satellite to increase the lifespan
and withstand the atmospheric condition. Further, the impact test and vibration test
need to be taken count for the thermal analysis.
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Unbalance Identification and Balancing
Using Model Sensitivity-Based Approach

Dinesh Kumar Pasi, Manoj Chouksey, and Ashesh Tiwari

1 Introduction

Machinery vibration was not serious concern until the age of slow moving water
wheels and wind mills [1]. However, with the advancement of the rotating machines
in the nineteenth century, the subject of rotor dynamics has been developed over the
years. Design of rotating machines involves rotor dynamic considerations so that the
vibration levels are within acceptable limits during run-up and at the operating spin
speed of the machine. Unbalance is the primary fault in rotating machines, which
causes occurrence of vibrations in the machine. Balanced condition gets deterio-
rated during the operation due to various reasons like dust, dirt corrosion, erosion
and dynamic loading conditions [2]. This requires the balancing of the rotating
components; if it is not attended, the vibrations levels may increase beyond limits.

There are several methods of balancing developed over the period of time. In the
conventional balancing approach, an experimental process, multiple trial runs are
taken to record rotor response and phase angles for estimating the balancing masses
to be added in chosen planes. Static balance requires adding balancing mass in one
plane, whereas dynamic balancing is a two-plane balancing process [3].Model-based
approach is gaining popularity for identification of various rotor faults including
unbalance. In model-based fault diagnosis, analytical models/finite element models
of the system as well as faults and various optimization methods are employed for
the fault identification. Markert et al. [3] proposed model-based method for fault
identification with least square fitting algorithm [4]. Furtado et al. [5] suggested
model-based approach for diagnosis and unbalance identification using artificial
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neural network. Jalan et al. [6] proposed a model-based approach using residual
vibrations on the rotor, which is further used in computation of residual forces due
to the fault. The mathematical model/finite element model, employed in the model
based approach, should be proper and reliable. Tomake sure that the developedmodel
is correct and results are reliable, it is required to validate the results from model
and physical system. If the results are not comparable, it will require to update
the model or its selected parameters in the light of experimental data. The finite
element model updating methods may be based on experimental frequency response
functions (FRF’s) or the modal data (i.e. eigenvalues and/or eigenvectors). Unlike
non-spinning structures, rotor systems are non-self-adjoint systems. Thereforemodel
updating methods for rotor systems differ from those for non-spinning structures.
The work as given in Refs. [7–9] may be referred to explore the model updating
method for rotor systems. Chouksey et al. [8] employed an updated finite element
model of a single-disc rotor system to identify disc unbalance and balancing mass.
However, their work involved many iterations in the estimation of balancing mass.

Many times single-plane balancing proves sufficient for balancing rotating
machinery e.g. in case of fans, impellers, etc. In the single-plane balancing, an esti-
mated counter (balancing) weight is placed at an appropriate location in the plane.
There are various experimental methods developed for finding out the balancing
weight and the corresponding phase angle. Influence coefficient method of single-
plane balancing involves three runs for balancing, namely (i) initial run, (ii) trial
run, and (iii) final run. Keyphasor signal is generally used to measure the response
phase angle to locate the heavy spot. Carlson [10] proposed the four-run balancing
method which reduces the requirement of keyphasor signal for calculating balancing
mass and its heavy spot (phase angle). However, the number of runs by this method
increases by one when compared with the three-run influence coefficient method.
More number of runsmake the balancing processmore lengthy, andhence researchers
have attempted their work to reduce the number of trial runs [11]. The finite element
model-based balancing method proposed in this work takes two runs, first for the
rotor response and other for the phase angle, to estimate the balancing mass and its
location.

This work proposes a novel model-based approach for unbalance identification
using unbalance response sensitivities. Themethod has been used to balance a single-
disc rotor system using simulated studies. It involves two runs for balancing the
single-disc rotor system (initial run and final run) instead of three runs of the conven-
tional method of balancing. Initial run is required to measure the initial response and
to locate the heavy spot. The trial run, which takes maximum time in a balancing
process, is eliminated. It is proposed to calculate the influence coefficient using the
updated finite element model of the rotor system; hence, the necessity of the trial run
on the actual rotor system is reduced in the present approach.
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2 Unbalance Identification Using Unbalance Response
Sensitivity

The sensitivity-based approach for unbalance identification in the generalized form
has been discussed in this section. The method employs the measured unbalance
response at selected locations and the model-based unbalance response sensitivity in
the computation of the rotor unbalance. The finite element model of the rotor system
is used to compute the unbalance response sensitivities and the sensitivity matrix.

The unbalance response sensitivity sij , as computed using the finite elementmodel,
is defined as the unbalance response at point i (i = 1, 2, 3, 4…m) in a particular
direction due to unit rotating unbalance force at point j (j = 1, 2, 3, 4…n), where
m and n represent the number of measurement points and the unbalance locations,
respectively, on the rotor system.

Hence, the sensitivity matrix in the generalized form may be written as

S =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

s11 s12 s13 − − s1n
s21 s22 s23 − − s2n
s31 s31 s33 − − s3n
− − − − − −
− − − − − −
sm1 sm2 sm3 − − smn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(1)

This work proposes use of the measured unbalance response at selected locations
in the process of unbalance identification. However, this work uses model unbalance
response as the reference data to simulate the measured unbalance responses. The
measured vector of the unbalance response may be expressed as per Eq. (2). If ‘n’
number of unbalance locations are considered, then the unbalance force vector ‘f ’
is given by Eq. (3).

Y =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

y1
y2
y3
−
−
−
ym

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(2)

f =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

f1
f2
f3
−
−
fn

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

(3)
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Once the sensitivity matrix is computed and the vector of measured unbalance
responses formed, the unbalance in the rotor system can be identified. This work
demonstrates unbalance identification and balancing of a single-disc rotor system
with centrally located disc as well as offset disc positions.

Unbalance ( f j ) for the disc position at any point (say j) on the rotor-shaft can be
computed by measuring the unbalance response (yi ) at any point (say point i) on the
rotor-shaft. For this, it will be required to compute/consider the unbalance response
sensitivity ‘si j ’. The following equation may be used for the estimation of magnitude
of the unbalance:

f j = yi
si j

(4)

3 Illustrative Example

Figure 1 shows the single-disc rotor system supported on rolling element bearings
as considered for illustration in this work. The bearings have been modelled using
support direct stiffnesses in the horizontal andvertical directions. The steel rotor-shaft
is 430 mm long and 13 mm in diameter. The steel rotor-disc is 126 mm in diameter,
15.3 mm thick, and its weight is 1.484 kg. Density, Young’s modulus and Poisson’s
ratio for the shaft and disc material are considered as 7800 kg/m3, 210 GPa and 0.3,
respectively determined form 3Dmodeling and direct measurement are 7850 kg/m3,
210 GPa and 0.3 respectively. Inertial properties obtained from 3D modeling of
disc from direct measurement are polar moment of inertia Ixx = 2799.879 kg mm2,
moment of inertia about diameter Iyy = Izz = 1444.337 kg mm2. The supports are
considered isotropic with radial stiffness value of 6 × 105 N/m.

Figure 2 shows the meshed finite element model of the rotor-shaft system along
withmarked sensitivity measurement points. Study has been conducted for two cases
namely case 1 for centrally located (i.e. at point 5) and case 2 for offset (i.e. at point
6) positions of the rotor-disc along the rotor-shaft.

Fig. 1 Single-disc rotor
system considered
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Fig. 2 Meshed model of the rotor system
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Fig. 3 Campbell diagram for a case 1, b case 2

3.1 Critical Speed Determination

Campbell diagram or whirl speed map is a plot of natural frequencies against rotor
spin speed. Figure 3a and b shows the Campbell diagrams for the case 1 (centrally
located disc position) and case 2 (offset disc position), respectively. The intersection
of the natural frequency line in first forward mode with the synchronous whirl line
(corresponding to unbalance excitation) is marked as the first critical speed in both
cases. It may be seen that the split in 1st forward and 2nd backward modes is very
small due to the lesser gyroscopic effect in these modes. However, this effect is
clearly visible in the split in the 2nd forward and 2nd backward modes. The critical
speed is marked as 3259 RPM and 3409 RPM in the case 1 and case 2 respectively.

3.2 Frequency Response Plots

This work demonstrates the unbalance response identification in rotor system using
simulated study. However, actual application will involve studies of frequency
response functions and their use in model updating. Frequency response functions
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Fig. 4 Frequency response functions a Central disc in case 1 and b offset disc in case 2

are measured in the process of modal testing. Frequency response function ‘Hi j ’ is
defined as the response at point i due to unit harmonic force at point j. These functions
are used to estimate modal natural frequencies and mode shapes as required in the
finite element model updating process.

Figure 4a and b shows the FRFs ‘H23’ and ‘H33’ under case 1 and case 2, respec-
tively. The natural frequencies in various modes can be read from these functions as
the corresponding peak positions.

4 Sensitivity Analysis

Tables 1 and 2 show the unbalance response sensitivities of the rotor system under
case 1 and case 2, respectively. Different spin speeds have been considered to study

Table 1 Sensitivities (m/kg m) under case 1 (central disc)

Sensitivity/speed
(RPM)

s25 s35 s45 s65 s75 s85

500 4.64 ×
10–03

7.44 ×
10–03

9.53 ×
10–03

9.53 ×
10–03

7.44 ×
10–03

4.64×
10–03

600 6.74 ×
10–03

1.08 ×
10–02

1.39 ×
10–02

1.39 ×
10–02

1.08 ×
10–02

6.74 ×
10–03

1000 2.04 ×
10–02

3.28 ×
10–02

4.19 ×
10–02

4.19 ×
10–02

3.28 ×
10–02

2.04 ×
10–02

1500 5.56 ×
10–02

8.91 ×
10–02

1.14 ×
10–02

1.14 ×
10–02

8.91 ×
10–02

5.56 ×
10–02

2000 1.35 ×
10–01

2.15 ×
10–01

2.75 ×
10–01

2.75 ×
10–01

2.15 ×
10–01

1.35 ×
10–01
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Table 2 Sensitivity (m/kg m) under case 2 (offset disc)

Sensitivity/speed
(RPM)

s26 s36 s46 s56 s76 s86

500 3.81 ×
10–03

6.32 ×
10–03

8.36 ×
10–03

9.52 ×
10–03

7.72 ×
10–03

5.06 ×
10–03

600 5.54 ×
10–03

9.19 ×
10–03

1.21 ×
10–02

1.38 ×
10–02

1.12 ×
10–02

7.35 ×
10–03

1000 1.68 ×
10–02

2.78 ×
10–02

3.67 ×
10–02

4.17 ×
10–02

3.38 ×
10–02

2.21 ×
10–02

1500 4.53 ×
10–02

7.49 ×
10–02

9.87 ×
10–02

1.12 ×
10–01

9.09 ×
10–02

5.92 ×
10–02

2000 1.07 ×
10–01

1.77 ×
10–01

2.33 ×
10–01

2.64 ×
10–01

2.12 ×
10–01

1.39 ×
10–01
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Fig. 5 Sensitivity plot over the rotor-shaft under a case 1 and b case 2

the effect of spin speeds on the unbalance identification. Figure 5a and b shows the
variation of these sensitivities along the rotor-shaft at different spin speeds.

As discussed above, three speeds 600, 1000 and 1500 RPM are chosen to deter-
mine sensitivity. Figure 5 is self-explanatory that with the increase in speed the sensi-
tivity increases, and position maximum value of sensitivity along the shaft changes
with changing the position of the disc.

5 Unbalance Response

In the case of the balancing requirement, initial response should be measured. The
response thus recorded needs to be balanced. Unbalance identification as proposed in
this work uses this measured unbalance response for computing the balancing mass.
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Table 3 Unbalance response at different speeds under case 1 (central disc position)

Response(m)/speed
RPM

y2 y3 y4 y6 y7 y8

500 2.93 ×
10–06

4.69 ×
10–06

6.01 ×
10–06

6.01 ×
10–06

4.69 ×
10–06

2.93 ×
10–06

600 4.25 ×
10–06

6.82 ×
10–06

8.74 ×
10–06

8.74 ×
10–06

6.82 ×
10–06

4.25 ×
10–06

1000 1.29 ×
10–05

2.07 ×
10–05

2.65 ×
10–05

2.65 ×
10–05

2.07 ×
10–05

1.29 ×
10–05

1500 3.51 ×
10–05

5.62 ×
10–05

7.19 ×
10–05

7.19 ×
10–05

5.62 ×
10–05

3.51 ×
10–05

2000 8.50 ×
10–05

1.36 ×
10–04

1.74 ×
10–04

1.74 ×
10–04

1.36 ×
10–04

8.50 ×
10–05

Table 4 Unbalance response at different speeds under case 2 (for offset disc position)

Response
(m)/speed
RPM

y2 y3 y4 y5 y7 y8

500 2.40 ×
10–06

3.99 ×
10–06

5.28 ×
10–06

6.01 ×
10–06

4.87×
10–06

3.20 ×
10–06

600 3.50 ×
10–06

5.80 ×
10–06

7.67 ×
10–06

8.72 ×
10–06

7.08 ×
10–06

4.64 ×
10–06

1000 1.06 ×
10–05

1.75 ×
10–05

2.32 ×
10–05

2.63 ×
10–05

2.13 ×
10–05

1.40 ×
10–05

1500 2.86 ×
10–05

4.73 ×
10–05

6.23 ×
10–05

7.07 ×
10–05

5.70 ×
10–05

3.74 ×
10–05

2000 6.78 ×
10–05

11.2 ×
10–05

14.7 ×
10–05

16.6 ×
10–05

13.4 ×
10–05

8.75 ×
10–05

As the utility of the method has been demonstrated using simulated studies, a known
magnitude of unbalance is applied on the disc at different speeds. Response which
simulates the measured (initial) unbalance response due to the unbalance induced is
listed in Tables 3 and 4 for case 1 and case 2, respectively. However, the developed
method has been tested for unbalance identification after including ± 5 % random
noise into the simulated response.

6 Unbalance Identification

This section demonstrates the unbalance ( f j ) identification, as per Eq. (14), at any
disc position (j = 5 for case 1, j = 6 for case 2) along the rotor-shaft using the
proposed methodology. An unbalance of 6.31 × 10–4 kg m has been induced in the
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Table 5 Comparison of identified unbalance at different rotor spin speeds for case 1

Speed (RPM) 500 600 1000 1500 2000

Actual UB (kg m) 6.31 × 10–04 6.31 × 10–04 6.31 × 10–04 6.31 × 10–04 6.31 × 10–04

Identified UB (kg m) 6.23 × 10–04 6.41 × 10–04 6.16 × 10–04 6.54 × 10–04 6.07 × 10–04

Error (%) 1.23 1.61 2.26 3.66 3.80

Table 6 Comparison of identified unbalance at different rotor spin speeds for case 2

Speed (RPM) 500 600 1000 1500 2000

Actual UB (kg m) 6.31 × 10–04 6.31 × 10–04 6.31 × 10–04 6.31 × 10–04 6.31 × 10–04

Identified UB (kg m) 6.43 × 10–04 6.16 × 10–04 6.13 × 10–04 6.51 × 10–04 6.55 × 10–04

Error (%) 1.98 2.29 2.80 3.21 3.95

simulated work at the disc positions in the two cases. Unbalance response sensitivity
at the point i due to unit unbalance at point j, i.e. si j , is taken from Table 1 (for case
1) and Table 2 (for case 2), whereas simulated measured unbalance response at the
point i, i.e. yi , is considered as per Table 3 (for case 1) and Table 4 (for case 2).

Table 5 shows the comparison of identified value of unbalance with the actual
unbalance for case 1 (central disc position) alongwith the percentage error at different
speeds as obtained from the method present in this work. It can be noted from the
results that the unbalance has been identified quite accurately with less than 4% error
even under the presence of measurement noise. It is also to be noted that the initial
run data should be used to locate the heavy spot for putting the balancing weight in
actual rotor systems.

Similar study of unbalance identification has been conducted for offset disc posi-
tion. Table 6 shows the identified values of the unbalance at different speeds along
with the corresponding percentage errors. In Case 2 also the error in identified value
of unbalances is less than 4 %.

7 Conclusion

Finite element model-based generalized method has been presented for balancing
of rotor systems. The method has been used to balance a single-disc rotor system
using simulated studies. It has been shown that the proposed method is capable of
balancing the single-disc rotor system using two runs only, i.e. initial run and the
final run instead of three runs as are required in conventional method of balancing.
Initial run data provide the unbalance response, that is to be balanced, and the heavy
spot location. The method utilizes the finite element model of the rotor system to
calculate the unbalance response sensitivity (influence coefficient). It is concluded
that the proposed method identifies the unbalances effectively and hence can be
extended to balance the actual single-disc rotor systems. The influence of increasing
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spin speeds has also been investigated on the identified unbalances. It is seen that
the percentage error is lesser at smaller spin speeds. The method has potential of
application to balance single-disc industrial rotors. It is expected that it will reduce
time and effort to balance the industrial rotors as it eliminates the time-consuming
step of trial run. However, experimental studies will be conducted in future to find
out the effectiveness of the proposed method to balance industrial rotors.
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8-Bit Electromechanical Processor
Design for Education in Digital
Computation

Shashwath Sundar and Vijay Kumar Tayal

1 Introduction

Almost all modern electrical and electronic devices use digital processors in one form
or the other. They may be used as simple microcontrollers, as in small devices such
as remote controllers and microwave ovens or as microprocessors, as in personal
computers, smart mobile phones, etc. Regardless of where they are used, the funda-
mentals of digital computation remain the same in all instances. Since digital proces-
sors have becomeubiquitous, it has become essential for students, irrespective of their
field of study, to know how digital processors work. To do so, an educational tool
needs to be designed and implemented that does the following:

1. Acts as a fully functional digital processor.
2. Acts as a teaching aid for demonstrating the various concepts related to digital

technologies.
3. Provides hands-on experience at assembly language and machine language

programming to its users.
4. Provides visual aid for teaching basic computer architecture.
5. Acts as an illustrative tool to develop a detailed understanding among students

about execution of computer programs.

When it comes to educating students in the field of digital processors and computer
architectures, there have been significant studies in the teachingmethods using virtual
machines [1], hardware implementations using FPGAs [2, 14] and using animation
and computer simulations [3]. While there has been much research on the tools for
education in digital computation, the tools, however, are only applicable for students
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at undergraduate level or beyond [10].While students are exposed to using computers
at high school level, the concepts of digital processors are introduced to students
only at the undergraduate level [13]. This is mainly because understanding of these
machines requires the student to have prerequisite knowledge about semiconductor
technologies as in the case of using FPGAs [4–6, 9, 11] or logic chips and counters.
On the other hand, use of simulations and animations may not allow the students to
understand hardware implementations [15] of the processor limiting the students’
understanding to a theoretical level. Hence, there is a need for educational tools
that allow students to learn about digital computation [7, 12] with an understanding
of its hardware implementation without the need for learning about semiconductor
technologies [8]. The goal of this paper is to describe the electromechanical processor
and its learning environment for teaching the fundamentals of digital computation.
This paper is organized as follows: Sect. 2 describes the overview of the architecture,
Sect. 3 describes the software emulator, and the conclusion is mentioned in Sect. 4.

2 Processor Overview

To make concepts easy to grasp the processor, architecture has been simplified and
has aminimalistic instruction set,while ensuring that themachine is Turing complete.
Digital logic elements and memory elements have been implemented using mono-
stable electromechanical relays and silicon diodes. Table 1 shows the processor
characteristics.

2.1 Instruction Set Architecture (ISA)

The instruction set comprises of 18 instructions that have been grouped into 6
classes/categories (Table 2). All instructions either occupy a single byte or 2 bytes of
programmemory. The first byte is the operation code, and the second byte is the data
or address (depending on the instruction). Since there are only 18 instructions in the
instruction set, the instruction register only needs to be 5 bits wide. To encode the
instructions, the most significant 3 bits (B7-B5) are used for encoding the instruction
class, the next 2 bits are for encoding the operation and the lowest three bits are don’t
cares (B2-B0).

Table 1 Processor
characteristics

ALU width 8 bits

DATA bus width 8 bits

Address bus width 8 bits

Signed number encoding 2’s complement

General-purpose register width 8 bits
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Table 2 Instruction set

Instruction class Instruction OPCODE

0
(#000)

CTRL OP 0 (#00) NOP #000 00 000 0 × 00

1 (#01) HLT #000 01 000 0 × 08

1
(#001)

MOV OP 0 (#00) MOV A2B #001 00 000 0 × 20

1 (#01) MOV B2A #001 01 000 0 × 28

2
(#010)

A OP 0 (#00) ADD #010 00 000 0 × 40

1 (#01) INC #010 01 000 0 × 48

3
(#011)

L OP 0 (#00) AND #011 00 000 0 × 60

1 (#01) OR #011 01 000 0 × 68

2 (#10) NOT #011 10 000 0 × 70

3 (#11) XOR #011 11 000 0 × 78

4
(#100)

JMP OP 0 (#00) JMP <Address> #100 00 000 0 × 80

1 (#01) JZ <Address> #100 01 000 0 × 88

2 (#10) JC <Address> #100 10 000 0 × 90

3 (#11) JS <Address> #100 11 000 0 × 98

5
(#101)

MEM OP 0 (#00) LDA <Address> #101 00 000 0xa0

1 (#01) STA <Address> #101 01 000 0xa8

2 (#10) LDI A <Data> #101 10 000 0xb0

3 (#11) LDI B <Data> #101 11 000 0xb8

2.2 Arithmetic Logic Unit (ALU)

The arithmetic and logic unit of the processor is based on the A register which is
the accumulator of the processor. The ALU has been designed in a way such that
operations requiring a single operand are always done on the data in the A register
and operations requiring 2 operands are done on the data in A and B registers.

The program counter (PC) is incremented in the ALU itself during the fetch cycle
of the processor, eliminating the need for a standalone incrementer circuit. This is
achieved by multiplexing the A register and PC (Fig. 1). The output of the ALU is
directly connected to the temporary register. This allows processes to run in parallel
with arithmetic and logical operations since the ALU does not utilize the internal
data bus. The ALU circuit has been designed using 7 relays (Fig. 2) for computing
each bit and has been designed to do 2 Arithmetic and 4 logical operations (Table 3).

2.3 Memory Registers

The electromechanical processor has 7 memory registers out of which 3 registers
are programmer visible, namely PC (program counter), A register (accumulator)
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Temp.
Flags

PC A B

Fig. 1 ALU organization

Fig. 2. 1-bit ALU circuit

Table 3 ALU operations Arithmetic operations Addition

Logical operations Increment

Bit-wise AND

Bit-wise OR

Bit-wise NOT

Bit-wise XOR

and B register. The remaining four registers are the MA (memory address) register,
instruction register, temporary register and the status flag. The status flag is connected
to the flag output of the ALU. All the remaining registers are connected to each other
via a common 8-bit bus (Fig. 3).

Each register has two control lines, namely enable line and reset line (Fig. 4). The
enable line connects the register to the data bus, and the reset clears the data. The
latches in the register have been designed such that a logic high on the latch input can
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Fig. 4 4-bit memory register

set the latch, but a logic low on the latch cannot reset the latch. Hence, to read data
from the register the enable line needs to be held high, but to rewrite the data on the
register we first need to reset the register to clear its contents and then pull the enable
line high to load new data from the bus. This method of loading new data, however,
takes two clock cycles, but reduces the number of relays that are being used to make
the register.
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Fig. 5. 4-stage ring counter

2.4 The Finite State Machine (FSM)

The finite state machine for the processor is unique. It does not use an external clock.
The FSM is a self-propagating ring counter made out of relays, and the timing is
controlled using RC time constant of resistance of relay coils and capacitors (Fig. 5).
On power up, the FSMdoes not start running automatically and needs to be triggered.
To halt the state machine, the feedback line running from the last state to the first
state needs to be disconnected. The FSM can be set in 2 different modes of opera-
tion, namely continuous running mode and instruction-wise stepping mode. In the
continuous running mode, the FSM runs indefinitely till it is either stopped by a HLT
instruction or a manual halt button on the control panel. In instruction-wise stepping
mode, the processor needs to be manually triggered for executing each instruction.

The longest instructions in the ISA require 13 states for complete execution.
Hence, the finite state machine needs to have a maximum of 13 states. On the other
hand, themajority of instructions require 9 states. TheFSMhas been designedwith 13
states with an abort line after 9 states to optimize the time usage for each instruction.

2.5 Program Memory

The processor has 256 bytes of program memory/RAM. The program memory has
been implemented using the Arduino Nano development board that is based around
the ATMEGA328P microcontroller. The Arduino Nano has been programmed to
have 2 modes of operation-programming mode and RAM mode. In programming
mode, the programs for the electromechanical processor can be uploaded from the
software emulator to the Arduino Nano. In the RAM mode, the digital I/O lines of
the Arduino Nano are configured as pins of a parallel RAM chip with 8 address lines,
8 data lines, read line and write line.
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3 Software Emulator

Apart from the hardware, a software model of the processor has also been devel-
oped for analyzing the behavior of the processor. The emulator can run on any
personal computer and has been developed for easy programming and debugging of
the programs. The software has been written such that its operations are as visual and
illustrative as the hardware processor itself. For example, the contents of the various
memory units have been represented as black and white tiles to represent bits where
black tiles represent ‘1’ and white tiles represent a ‘0.’

The emulator has been written in JAVA programming language and is clock cycle
accurate. Since the processor has been designed for teaching, the emulator has an
interactive and easy to use Graphic User Interface (GUI) (Fig. 6).

Programs written for the processor can be written in the emulator as well in
hexadecimal encoding in the emulator’s program memory matrix or in assembly
language in the instruction set window of the emulator. Like the hardware version,
the emulator also has a virtual control panel that can be used to manually control
the control line of the various elements of the processor. So, students can manually
toggle the control lines and understand microinstruction execution in greater depth.
After running and debugging the programs in the emulator, the same programs can
also be uploaded to the program memory of the electromechanical processor via
USB using a serial port at a standard 9600 baud rate.

Fig. 6 Emulator GUI
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4 Conclusion

The electromechanical processor presents itself as a tool for developing fundamental
understanding of computer organization and machine-level programming. While it
can be used for training at undergraduate level, its implementation using electrome-
chanical relays widens its scope to school students. The students can learn and write
programs in machine code and can see the programs running in real time because
of the highly visual and illustrative hardware implementation of the processor. The
students can also use the clock cycle accurate software emulator of the processor to
thoroughly understand its functionality and can come up with creative programs to
test on the processor.

An electromechanical processor exposes the student to the hardware aspects of
a computer processor such as instruction decoding, fetch and execute cycles and
propagation delays and familiarizes with the general concept of computation. On the
other hand, virtual machines provide exposure in advanced computation techniques,
software development and testing. In comparisonwith FPGAs, the electromechanical
processor offers a visual and auditory feedback to the user. Further, for studying the
electromechanical processor, the students are required to have a basic knowledge of
electricity, binary number system and logic gates, whereas with FPGAs knowledge
of the fundamentals of semiconductors, digital electronics and hardware description
languages such as VHDL and Verilog is needed.

The electromechanical processor facilitates to understand the computation tech-
niques. The proposed processormay act as a supplementary educational tool to easily
understand the fundamentals of computer processors.
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Effect of Nonlinearly Varying Loads
and Position of Stiffener on Buckling
Behaviour of Stiffened Composite Panels

K. S. Subash Chandra , T. Rajanna , and K. Venkata Rao

1 Introduction

Laminated plates are an unavoidable member in several complex structure networks
operated in marine, aerospace, civil and mechanical engineering. The upswing
in composite material used in the modern era is primarily due to its high
strength/stiffness-to-weight ratio. These are modified by the variety of fibre orien-
tation and stacking sequence to obtain a valuable configuration. The thin-walled
composite plates are strengthened by stiffeners to improve further the specific
strength/stiffness, especially the buckling behaviour [1]. Buckling is a significant
characteristic in these thin-walled configurations due to the in-plane load appearing
from the surrounding portions in a complicated structure.

As the in-plane loads are appearing from the adjacent members, they seldom
remain uniform in essence [2]. For instance, the load exerted on the aircraft wings,
or the stiffened plate in the ship configurations or on the slabs of a multi-storey
building by the adjacent structures is usually non-uniform. For the comprehensive
application of composite stiffened plates in many industries, most of the works have
been done on stiffened isotropic panels’ buckling behaviour. Panda andBarik [3] have
analysed the flexural stability of stiffened plates for different boundary conditions.
Guo et al. studied stiffened laminate behaviour using a layer-wise (zig-zag) finite
element method under uniform loading conditions [4]. Numerous researchers have
studied stiffened panels under non-uniform loading conditions. Hamedani and Ranji
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[5] analysed the effect of buckling loads subjected to bidirectional varying loads in
the case of isotropic panels with two orthogonal stiffeners. The buckling response
of laminated stiffened composite panels under partial in-plane loading is made by
Rajanna et al. [6] and Patel and Sheik [7]. Rajanna et al. [8] investigated the effect of
buckling response under linearly varying load for composite panels with a circular
stiffener around the circular cutouts.

The previous works show that the effect of nonlinearly varying loads is not studied
for composite panels with stiffeners. Hence, the present investigation is intended to
focus on the stability response assuming nonlinearly varying loads. A considerable
improvement in the overall stiffness of laminate can be achieved by establishing an
appropriate stiffener dimension. In this work, buckling analysis of a composite panel
with eccentrically placed x-oriented stiffener is analysed and compared to that of
the unstiffened panel under various nonlinearly varying configuration of loads using
commercial software—ABAQUS.

2 Physical Description and FE Formulation

The laminated square panel considered has dimension ‘a’ in x-direction and ‘b’ in
y-direction with plate thickness ‘t’ having centrally placed stiffener parallel to x-
direction which is shown in Fig. 1a. The stiffener is eccentrically placed with height
and width denoted by ‘ds’ and ‘bs’, respectively, Fig. 1b.

2.1 Governing Equation

The equilibrium equation for a plate under in-plane edge load is governed by

Fig. 1 a) Centrally placed eccentric stiffener b) Cross-section of stiffened plate
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[M]{q̈} + [[K ] − P0[Kg]]{q} = 0 (1)

For buckling analysis, Eq. (1) reduces to static, when {q̈} becomes zero

[K ]{q} − Pcr [Kg]{q} = 0 (2)

The Eigen-value in Eq. (2) gives the buckling load for modes. The buckling load
with the least value is the critical or fundamental load [8].

2.2 Panel Modelling Using Finite Element

The finite element software is used in the present investigation to find out the buckling
load. The nonlinearly varying load force N0

x can be expressed in Eq. (3), in which,
N0 is the intensity of compressive force at the edge. η = y/b is the loading edge
distance, and γ, λ and κ determines these nonlinear variation of quadratic loading,
as shown in Fig. 2, along the edge x = 0. For example, the plate under nonlinearly
varying uniaxial edge load in case of ß = 1 (see Fig. 3a) is when γ = 1, λ = 1and κ

= −2. Simply supported boundary condition is represented with mesh in Fig. 3b.

N 0
x = −N0(γ − λη − κη2) (3)

The material properties for present study for both plate and stiffener [8] is given:
E11/E22 = 25.0, G12/E22 = G13/E22 = 0.5, G23/E22 = 0.2 and υ12 = 0.25.

Non-dimensional buckling load parameter (γcr) is given by

Pcrb
2/E22t

3 (4)

where Pcr is the absolute critical load and E22 is laminate stiffness in lateral direction.

(a) =1 (b) =2 (c)  =3 (d) =4 (e) =5

(1−η+2η2) Uniform
Load (1)

(1−η2) (η2) (1−3η+2η2)

β β β β β

Fig. 2 Types of in-plane edge loading under present study, along the edge x = 0
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Fig. 3 a Uniaxial quadratic loading (ß = 1) with centrally placed eccentric stiffener. b Selected
meshing pattern and simply supported boundary condition with loading edges

Table 1 Non-dimensional buckling load for isotropic plate with two orthogonal stiffeners under
compressive loads relevant to previous literature mentioned below

Load types (Present) 10 × 10 [5]

Biaxial uniform 11.59 11.68

Biaxial parabolic 17.86 17.92

3 Comparative Studies

The assessment of present work with previous studies is essential to evaluate the
accuracy and effectiveness of the buckling analysis. The results obtained for isotropic
panel with two orthogonal stiffeners under biaxial compressive load types are vali-
dated with the results obtained by Hamedani and Ranji [5]. The present results
obtained using the S8R5 element for plate and three-node quadratic B32 beam
element for stiffener in ABAQUS [9] are found in good agreement with the literature
(Table 1).

4 Results and Discussion

The buckling behaviour of a square composite panel of eight-layered symmetric
laminate with thickness ratio t/b = 0.01 and x-oriented stiffener placed at mid-
position of ‘y’ axis is studied under various nonlinearly varying load patterns. The
plate considered is analysed for different ply-orientations, while in the case of the
stiffener, the fibre orientation considered remains parallel to the stiffener’s axis.



Effect of Nonlinearly Varying Loads … 547

Fig. 4 Variation in buckling load parameter with stiffener depth-to-width (ds/bs) ratios for a)
angle-ply (45/−45)2s b) cross-ply (0/90)2s configurations, under nonlinearly varying loads

4.1 Effect of Stiffener Depth-to-Width (ds/bs) Ratio

The depth-to-width ratio of the stiffener (ds/bs) is increased from 0 to 9 for angle-ply
(45/−45)2s and cross-ply (0/90)2s configuration of ply sequence as shown in Fig. 4.
It is seen that the buckling load increases with an increase in ds/bs ratio up to a certain
extent, and after that, further increase in ds/bs ratio has no effect or minimal effect
in the increase of buckling load. It is also observed here, and there is a change in the
mode shape after a particular ds/bs ratio.

4.2 Effect of Ply-Orientation

Figure 5 shows that the effect of ply-orientation (±θ)2 s is analysed without and with
x-stiffener having ds/bs = 2, subjected to various non-uniform loads. It is observed

Fig. 5 Variation in non-dimensional buckling load with different ply-orientations (±θ)2s for a)
unstiffened panels b) x-stiffened panels with ds/bs = 2, under nonlinearly varying loads
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Fig. 6 Variation in buckling
load parameter in different
positions of x-stiffener along
‘y’ direction, under
nonlinearly varying loads

that stiffened panels have higher buckling resistancewhen compared to an unstiffened
plate due to improve in the stiffness of the stiffened panel. It is also seen that the
ply-orientation angle for maximum buckling resistance is different for each of the
nonlinearly varying loads.

4.3 Effect of Position of x-stiffener

The effect of the x-stiffener at different positions along ‘y’ direction is observed with
ds/bs= 2, under nonlinearly varying loads for quasi-ply (0/45/−45/90)s configuration
which is depicted in Fig. 6. The ratio of distance of x-stiffener from x-axis to width
of the plate (c/b) is plotted against buckling load parameter. It is shown that the non-
uniform loading pattern will seriously affect themaximum buckling load. There exist
an optimal distance that gives maximum buckling load. For uniformly distributed
load conditions, maximum buckling load occurs at mid-position of the y-axis, while
for other cases, the position of maximum buckling load differs and is maximum
where the loads are most concentrating.

4.4 Effect of Panel Thickness with Constant Stiffener ds/bs
Ratio

The effect of an increase in the panel thickness-to-width of plate (t/b) ratio is
compared for unstiffened panel with that of x-oriented stiffened panel having ds/bs
ratio= 2, placed horizontally at mid-position, for quasi-ply configuration. The buck-
ling load increases with an increase in the panel thickness (t/b) ratio and is observed
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that the stiffener effect is nullified for a higher panel thickness ratio (see Table 2).
The difference seizes to exist for the panels with and without stiffener in the case of
thick plates.

4.5 Effect of Increasing the Number of Stiffener

The effect of adding the stiffeners to the angle-ply composite panel is analysed for
buckling behaviour under various nonlinearly varying in-plane edge loads in Fig. 7.
Panels without stiffener and with x-oriented, x- and y-oriented, equally spaced 3 x-
and 3y-oriented stiffeners having ds/b ratio = 2 are compared under various non-
uniform loads. It is shown that adding stiffeners helps to better the buckling resistance
of panel, irrespective of loading.

5 Conclusion

A comparison of buckling loads obtained under non-uniform loading conditions
matches well with previous studies. The outcomes of the present analysis are:

• The increase in depth-to-width ratio shall improve the buckling load only up to a
certain level, and after that, there is no significant difference.

• The sequence of ply-orientation of the panel has a significant effect on the stiffened
panel’s buckling behaviour.

• The position of stiffener for maximum buckling load differs under non-uniform
loading conditions.

• Stiffened thick panels have no significant effect when compared with unstiffened
thick panels.

• The plate in which maximum load concentrating toward the edges shows the
highest buckling resistance.



550 K. S. Subash Chandra et al.

Ta
bl
e
2

B
uc
kl
in
g
lo
ad

pa
ra
m
et
er

fo
r
di
ff
er
en
tt
/b

ra
tio

s
of

th
e
pa
ne
lw

ith
an
d
w
ith

ou
ts
tif
fe
ne
r

d s
/b

s
=

2
t/
b
=

0.
01

t/
b
=

0.
01
5

t/
b
=

0.
02

L
oa
d
pa
tte

rn
s

U
ns
tif
fe
ne
d

St
if
fe
ne
d

%
ag
e
di
ff

U
ns
tif
fe
ne
d

St
if
fe
ne
d

%
ag
e
di
ff

U
ns
tif
fe
ne
d

St
if
fe
ne
d

%
ag
e
di
ff

ß
=

1
26
.8
6

42
.9

59
.7

26
.6
2

31
.7
2

19
.2

28
.3
9

28
.3
9

0

ß
=

2
30
.3
5

49
.1
8

62
.0

30
.0
9

35
.9
6

19
.5

32
.1
1

32
.1
1

0

ß
=

3
42
.9
9

68
.0
7

58
.3

42
.6
1

50
.3
9

18
.3

45
.3
4

45
.3
4

0

ß
=

4
88
.0
3

12
8.
83

46
.3

87
.1
7

10
1.
38

16
.3

92
.0
6

92
.0
6

0

ß
=

5
15
8.
04

19
9.
81

26
.4

15
6.
28

17
2.
58

10
.4

16
1.
25

16
1.
25

0



Effect of Nonlinearly Varying Loads … 551

Fig. 7 Variation in buckling
load parameter with addition
of stiffeners, subjected to
nonlinearly varying loads
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Determination of Exact Optimal Tuning
of Dynamic Vibration Absorbers
to Control Vibration Due to Rotating
Mass Unbalance

Anant J. Sheth and Utkarsh A. Patel

Abbreviations

m0 Primary system mass
K0 Primary system stiffness
co Primary system damping coefficient
m DVA system mass
k DVA system stiffness
c DVA damping coefficient
μ DVA to primary system mass ratio
Zp or Primary system damping factor
ζ d DVA system damping factor
� Unbalance mass angular frequency
ωo Primary system angular frequency
ωd DVA system angular frequency
f Frequency ratio
g Forcing frequency ratio

1 Introduction

For the healthy functioning of any rotating primary system, it is necessary that the
vibration caused must be within the proposed ISO limits. Through the condition
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monitoring, we come to know about the root cause of the problem. For the unbal-
ance problem, most of the industries would prefer offline balancing. In that case,
dismantling rotor from the machine becomes mandatory. The industry would also
be facing a problem of production loss. The other alternate way for vibration atten-
uation is attaching properly tuned dynamic vibration absorber. There are three types
of DVA: (1) passive DVA, (2) active DVA and (3) partial active DVA. The basic
idea of DVA is attaching a secondary lumped mass properly tuned DVA with the
primary system. As it is properly tuned, it will absorb vibration from the primary
system. The efforts for the determination of the optimal parameters for vibration
control of undamped primary structure were carried out by attaching undamped
DVA [1]. The natural frequency ratio, an optimal tuning parameter equation, was
determined. The frequency control range was very small [1, 2]. The “fixed point
theory” is the theory where all responses also called FRF curves pass through two
points irrespective of damping factor. Brock had also derived an analytical solution
for the optimum tuning for the damped DVA [3]. The optimal DVA parameters in the
form of graphical representations were also presented [7]. Numerical optimization
techniques such as a hybrid-coded genetic algorithm (HCGA) are used to optimize
placement and properties of DVA. In contrast to the steepest descent approach for
the determination of the optimal DVA parameters, a numerical technique ant colony
optimization with parabolic technique was used [8]. Optimal parameters were also
determined using a numerical search technique, and particle swam optimization was
also used [9]. For undamped DVA, optimization process was also carried out by the
steepest descent mini–max method. The design constraints were used which include
rattle space concept to limit the system motion [5]. The optimal tuning parameters
were also derived by using Newton’s method [6]. The fixed point theory is revis-
ited by considering the natural frequency ratio value one and other than one. The
optimum damping ratio obtained from both the definitions is found different, but
the tuning ratio obtained is same. For understanding the effect of the damping ratio,
a numerical simulation of kinetic energy component of a simply supported beam
with an optimum TVA was done and proved that the concept of fixed point may be
used to obtain flat response for the continuous structure. With the help of equiva-
lent linearization method, the complexity of analytical solution was vanished [14].
Here, the damping element was replaced by the equivalent stiffness. Thus, optimal
parameter determination becomes simple [16] and the required refinement of the
optimal parameters for DVA was carried out [2]. More accurate optimal equations
were available. By using the Taguchi method, the optimal tuning parameters were
determined and compared with the Anh method [17]. It is found that for reducing
vibration in a narrow band of the frequency resonating, the method performs well
relative to the solution proposed [13]. A geometricallymodifiedDVAwhere damping
agency of DVA is connected to ground directly was emerged. The optimal parame-
ters were determined by using two numerical approaches; the first approach solves
a set of nonlinear equations suggested by the Chebyshev’s equioscillation theorem.
And, the other one minimizes a compound objective. Both the methods were applied
to a undamped classical system which has no damping agency, and the outcome
was compared with those that were obtained analytically. The modified Chebyshev’s
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equioscillation theorem method was applied to determine the optimum damping
factors for the damped DVAs attached with the damped system [11]. The solu-
tion techniques of H∞ and H2 optimization problems for a geometrically modified
dynamic vibration absorber (DVA) applied to damp vibration in beam structures are
derived analytically. The reduction in maximum amplitude motion response of a
beam using the DVA is compared with the proposed DVA. Numerical results show
that the geometrically modified DVA with the optimum tuning has better vibration
suppression of beam structures than the traditional design of DVA. Comparing the
H∞ andH2 optimization techniques for a beamunder random force excitation shows
that the DVA performs well with H2 optimum parameters compared to the H∞ solu-
tion [12].With the damping element, it is very difficult to determine exact solution for
optimal damping factor. Using perturbation, the approximate solution is determined
by considering lower-order terms. Here, the primary system damping is neglected
[14]. Thus, by using perturbation method and L’Hospital rule with higher orders, the
optimal damping factor as a function of mass ratio power series could be found for
the rotating mass unbalance system. The optimal damping factor is determined using
H∞ as well as H2 optimization. The obtained results from analytical comparison
with the approximate result were carried out [15]. The optimal damping parameter
was obtained by using L’Hospital rule. The equation contains two parameters. One
is mass ratio, and the other is negative stiffness constant. By putting value zero for
the negative stiffness constant, the equation will become as same as that obtained
by using fixed point theory, i.e., approximate optimal damping parameter equation
[18].

2 Determination of Optimal Damping Factor of DVA
for the Rotating Mass Unbalance System

The unbalanced system shown in Fig. 1 is excited by centrifugal force caused due to
unbalance mass. The equation of motion is determined by using some dimensionless
parameters.

μ = m

m0
, ω0

2 = k0
m0

, ωd
2 = k

m
, ζ = c0

2
√
k0m0

,

ζd = c

2
√
km

, f = ωd

ω0
, g = �

ω0

(1 + μ)ẍ + μÿ + 2ζωẋ + ω0
2x = mu

m0
r�2eiωt (1)

μẍ + μÿ + 2ζdωdμẏ + ωd
2μy = 0 (2)
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Fig. 1 Rotating mass
unbalance damped system
with damped DVA

The exact optimal damping factor of DVA is determined by using the perturbation
method with higher orders of δ.

lim
δ→0

ζd
2 = lim

δ→0

P0 + P1δ + P2δ2 + P3δ3 + . . .

Q0 + Q1δ + Q2δ2 + Q3δ3 + . . .

= lim
δ2→0

P0 + P1
√

δ2 + P2δ2 + P3(δ
2)

3/2

Q0 + Q1(δ2)
1/2 + Q2δ2 + Q3(δ

2)
3/2

ζd
2 =

[
g2

(
f 2 − g2

)]2 − [
g4 − (

1 + f 2 fopt
−2

)
g2

]2 2
μ(1+μ)

4

[
{
f g

(
1 − g2 fopt

−2
)}2 −

(
2

μ(1+μ)

)2 − (
f g3

)2
]

By doing further rigorous mathematical operations with the L’Hospital rule, the
following exact optimal damping factor equation for the DVA agency could be
obtained.

ζd(opt) =
√

4μ10 + 12μ9 − 52μ8 − 188μ7 − 181μ6 − 52μ5 − 192μ4 − 129μ3 − 60μ2

128μ6 + 128μ4 + 384μ2 + 1024μ − 512
(3)
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3 Comparison of Vibration Response of the Primary
Unbalanced System and DVA with Exact Optimal
Solution

The aim behind finding the optimal mass ratio is to design DVA for the optimal
response. For the mass ratio 0.1, the primary system amplitude pick is almost 5.5,
while with the exact solution, it is 4.5 as seen in Fig. 3. Also, the results obtained with
the equivalent linearization solution and the H∞ solution are found to be performing
well. In Fig . 2, responses for mass ratio 0.05 are compared with the above said listed
methods.

The challenge here is to determine optimalmass ratio for themain systemdamping
0.025. In Fig. 4 as well as Table 1, we can see for the said primary system damping
factor, the optimal mass ratio found was 0.128. Here, the numerical result shows that
vibration reduction with the attached DVA was performing well with the exact solu-
tions compared to the approximate solution, H∞ method, equivalent linearization
method and also the method proposed by Ioi and Ikeda.

Going with the exact solution, the requirement of optimal damping factor value
for 0–30%mass ratio is considerably less compared to the approximate solution. Up
to 6% mass ratio, the optimal damping factor required for the classical system and
approximate solution is almost equal, and after that, as in Fig. 5, the requirement
differs. For mass ratio range 0.05 to 0.125, the required optimal damping factor with
exact solution found to be reduced in the range of 85–75%.
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Fig. 2 Comparison of exact DVA solution to other solutions for the rotatingmass unbalance system
attached with DVA mass ratio 0.05
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Table 1 Effect of mass ratio on the frequency response

Sr Mass ratio Remarks on frequency response amplitude

1 0.05 Exact solution and approximate solution responses are almost same

2 0.1 Exact solution and approximate solution responses differ by value 1
The frequency response is poor compared to other methods in comparison

3 0.128 Response with exact solution is appreciable compared to approximate solution.
The frequency response is equal to other methods
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Fig. 5 Comparison of exact DVA optimal damping factor to other solutions for the rotating mass
unbalance system with DVA

Referring Fig. 5, the percentage reduction in the ξd is almost 75% with exact
solution in comparison with approximate solution for the optimal mass ratio 0.128.
Thus, for designing passive linearDVA for the primary system having damping factor
0.025, one should use 12.8 % mass ratio for the optimal reduction in the frequency
reduction curve.

4 Conclusion

The exact solution for the optimal tuning damping factor of a DVA coupled to
a primary unbalanced system has been presented. The developed analytical solu-
tion is found to be investigated numerically by using MATLAB® with the conven-
tional approximate solution, H∞ method, equivalent linearization method, solution
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proposed by Ioi and Ikeda and system without DVA. With the numerical optimal
mass ratio 0.128 and primary damping factor 0.025, appreciable primary system
amplitude reductions are observed. Compared to the approximate solution results,
the percentage reduction of optimal DVA damping factor with exact solution ranges
85% to 75% for the mass ratio range 0.05 to 0.125, respectively.
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Finite Element Analysis for Material
Optimization of a Spur Gear by Radial
Holes

Sanjay Sutar, G. C. Mohan Kumar, and Mrityunjay R. Doddamani

1 Introduction

Gears are the most preferred for motion and power transmission among all the
mechanical components. The need for better gears design; advancement in gear tech-
nology continuously focuses on both the strength and weight of gear. By removing
material or creating stress relief features in the stressed zone having circular, aero-
fin and elliptical shape, researchers studied the stresses. Removing the material from
gearmakes gear lighter in weight. Creating holes of particular depth radially removes
the material from gear and makes it lighter in weight. These holes can be utilized
as an oil port for effectively improving the lubrication of the mating gears. G. C.
Mohan Kumar et al. [1] studied the stresses and their distribution in gears upon
optimization of gear tooth material weight. They created holes at different loca-
tions and dimensions parallel to the gear axis to optimize material volume inside the
tooth, to reducing the gear weight. Few articles discussed on gear stress reduction
and spur gear tooth stresses [2, 3] while the effect of material removal on bending
stress and also optimization of spur gear [4]. Rajaprabakaran and M. Ashokraj [5]
discussed the effect of different shaped holes in the gears to reduce stress concentra-
tion. They considered finite element model of spur gear with a three teeth segment
having stress concentration reducing holes of various sizes and different locations.
After studying the stress flow direction, they concluded that aero-fin-shaped holes
give better results. M. Pramod Reddy and M. Santhosh [6] developed finite element
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model and studied the effect of hole size and hole location on tooth root stress. And,
they summarized possibility to reduce the tooth root tensile stress without producing
stresses in the holes greater than on an actual gear. And, similar studies for stress
relieving using discontinuous geometries were discussed [7, 8]. Jakub Korta and R.
Ramadani discussed optimization methods for design of lightweight gears [9, 10].
Umit Atila, Murat Dorterler, S Panda, Edmund S and Zhong Wan studied different
methods for spur gear optimization [11, 12]. The present research work focuses on
removing material from the gear tooth for developing lightweight gears. Circular
holes are introduced radially through the gear tooth, and results obtained from the
finite element method are discussed.

2 Design of Gear Pair

A spur gear pair of 200 full-depth involute systems with a fixed center of 100 mm
and pinion rotating with speed of 360 rpm is considered. The involute gears and
non-involute gears have distinguished advantages over each other. For an involute
profile, the line of action between two curved surfaces is along the common normal
to the two curves at the tangential point of contact. Table 1 shows specifications of
the gear and pinion used for FEA analysis. The driving pinion tooth applies force PN
on the driven gear tooth. (Fig. 1). The force PN combines the effect of tangential force
Pt and radial force Pr. Torque transmitted by the gear for 0.5 kW power transmission
is given as,

Mt = 60× 106(kW )

2πN
(1)

Table 1 Specifications of
gear pair

Parameters Gear Pinion

Pressure angle (degree) 20 20

Module(m) 5 5

Pitch circle diameter (mm) 100 100

Gear ratio 1

Teeth count 20 20

Pitch circle radius (mm) 50 50

Addendum (1 m)(mm) 5 5

Dedendum (1.25 m) 6.25 6.25

Addendum circle radius(mm) 55 55

Dedendum circle radius(mm) 43.75 43.75

Base circle radius (mm) 46.98 46.98

Fillet radius (0.4 m)(mm) 2 2
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Fig. 1 Forces in meshed
gear

Table 2 Applied torque and
forces for pinion

Applied torque and forces for pinion Value

Applied torque(N-mm) 13,262.9

Tangential force Pt (N) 530.52

Radial force Pr(N) 193.09

Normal force PN(N) 564.56

The tangential force Pt acting on the gear for a given pitch circle diameter (d) is
calculated using torque transmitted by gear Mt (N-mm), power transmitted between
gears kW (kilo watt) and speed of rotation N (rpm) by following equation,

Pt = 2× Mt

d
(2)

Radial force Pr and normal force PN are calculated as,

Pr = Pt tan α; PN = Pt
cosα

(3)

Table 2 shows different parameter values for pinion used for FEA analysis.
Assuming tooth of gear as cantilever beam, the equation which considers bending
stresses of gear and tangential component of force on gear is given as,

Pt = m× b × σb × Y (4)

Gear tooth of 20 teeth, 20° pressure angle, Lewis form factor of 0.320 and having
10 mm thickness with permissible bending stress 16.57 N/mm2 are considered for
FEA analysis.
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3 Gear Assembly in CREO Parametric

The gear assembly is modeled in CREO software. For generation of involute profile,
CREO software uses parametric equations. Standard involute curve of a gear tooth
can be generated by spinning straight line around the base circle of a gear. By spinning
segment S around the base circle, endpoint A of a segment S gives involute profile
(Fig. 2).

In CREO modeling, variable (t) varies from 0 to 1. Coordinates of involute (x,
y) are generated by referring to point (x1, y1) which lies on involute curve. The
coordinates (x, y, z) of an involute curve are given by the equation,

x = base circle radius× cos(t× 90)

+ base circle radius× sin (t× 90) × t× π/2 (5)

y = base circle radius× sin(t× 90)

−base circle radius× cos(t× 90) × t× π/2 (6)

z = 0 (7)

Inserting the above Eqs. (5), (6) and (7) in CREO software generates the involute
curve. Figure 3 shows parametric spur pinion and spur gear assembly considered for
FEA analysis.

Fig. 2 Involute profile in
Cartesian coordinate system
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Fig. 3 Parametric spur
pinion and spur gear
assembly

4 FEM Analysis

The CAD file (20 teeth gear and 20 teeth pinion gear assembly) from CREO is
imported for analysis which has been carried out in Ansys Workbench 17.2. From
the surface of the top land of pinion, holes were created with varying depths from
5 mm to 20 mm. The created holes of certain depth remove material from the pinion
andmake pinion lighter inweight. In FEA, studied the various stresses like equivalent
stresses, top root stresses, bottom root stresses for both the pinion and gear. Finer
mesh is provided near the root region for both pinion and gear. The depth of holes
varying from 5 to 20 mm removes material which will reduce the cross-sectional
area near the root region and affects variation in stresses values near the root region.
Figure 4 shows element quality provided for pinion and gear assembly. The FEA
analysis is carried out for boundary condition (Fig. 5) where rotation of gear is fixed
and pinion given torque of 13262 N-mm.

Fig. 4 Finite element model
of gear pair
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Fig. 5 Rotation of gear fixed and pinion torque of 13,262.91192 N-mm

5 Results and Discussion

For pinion and gear assembly for a radial hole of 5–20 mm depth, equivalent stress
values at the top root stress and bottom root stress are shown in Figs. 6, 7, 8, 9,

Fig. 6 5 mm radial hole pinion top root stress
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Fig. 7 5 mm radial hole
pinion bottom root stress

Fig. 8 10 mm radial hole
pinion top root stress

10, 11, 12 and 13. Top root stress values increase from 16.007 MPa to 16.083 MPa
for a radial hole of 5–15 mm. The bottom root stress values increase from 15.791 to
16.024MPa for a radial hole of 5–15mm. For the gear which has fixed revolute joint,
equivalent stress values for top and bottom root stresses are 19.463 and 22.835 MPa,
respectively. The equivalent alternating stress values for fatigue life evaluation for a
radial hole of 5–mm depth are increasing from 37.817 to 38.09 MPa. (Figs. 14 and
15). Comparison of stress values with hole and without hole for pinion summarized
in the graph is shown in Fig. 16.
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Fig. 9 10 mm radial hole
pinion bottom root stress

Fig. 10 15 mm radial hole
pinion top root stress

6 Conclusion

For a circular hole of 1.5 mm diameter for radial hole of 5 mm to 20 mm, minimum
of 2.49% to a maximum of 12.451% volume reduction is achieved comparing with
gear tooth having no radial hole; for which an increase in equivalent stress values at
top root stress and bottom root stress for both pinion and gear is observed. As the
depth of hole comes nearer to the root area for pinion, variation in equivalent stress
values for the whole pinion body as well as root stress values for top and bottom
region of the pinion is observed. Increasing the amount of volume reduction makes
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Fig. 11 15 mm radial hole
pinion bottom root stress

Fig. 12 20 mm radial hole
pinion bottom root stress

pinion lighter in weight at the expense of increased stress values which makes pinion
weaker in strength. Regarding the stress distribution, the following can be stated,

(1) As per the basic theory, it is confirmed that for a smaller elemental area at the
loading point, more stress concentration is observed.

(2) For both pinions with hole and without hole type, higher stresses are observed
at tooth bottom root as compared to the tooth top root.

(3) It is better to have the depth of hole less than 20 mm so that up to 9.961%
volume reduction can be achieved keeping the equivalent stress values well
below the permissible limit of the material.
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Fig. 13 20 mm radial hole
pinion bottom root stress

Fig. 14 Equivalent
alternating stress for 5 mm
radial hole
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Fig. 15 Equivalent alternating stress for 20 mm radial hole

Fig. 16 Comparison of stress values with hole and without hole
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Inhibiting COVID-19 Transmission
in India Through Design of Automated
Contactless Face Mask Vending Cum
Disposal Machine with Self-Sterilization
Unit

Aniruddha Ghosh, Rajendran Dinesh Kumar, and Varthini Rajagopal

1 Introduction

SARS-CoV-2 is a deadly viral pandemic disease of the twenty-first century which
inhibited humanmobility across the globe. Though its mortality rate is less compared
to other pandemics (Black Death in fourteenth century and plague in nineteenth
century), COVID-19 has a higher transmission rate and is predicted to affect almost
70 percentage of the Indian population at the end of 2021. [1, 2] Few countries across
the globe are in the process of developing vaccine against COVID-19. However, the
vaccine will be available to the public after clearing the clinical trials and obtaining
regulatorypermissionswhichwould roughly include ayear period.Ninetypercentage
research on SARS-CoV-2 reports COVID-19 as an aerosol disease, and the trans-
mission occurs through nucleic acid in saliva and nasal fluid. As a precautionary
measure from the possible infection, many countries have mandated the use of
face mask. Various kinds of face masks provide users with varying levels of safety.
Reusable models comprise half/complete facepiece respirators with attached filtra-
tion systems and fabric/cloth masks, whereas disposable models consist of surgical
(3/4 ply) masks, N95 andKN95. Indian people prefer using surgical and fabricmasks
because of their cost-effectiveness. [3] Studies have shown that fabric masks gener-
ally made with cotton and synthetic fabric have far greater pore size as compared to
that of SARS-CoV-2 (i.e., 60–140 nm) and do not effectively filter the virus. [3, 4] The
surgical face masks are made with polymers like polypropylene, polyurethane, poly-
acrylonitrile, polystyrene, polycarbonate, polyethylene or polyester. A 3-ply surgical

A. Ghosh
Cooch Behar Government Engineering College, Cooch Behar, West Bengal 736170, India

R. D. Kumar (B)
National Institute of Technology Srinagar, Indian Institute of Technology, Guwahati, India

V. Rajagopal
Government Engineering College Srirangam, Tiruchirapalli, Tamil Nadu 620012, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Natarajan et al. (eds.), Recent Advances in Manufacturing, Automation, Design
and Energy Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4222-7_64

573

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4222-7_64&domain=pdf
https://doi.org/10.1007/978-981-16-4222-7_64


574 A. Ghosh et al.

facemask is made of three layers: an inner hydrophilic layer made of soft fibers that
absorbs moisture and sweat; a middle layer of melt-blown filter developed by tradi-
tional micro- and nano-fiber processing where melted polymer is extruded through
small nozzleswith high-speed blowing gas; and an outer layermade ofwater-resistant
non-woven fibers that repels virus-laden respiratory droplets and fluid spills. A 4-ply
surgical face mask has an additional active carbon filter fiber layer in comparison
with 3-ply masks. [4] Because of their higher virus-filtration efficiency as compared
to cloth masks and cost-effectiveness as compared to N95 and KN95 masks, surgical
face masks are gaining a huge demand among Indians. However, the extensive
utilization of surgical face masks has led to their inappropriate disposal in public
areas resulting in community transmission since SARS-CoV-2 virus can sustain at
any temperature less than 50 degrees for more than 18–24 h. This creates a need
for design of automatic face mask vending cum disposal unit with self-sterilization
system as suggested by WHO. [5, 6] Though many researchers have designed auto-
mated vending and disposal unit for applications ranging from recycled papers to
sanitary pads [7–9], no work has been reported on the design of integrated vending
and disposal of surgical face masks. Hence, our work has attempted to address this
research gap by designing an integrated face mask vending cum disposal machine
with self-sterilization unit to support our country during this pandemic and inhibit
the COVID-19 spread through disposed face masks.

2 Design of Automated Face Mask Vending Cum Disposal
Machine

The proposed prototype consists of three modular units: (1) face mask vending unit,
(2) face mask disposal unit and (3) sterilization unit.

2.1 Face Mask Vending Unit

The face mask vending unit is an air-controlled chamber consisting of a chassis (see
Fig. 1) and a rotating glass door of dimension 1166.40× 1060.00x35mm (see Fig. 1).
The chassis is made of a 20 mm thick sheet metal and consists of (i) 7 separators or
trays (each of 10 mm thickness and separated by a gap of 125.64 mm) which holds
the masks, and (ii) five helical springs in each tray placed perpendicular to tray axis
and positioned against the face mask and (iii) a mask-collecting unit made of 50 mm
thick sheet placed below the trays and (iv) a conveyor unit (see Fig. 1) at the bottom
end of chassis. Each helical spring is connected to an electric motor [7, 10]. The
helical spring (see Fig. 2) designed with helix feature of a circle diameter 48 mm,
height 550 mm, pitch 40 mm and start angle 0 degree in anticlockwise direction.
Then, using the sweep feature of a circular profile and with diameter of 5 mm, the
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Fig. 1 Assembled vending unit (3D view)

Conveyor

Refilling door

Sterilizer storage

Helical spring dispenser
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Fig. 2 Exploded vending unit

thickness of the spring is designed. To align the designed helical spring with the
electric motor’s hollow shaft axis, an extended portion has been added to the helical
spring with same thickness at one end (see Fig. 2). The shaft is 40 mm long and
15 mm outside diameter and 5 mm inner diameter. The keys are made with reference
English standard keyway and key sizes. A collar of 2 mm thickness and 20 mm
diameter is added to constraint the linear motion of the shaft. The conveyor has two
rollers (see Fig. 2) of length 900 mm and diameter 60 mm and constrained between
two clamps. At the ends of each roller, a shaft of 30 mm diameter and 30 mm length
is provided for power transmission. One of the extended shafts is powered by an
electric motor rotating at 80 rpm.

When a user selects the vending option button in the automated machine, the
electric motor aligned with the helical spring rotates at 30 rpm and the helical spring
exerts a pushing force onto the mask packet located in the tray, and the mask is
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released from the tray and drops into the mask-collecting unit within 2 s. The roller
conveyor then moves the mask from the mask-collecting unit to the user, thereby
achieving a contactless transaction. The capacity of vending unit will be 450 mask
units after which the vending unit can be restocked by opening the vendor sliding
door. The 3D view of the assembled vending unit is given in Fig. 1.

2.2 Face Mask Disposal Unit

The disposal unit consists of (i) disposal chassis, (ii) shredder unit, (iii) firing unit,
(iv) glass insulators, (v) exhaust unit and (vii) sanitizer unit. The disposal chassis
(see Fig. 3) has three compartments separated by two horizontal plates each with
20 mm thickness. The soiled masks are fed through a chute in the intermediate
compartment. The soiled face mask in the chute (see Fig. 4) is sterilized using two
alcoholmist sprayers (see Fig. 4). The sanitizer supply to themist sprayers is provided
by a sanitizer/sterilizer storage unit (see Fig. 4) located in the top compartment. The
outside of the intermediate compartment also holds a sensor-activated sprayer/tap
(see Fig. 5) which enables the user to sanitize his hands before and after vending
and/or disposing the face mask. After sterilization of the soiled masks, the chute
drops them into the shredding unit located in the intermediate compartment. The
bottom compartment houses a disposal tray (see Fig. 3) consisting of the firing and
exhaust units. The exploded and assembled views of the disposal unit are given in
Fig. 3.

The soiled masks after sterilization are first cut by the shredding unit (see Fig. 3)
in the intermediate compartment. The shredding unit consists of two columnar series
of shredder blades. Each shredder blade is of diameter 90 mm, thickness 10 mm and
circumference ~ 283 mmwith a rotational speed of 100 rpm. With this specification,

Shredder

Coil Heater

Disposal tray

Sliding door (1)

Sliding door 

Air purifier

Disposal chute
Exhaust 

fan

Exhaust guide

Mist sprayers

Space for 
screen

Fig. 3 Exploded view [left] and assembled view [right] of disposal unit with transparent chassis
(3D view)
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Sanitizer 
flows through 
those pipes 
from storage 
on the top to 
mist sprayers 
and sensor tap

Mist 
sprayers

Solenoid 
valve

Sterilizer storage

Fig. 4 Intermediate compartment of disposal unit

Hand Sanitizing Tap

Nozzles to sterilize
outer body

Fig. 5 Self-sterilization unit [left] and nozzles [right] (3D view)

the soiled masks are shredded within 3–5 s. The shredded pieces are then dropped
into the firing unit located in the disposal tray (see Fig. 3). The firing unit consists
of a heating coil (see Fig. 3) of 1000 W power and can heat up to a temperature
of 400 degree Celsius at which the shredded mask completely burns into ash. The
soiled masks are burned as the mask might contain contagious COVID-19 viruses,
and reusing of the soiledmask after treatment is not recommended since the presence
of even a 0.001% error in the treatment process would drastically enhance the virus
transmission [11, 12].

The exhaust unit in the bottom compartment consists of air purifier, exhaust fan,
exhaust holder and guide. The exploded view of the exhaust unit is shown in Fig. 3.
The fumes generated during the firing process will be treated using an air purifier (see
Fig. 3) before releasing into the atmosphere through an exhaust guide. The purified
fumes are captured by an exhaust fan (see Fig. 3) and released through an exhaust
guide (see Fig. 3). Two sliding doors are provided at the disposal unit. The sliding
door (1) (see Fig. 3) is opened to accept used mask in disposal unit, and the sliding
door (2) at the bottom of shredder floor (see Fig. 3) is opened after action of shredder
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and acts as an insulator and protects the other components of disposal unit from
the heat and fire generated from the heating coil, because the previous chamber has
higher percentage of rich alcohol sanitizer mist. Whole inner side of disposal unit
has glass wool coating to insulate heat from outer environment.

There is a blank square space/hole at the front of the top compartment of disposal
unit to fit a voice-recognized/button-accessed screen or monitor and necessary
electronics to take commands from user and to deliver information to user (see
Fig. 3).

2.3 The Sterilization Unit

The sterilization units are installed across three sections: Sterilization unit 1, housed
in the front face of the intermediate compartment of the disposal chassis, enables
the user to sanitize his/her hands before and after using the machine (see Fig. 4)
and is operated by a sensor and solenoid valve [13, 14]; the second unit is installed
across the chute in the disposal unit to sterilize the chute and shredder units (see
Fig. 4); and the third unit (named as the self-sterilization unit) functions to sanitize
the automated machine completely once in two hours making the machine viral-
free for the users. The self-sterilization unit consists of three flanges placed at the
side and front faces of the machine. Each flange is provided with four nozzles (see
Fig. 5) facing downward. These nozzles spray the sanitizing alcohol which is fed
from the sanitizing storage unit situated on the top of machine chassis. The proposed
automated face mask vending cum disposal machine with self-sterilization unit is
shown in Fig. 6.

3 Conclusion

This automated vending cum disposal unit of 3/4 ply mask offers a superior solution
to prevent the spread of COVID-19 due to usage of disposable face masks in bus
stand, railway station, airport, hospitals, mall, temples and other public places.

4 Future Work

Structural analysis of the designed prototype can be performed. The fabrication of the
vending cum disposal unit can also be carried out to determine the cost-effectiveness
of the prototype.
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Fig. 6 Automated mask vending cum disposal machine
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Investigation on Mechanical Behaviour
of Kenaf Fabric/Bio-Epoxy/Egg-Shell
Powder Reinforced Composites
for Medical Applications

M. Nalla Mohamed and G. VR. Sakthivel

1 Introduction

A human bone is a rigid frame for the body tissues and also saves internal organs
from impact forces [1]. The thigh bone known as femur in the leg is used for walking
or jumping. When load applied on the bone exceeding its strength, fracture occurs
[2]. A break in the continuity of bone, either on a macroscopic or microscopic level
is termed as fracture. Orthopaedic surgeons have been using metallic plate in the
fracture site to promote bone structure stabilization, if a bone fracture occurs [3].
These metallic plates are usually made of titanium alloys and stainless steel which
cause problems like corrosion and delay in fracture healing,metal incompatibility [4–
6]. The difference in stiffness of bone and metallic fixator gives rise to misalignment
or loosening between the implant and bones [7]. Thus, alternative materials with
similar stiffness of bone have been under research for the past few decades. Since
natural fibre reinforcements are in abundance, hence, the increase in utilization of
the biodegradable natural fibres can be seen in the past few years [8]. Unlike metal
fixators, Kenaf fibre reinforced composites can be made with mechanical stiffness
closer to that of bone properties [9, 10]. The performance of composite materials is
scientifically predicted through their mechanical properties. Themechanical strength
of composites depends on interfacial bonding as well as the constituents strength,
and the stiffness of the composite depends on weight fractions of the constituents.
During formation of composites, the interfacial bonding is more important than the
fibre failure because the composite structure exists only when its interfacial bonding
between the matrix and reinforcements is maintained. Therefore, natural fibres are
treated with alkaline solution to increase the surface adhesion property and, finally,
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to exhibit better interfacial bonding with the matrix. Though many researchers have
conducted study of alkali treated unidirectional natural fibres and their effect [10,
11], but still related to woven fabric is very rare. Themechanical properties of natural
fibre reinforced composites can be further enhanced by filler inclusions [12–15, 17
] such as egg-shell powder, fly ash, etc. However, the study of combined effect of
fillers and alkali treated fibres on properties of reinforced composites is very limited.
Moreover, there is no work so far to identify the feasibility of alkaline-treated Kenaf
fabrics / biodegradable epoxy resin composite with and without fillers alternative
to metallic bone plate by evaluating the tensile properties as per ASTM standards.
Hence, the objectives of the presents researchwork are, (i) to produce the kenaf-based
bio-composite with different compositions of fly ash / egg-shell powder. (ii) to study
tensile properties of kenaf-based bio-composites (iii) to compare results of tensile
properties of different compositions of kenaf-based composites with orthopaedic
femur bone to suggest suitable bio-materials for orthopaedic implant plate.

2 Materials and Methods

2.1 Material

The kenaf fabric was plain woven by weavers of Anakaputhur, India, having mass
of 300 GSM. The chemical composition of kenaf fabric is 20.1% lignin, 44.4%
cellulose and 4.6% ash. Tensile modulus (GPa) and tensile strength of the kenaf
fabric are 53 GPa and 400–900 MPa, respectively. Bio-epoxy resin Grade 3554-
A and hardener 3554-B were used as matrix for the present analysis since these
resins are commercially available in the market. There are abundance amounts of fly
ashes as by-product in Thermal Power Plant, from where it is obtained and sieved to
fine particles of size 500 μm. Similarly the egg-shells collected from poultry form
were washed in water and dried in atmosphere. Then they were well ground into
smaller fragments using grinding machine and later carbonized. Both uncarbonized
and carbonized egg-shell power were used in this study. The egg-shell particles too
were sieved to fine particles of 500 μm. Then these sieved fillers were introduced
into matrix medium.

2.2 Methods

The cell wall of kenaf fibres contains complex compounds such as lignin, hemicellu-
lose and other strains of oil wax, etc. These complex compounds can be removed by
drenching the fibres thoroughly in solution of 6 wt. % NaOH for 3 h and allowed to
dry at room temperature (27 °C) in dust free atmosphere for nearly 24 h.After treating
with NaOH, the fibres thoroughly rinsed by distilled clear water and again allowed
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to dry for 12 h and finally kept in hot oven which was to be maintained around 60 °C.
The hot dry air removes the trapped moisture content underneath the fibre tangles.
Non-treated kenaf fabric-based composites were also used for comparison purpose.

2.3 Preparation of Composite Specimen

In this study, hand layup process was utilized to fabricate all composite specimens.
Wooden mould of size 500 × 500 × 5 mm was prepared for making composite
laminates. Bio-epoxy with fly ash particles / egg-shell particles at various weight
percentages (5, 10, 15, 20 and 25%) was prepared by stirring for 5–10 min. Four
kenaf fabric were laid one over the others in the prepared homogeneous mixture.
The air bubbles are usually formed while curing which create cavities, hence during
curing, pressure force of dead weight was gradually applied upto 25kgf on the top
of the mould, and the curing of laminates takes place for 24 h at room temperature
free from moisture. The weight percentage of matrix medium, reinforcements and
along with filler constituents is shown in Table 1. The overall density of composite
plates was determined both experimentally as per ASTM: D792 standard as well as
theoretically by Eq. (2) taking void into the account by Eq. (1).

Vc = ρct − ρce

ρct
∗ 100 (1)

ρct = 1(
Wf
ρf

+ Wr
ρr

+ Wfi
ρfi

) (2)

2.4 Tensile Test

The tensile tests specimen, as shown in Fig. 1, was machined from the composite
specimen according to the ASTM D: 638 test standards. The tensile strength of the
specimens was determined using data acquisition UTM, having 60 tonnes capacity.
Cross-head displacement was maintained at the rate of 5 mm/min, displaced till the
specimen got ruptured. The tests were conducted on all the specimens. In order to
ensure the repeatability of the results, minimum of three samples are tested at each
sample type.
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Table 1 Prepared composite laminated samples

Sl.No Designation Weight fraction (%) Theoretical
density

Experimental
density

Void
content

Thickness
of
composite

Fibre Resin Filler (g/cc) (g/cc) (%) (mm)

1 KNT/E 25 75 0 1.21 1.175 2.89 4.4

2 KT/E 25 75 0 1.21 1.15 2.64 4.5

3 KT5/E/F 25 70 5 1.225 1.205 1.6 4.5

4 KT10/E/F 25 65 10 1.235 1.21 2.0 4.6

5 KT15/E/F 25 60 15 1.265 1.225 2.7 4.7

6 KT20/E/F 25 55 20 1.265 1.228 2.7 4.7

7 KT25/E/F 25 50 25 1.265 1.227 2.7 4.7

8 KT5/E/H/UC 25 70 5 1.51 1.49 1.3 5.1

9 KT10/E/H/UC 25 65 10 1.66 1.63 1.8 5.2

10 KT15/E/H/UC 25 60 15 1.78 1.74 2.24 5.1

11 KT20/E/H/UC 25 55 20 1.89 1.85 2.1 5.3

12 KT20/E/H/UC 25 50 25 1.98 1.92 3.03 5.4

13 KT5/E/H/C 25 70 5 1.51 1.46 3.31 4.9

14 KT10/E/H/C 25 65 10 1.66 1.58 4.8 5.1

15 KT15/E/H/C 25 60 15 1.78 1.70 4.4 5.1

16 KT20/E/H/C 25 55 20 1.89 1.80 4.7 5.0

17 KT25/E/H/C 25 50 25 1.98 1.90 4.04 5.1

Note KNT—Kenaf fabric non-treated 5,10,15,20, 25—Wt. % of filler particles
KT—alkaline-treated kenaf fabric UC—Uncarbonized
F—Fly ash powder C—Carbonized
H—Hen egg-shell powder

Fig. 1 Tensile test samples.
a Specimen’s dimension
b Ruptured sample after test
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Fig. 2 Influence of alkaline
treatment on tensile
properties of KNT and KT
composites

3 Results and Discussion

3.1 Influence of Alkaline Treatment on Tensile Properties

Figure 2 displays the effect of NaOH treatment on the tensile strength ofKT andKNT
composites. From Fig. 2, the treated fibre composites exhibit higher tensile strength,
and this is because of good physical interlocking between surface treated fibre and
matrix. The surface treatment enhances the interfacial bonding by improving the
adhesion properties of Kenaf fibres.

3.2 Influence of Fly Ash Particles on Tensile Properties

The fly ash particles were incorporated by varying weight percentage (5, 10 15,
20 and 25 wt. %) into kenaf fibre composite medium, and their influence in tensile
propertieswas studied.The results of the tensile test are shown inFig. 3. It iswitnessed
from Fig. 3 that kenaf composite with 10 wt. % fly ash reinforcement had higher
tensile strength compared to other composite. However, beyond the range of 10
wt. % of fly ash, there is a slight reduction in tensile strength. This may be due
to increase in higher volume fraction of fly ash particles which reduces the chance
of developing interface between fibre and matrix medium, and ultimately, the lack
of bonding strength reflects in tensile strength of the fibre composite. Hence, the
optimum weight percentage of fly ash inclusion supposed to be incorporated is 10
wt.% to get better material strength of kenaf fibre composites.
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Fig. 3 Comparison of tensile strength and tensile modulus of kenaf composites with various wt.
% of fly ash reinforcements

3.3 Effect of Egg-Shell Powder on Tensile Properties

Figure 4 represents the egg-shell inclusion’s effects on the tensile strength of kenaf
fibre composites. The ultimate tensile strength of the uncarbonized egg-shell powder
reinforced composite increases as the wt.% egg-shell powder addition increases. The
tensile strength is increased from 25 to 35 MPa by adding uncarbonized egg-shell
inclusions of about 0–20 wt %, whereas carbonized egg-shell inclusions could be
able to achieve maximum tensile strength of 48 MPa at 20 wt %. It is evident that
the carbonized egg-shell inclusion is more effective than the uncarbonized egg-shell
inclusion at all mass fractions. This is mainly due to carbonized egg-shell particles;
effective surface area ismore than that of uncarbonized inclusions, thereby increasing
the interface between matrix medium and fillers for better mechanical interlocking.

Fig. 4 Variation of UTS and tensile modulus of egg-shell composites with wt% egg-shell powder
addition
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Table 2 Mechanical properties for human cortical femur bone of male and female [19]

Mechanical test Male Female P value

Tensile strength MPa 39.74 ± 4.80 30.08 ± 7.96 < 0.001

Table 3 Mechanical properties for human cortical femur bone with respect to ages [19]

Mechanical test 30 ≤ Years 31–50 Years 51–70 Years 71 ≤ Years

Tensile strength MPa 43.44 ± 3.62 39.82 ± 4.29 33.16 ± 6.43 30.16 ± 7.09

3.4 General Findings, Practical Implications

The conventionalmetal fixators such as cobalt chrome alloy (Young’smodulus= 210
GPa) titanium (Young’smodulus=110GPa), stainless steel (Young’smodulus=200
GPa), etc., exhibit high axial stiffness cause osteopenia after removal of the implant
which leads to lowering bone density. Hence, a fixation plate must exhibit similar
longitudinal stiffness of fractured bone and to be designed to bear a considerable
clinical load as well as to reduce the relative motion in the fractured zone. [18].

According to experimental results, the UTS of the 10%fly ash composite and 20%
of the carbonized composite is 45MPa and 48MPa, respectively. FromTables 2 and 3
obtained from literature [19], it was observed that the tensile strength of femur bone
is 43 ± 3.62 MPa. Therefore, kenaf fibre reinforced filler composites offer better
strength and enough stability in terms of stiffness near fractured zone preventing
from dislocations of fractured bones. However, tensile modulus ranging from 2–3
GPa of the developed 10% fly ash composite or 20% carbonized egg-shell composite
is greater than the tensile modulus of the femur bone [16]. Hence, the proposed
composite material can minimize stress shielding compared to conventional titanium
and stainless steel.

4 Conclusion

The following conclusions were drawn based on the observation made from tensile
test results carried out on prepared kenaf fabric reinforced bio-composites.

• The results showed that surface modification techniques improve the fibre
matrix adhesion which resulted improvement in the tensile properties. The
tensile strength of the composite increased 30% due to the surface modification
techniques (i.e. alkaline treatment).

• The incorporation of fillers into resin matrix increases the tensile strength.
According to experimental results, the UTS of the 10wt.% fly ash composite
and 20wt.% of the carbonized composite is 45 and 48 MPa, respectively.
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Finally, it is concluded that this developed composite is more axially flexible and
limits to desirable stiffness compared to conventional metallic fixations. The devel-
oped composite exhibits considerable material strength to withstand enough clinical
load during routine human activities. Therefore, in this aspect, bone plate made up
of Kenaf fabric-based composite with 10wt.% fly ash fillers or 20wt.% carbonized
egg-shell powder may be recommended as bone fixation plate for treatment of long
bone fractures.
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Effect of Wall Thickness Variation
on the Energy Absorption Efficiency
of Cylindrical Tubes Under Axial
Loading

M. Nalla Mohamed

1 Introduction

Making lightweight vehicle is an important issue in the automotive industry to meet
the urgent environmental problems. In this connection, the reduction in the mass
of the vehicle improves fuel economy and carbon oxides emission [1]. At the same
time, lighter vehicles are more vulnerable than heavy duty vehicles during frontal
impact collision [2]. In this regard, design of efficient crash energy absorbers is very
much required during the vehicular crash event. Thin-walled tubular structures are
commonly used as crash energy absorbers in transportation sector for safety applica-
tions due to cost-efficient, lightweight and crashworthy [3–10]. Extensive researches
have been done over the past decades to analyse the crushing performance character-
istics of thin-walled tubular structures with various regular periphery profiles espe-
cially circular cross section [11]. It is known that these cylindrical tubes are having
constant thickness formed by extrusion process. This uniform thickness leads to high
initial peak crushing force which is undesirable for occupants’ safety [12]. Also, the
straight tubes with constant wall thickness are not a good design in terms of initial
peak crushing force as well as specific energy absorption [13]. On the other hand,
the thickness variation of wall acts as trigger mechanism causing progressive local
buckling; thus, the initial peak crushing force is reduced, and also specific energy
absorption capacity is increased [14–18]. Therefore, it is important to develop cylin-
drical tubes with varying thickness for maximising energy absorption with reduced
material utilisation. In order to understand the effectiveness of variable thickness
tubes (VT), a comparison with uniform thickness tubes (UT) based on crushing
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performance is hence required. However, there are only very limited scientific anal-
yses on crushing performance characteristics of circular tubes with varying thickness
(VT) which have been performed to date. Hence, this experimental study compares
the circular tubes with five different thickness ratio. The crushing energy absorption
(EA) and the initial peak crushing force (IPF) of the VT tubes are subsequently
compared with UT tubes to map the similarities and dissimilarities. Finally, sugges-
tions are given for the deployment of VT tubular structures in place of conventional
extruded tubes effectively.

2 Experimental Procedure

2.1 Materials

The specimens used in the present study are of uniform thickness (UT) cylindrical
tube and five varying thickness thin-walled cylindrical tubes in axial direction. In this
study, an aluminium alloy AA6061-O was used to fabricate all the tube specimens
due to its ductile nature. The geometry of the fabricated tubes is shown in Fig. 1.
The length of the specimens is 150 mm, and their cross-sectional base diameter is
50 mm. In case of VT tubes, their shell thickness, from the base to the top end
is linearly reduced along axis. To get the material property of the specimens, the
samples were cut from the tubes as per ASTM E8 standards as shown in Fig. 2, and
the representative engineering stress–strain response obtained from a tensile test is
also shown in Fig. 2.

Fig. 1 Geometric details of the thin-walled cylindrical tubes with varying thickness
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Fig. 2 Tensile specimen and the engineering stress–strain curve of AA 6061-O thickness

2.2 Methods

The axial quasi-static crushing experiments were carried out on the data acquisition
UTM as shown in Fig. 4, having 60 tonnes capacity to investigate the crushing
performance of the varying thickness cylindrical tubes as shown in Fig. 3. These tubes
were manufactured by turning process in the lathe. Quasi-static axial compressions
of 100mmcross head displacement at the rate of 2mm/minwere conducted on all the
specimens. The data acquisition system records both cross head displacement as well
as crushing force reaction at the bottom end of tubes. The displacement precision is
about 1 mm, and corresponding crushing load curves were recorded.

3 Results and Discussion

The specimen tubes were subjected to experimental quasi-static axial compression,
in order to analyse their crushing performance characteristics. Moreover, the quasi-
static test is preliminary to dynamic test as well as cost-effective test to determine
the crushing performance of thin-walled structures.
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Fig. 3 Machined aluminium tubes

Fig. 4 UTM machine, zoomed view of the tube

3.1 Quasi-Static Test on Uniform Thickness Cylindrical
Tubes (UT)

The testing was initiated with the cylindrical tube with uniform thickness t= 3mm to
obtain the required of force–displacement response for comparison purpose. Figure 5
presents captured images of the progressive deformation mechanism of UT tubes
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Fig. 5 Sequence of deformation of UT tubes obtained through experiments

under quasi-static axial comparison. The progressive deformation mechanism starts
from bottom end initially and then followed by series of consecutive folds accumu-
lating one over the other. As the crushing load increases, the deformation continues its
series of local buckling folds, up to the prescribed deformation of 120 mm. The final
deformation lobes of the UT tubes which were subjected to quasi-static compression,
are presented in Fig. 6a.

Figure 6b displays the force–displacement curve for uniform thickness (UT)
circular tube. The initial peak crushing force (IPF) for the UT tube was 100 kN.
Tremendous initial peak force produces jerks and causes serious injuries to the
passengers, and this problem arises exclusively in high impact energy absorbers.
Therefore, the initial peak crush force is one of the major criteria to be considered
during designing of impact energy absorbers. Since it is related to occupant safety,
hence, IPF is one of the most important bio-mechanical factors which must be under
consideration while designing of crash energy absorber. For this main reason, more
number of folds are being introduced to decrease the initial peak crushing.

Fig. 6 a Final deformed shape of the UT tube b force–displacement curves for UT tube
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3.2 Quasi-Static Test on Varying Thickness Cylindrical Tubes
(VT)

In this connection, variable thickness tubeswere introduced forminimising the initial
peak crushing force occurred in the UT tubes, and their deformation behaviours were
investigated. The final deformation lobes of the VT tubes under quasi-static loading
are presented in Fig. 7. There are few fractures on the lobeswhichwere formed during
the hinge formation while undergoing the crushing process. When we compare the
number of lobes, i.e. folding hinges in case of VT and UT tubes, it is noted that
UT tubes have three regular lobes, while the VT tubes generates more than three
lobes. It means that the crushing energy absorption capacity of VT tube is more
than that of the UT tube. Figure 7 displays force–displacement curves for VT tubes
with corresponding deformed pattern of the VT tubes obtained through experiments.
Initially, all VT tubes experienced peak force which is lesser than the UT’s peak
force mainly because of linear variation in shell thickness of VT tubes. It was found
that the initial peak crushing force of the VT tubes is lower than UT tubes by 20–
50%. Figures 8 and 9 show the comparison of the energy absorption capacity of
the VT tubes. It is clearly understood that the VT tubes (CYL_3_2.5) absorb more
energy than the UT tubes (CYL_3_3). Thus, a VT tubes can lower the initial peak
crushing force and can enhance their specific energy adsorption capacity, thereby the
overall weight and material usage is reduced. The energy absorption capacities (EA)
of specimens were computed from the area enclosed by force–displacement curve
using trapezoidal rule up to crushing distance of 120 mm.

4 Conclusion

This paper has proposed varying thickness in thin-walled cylindrical tubes. The
crushing characteristics of the VT tubes were analysed experimentally in this paper.
The outcome of the research provides base line comparison and effectiveness of
VT tubes over UT tubes. The initial peak crush force of VT tubes is remarkably
lower than that of UT tubes. Also, the specific energy absorption capacity of VT
tubes can be witnessed higher than that of UT tubes significantly, and hence, these
variable thickness (VT) tubular structures can be suggested for better alternative in
place of conventional types (UT) crushing energy absorbers which are exhibiting
higher initial peak force. The obtained experimental results showed the advantages
of utilising variable thickness (VT) tubular structures in the transport sector to design
a vehicular crash safety system during vehicular crash events.
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CYL 3_2.5

CYL 3_2

CYL 3_1.5

CYL 3_1

Fig. 7 Crushing force–displacement curves for VT tubes
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CYL 3_0.5

Fig. 7 (continued)

Fig. 8 Comparison of energy absorption capacity of VT tubes
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Fig. 9 Comparison of energy absorption capacity and peak crushing force of VT tubes
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Low – Cost Portable Smart Ventilator

Sourabh Dogra, Lokendra Singh, and Arpan Gupta

1 Introduction

Oxygen is the most important constituent for running human’s biological cycle,
which is being fulfilled by the lungs. Lungs perform the most important task, i.e.,
gas exchange [1]. It mixes the oxygen in the blood and removes the carbon dioxide.
Lungs are constantly exposed to particles, chemicals, and infectious organisms in
ambient air. Any minute trouble in the lungs causes severe health damage or even
death [2–4]. According to theWorldHealth Organization (WHO) report [5], about 65
million people suffer from the chronic obstructive pulmonary disease (COPD), and
3 million dies from it. Asthma, the most common childhood disease affects 14% of
children globally. Almost 334 million people in the world have asthma. Pneumonia
is the leading cause of the death of children under five years old. Tuberculosis (TB) is
a common fatal infection nowadays and kills 1.4 million annually out of 10 million.
Globally, two billion people exposed to household chemical like sanitizers, home
cleansing agents, dust particles, etc., whereas one billion inhale the tobacco smoke
and one billion outdoor smoke, but ongoing COVID-19 epidemic has made the
condition vulnerable [6]. The ventilator is an artificial life support system used to
handle lungs diseases explained above. Ventilators are capable of exchanging oxygen
and carbon dioxidemechanicallywith the help of various sensors [7]. Thesemachines
are available in the most expensive area of the hospital, intensive care unit (ICU) [8].
The average cost of ICU is 10,364 INR per day with ventilator in India [9]. For
developing countries like India, where the per capita income is not more 12,000 INR
per month, it becomes impossible for the people to afford such kind of treatments
[10]. According to a report from The Center Disease Dynamics Economics and
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Policy (CDDEP), there are total 47,481 public and private ventilators in India [11].
Different ventilator companies like VORTAN, CAR Event are available. Electric
ventilators can operate anywhere. The COVID-19 made these medical conditions
more vulnerable. We have come up with low-cost mechanical ventilators design
with breath per minute (BPM) and tidal volume control. The ventilators can work
both remotely and as well manually. The developed design ensures the safety of both
patients as well as doctors.

2 Device Design

2.1 Air Delivery System

Air delivery system ensures the correct amount of mixture of oxygen and air to be
delivered to the human body. To fulfill these needs, bag valve mask (BVM), known
as Ambu bag, is used. Ambu bag is compressed mechanically and delivers air to the
patient. A constant pressure source can be used to deliver the air from time to time, but
it involves large cost associated with pneumatic components. Also, additional power
is required to drive the motor of the compressor. Ambu bag is the hand-held device
and is used to supply oxygen to a patient suffering from the respiratory problems. An
Ambu bag consists of an air chamber which is connected to the unidirectional valve.
This valve is further extended to connect mask or endotracheal tube. When the air
chamber compresses, the required amount of the air is delivered to the patient. An
oxygen reservoir is also connected at the back of the bag to supply sufficient oxygen
to the patient (Fig. 1).

Fig. 1 Bag valve mask [12]
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Stage :1

Stage:2

Fig. 2 Two stages of slider-crank mechanism in compression

2.2 Mechanism

Ambu bag is generally compressed with hands, but this can be replaced by a mecha-
nism which can actuate linearly to and fro. We come across two mechanisms slider-
crank mechanism and cammechanism. Both are effective and can be able to perform
the same task effectively, but we use only slider crack mechanism because the cam is
difficult to design and involves very precise manufacturing. Slider-crank mechanism
is easy to design and involve very small capital (Fig. 2).

2.3 Control System

The control system for the device has been designed in the three phases:

• For manual control mode
• Remote control mode
• Emergency alarm
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In the first phase, a potentiometer, NPN transistor, and a 220-ohm resistor have
been used to control the speed of DC motor. A rotating knob has been provided to
the potentiometer, by which the speed of the motor can be controlled as per desired
conditions.

In the second phase to control the system remotely via Wi-Fi, a Lolin ESP-
8266 microprocessor has been used which works on Arduino code. ESP-8266 itself
consists of Wi-Fi module which is connected to L298-N motor driver to drive the
motor. The microprocessor has been assigned an IP address which can be connected
by using the designed application software name ‘IIT MANDI VENTILATOR’ for
the android smartphones. The application consists of speed variation control, shift to
manual mode, and also indicates the amount of breath per minute with certain speed
mode (Fig. 3).

During the final phase, an emergency alarm has been added to the system which
consists of a relay module, buzzer, LED, and emergency push button. Relay module
has been used to cut the supply and at the same time to ring the buzzer. To cut
the voltage supply to the motor via the relay module, the emergency push button
is connected to the microprocessor to process signal. As someone presses the push
button, it stops the system, turns on the LED and emergency alarm rings (Fig. 4).

Fig. 3 IIT MANDI VENTILATOR android app user interface with various options

Fig. 4 Circuit diagram
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3 Prototype Design

The slider-crank mechanism is chosen for the automation compression of the Ambu
bag. A 60 × 60 cm acrylic sheet of 5 mm thickness is used for the base design.
10 mm thickness clear acrylic is used for the assembling the motor over the base.
All the parts are bolted to base through screws.

3.1 Slider-Crank Mechanism Design

Slider-crank mechanism involves three revolute pair and one sliding pair. Revolute
pair is designed by using the two bearings where one is directly connected to the
motor. A drawer slider is used as a sliding pair. Crank and connecting rod are made
of acrylic sheet. One end of the connecting rod is connected to the crank through bolt
and bearing, whereas other is connected to the slider. On the crank, a slot is provided
to vary the crank radius. At the one end of the slider, a piston is welded to compress
the Ambu bag (Figs. 5 and 6).

Fig. 5 Slider-crank
mechanism Connecting rod

Crank

Piston 
Motor 

Fig. 6 Ambu bag base
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Motor 
Ambu 

bag

Emergency stop/push button.

Fig. 7 Prototype

3.2 Ambu Bag Base Design

The Ambu bag is fixed over the two acrylic sheets (11 × 11 cm) with central holes
to support the Ambu bag. The Ambu bag is backed by rigid support (22 × 6 cm) of
acrylic to compress against the piston. This whole assembly is placed over U-shaped
aluminum channel. This U-shaped aluminum channel enables the Ambu bag to have
forward and backward movements through the lead screw provided at the back of
the Ambu bag.

3.3 Remote Control

An Arduino-based Wi-Fi module is used to control the rotation per minute (RPM)
of the motor. To control RPM remotely, an android application is designed using the
MIT app inventor. This app connects with ventilator over Wi-Fi. The user interface
of the app is shown in Fig. 3. There are ten basic modes of speed, ranges from 10 to
45 RPM. Manual control button enables the user to control the RPM manually with
a potentiometer (Fig. 7).

3.4 Features

This low-cost smart ventilator can control two basic features, i.e., tidal volume and
breath per minute.
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3.5 Tidal Volume Control

Tidal volume is defined as the amount of air required by the lungs. Air quantity to
lungs should be optimum. Lesser air supply leads to collapsing of lungs which can
cause death. On the crank, a slot is provided in which connecting length is fixed the
nut and bolt. The position of nut and bolt can vary according to the required tidal
volume. The range of the air that can be supplied to the patient is 300–750 mL. Also,
tidal volume can be varied with help lead screw provide at the back of the Ambu
bag base. The Ambu bag moves over the U-shaped aluminum lengths by rotating the
lead screw. This movement can be automated with the help of a motor.

3.6 Breath Per Minute Control

Breath per minute is also short-termed as BPM. It is the rate of supply of oxygen
to the lung of the patient through the device. It may vary according to the age of
the patient. The device’s BPM varies minimum 12 to maximum 45. BPM supplied
by the device varies according to the speed of the motor, which is controlled using
the potentiometer knob in manual mode and using the mobile application in remote
control mode. In smartphone app, amount of BPM has been shown on the screen at
a particular speed which is well calibrated using tachometer.

3.7 Cost-Effectiveness

Different types of ventilators are available in market with best facilities, but the low
cost and easy to use features are missing in these ventilators. This low-cost proposed
ventilators works on the cheap Arduino available in market. The basic slider-crank
mechanism is used to compress the Ambu bag. Simple operating mechanism and
cheap control system reduce its cost to very large extent. Ventilator can be effective
for the non-critical patients suffering from breathing problems or patients which are
in the initial stages of corona. Rather using the full-fledged ventilator which costs
around 10,000 INR per day, this can be helpful for non-critical patients. This can be
helpful for non-critical patients.

4 Conclusion and Scope

This ventilator is designed tomeet the rapid requirement of ventilators on a large scale
to handle the COVID-19 pandemic. The size of the ventilator is very small such that
it can be easily mounted over the walls. The ventilator weighs not more than 7 kg and
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is readily transportable in remote locations. This ventilator assures the safety of both
patient and doctor through its remote control feature. In its initial version ventilator
can control both tidal volume and breath per minute. The volume of air deliverable
through ventilator ranges from 250 to 750 mL with breath per minuite varies from
10 to 45 BPM for a different kind of patient according to their age group. Cost-
effectiveness of the ventilator is one more feature. The whole setup costs 4000INR,
excluding the labor cost. The ventilator of such cost is a prime need of the countries
like India in this pandemic scenario. The additional features like continues positive
airways pressure (CPAP) and positive end-expiratory pressure (PEEP) can also be
added in future to ensure more safety to the patient.
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Investigation on the Effect of Patterned
Holes on Energy Absorption
Characteristics of Aluminium Square
Tubes

M. Nalla Mohamed and R. Sivaprasad

1 Introduction

Crash energy absorbers are boon to the vehicular safety management during acci-
dental crash events. Thin-walled tubular structures are one such energy absorbing
systems to reduce the shock loads that transmit to the people and goods during the
crash event by deforming progressively [1]. In this connection, research interests
turned focus on thin-walled tubular structures having regular profiles like square,
elliptical, hexagonal and circular [2–5]. Among regular profiles, square shaped
aluminium tubes have grabbed the researcher’s attention in the recent decades
because of their ease of manufacturing, strength to weight ratio, and moreover, the
square profiles are easily constrained and mounted on the ends [6, 7]. Despite the
superior impact performance of the square tube, the high initial peak force is the
major problem which has potential to cause heavy damage to the occupants and the
vehicle. Generally high IPF leads to jerk and causing potential damage to occupants
inside the vehicle. A good crash energy absorbing device needs to be designed in such
a manner that it should exhibit enough crushing energy absorption (EA) with lower
initial peak [8]. Hence, numerous scientific experiments have been carried out on
regular profiled thin-walled structures by implementing progressive triggers such as
indentations, grooves, notches, corrugation, holes and buckling starter, etc., in order
to decrease the IPF without compromising energy absorption performance during
vehicular collisions [9–11]. Among these methods, placing holes on the lateral sides
of tubular structures is found to be both cost effective as well as exhibiting enhance-
ment of crushing performance [12, 13]. From the review of the reported literature, it is
revealed that studies related to effect of patterned holes on crashworthiness of square
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tube structures are scanty. In this regard, commercially available aluminium alloy
grad extruded square tubes were selected for the crushing performance study. Strate-
gies were undertaken to analyse the factors affecting the crushing performance of the
extruded plain square tubes by introducing of a variety of perforations of different
dimensions and shapes on the lateral sides in patterned manner followed by axial
quasi-static compression experiment. The following sections include preparation of
test specimens, required experimental setup, evaluation of crushing performance and
deformation mechanisms related to pattern perforated extruded square tubes.

2 Experimentation

2.1 Geometry Description

For the quasi-static axial compression test, commercially available extruded square
tubes with 6 m long were purchased, and the tubes were cut to the required dimen-
sions. All the tubes considered in this study are having 50 mmwidth, 150 mm length
and 3 mm wall thickness.

A sample of these tubes is presented in Fig. 2. Quantometry material grade test
was conducted to ensure the chemical constituents of alloy grade as shown in Table 1.
Based on the Table 1 and Reference [14], thematerial used for this study is confirmed
as aluminium alloy grade AA6061-O.

Material strength test for AA6061-O was carried out in accordance with ASTM
E8M-04 as shown in Fig. 1. For this purpose, samples of specimens were cut from
the square tube by means of wire-cutting process based on ASTM E8/E8M-09 test
standard [15]. Later, the sampleswere subjected to tensile tests at the rate of 2mm/min
in (UTM) universal testing machine. The stress–strain curve for AA6061-O is shown
in Fig. 1.

Patterned holes were created in the square tube using wire-cut. Three holes were
made in the vertical centre line of thewall of the front and back side, and the remaining
two sides are left without holes. The position of the centre hole is kept at a constant,
while the positions of remaining two holes are varying. It is designated as R_1_T,
R_2_T, R_3_T and R_4_T. The details of designation are as follows: R-Round hole
square, 1, 2, 3 and 4 tube specimen numbers and T-Through holes. The fabricated
specimens are shown in Fig. 2.

Table 1 Chemical constituents of AA6061-O grade

Elements Al Mg Fe Cu Cr Si Ti Zn Mn

Weight (%) 98.05 0.41 0.62 0.15 0.032 0.54 0.009 0.12 0.065
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Fig. 1 Stress–strain curves of AA6061-O

Fig. 2 Fabricated specimens
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Fig. 3 Tube in between two
plates of UTM machine

2.2 Testing Methods

To compare the energy absorption, quasi-static compression on plain extruded square
tubes and square tube with patterned circular perforations (shown in Fig. 3) was
carried out by data acquisition UTM, having 60 tonnes capacity. Quasi-static axial
compressions of 100 mm cross head displacement at the rate of 5 mm/min were
conducted on all the specimens. The data acquisition system records both cross
head displacement as well as crushing force reaction at the bottom end of tubes.
The displacement precision is about 1 mm, corresponding crushing load curves were
recorded. In order to ensure the repeatability of the results, minimumof three samples
are tested at each sample type. Initial crushing peak force (IPF) from the force
displacement curves and crushing energy absorption capacity (EA) from area under
the force displacement curves were obtained.

3 Results and Discussion

In the axial crushing quasi-static process,maximumcrushing force, energy absorbing
capacity (area enclosed by force–displacement curve) and specific energy absorption
are the important performance characteristics of thin-walled structures. The initial
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Fig. 4 Deformation history of a square tube b square tube with patterned hole

peak crushing force (IPF) is to be reduced as possible to minimize the damage to
occupants. Hence, the lower IPF is, the better in energy absorber’s design. The
axial compression tests on the bare tube and tube with patterned perforations were
performed, and results were compared. Figure 4 presented the step-by-step crushing
behaviour of both bare square tube and holed square tubes under axial loading. As it
can be seen, after applying pressure in the plain square tube, the stress distribution
is evenly throughout the surface, and then gradually with increasing in crosshead
compression, the initial plastic hinge takes place. The progressive deformation was
initiated by forming folding frombottomend and continuationof series of progressive
folds takes place until the cross head reaches 100 mm displacement (compression).
In case of patterned holed tubes, the moment the load is applied, plastic hinge is
initiated in one of the holes under a same displacement and followed by progressive
series of local buckling or hinges. It is noted that the IPF of patterned holed tubes
is less than that of plain square tube. A similar observation was observed by Trong
Nhan Tran [3] while crushing square tubes.

For a clarified comparison, the quasi-static compression of bare tubes and
patterned perforation tubes resulted the force–displacement curves and crash energy-
displacement curves which are presented in Figs. 5 and 6, respectively. It is seen from
this figure that the maximum crushing force for the square tube is relatively higher
than that of tubes with holes. The initial peak force (IPF) and the total energy absorp-
tion for the extruded square tube were found to be 63 kN and 3000 J, respectively.
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Fig. 5 Crushing Force—displacement and Energy—displacement curves of the square tube

In this connection, patterned holes were introduced in tubes for the crushing perfor-
mance enhancement. From Fig. 6a, the predicted initial peak force (IPF) and the
total energy absorption capacity for the holed square tube (R_3_T) were 58 kN and
4000 J, respectively.Amongholed tubes,R_3_T specimenhas largestEA.The energy
absorption capacities (EA) of specimens were computed from the area enclosed by
force displacement curve using trapezoidal rule up to crushing distance of 100 mm.

4 Conclusion

In this experimental study, comparison between plain extruded tubes and patterned
perforated tubes based on axial crushing response was carried out. The following
conclusions can be drawn:

• Under quasi-static axial comparison, triggeringmechanism like placingperforated
holes can significantly increase mean crushing force of energy absorbers, since
mean crushing force depends on the placement of holes. This method is not only
effective in cost, but also the initial peak force was witnessed to be decreased due
to influence of patterned holes, but it increases with the use of the bare square
tube.

• The initial peak crush force was decreased in the range of 5–25%, and total energy
absorption was increased up to 17% due to the introduction of the patterned holes.

• Thus, the results of the conducted experiment have shown the effectiveness of
placing perforated holes on the lateral sides of the square tubes to improve the
crushing performance.
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Fig. 6 a Force–displacement curve of the tubes with holes b Peak crushing force and energy
comparison of the tubes with holes vs square tubes
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Ansys Fluent Analysis
of a Thermo-Hydrodynamically
Lubricated Journal Bearing

N. Vaithianathan and S. Annamalai

1 Introduction

The present modern production industries necessitate machines which should be
spinning at great speediness as well as it would transfer heavyweight loads. Hydro
dynamically lubricated journal bearings are extensively applied in such machines as
theymeet this requirement.While a journal rotating at great speediness, it uninterrupt-
edly deliveries energy to a film of lubricating oil. This leads toward the increase in the
high temperature of the lubricating oil film owing to friction between the fluid layers
of lubricant and shearing of lubricant layer. A great shearing level in the lubricating
oil film heavily drops the viscosity of the lubricating oil. So thermo-hydrodynamic
investigation is to be performed in objective to obtain the representative performance
properties of the any journal bearing.

2 Literature Review

Gertzos et al. [1] worked on CFD investigation of Bingham lubricant on journal
bearingunder the hydrodynamic lubrication condition.Theyobserved that aBingham
solid’s load carrying capacity, filmpressure, and frictional force are greater than those
of Newtonian lubricants. M. Shau et al. [2] investigated the thermo-hydrodynamic
analysis of three-dimensional energy equations using CFD technique for the accu-
rate prediction of performance characteristics of a plain journal bearing. From their
observation, the thermal effect on the lubricant property can be obtained by consid-
ering only the actual value of performance parameters obtained. Wang et al. [3]
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made a thermo-hydrodynamic analysis of the partial texture of the journal bearing
that is built on the journal surface. Based on the computational fluid dynamics
system, a three-dimensional thermo-hydrodynamic analysis model has been devel-
oped. Performance parameter of textured and un-textured high-speed journal bear-
ings is contrasted with different external loads under different eccentricity ratios.
They say that the load carrying capacity of the textured bearing is greater than
that of the un-textured bearing. Kim and Seireg [4] have developed mathemat-
ical model for thermo-hydrodynamic analysis incorporating Bingham rheological
model. The dimensionless equations are solved using finite difference method. They
conclude that results obtained are matched with the experimental values based on
non-Newtonian fluid. Various boundary conditions and fluid flow conditions are
implemented to journal bearing for simulation to get the actual value of pressure
developed are illustrated in [5–11].

2.1 Theory

Computational fluid dynamics (CFD) is a fluid dynamics division that uses compu-
tational techniques and algorithms to resolve and analyze fluid flow problems. The
Finite volume method (FVM) is the discretization technique mainly employed in
computational fluid dynamics Fluent solvers. A domain is discretized into the finite
range of control volumes (or cells). On this set of control volumes, general conser-
vation (transport) equations for mass, momentum, energy, etc., are resolved. The
fundamental governing equations for a viscous, heat-conducing fluid are the Navier–
Stokes equations. It is a vector equation that is generated by applying the Law of
Motion of Newton to a fluid variable, which is often referred to as the equation
of momentum. The useful form of Navier–Stokes equations used in finite volume
method is described below.

ρ
∂u

∂t
= −∂p

∂x
+ div(μ grad u) + SMx (1)

ρ
∂v

∂t
= −∂p

∂y
+ div(μ grad v) + SMy (2)

ρ
∂w

∂t
= −∂p

∂z
+ div(μ gradw) + SMz (3)

where μ is viscosity; SM is momentum source.
The energy equation for incompressible and steady-state flow in three dimensional

is given as below.

∂

∂t

(
ρCpT

) + ∇(ρ u CPT) = ∇(K.∇T) + QV (4)
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where QV denotes volumetric heat source; CP and K symbolize the specific heat of
lubricating oil and thermal conductivity of the lubricating oil, respectively.

The viscosity of the lubricant is expected to vary with the temperature, which is
given by the Barus equation as

μ(T) = μOe
−β(T−To) (5)

where μO is the viscosity of oil at TO and β Temperature viscosity coefficient of
lubricating oil.

Temperature viscosity coefficient (β) = 0.034 °C−1.

2.2 Computational Results

The CFD analysis was made on the hydro dynamically lubricated journal bearing
to study the performance parameters such as pressure distribution using ANSYS®
FLUENT 18.1. The results obtained in the present work on the journal bearing were
obtained by varying the L/D as 0.5 to 2 and with different speed range of shaft
from 1500 to 3000 rpm. The various input parameter for design as well simulation of
journal bearing is given in Table 1. In this simulation, the fluid film is only considered
to evaluate the pressure developed in process. The solid modeling technique is used
to create the fluid film which is shown in Fig. 1.

If the viscosity of oil remains constant, then the pressure found is entitled as
isothermal pressure, while the pressure obtained is called thermal pressure when the
temperature dependent viscosity of lubricant is taken into account. In this simulation,
flow of fluid has been considerate as laminar flow; because for initially, all the fluids
are considered as regular flowwithNewtonian behavior. And coming to the operating
boundary condition of bearing for the rotation of lubricant in journal bearing are one
side offluid layer (inlet) is assumedasworking at atmospheric condition (atmospheric
pressure). Reaming parameters like temperature and pressure are computed by the
speed of the bearing operated.

Table 1 Input parameters SL.NO Parameter Value

1 Journal diameter (mm) 100

2 Radial clearance (mm) 0.1

3 L/D ratio 0.5,1,1.5,2

4 Eccentricity ratio 0.5

5 Lubricant viscosity (Pas) 0.04986 and 0.057
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Fig. 1 Typical solid model of fluid domain

3 Results and Discussion

By simulating the fluid layer with corresponding values, the pressure developed in
the system is shown in Fig. 2. From the figure, it is clearly identified that pressure

Fig. 2 Thermal pressure contour for Full-Sommerfeld’s boundary conditions at viscosity 0.04986
Pas and 2500 rpm for L/D = 1
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developed in the journal bearing has produced both maximum positive pressure as
well as negative pressure in the equal amount. This type of bearings is generally
known as Full-Sommerfeld’s boundary conditions operated journal bearing. As the
input operating parameters of journal bearing various, the pressure developed is also
differs for corresponding input value which are shown by Fig. 3 and Fig. 4.

Fig. 3 Maximum pressure for various speed for μ = 0.049 Pas

Fig. 4 Maximum pressure developed for different L/D ratio for fluid with two viscosities at
2500 rpm
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4 Conclusion

A numerical calculation generally gives only pure theoretical values instead of that if
the simulation is performed, the end value may approach the realistic one. For fluid
computational, fluid dynamic is one of the tools to get the realistic fluid behavior. CFD
analyses have been performed for a journal bearing using fluent with some conditions
such as the pressures developed has been affected by increasing the temperature in
fluid due to change in fluid behavior on operation. From the results presented, it is
inferred that.

• When the input parameters such as viscosity, operating speed of bearing, and
L/D ratio increase, the performance parameter of journal bearing such as pressure
developed increases.

• By considering the temperature effect on the viscosity of the lubricant, the pres-
sure developed decreases when compared to simulation of simple hydrodynamic
lubricated journal bearing.

References

1. Gertzos, K.P., Nikolakopoulos, P.G., Papadopoulos, C.A.: “CFD analysis of journal bearing
hydrodynamic lubrication by bingham lubricant”. Tribol. Int. 1190–1204 (2008)

2. Sahu, M., Giri, A.K., Das, A.: “Thermohydrodynamic analysis of a journal bearing using CFD
as a tool”. Int. J. Sci. Res. Publ. 1–7 (2012)

3. Wang, L., Han, Z., Chen, G., Su, H.: “Thermo-hydrodynamic analysis of large-eccentricity
hydrodynamic bearings with texture on journal surface”. J. Mech. Eng. Sci. 1–6 (2017)

4. Kim, J.H., Seireng, A.A.: “Thermohydrodynamic lubrication analysis incorporating bingham
rheological model. ASME J. Tribol. 137–46 (2000)

5. Wada, S., Hayashi, H., Haga, K.: “Behavior of a bingham solid in hydrodynamic lubrication
(part 3, application to journal bearing)”. JSME, 1182–1191 (1974)

6. S.T.N. Swamy, B.S. Prabhu, B.V.A. Rao, “Steady State and Stability Characteristics of a
Hydrodynamic Journal Bearing with a Non- Newtonian Lubricant”, Wear, 1977, p. 229–244

7. Tiwari, P., Kumar, V.: “Analysis of hydrodynamic journal bearing using CFD and FSI
technique”. IJERT, 1210–1215 (2014)

8. Singla, A., Singh, P., Kumar, A., Chauhan, A., Bala, S.: “Thermo-hydrodynamic analysis on
temperature profile of circular journal bearing using computational fluid dynamics”. IEEE, 1–6
(2014)

9. Michaud, P., Souchet, D., Bonneau, D.: “Thermohydrodynamic lubrication analysis for a
dynamically loaded journal bearing”. J. Eng. Tribol. 49–61 (2007)

10. Bagul, K.H., Patil, P.N., Patil, R.Y.: “Thermal analysis of journal bearing using CFD software
for performance enhancement”. IJARIIT, 287–293 (2017)

11. Yoo, J.G., Kim, K.W.: “Numerical analysis of grease thermal elastohydrodynamic lubrication
problems using the herschel-bulkley model”. Tribol. Int., 401–408 (1997)



Investigation on Deflection
Characteristics of Auxetic Beam
Structures Using FEM

Hrishikesh G. Menon , Shammo Dutta , M. P. Hariprasad ,
and Balakrishnan Shankar

1 Introduction

It is a well-known fact that when an ordinary object/structure is stretched in one
direction, it contracts in the lateral direction, and conversely, when compressed in
one direction, it elongates laterally. A certain class of structures, on the other hand,
do not behave in this prescribed manner; an elongation longitudinally results in an
elongation laterally, and the same goes for compression. Such structures are termed
as auxetic or Negative Poisson’s Ratio (to be abbreviated as NPR throughout the rest
of the manuscript) structures.

A re-entrant hexagonal honeycomb and its parent, the conventional hexagonal
honeycomb, are studied by [1, 2]; early studies carried out by these authors on the
mechanics of such structures reveal the fact that such a response of the auxetic
material is largely attributed to its geometry and not to its material prospects. The
re-entrant honeycomb, structures like the RCA, has been investigated in detail by
Alomarah et al. [3, 4].

A comprehensive research on the performance of honeycomb was presented by
Masters et al. [5]. A follow up study has been conducted by Lan et al. [6] in the same
context. In addition investigation regarding the crushing stress of the honeycomb has
been carried out by [7].

Najafi et al. [8] explored the energy absorbing capacities of various types of
auxetic structures. A subsequent study by Zhichao Dong et al. [9] on the deformation
modes of thick walled and thin walled re-entrant honeycombs proves to be vital
in assessing the structures’ overall behaviour. Vibrational isolation capacity of the
re-entrant honeycomb has been investigated by Zhang et al. [10]. [11, 12] carried
out works in fabricating auxetic gradient cellular cored sandwich panels to test its
load-bearing capacities.
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The influence of residual stresses and Poisson’s ratio on the stress intensity factors
as well a detailed study in determining the tensile properties of pressure vessels
through automated ball indentation was carried out by [13–15].

In this work, different variations of 2D re-entrant structured beams are designed
by arranging clusters of re-entrant unit cells with a bounded frame and are tested
using numerical simulations. Deformations characteristics of the designed auxetic
beams are analysed, and the deflection characteristics are investigated. Based on the
analysis of the deflection characteristics of conventional auxetic beams, improved
designs with the filler materials are developed for the structural enhancement of
conventional beams. In order to understand the effect of filler materials on the deflec-
tion characteristics of auxetic beams, multiple foreign filler materials are introduced
in the design.

2 Modelling and FE Analysis

Finite element analysis is adopted to study the behaviour of re-entrant structured
beams. The single cell structure of re-entrant honeycomb, as shown in Fig. 1, is
designed with its cell angle and rib thickness to be 25° and 2 mm, respectively. The
slant and horizontal length of the cells are 9.93 mm and 22.21 mm. Multiple cells
of this kind are repeated in a two-dimensional periodic manner to form a cluster of
auxetic cells.

The required final structure is designed by placing this cluster of re-entrant cells
in a bounded frame with a specified thickness. The frame dimensions, 408 mm x
108 mm, running 4 mm thick, are kept constant throughout the study.

The FE models are developed in ABAQUS 6.14. All the models are made with
Aluminium having a density of 2.7 kg/m3, and a Young’s Modulus and Poisson’s
ratio value of 68,000 MPa and 0.36, respectively. The FE model is meshed with an

2 

9.93

22.21

25°
X

Y

Fig. 1 Dimensions of the re-entrant honeycomb unit cell
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element size value of a quarter of the rib thickness with CPS4R, a 4 node plain stress
element. All the beams are subjected to four—point loading with 1000 N, and the
deflection characteristics are analysed.

2.1 Conventional Auxetic Beams

In the conventional auxetic beam structures, the auxetic re-entrant structures are
arranged as shown in Fig. 2. Figure 2a shows a re-entrant beam with auxetic clusters
aligned along Y axis (indicated in Fig. 1), and Fig. 2b shows the beam with clusters
aligned along X axis (indicated in Fig. 1). The type of beams shown in Fig. 2a is
referred as re-entrant structured Beam 1, and the one shown in Fig. 2b is referred
as re-entrant structured Beam 2. In both the cases, the designs (Fig. 2a and b) are
abbreviated as RS Beam 1 and RS Beam 2, respectively.

Poor performance of these beams may have been the potential reason for lesser
amount of research into these aspects [12]. In order to understand the deflection
characteristics of top and bottom regions, the deflection values along the lines AB
and CD (in Fig. 2a) are plotted and are shown in Fig. 3a and b, respectively.

On close observation of Fig. 3a and b, one can notice that the deflection character-
istics of RS Beam 2 at the compressive and tensile side (bottom-most and top-most

(a) (b)

A B

C D

Fig. 2 Conventional re-entrant beams

Fig. 3 Deflection of top and bottom fibre for a RS Beam 1 b RS Beam 2
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horizontal fibre of the frame) are varying in magnitude as well as characteristics.
This irregularity (of the top-most fibre curve) is verified to be not only concentrated
at the loading point but to be spread throughout the beam’s length, while, on the other
hand, the RS Beam 1 shows expected behaviour at both sides. It can be inferred from
this that cells placed at different locations in the beam and their types influence the
behaviour of the beam to a significant amount, or in other words, the position of
packing of the unit cells plays a vital role in understanding the beam characteristics.

In this paper, an attempt ismade to address this point by designing a novel structure
that combines both RS Beam 1 and RS Beam 2 into one single structure. Following
sections highlight an effort in this direction.

2.2 Combination of RS Beam 1 and RS Beam 2

The cluster of cells is now arranged in two different manners into a single frame. A
portion of the RS Beam 1 is placed above a dimensionally similar portion of the RS
Beam 2 with a merger link in between. The resultant structure is placed in a frame
with the same specified dimensions to maintain uniformity in design and analysis.
The merger link is a design requirement to impart a satisfactory linkage between
both the clusters. The link is designed to be 4 mm thick. The resultant is as shown
in Fig. 4a. This combined structure will be addressed to as RS Beam 3 henceforth.
This re-entrant structured beam is then tested via simulations, and the results for
displacement characteristics are recorded as measured long the line CD. The trends
are as shown in Fig. 4b.

One can notice from Fig. 4b that the deflection characteristics of RS Beam 3 have
not seen a significant improvement from that of RS Beam 1 and RS Beam 2. The
range of maximum deflection is in the order of 17 mm. Improvement in structural
performance requires an integration of design as well as material aspects. Instead of
changing the material of the structure, one can incorporate a foreign filler material.

Fig. 4 a RS Beam 3 b Deflection characteristics of RS Beam 3 against RS Beam 1 and 2
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2.3 Filler Material Embedded Structures

The deflection characteristics of re-entrant beams with structural modifications were
explored in the previous sections. However, the capabilities of structural performance
of the beams by introducing filler materials in the cellular voids were not explored.
Relatively lower density of the filler materials is judiciously selected so as to retain
the overall mass of the structure in comparison with the non-filler design. However,
a choice for higher values of Young’s modulus for the filler material provides better
load-bearing capacities by which the deflections characteristics can be improved for
such structures.

Fillers are introduced in all the three RS Beams. Numerical analysis is carried out
on the designedmodels, and the trends in deflection characteristics for each of the RS
Beam with each individual fillers are shown in Fig. 5, which provides a systematic
display of the deflection characteristics for each of the filled beams and provides
a visual comparison of what fillers assist in producing superior results. Deflection,
being in the ‘Y’ direction, is represented by δy (in mm), and the horizontal length of
the beam is represented by ‘s’ (in mm). Filler materials are seen to have a positive
influence on the response of the beams. From Fig. 5, one can note that lower range in
deflections are shown by beams when filled with materials like PMMA, as pointed
out visually by the adopted biasing method among the graphs.

3 Results and Discussion

Optimization of auxetic beams is discussed mainly in two methods here: firstly by
exploiting the factor of placement of cells and secondly by introducing appropriate
fillers.

From Fig. 3, it is evident that the placement of cells at different locations of the
beam influences the deflection characteristics of the beam to a significant amount,
or in other words, the position of packing of the unit cells plays a vital role in
understanding the beam characteristics.

Apreliminary understanding of themeasure of howefficient a fillermaterialwould
be, in terms of its ability to assist a structures’ load-bearing capacity, is arrived at by
estimating a ratio of the filler’s Young’s modulus to that of the material used in the
structure.

Results from the FE analysis are finally clubbed together to obtain a holistic
understanding of the behaviour of the RS Beams and the influence of filler elements.
Observing Fig. 5, one can infer that introduction of PMMA has proven to be the most
beneficial of all the fillers. Figure 6 presents deflections characteristics of the RS
Beams with and without PMMA. The deflection behaviour of PMMAfilled beams is
shown in the sub-graphwhich is highlighted through the blue box. Although the three
RS Beams displayed poor mechanical properties (as observed from Fig. 4b), one can
notice from Fig. 6 that the same beams show a significant amount of improvement
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Deflection Reducing trendsIncreasing trends

(a)

(b)

(c)

Fig. 5 Deflection characteristics of RS Beams with filler material a RS Beam 1 b RS Beam 2 c RS
Beam 3
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Fig. 6 Deflection characteristics of RS Beams with PMMA filler

when embedded with PMMA. The final deflection of the RS Beams with PMMA,
as observed from Fig. 6, is in the range of 1.1–1.3 mm.

4 Conclusion

In this paper, re-entrant structured beams are designed and tested numerically. Effects
of introducing a filler material are discussed, and its positive responses are recorded
and shown. Out of the family of fillers used in this paper, it is observed that PMMA
filled beams responds relatively better to the applied loads, when placed in compar-
ison with the same beam without any filler. Profitable designs are provided, and
the results show enhancement in mechanical properties. Digital Image Correlation,
Digital Photoelasticity and other whole field optical experimental techniques would
be of interest in observing the stress and displacement fields of such auxetic struc-
tures, considering the fact that most of the fillers used here are birefringent materials
[16–19]. This paper calls for methods to optimize the existent designs of auxetics as
well as to explore the possible ways to implement such efficient designs in practical
scenarios.

References

1. Abd El-Sayed, F., Jones, R., Burgess, I.: A theoretical approach to the deformation of honey-
comb based composite materials. Composites 10(4), 209–214 (1979). https://doi.org/10.1016/
0010-4361(79)90021-1

2. Gibson, L.J., Ashby,M.F.: Cellular solids: structure and properties. CambridgeUniversity Press
(1999)

https://doi.org/10.1016/0010-4361(79)90021-1


628 H. G. Menon et al.

3. Alomarah, A., Ruan, D., Masood, S.: Tensile properties of an auxetic structure with re-
entrant and chiral features—a finite element study. The International Journal of Advanced
Manufacturing Technology 99(9–12), 2425–2440 (2018). https://doi.org/10.1007/s00170-018-
2637-y

4. Alomarah, A., Ruan, D., Masood, S., Sbarski, I., Faisal, B.: An investigation of in-plane
tensile properties of re-entrant chiral auxetic structure. The International Journal of Advanced
Manufacturing Technology 96(5–8), 2013–2029 (2018). https://doi.org/10.1007/s00170-018-
1605-x

5. Masters, I., Evans, K.: Models for the elastic deformation of honeycombs. Compos. Struct.
35(4), 403–422 (1996). https://doi.org/10.1016/s0263-8223(96)00054-2

6. Lan, L., Fu, M.: Nonlinear constitutive relations of cellular materials. AIAA J. 47(1), 264–270
(2009). https://doi.org/10.2514/1.39531

7. Yin, H., Wen, G.: Theoretical prediction and numerical simulation of honeycomb structures
with various cell specifications under axial loading. Int. J. Mech. Mater. Des. 7(4), 253–263
(2011). https://doi.org/10.1007/s10999-011-9163-5

8. Najafi,M.,Ahmadi,H., Liaghat, G.: Experimental investigation on energy absorption of auxetic
structures. Materials Today: Proceedings (2020). https://doi.org/10.1016/j.matpr.2020.06.075

9. Dong, Z., Li, Y., Zhao, T., Wu, W., Xiao, D., Liang, J.: Experimental and numerical studies
on the compressive mechanical properties of the metallic auxetic reentrant honeycomb. Mater.
Des. 182, 108036 (2019). https://doi.org/10.1016/j.matdes.2019.108036

10. Zhang, X., Yang, D.: Numerical and experimental studies of a light-weight auxetic cellular
vibration isolation base. Shock Vibration, 1–16, (2016). https://doi.org/10.1155/2016/4017534

11. Hou, Y., Tai, Y., Lira, C., Scarpa, F., Yates, J., Gu, B.: The bending and failure of sandwich
structures with auxetic gradient cellular cores. Compos. A Appl. Sci. Manuf. 49, 119–131
(2013). https://doi.org/10.1016/j.compositesa.2013.02.007

12. Shammo, D., Hrishikesh, G., Menon, M.P., Krishnan, H.A., Shankar, B.: Study of auxetic
beams under bending: a finite element approach. Mate. Today: Proceed. ISSN 2214–7853,
(2020). https://doi.org/10.1016/j.matpr.2020.10.479

13. RaviKiran, B., Arunkumar, S.,Manoj Reddy,G.: Influence of residual stress and poisson’s ratio
on the stress intensity factor of standard specimens. Int. J.Mech. Eng. Technol. 9(10), 219–227,
(2018). http://www.iaeme.com/IJMET/issues.asp?JType=IJMET&VType=9&IType=10

14. Arunkumar, S., Prakash,R.V.:EstimationofTensileProperties ofPressureVessel SteelThrough
AutomatedBall Indentation andSmall PunchTest. Trans Indian InstMet 69, 1245–1256 (2016).
https://doi.org/10.1007/s12666-015-0680-z

15. Babu, J.S., Mondal, C., Sengupta, S., Karmakar, S.: Excess vibrational density of states and the
brittle to ductile transition in crystalline and amorphous solids. Soft Matter 12(4), 1210–1218
(2016). https://doi.org/10.1039/c5sm02200b

16. Hariprasad, M.P., Ramesh, K.: Evaluation of Hertzian contact parameters from whole field
displacement data. J. Strain Anal. Eng. Design 52(7), 403–409, (2017). https://doi.org/10.
1177/0309324717723274

17. Hariprasad, M.P., Ramesh, K., Prabhune, B.C.: Evaluation of Conformal and Non-Conformal
Contact Parameters Using Digital Photoelasticity. Exp Mech 58, 1249–1263 (2018). https://
doi.org/10.1007/s11340-018-0411-6

18. Hariprasad, M.P. Ramesh, K.: Analysis of contact zones from whole field isochromatics using
reflection photoelasticity. Optic. Laser. Eng. 105, 86–92, ISSN 0143–8166 (2018). https://doi.
org/10.1016/j.optlaseng.2018.01.005

19. Kumar, P., Hariprasad.M.P., Menon, A., Ramesh, K.: Experimental study of dry stonemasonry
walls using digital reflection Photoelasticity. Strain 56, e12372 (2020). https://doi.org/10.1111/
str.12372

https://doi.org/10.1007/s00170-018-2637-y
https://doi.org/10.1007/s00170-018-1605-x
https://doi.org/10.1016/s0263-8223(96)00054-2
https://doi.org/10.2514/1.39531
https://doi.org/10.1007/s10999-011-9163-5
https://doi.org/10.1016/j.matpr.2020.06.075
https://doi.org/10.1016/j.matdes.2019.108036
https://doi.org/10.1155/2016/4017534
https://doi.org/10.1016/j.compositesa.2013.02.007
https://doi.org/10.1016/j.matpr.2020.10.479
http://www.iaeme.com/IJMET/issues.asp?JType=IJMET&amp;VType=9&amp;IType=10
https://doi.org/10.1007/s12666-015-0680-z
https://doi.org/10.1039/c5sm02200b
https://doi.org/10.1177/0309324717723274
https://doi.org/10.1007/s11340-018-0411-6
https://doi.org/10.1016/j.optlaseng.2018.01.005
https://doi.org/10.1111/str.12372


Interdependence of Eccentric Force
and Torque on Joint Angle and Angular
Velocity During Human Multi-joint Leg
Extension

Rajesh Kumar Bhushan and Ashutosh Swain

1 Introduction

Muscle force made throughout isometric contractions could be a function of the
muscle length (the length-tension relation). Throughout the movement in vivo, the
length-tension relation of muscles is usually understood in terms of the joint angle-
torque relation [1] that is outlined by the lever system or joint configuration addition-
ally to the length-tension relation of the muscle itself. For humanmuscles, maximum
voluntary force can be expressed as a mathematical function dependent on both joint
angle (T-θ-r) and angular speed (T-ω-r). Though the contribution of every part of the
ensuing force is troublesome to discriminate, the T-θ and T-ω relationships are neces-
sary properties required to characterize the in vivo human muscle operation. It is still
wide assumed that joint angle and angular speed are thought-about as independent
regulators of torque-output that scale according to the acceptable level of activation.
Therefore, the bulk of those studies have centered solely on joint angle or angular
speed effects singly. There is experimental proof suggesting interdependency [2, 3].

Data on the interdependency of force, joint angle, and angular speed throughout
eccentric muscle action is distributed. Eccentric torque is varied from 0.9–1.18 of
the isometric references counting on muscle length and speed [4]. These interactions
were neither analyzed systematically nor statistically. In 2011and 2013, Forrester
and Pain analyzed that no increased torques and no systematic interdependency
of calculated fiber forces, muscle lengths, and continuation velocities were found.
However, maximum voluntary eccentric joint force is diminished with increasing
stretching speed [5, 6].

For joints apart from the knee, knowledge on the interdependency of joint angles
and angular speed as well as eccentric muscle action is very rare. Yeadon and King
[7] developed a mathematical function to suit and extrapolate measured knowledge
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of the ankle joint, knee, hip, and shoulder to specific joint force as a function of joint
angle and joint angular speed. Therefore, the purpose of this study is to visualize
the interdependency of force/ torque, joint angles, and angular speed throughout
multi-joint leg extension, that tries to copy the muscle action conditions in real-life
movement of humans [8, 9]. For eccentric muscle action, Hanh et al. [10] hypoth-
esized that force and torque don’t exceed the isometric references and reduce with
increasing angular speed a minimum of on the far side an exact purpose.

The analysis of variance takes a look at the initial step in analyzing factors that have
an effect on a given knowledge set. Once the analysis is finished, the analyst performs
more testing based on the factors that contribute to the dataset’s inconsistency. The
ANOVA takes a look at results which are used in an f-test to get extra knowledge
that aligns with the planned regression models. The analysis of variance takes a look
at comparison of over two teams at an equivalent time to work out whether or not a
relationship exists between them. The results of the analysis of variance formula, the
F data point (also referred to as the F-ratio), permit for the analysis of multiple teams
of information to work out the variability between samples and inside samples.

2 Research Methodology

Data from Hahn et al. [10] was used for the analysis of the interdependence of force,
torque, joint angle, and angular velocity. The data is gathered in normalized form.
For simplification, the mean normalized values were taken into consideration. This
data is then used for the analysis in two different software, namelyMATLAB andDX
design expert software. A MATLAB code was written to find the linear regression
analysis of the dependence of force and torque on the joint angles and angular velocity
and also to find the graphical analysis. In the design expert software, the data was
analyzed using response surfacemethodology (RSM). ANOVAwas used to carry out
the statistical significance tests. The test data fromHahn et al. [10] is in the following
Table 1.

3 Results and Discussion

The regression equations are as follows:

Force = 0.72804 + 5.58257E − 003 ∗ Angle

− 1.78106E − 003 ∗ Velocity + 3.80630E

− 005 ∗ Angle ∗ Velocity (1)
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Table 1 Influence of joint angle and angular velocity on eccentric forces and torques normalized
to their corresponding isometric values

Normalized force or torque at
(velocity)

Knee joint flexion Angle(°)

40 50 60 70 80 90

F(-30 s−1) 0.94 1.03 1.09 1.13 1.13 1.1

F(-60 s−1) 0.97 0.95 1.01 1.1 1.14 1.15

F(-90 s−1) 1.03 1.02 0.89 0.88 1.05 1.13

F(-120 s−1) 1.04 1.05 0.96 0.85 0.9 1.02

M(-30 s−1) 1.01 1.09 1.24 1.26 1.25 1.23

M(-60 s−1) 1.06 0.98 1.12 1.22 1.26 1.27

M(-90 s−1) 1.09 1.03 0.97 0.99 1.2 1.3

M(-120 s−1) 1.09 1.04 1.01 0.93 0.98 1.14

ANOVA model for the above equation is as follows:
The model F-value of 7.28 implies that the model is significant. There is only a

0.17% chance that a “Model F-Value” this large could occur due to noise.

Torque = 0.76954 + 6.78935E − 003 ∗ Angle − 1.08604E

− 003 ∗ Velocity + 3.18321E − 005 ∗ Angle ∗ Velocity (2)

ANOVA model for the above equation is as follows:
The model F-value of 11.07 implies that the model is significant. There is only a

0.02% chance that a “Model F-Value” this large could occur due to noise.
The plots of the data are as follows:
While angular velocity had little to no impact on force/torque for joint angles

less than or equal to its specific θ at same velocity, eccentric force/torque varied
consistently with angular speed for joint angles larger than its velocity-specific θ

(Figs. 1 and 2). From Figs. 3 and 4, for the eccentric contractions, there was heavy
angle dependence of the velocity relation for each, force F and torque M.

From Table 1, we can see that at 60° knee flexion angle, force peaked at 1.09
F0 for ω = − 30 s − 1, dropped to 1.01 F0 for ω = − 60 s − 1 and maintained
the trend. Similarly, at a 60° knee flexion angle, force peaked at 1.24 M0 for ω =
− 30 s − 1, dropped to 1.12 M0 for ω = − 60 s − 1 and failed to show torques
beyond it for the remaining angular velocities. But in 90° knee flexion, there was
a major increase in force for all angular velocities that is analogous to as reported
in Hanh et al. [10]. Brown et al. [11] and Scott et al. [3] found results which are in
agreement. These results may have been caused by muscle inhibition to safeguard
the quadriceps femoris cluster against extreme tension [10]; however, more analysis
on this finding is needed.

From these results, we are able to see that in agreementwith literature for eccentric
contractions, these are the findings:
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Fig. 1 Interaction plot of force with joint angle and angular velocity

Fig. 2 Interaction plot of torque with joint angle and angular velocity
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Fig. 3 Three-dimensional force–angle–angular velocity plot of normalized knee joint force (y-
axis), joint angle (z-axis), and angular velocity (x-axis)

Fig. 4 Three-dimensional torque–angle–angular velocity plot of normalized knee joint torque (y-
axis), joint angle (z-axis), and angular velocity (x-axis)
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1. Normalized eccentric force F and force M enlarged with knee flexion.
2. Dependence of eccentric force/torque on angular speed was discovered for knee

flexion angles.
3. Once joint angles exceeded 60° knee flexion, a major increase in force/torque

was discovered.

4 Conclusion

Data was taken from Hanh et al. [10]. The data was then analyzed using program-
ming in MATLAB. The regression equations were formed using MATLAB, and the
graphical models were created. The analysis was cross checked by comparing with
ANOVA analysis.

From Figs. 1 and 2, it was found that the force and torque felt during multi-joint
leg extension heavily depends on the combination of both joint angle and angular
velocity. Force and torque show a marked steep increase after knee flexion angle
goes over 60°. Tables 2 and 3 validate the regression equations.

Table 2 ANOVA model of force

Source Sum of
Squares

df Mean
Square

F
Value

p-value
Prob > F

Model 0.096 3 0.032 7.28 0.0017

A-Angle 0.017 1 0.017 3.92 0.0616

B-Velocity 0.038 1 0.038 8.66 0.0080

AB 0.034 1 0.034 7.62 0.0121

Residual 0.088 20 4.415E-003

Cor Total 0.18 23

Table 3 ANOVA model of torque

Source Sum of
Squares

df Mean
Square

F
Value

p-value
Prob > F

Model 0.20 3 0.065 11.07 0.0002

A-Angle 0.082 1 0.082 13.89 0.0013

B-Velocity 0.077 1 0.077 13.07 0.0017

AB 0.024 1 0.024 4.00 0.0594

Residual 0.12 20 5.890E-003

Cor Total 0.31 23
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Design and Analysis of 3D Printable
Prosthetic Foot

T. Prakash, N. Jayakumar, V. Monish Kumar, P. Karthick, A. Mutharasu,
and A. Naveen Kumar

1 Introduction

Prosthetic foot can be fabricated from wood, rubber, titanium, carbon fibre,
polyethene and composite material. Many of the people use plastic, wood, fibres,
etc., which are commercially popular in the medical field. This foot is produced
by weight and weightless products, which are convenient for the patient’s comfort.
A number of technologies are there but additive manufacturing technology with
energy storage and return (ESAR) through which, it can produce weightless prod-
ucts and with maximum strength. FEA conducted for the foot prosthesis design in
every one of the three support phases of the walking cycle (controlled dorsiflexion,
controlled plantarflexion, push-off phase or powered plantarflexion) [1]. Use of Poly-
lactic acid (PLA) material is used to the design and analyses of the prosthetic foot
using 3D printing technique deals motion prosthetic foot [2]. To mimic the real foot,
the optional component permits the reproduced prosthetic foot to adjust the lower leg
joint for the physiological lower leg during various exercises and in various periods of
the gait cycle [3]. The design of a new prosthetic foot, fatigue foot analyzer according
to ISO 10328, estimating the ground response force by force plate and gait proper-
ties by testometric machine [4]. The prosthesis’ capacity to be altered and delivered
nearby, on demand might actually rethink the chances accessible to prosthetists for
obliging changing stride designs [5]. For optimizing the size and shape, the prosthetic
foot is developed with the nylon 6/6 material on minimum LLTE using Bezier curve
to describe the geometry [6].

Fusion depositionmodelling (FDM) processes commonly use filaments like Poly-
lactic acid (PLA),Acrylonitrile Butadiene Styrene (ABS), nylon, polycarbonate (PC)
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and polyphenylsulfone (PPS). Considering the strength and durability, nylon 66 is
selected as thematerial for analysing the foot. It is also less brittle thanABS and PLA.
In this paper, a 3D printable foot is developed using nylon 66 materials. Compared
to other materials, nylon is lightweight, flexible, and it can withstand much load. The
model is designed by using Fusion 360 CAD software and imported into ANSYS
workbench to analyse themodel and generate accurate results. The additivemanufac-
turing technologymakes it possible to have all the properties of commercially passive
feet. Fused deposition modelling (FDM) can be used for printing purposes. This 3D
printable foot is beneficial for the poor people who cannot buy other commercially
available passive feet that are often costlier than this foot.

2 Materials and Methods

2.1 CAD Design

Many numbers of foot patterns have been designed, and alterations were done
according to FEA to ensure its strength. The heel and forefoot provide 2-point
support. The forefoot and heel supports were set like the manlike foot. Figure 1
shows the CAD model of the prosthetic foot with the dimensions of 145-mm height,
248.5-mm long and 80-mm width. It ensures a human foot so that the amputees feel
it as a natural foot.

Fig. 1 CAD model of the
prosthetic foot
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Table 1 Properties of Nylon 66

Sl.No Description Value

1 Density 1.14e-06 kg/mm3

2 Young’s modulus 1.480 Mpa

3 Poisson’s ratio 0.41

4 Bulk modulus 2740.7 Mpa

5 Shear modulus 524.82 Mpa

6 Tensile ultimate strength 64.7 Mpa

7 Tensile yield strength 57.1 Mpa

8 Isotropic secant coefficient of thermal expansion s0.128°C

2.2 Material

The flexibility and durability of nylon help the 3D printing with thin walls. Its low
coefficient of friction with high-melting point makes it exceptionally resistant to
abrasion. It has better stiffness, tensile modulus and flexural modulus. Nylon 66
showed the best attributes for a promptly accessible, simple to machine material,
with a strain energy density of 1.77 kJ/kg and a yield strain of 0.034. The reason for
selecting the nylon as a material is a low-cost prosthetic foot. The high proportion
of yield strength to elastic modulus permits it to get a high-strain energy density,
and subsequently high deformations prior to yielding. The properties of Nylon 66
material are shown in Table 1.

2.3 Finite Element Analysis (FEA)

FEA plays a significant role in product designing. This helps the Engineers to reduce
the physical prototype and run the simulation to optimize the designs.

The FEA is done in two positions (when the person is standing, and the other is
the walking phase). The human body mass was assumed as 60 kg for finite element
analysis (FEA). A vertical load of 1000 N that is 1.66 times the person’s weight was
applied to the model. Nylon 66 is used to analyse the foot, and practical constraints
are given to the model and analyzed. The results are generated according to the load
applied, material and conditions.

2.4 Topology Optimization

Topology optimization is a recently developed technique, and it plays a vital role
nowadays. This technique is adopted in this model which reduces thematerial, which
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Fig. 2 Prosthetic foot after topology optimization

also reduces cost andmass and ensures maximum stiffness. Suitable materials, loads,
constraints, mesh and the area to be preserved are given according to the work to
optimize the model. Figure 2 shows the topology optimized CAD model.

2.5 3D Printing Processes

The finite element analysis was done in a prepared CAD model. Nylon 66 filament
with a diameter of 1.75 mm was used for printing. The prototype was printed with
a grid infill pattern with 3-mm shell thickness, and the infill density was set to 50%
to improve its strength is as shown in Table 2. The prototype was decreased to
563.22 g from 574 g because of the topology optimized model. Figure 3 shows the
infill pattern of the prototype. The prototype was printed in Wol 3D printer, and the
estimated printing time is about 21 h.

Table 2 Infill S.No Description Value

1 Shell thickness 3 mm

2 Top or bottom thickness 2.25 mm

3 Infill overlap 75%

4 Infill density 50%

5 Layer 0.2 mm
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Fig. 3 Infill pattern

3 Results and Discussion

3.1 Equivalent Stress Results

Figure 4 graph indicates the change in the values of equivalent stress in the standing
and walking phases with different loads.

In the first case, it is assumed as the person is in standing phase, keeping the heel
and the forefoot point as fixed support 600 N, 800 N and 1000 N loads are applied at
the top of the cylindrical surface. The maximum stress was calculated at the ankle’s
inner side as 2.6134 Mpa, 3.4846 Mpa, and 4.3557 Mpa as shown in Figs. 5, 6 and
7.

In the second case, it is assumed as the person is in walking phase, keeping the
heel and the forefoot point as fixed support 600 N, 800 N and 1000 N loads are
applied at the top of the cylindrical surface. The maximum stresses are calculated at
the top surface of the sole as 9.0021 Mpa, 12.003 Mpa and 15.003 Mpa as shown in
Figs. 8, 9 and 10.

3.2 Total Deformation Results

Figure 11 graph indicates the change in deformation values in the standing and
walking phases with different loads.
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Fig. 4 Load vs Equivalent Stress for Standing and Walking Phase

Fig. 5 600 N

In the first case, it is assumed as the person is in the standing phase; the loads
are applied on the top surface of the cylindrical region. The heel and the forefoot
are given fixed constraints. In Figs. 12, 13 and 14, the analysis is taken for different
loads 600 N, 800 N and 1000 N, and the results are generated as 0.0051863 mm,
0.006915 mm and 0.0086438 mm, respectively.

In the second case, it is assumed as the person is in thewalking phase; the loads are
applied on the top surface of the cylindrical region. The forefoot is given frictionless
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Fig. 6 800 N

Fig. 7 1000 N

and pin constraints. In Figs. 15, 16 and 17, the analysis is taken for different loads
600 N, 800 N and 1000 N, and the results are generated as 3.5008 mm, 4.6677 mm
and 5.8346 mm, respectively.

3.3 Directional Deformation Along X-axis

In the first case, it is assumed as the person is in the standing phase; the loads are
applied on the top surface of the cylindrical region. The heel and the forefoot are
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Fig. 8 600 N

Fig. 9 800 N

given fixed constraints. In Figs. 18, 19 and 20, the analysis is taken for different
loads 600 N, 800 N and 1000 N, and the results are generated as 0.0043358 mm,
0.0057811 mm and 0.0072264 mm, respectively.

In the second case, it is assumed as the person is in thewalking phase; the loads are
applied on the top surface of the cylindrical region. The forefoot is given frictionless
and pin constraints. In Figs. 21, 22 and 23, the analysis is taken for different loads
600 N, 800 N and 1000 N, and the results are generated as 0.42495 mm, 0.5666 mm
and 0.70825 mm.
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Fig. 10 1000 N

Fig. 11 Load vs Total Deformation for Standing and walking phase

3.4 Directional Deformation Along Y-axis

In the first case, it is assumed as the person is in the standing phase; the loads are
applied on the top surface of the cylindrical region. The heel and the forefoot are
given fixed constraints. In Figs. 24, 25 and 26, the analysis is taken for different
loads 600 N, 800 N and 1000 N, and the results are generated 0.00045603 mm,
0.00060804 mm and 0.00076006 mm.
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Fig. 12 600 N

Fig. 13 800 N

In the second case, it is assumed as the person is in the walking phase; the loads
are applied on the top surface of the cylindrical region. The forefoot is given fric-
tionless and pin constraints. In Figs. 27, 28 and 29, the analysis is taken for different
loads 600 N, 800 N and 1000 N, and the results are generated as 0.013563 mm,
0.018084 mm and 0.022605 mm, respectively.

1.66 times of body weight are assumed for analysing on the prototype using FEA.
For providing a more natural feeling for the user, human foot weight is considered
a couple of times higher than the prototype; it is desirable to increase its mass to
improve its strength. The success or failure of the prototype depends upon the safety
factor taken from the analysis. If the safety factor is less than one than the design is a
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Fig. 14 1000 N

Fig. 15 600 N

failure, and if the safety factor is greater than one, then it means that the design does
not fail for the applied load conditions. The overall results show that the prototype
does not bend or break as the minimum and maximum value of the safety factor
for the three different loads applied. The FEA results confirm that the prototype is
successful in all aspects. The FEA pointed out that the top cylinder surface area
and foot do not bear much stress compared to the basic lower leg region. It may be
considered as future work.
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Fig. 16 800 N

Fig. 17 1000 N

4 Conclusions

In this study, a prosthetic foot is designed and analyzed by following the standards.
The use of nylon 66 ensures that the prosthesis can be used for long term use.
Prosthetic foot’s shape has been developed at good strength and optimized at less
weight by using topology optimization. The prototype has been reduced to 563.22 g
from 574 g due to the topology optimized model. Based on the simplified model, it
can be manufactured using a 3D printer. The finite element analysis is done to find
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Fig. 18 600 N

Fig. 19 800 N

the structure validation. When it is manufactured in bulk production, the cost of the
foot will be reasonable.
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Fig. 20 1000 N

Fig. 21 600 N
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Fig. 22 800 N

Fig. 23 1000 N
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Fig. 24 600 N

Fig. 25 800 N
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Fig. 26 1000 N

Fig. 27 600 N
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Fig. 28 800 N

Fig. 29 1000 N
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Experimental Investigation on Adhesive
Bonded Fold Tubes Under Quasi-Static
Loading

M. Nalla Mohamed and R. Sivaprasad

1 Introduction

Aluminium square profile tubes are continuously employed as thin-walled structures
in the transportation sector to save weight, reduction of CO2 emissions and for
high-energy absorption during the crash event [1]. Hence, the crush resistance of
conventional plain square tubes has got attentions during the past few decades [2–4].
But these square tubes are generally metal formed through the process of extrusion,
[5] and specialmetal forming dies are required based on the dimension or shape of the
profile. Not only traditional square tubes have significant impact resistance, but also
exhibits high-initial peak crushing force which causes vulnerable jerks and injury
to the occupants [6]. Unlike existing extruded square tubes, sheet metal working is
beneficial in terms of both cost-effective as well as ease of fabrication. The effective
thickness of the net folds depends on the number of folding sheets. Thus, its flexible
nature has attracted the researcher.

On the other hand, global buckling arises along with irregular deformation when
these folded tubes are subjected to direct axial crush and ultimately affects energy
absorption capacity [7]. By employing few constraints along the folded walls, the
deformation mechanism retains its progressive nature similar to that of convectional
plain extruded tubes [8]. These constraints are in form of adhesive bonding between
walls of lateral ends of folded tubes. This inexpensive joint process is very affordable
in the sheet metal working technology. From the literature review, it is understood
that sufficient information relating to extruded plain square tubes subjected to quasi-
static is readily available, whereas the availability of experimental study related to
folded tubes is very limited. For occupant safety in the automotive vehicle, a detailed
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Table 1 Chemical constituents of AA6061-O alloy

Constituents Al Cr Fe Cu Mg Si Mn Ti Zn

Mass (%) 98.05 0.032 0.62 0.15 0.41 0.54 0.065 0.009 0.12

study relating to crushing performance characteristics of folded tubular structures
is needed. Though some researchers [9, 10] reported the influences of the joining
techniques on the crashing characteristics of simple geometry like hat section, similar
kind of work has not been available for folded tubes with bonded joints.

Hence, this study initially compares the energy absorption characteristics of folded
tubes and folded tubes bonded with adhesives under axial crushing experimentally.
The crushing energy absorption (EA) and the initial peak crushing force (IPF) of
the folded tubes are subsequently compared with conventional extruded plain square
tubes to map the similarities and dissimilarities. Finally, suggestions are given for
the deployment of folded tubular structures in place of conventional extruded tubes
effectively.

2 Experimental Methodology

2.1 Material Characterization

In the study, aluminium alloy sheets (Grade -AA6061-O) of thickness t = 1 mm
are chosen for the fabrication of folded tubes. Grade -AA6061-O exhibits higher
elongation, hence it is preferable for crash energy safety management in transport
sector [11]. A chemical constituents test was carried out in accordance with ASTM-
E1251 standard. The chemical constituents of the specimen grade are shown in Table
1.

To obtain material property, the test samples were cut out from the same sheets
which were later used to fabricate the folded tubes as per ASTM E8 standards as
shown in Fig. 1a and b. The tensile strength tests were carried out on those specimens
shown in Fig. 1c. Very consistent material stress/strain behaviour was observed in
all the three repeated trails which is shown in Fig. 2.

2.2 Tube Fabrications

The folded tubes were formed by sheet metal working of aluminium alloy AA6061-
O sheets as shown in Fig. 3. P1, P2, P3 and P4 are 4 different plain folded sections
varying by increase in folds. The length of the specimens is 200 mm and their
cross-sectional square side width is 30 mm. With the help of the prismatic die,
the aluminium sheets were bent with fillet corners. The fillet corners of radius 2 mm
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Fig. 1 Dimensions of tensile test specimen

Fig. 2 Stress–strain curves of AA6061-O
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Fig. 3 Dimensions of the specimens

Fig. 4 a Representative plain folded tubes, b representative adhesive bonded folded tubes

reduce the stress concentration during axial crush. Four representative specimens are
shown in Fig. 4a with three repetitions in each type. Spring back and artificial errors
are the challenges during sheet metal working, hence secondary operations were
required to achieve a perfect structural accuracy. In case of adhesive bonding, there
are various methods of curing, amongst them, room temperature cure and external
heat cure are mostly followed. The former one is generally followed for automotive
components and best practice to remove moisture content. Conveniently, the room
temperature curing type adhesive was used to constrain the bonded folding tubes
in this study. Folded tubes were fabricated by applying epoxy adhesive in between
the contact portion of the folded layers. The adhesive layer’s film thickness was
maintained around 0.3 mm. No other surface treatment was done on bonding surface
except degreasing. To ensure proper bonding, ropes were tied around the tubes for
24 h. The representative of the adhesive bonded tubes is shown in Fig. 4b.
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2.3 Testing Methods

The axial quasi-static crushing experiments were conducted on the data acquisition
UTM, having 60 tonnes capacity, shown in Fig. 5. Quasi-static axial compressions
of 100 mm cross head displacement at the rate of 5 mm/min were conducted on all
the specimens. The data acquisition system records both cross head displacement
as well as crushing force reaction at the bottom end of tubes. The displacement
precision is about 1 mm, and corresponding crushing load curves were recorded.
Each configuration specimen consists of three samples were to be tested to determine
the deviation in observation. The acceptable deviation in mean crush force (MCF) of
three samples of same specimen is about 4%. Initial crushing peak force (IPF) from
the force displacement curves and crushing energy absorption capacity (EA) from
area under the force displacement curves for each specimen are listed in Table 2.

3 Results and Discussions

Axial crush test was carried in UTM to understand the deformation behaviour of
the extruded square tube, plain folded (P-type), adhesive bonded (A-type) tubes.
The energy absorption capacities (EA) of specimens were computed from the area
enclosed by force displacement curve using trapezoidal rule up to crushing distance
of 100 mm. The crushing performance indices of all the specimens are listed in Table
2.

Fig. 5 UTM machine, Zoomed view of the tube
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Fig. 6 a Final deformation pattern of extruded square tube, b Force–displacement curves square
tubes

3.1 Quasi-Static Test Square Tubes

The testing was initiated with the traditional square tube, due to the requirement
of force–displacement response for comparison purpose. The deformation of the
extruded square tube experimentally shown in Fig. 6a. The progressive deforma-
tion mechanism starts from bottom end in the first stage then, followed by succes-
sive folds stacking over initial fold. As the crushing load increases, the deforma-
tion continues its series of local buckling folds up to the prescribed deformation
of 100 mm. Figure 6b shows the crushing force–displacement curves of the square
tubes. The initial crushing peak force (IPF) for the extruded tube was found to be
36 kN. Tremendous initial peak force produces jerks and cause serious injuries to
the passengers, and this problem arises exclusively in high-impact energy absorbers.
Therefore, the initial peak crush force is one of the major criteria to be considered
during designing of impact energy absorbers. Since it is related to occupant safety,
hence IPF is one of the most important bio-mechanical factors. For this main reason,
many folded tubes are being introduced to decrease the initial peak crushing.

3.2 Quasi-Static Compression Test on Plain Folded
and Adhesive Bonded Square Tubular Structures

Since adhesive bonding influences in energy absorption capacity by creating
constraints, thus the plain folded tubes and adhesive bonding folded tubes were
compared under axial quasi-static experiment. The comparison on the deformation
mechanism of the folded tube (P1- type specimen) and folded tube bonded with
adhesives (A1 type) under axial compression is shown in Fig. 7.
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P1-type A1-type

Fig. 7 Comparison of the deformation mechanism of P1 & A1 type specimen

It is observed that in ‘P1’ type, the periphery wall fold of the tube gets separated
during axial compression, followed by progressive local buckling becomes unstable
and ultimately we can witness the rise of global buckling as shown in Fig. 7. The
moment it reaches global buckling, and the crush force drops down to near zero. It is
observed that for P1-type, the specimens underwent lateral deformation. However,
in remaining groups, the specimens underwent progressive deformation mode. In
contrast, theA1-type deformedprogressively and showed a larger plastic deformation
area, and thus absorbed more energy. In other words, the adhesive bonding alters the
modes of deformation of the folded tubes and resulted in increase in crushing energy
absorption capacity. The final mode of deformations of plain folded tubes and folded
specimen bonded with adhesives comparison are compared and shown in Fig. 8.

The crushing force displacement curves and energy curves obtained from the axial
quasi-static experiment for plain folded (P-types) and the adhesive bonded (A-types)
are depicted in Fig. 9 and 10, respectively. It is observed that there was progressive
deformation in adhesive bonded tubes compared to the plain folded tubes. From the
results, we can observe initial peak crushing force was decreased from 36 kN (in case
of extruded square tubes) to 18.04 kN (in case of adhesive bonded tubes) without
affecting the crushing energy absorption capacity. The plain folded tubes exhibit

Fig. 8 Comparison of the deformation mode of a folded tubes and b folded specimen bonded with
adhesives
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Fig. 9 a Comparison of peak force of folded tubes b Comparison of energy absorption of folded
tubes

Fig. 10 a Comparison of peak force of adhesive bonded folded tubes b Comparison of energy
absorption of adhesive bonded folded tubes

unstable fluctuation in mean crush force, whereas the adhesive bonded tubes exhibit
gradual mean crushing force and thus absorbed greater energy.

4 Conclusion

Quasi-static compression on plain folded and adhesives bonding folded tubes were
experimentally analysed. The remarkable outcomes are briefed as follows:

• The plain folded tubes failed irregularly and loses progressiveness and ultimately
lead to global buckling. Because of global buckling, these structural specimens
are lacking in crushing resistance and stability. Thus, adhesive bonding was
implemented, making constraints to enhance the stability.

• The initial peak crush force of adhesive bonded tubular structural members is 15
to 30% remarkably lower than that of extruded plain square tube, and hence these
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adhesive bonded tubular structures can be suggested for better alternative in place
of conventional types crushing energy.

• The crushing energy absorption efficiency of bonded tubes approaches nearer
to that of the traditional square tube with increasing in number of overlapping
sheets. The remarkable outcomes related to adhesive bonded tubes showed the
advantages of utilizing adhesive bonded tubes in vehicular crash safety system
during vehicular crash events.
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Numerical Crashworthiness Investigation
of Multi-Section Tubes

M. Nalla Mohamed and R. Sivaprasad

1 Introduction

Thin-walled structures have vital role during the crash event as they can absorb a
significant amount of energy and decrease the impact on the occupant. Along with
advancement in technology, stringent safety regulations are needed to deal with
enormous impetus around us. Widely used periphery cross sections are either square
or circular cross sections due to their ease of manufacturing. Amongst them, most
preferred cross section profile is square tubes since they can be easily assembled
and constrained at the ends [1–3]. Particularly, square tubes made of aluminium
are preferred due to its lightness and progressive deformation behaviour during the
crash for occupant safety, and its properties are unchanged even after recycling
[4–7]. In recent years, many investigative studies were carried out on different cross-
sectional profiles including multi-walled sections in order to obtain better crash-
worthiness. Amongst plain extruded thin-walled tubes consisting of regular shapes,
regular hexagon profile exhibits better energy absorbing capacity as well as manu-
facturable with reasonable cost [8]. The idea of bi-tubular tubes combining two
profiles and assembled with common axis, witnessed the combination consists of
the square profile enclosed by regular hexagon showed better crashworthiness in
terms of specific energy absorption [9]. The challenge arises in bi-tubular tubes due
to non-similar profiles having different deforming mechanisms, to overcome this,
constraining ribs can be provided onto lateral sides of each other [10]. Adding multi-
cell internal sections of regular profiles is one of the essential ways of enhancing the
energy absorption significantly [11].
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The above-mentioned literature review shows that there has been considerable
studies on the combinations of profiles through assemblage but blending of two
profiles (MTSC) is scanty literature data. Hence, the present research work deals
with the thin-walled structure comprises of two profiles (square on one end and
circular on other end). The transition takes place in smooth manner such that the
tube exhibits infinite multi-sections during the transition between two profiles. Three
different aluminium alloys namely AA6060-T6, AA6061-T6 and AA6063-T6 tubes
have been chosen for initial investigation, an attempt have been made to study the
energy absorption characteristics and initial peak force of the abovematerials numeri-
cally. Furthermore, 9 different (MTSC) profiles have been evaluated to find out which
profile exhibits performance indices numerically and comparedwithUSS-USC tubes
using a finite element analysis. Since numerical simulation helps to understand the
deformation mechanism as well as reduces the cost of expensive prototypes. Even
though superior impact performance in terms of energy absorbing capacity exists,
still then high-initial peak force is the major problem which has the potential hazard
to the occupant, hence the specimen exhibiting minimum IPF and considerable SEA
is far better.

2 Design Methodology and Material Properties

Thepresent study consists of three phases. In thefirst phase, thin-walled circular tubes
(USC) of three different aluminium grades AA6060-T6, AA6061-T6 and AA6063-
T6 are modelled with same dimensions (Ø71-mm diameter, 2-mm thickness and
150-mm length) to select the suitable material. The engineering stress–strain curves
of different grades were derived from literatures [12–14] as shown in Fig. 1. The
effective stress–strain data points are used in numerical simulations. The second
phase deals with the 9 sets of MTSC are modelled with varying dimensions. In order
to investigate the geometry that exhibits better crashworthiness, the study conducted
on MTSC tubes with the chosen material from the first phase. The dimensions
of proposed tubes are shown in Table 1. The final phase includes comparison of
performance parameters of MTSC tubes against their counterparts.

3 FE Model and Simulation Procedures

The finite element (FE) models of USS, USC and MTSC tubes along with flat rigid
plates are developed using nonlinear ABAQUS explicit code® to understand the
crushing behaviour under quasi static loading conditions. In this study, S4RR3D4
elements are chosen for the deformable tubes and flat rigid plates, respectively.
The top rigid plate is allowed to translate freely along the axis of the deformable
tubes to apply axial quasi static compression loading on the tubes, whereas the
bottom rigid plate is fully fixed. The contact interaction between the top plate and
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Fig. 1 True stress–strain curves of aluminiumalloyAA6060-T6,AA6061-T6,AA6063-T6 [11–13]

Table 1 Geometry and dimensions of tubes used for study

Profile Specimen ID Dimension
(mm)

Length (mm) Thickness
(mm)

Geometry

Circular USC Ø71 150 2

Square USS ▧50 150 2

Multi-section MTSC_1 Ø71, ▧40 150 2

MTSC_2 Ø71,▧42.5 150 2

MTSC_3 Ø71,▧45 150 2

MTSC_4 Ø71,▧47.5 150 2

MTSC_5 Ø71,▧50 150 2

MTSC_6 Ø73.5,▧50 150 2

MTSC_7 Ø76,▧50 150 2

MTSC_8 Ø78.5,▧50 150 2

MTSC_9 Ø81,▧50 150 2
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Fig.2 FE model of MTSC tube

the deformable tube is surface-to-surface contact, and tie constraint is placed between
the deformable tube and bottom rigid plate. The assembly of the FE model is shown
in Fig. 2. The quasi-static axial compression is applied through top plate which
displaces downwards at a rate of 2 mm/min and covers up to 100 mm displacement
of axial compression. The mesh convergence study was also performed to determine
the mesh size that gives more accurate results for the given FEA model. This is
performed by running the simulations with the USC FE model by discretizing with
elements ranging from 0.8mm to 2mm. The finelymeshed FEmodel of size between
1 mm and 0.8 mm exhibits good results. In order to carry out the simulations with
minimum computation time, mesh size 1 mm is considered as optimum size without
compromising the accuracy.

4 Results and Discussion

The comparison of performance indicator for USC tubes with different material
grades is presented in Table 2. From Table 2, it is evidenced that the IPF of AA6063
T6 is considerably less when compared to the other two materials, i.e. AA6061 T6
andAA6060T6. Therefore, AA6063T6material has been chosen for further analysis
and evaluations, since it exhibits favourable properties. The deformation history of
MTSC, USS and USC is shown in Fig. 3. Typical force–displacement curves of

Table 2 Crashworthiness parameters of aluminium alloys

Material IPF (kN) MCF (kN) SEA(kJ/kg) Energy absorption (KJ)

AA6060-T6 65.73 47.09 26.02 4.71

AA6061-T6 62.25 48.66 26.89 4.87

AA6063-T6 60.02 48.60 26.55 4.81
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Fig. 3 Deformation history of a MTSC_D71_S40, b USS_S40, c USC_D71

MTSC, USS and USC are presented in Fig. 4. The area under the curve gives the
energy absorption capacity of the deformed tube.

The comparison of performance indicators such as initial peak force and specific
energy absorption for MTSC tubes are shown in Fig. 5. From graph shown in Fig. 5,
it is evidenced that Profile Number MTSC_1 (MTSC_D71_S40) has least IPF and
highest SEA. Therefore, this particular profile has been chosen for comparison with
its uniform section counter parts.

Comparison of performance parameter for MTSC_D71_S40, USS_S40 and
USC_D71 is presented in Table 3. It is inferred that USC_D71 has higher IPF, which
is undesirable for the passengers. On the other hand, MTSC_D71_S40 has proved to
exhibit lower IPF with higher SEA when compared to square and cylindrical tubes
with uniform thickness tubes.
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Fig. 4 Force–displacement and energy-displacement curves of MTSC_D71_S40, USS_S40,
USC_D71, respectively

Fig. 5 Initial peak force and specific energy absorption of MTSC tubes



Numerical Crashworthiness Investigation of Multi-Section Tubes 673

Table 3 Comparison of performance parameter for MTSC_D71_S40, USS_S40 and USC_D71

Profile parameters IPF (kN) MCF (kN) SEA (kJ/kg) Energy absorption (KJ)

MTSC_D71_S40 49.83 45.26 30.17 4.526

USS_S40 56.01 37 28.45 3.7

USC_D71 60.02 44.26 24.45 4.426

5 Conclusion

Thin-walled tubes have widely been used as energy absorbers in automobiles in
the event of a crash to ensure safety to the passengers in the cabin. This study was
carried out with the scope of increasing the crashworthy performance of crash boxes
by introducing thin-walled multi-sectional tubes with square geometry at one end
and circle at the other end. The two main parameters are initial peak force (IPF)
and specific energy absorbed (SEA) were taken in to account. From the results of
numerical analysis, the following conclusions were made.

1. From the initial material analysis of AA6061-T6, AA6060-T6 and AA6063-
T6, it has been inferred that AA6063 T6 was found to exhibit the least IPF and
almost equal SEA when compared to the other two alloys.

2. When MTSC profiles of different dimensions were subjected to axial compres-
sion tests, MTSC_D71_S40 was found to exhibit least IPF and high SEA when
compared to other MTSC profiles.

3. MTSC_D71_S40 which geometrically combines both USC_D71 and USS_S40
has proved to exhibit an IPF significantly lower than both USC _D71 and
USS_S40. It also has the highest SEA when compared to the other two regular
profiles.

4. Therefore, it is concluded that the crashworthiness behaviour of multi-sectional
tubes with square cross section at one end and circle at the other end is better
than that of regular cylindrical and square tubes with uniform section.

References

1. Chen, S., Haiyan, Yu., Fang, J.: A novel multi-cell tubal structure with circular corners for
crashworthiness. Thin-Walled Struct. 122, 329–343 (2018)

2. Qi, C., Yang, S., Dong, F.L.: Crushing analysis and multi objective crashworthiness optimiza-
tion of tapered square tubes under oblique impact loading. Thin-Walled Struct. 59, 103–119
(2012)

3. Zhou, Y., Lan, F.C., Chen, J.: Crashworthiness research on S-shaped front rails made of steel
aluminum hybrid materials. Thin-Walled Struct. 49, 291–297 (2011)

4. Zhang, X., Zhang, H., Ren, W.: Axial crushing of tubes fabricated by metal sheet bending.
Thin-Walled Struct. 122, 252–263 (2018)



674 M. Nalla Mohamed and R. Sivaprasad

5. Simhachalam, B., Srinivas, K., Rao, C.L.: Energy absorption characteristics of aluminium alloy
AA7XXXandAA6061 tubes subjected to static and dynamic axial load. Int. J. Crashworthiness
19(2), 139–152 (2014)

6. Institute for Energy and Environmental Research, Improving Sustainability in the Trans-
port Sector through Weight, Reduction and the Application of Aluminium, Transport and
Aluminium, International Aluminium Institute, London (2008)

7. Nalla Mohamed, M., Yuvarajan, P., Umasankar, M.: Energy enhancement of long cylindrical
tubes with grooves subjected to axial impact. Appl. Mech. Mater. 787 Trans Tech Publications,
pp. 345–349 (2015)

8. Tarlochan, F., Samer, F., Hamouda, A.M.S., Ramesh, S., Khalid, K.: Design of thin wall struc-
tures for energy absorption applications: enhancement of crashworthiness due to axial and
oblique impact forces. Thin-Walled Struct. 71, 7–17 (2013)

9. Manaf, E.H.A., Rahman, M.T.A., Rahman, A., Rahman, A.S.A., Mat, F., Basaruddin,
K.S.: Crashworthiness analysis of bi-tubular aluminium tubes with varying shapes in LS-
Dyna’. Materials Science and Engineering, Vol. 429, International Conference on Advanced
Manufacturing and Industry Applications, pp. 15–17.

10. Pirmohammad, S., EsmaeiliMarzdashti, S.: Crushing behavior of new designed multi-cell
members subjected to axial and oblique quasi-static loads. Thin-Walled Struct. 108, 291–304
(2016)

11. Alavi Nia, A., Parsapour, M.: Comparative analysis of energy absorption capacity of simple
and multi-cell thin-walled tubes with triangular, square, hexagonal and octagonal sections.
Thin-Walled Struct. 74, 155–165 (2014)

12. Jin, S.Y., Altenh, W.: Control of load/displacement responses of AA6061-T6 and T4 circular
extrusions under axial compressive loads. Int. J. Impact Eng. 38, 1–12 (2011)

13. Sun, G., Guo, X., Li, S., Ruan, D., Li, Q.: Comparative study on aluminum/GFRP/CFRP tubes
for oblique lateral crushing. Thin-Walled Struct. 152, 106420 (2020)

14. Mróz, A., Mania, R.J.: The complex influence of aluminium aging on the dynamic response
of the thin-walled AL-6060 alloy profile. Thin-Walled Struct. 79, 147–153 (2014)



Design of Tabletop Automated Plane
Polariscope for Digital Photoelastic
Measurements
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and M. P. Hariprasad

1 Introduction

The broad spectrum of solid mechanics mainly focuses on the behaviour of solid
bodies, including displacement and deformations when subjected to various condi-
tions such as external loads, temperature changes and phase changes. Stress analysis
is that branch of engineering that uses various methods for the estimation of the
stresses and strains induced in a material or a structure when it is subjected to an
externally applied load. Photoelasticity is an optical technique which can be used for
stress and strain analysis. It is a non-contact technique. With advancements in digital
photoelasticity [1–4], this technique emerged as the first choice for many researchers
for the evaluation of stress/strain analysis and is the most widely used method under
whole field stress analysis. Digital photoelasticity has found its place in the broad
engineering fields including civil [5, 6], mechanical [7, 8], aerospace, biomedical [9,
10] involving structural design, analysis and maintenance. Recent developments in
the field of applied mechanics and materials demand whole field appreciation of the
stress/strain analysis. Photoelasticity could be an ideal choice for the stress analysis
in many of the emerging areas of applied mechanics [11–15].

Photoelasticity deals with changes in the optical properties of a material which
is subjected to mechanical deformation and thereby provides us the principal stress
difference and directions at a point of interest on the domain. It depends on the prin-
ciple of stress induced birefringence. Photoelastic experimental test facility includes
a polariscope, appropriate loading mechanisms and data acquisition systems. Polar-
iscopes are the building blocks of any photoelastic experiments. Conventional
photoelastic experiments utilises the basic configurations such as plane or circular
polariscope. In the plane polariscope, linearly polarized light falls on the mode and
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θ

Fig. 1 Schematic arrangement of a plane polariscope

the optical elements such as analyser and polarizer are kept in a crossed positions. A
generalised figure of a plane polariscope is given in Fig. 1.

In digital photoelasticity, one utilises the intensity processing of various configura-
tions of the polariscope and the methods are broadly classified into single acquisition
and multi-acquisition methods. Phase shifting technique (PST) algorithms serves the
purpose of evaluating the isochromatic and isoclinic data with more accuracy [16–
19]. Among various PST algorithms, ten-step PST [20] is found to be effective
in providing the isochromatic and isoclinic information with enhanced accuracies.
Optical element configurations of a ten-step phase-shifting algorithm are shown in
Table 1.

In conventional digital photoelastic measurements, phase shifting is attained on
manual rotation of the optical modules. The idea of automation of polariscopes came
into existence in various forms. In 1959, the primary initiative to develop a polar-
iscope to automatically evaluate the parameters pertaining to isoclinic and isochro-
matic fringe order at a point was conducted by Zandman [21] with the introduction
of a babinet compensator which would be driven by a servo motor. In 1961, Sapaly

Table 1 10 Step PST table

α ξ η β Intensity equation

π /2 – – 0 I1 = Ib + Ia sin2 δ
2 sin

2 2θ

5π /8 – – π /8 I2 = Ib + Ia
2 sin2 δ

2 (1− sin 4θ)

3π /4 – – π /4 I3 = Ib + Ia sin2 δ
2 cos

2 2θ

7π /8 – – 3π /8 I4 = Ib + Ia
2 sin2 δ

2 (1+ sin 4θ)

π /2 3π /4 π /4 π /2 I5 = Ib + Ia
2 (1+ cos δ)

π /2 3π /4 π /4 0 I6 = Ib + Ia
2 (1− cos δ)

π /2 3π /4 0 0 I7 = Ib + Ia
2 (1− sin 2θ sin δ)

π /2 3π /4 π /4 π /4 I8 = Ib + Ia
2 (1+ cos 2θ sin δ)

π /2 π /4 0 0 I9 = Ib + Ia
2 (1+ sin 2θ sin δ)

π /2 π /4 3π /4 π /2 I10 = Ib + Ia
2 (1− cos 2θ sin δ)
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[22] came up with a new innovative idea to identify the fractional fringe orders, with
an analyser that spins continuously. Owing to the limitations of the manual opera-
tions of polariscope configurations, this work aims to design a customisable tabletop
automated plane polariscope for whole field stress analysis measurements for digital
photoelasticity.

2 Automating the Optical Elements of Plane Polariscope

The optical elements analyser and polarizers are similar in its construction, and
the polariser close to the light source makes the light linearly polarized. The same
elementwhen kept at the analysing end is called as an analyser. The rotation of optical
elements is to be automated by using steppermotors. The design is proposed to have a
flexibility in configuring the optical element as required. The plane polariscope phase
shifting algorithms will be automated by using appropriate motors which would be
controlled by a coding platform, and the entire system could be implemented in a
short time period.

Selection of appropriate motor: A motor which would rotate with high precision
levels and produce high torque at low operating speeds was the main requirement.
The stepper motor was found to be the best suiting these requirements due to its
various features. It has precise movement making it the ideal choice for applications
requiring precise positioning such as in the case of 3D printers and CNC’s. Due to
the precise increment in its movement, it is the most favoured choice for applying in
process automation and robotics. It achieves maximum value of torque at low speeds
making it ideal for applications requiring high precision at low running speed.

Appropriate coding platform is identified for the control of the stepper motor
and all the operations are controlled by the programmable logic controller (PLC).
The main requirement was that the entire experimental procedure must be simple to
implement, and the user specific-values of the orientation can be communicated to
the motor such that a person without much programming background would not find
it much of an issue while conducting the experiment.

3 Design of Optical Plate for Polariser and Analyser

Lackof availability of automated polariscopemade the initial design very challenging
and this work brought out an innovative design idea. Initially, rotating unit comprised
of a belt drive with a timer pulley was designed. This, however, increased the size of
the setup as additional holding platforms had to be built for the motors and this was
not ideal for a tabletop assembly. This leads to the need for designing an entirely
new polariscope setup such that the modules must move horizontally and its optical
elements rotated individually. The light needed to pass through all four modules and
reach the camera at the opposite end. Four pinion gears mounted at each corner of
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the module. The optical box and gear dimensions were calculated and accordingly
designed. The modules were made flexible enabling easy mounting and dismantling
from the rails on which the optical modules would be mounted and could have lateral
movement.

3.1 Part Design and Data

In order to facilitate the customisation of polariscope for various experiments, the
individual optical modules are designed to move independently along the light path
direction. Further, optical elements can be rotated individually as per the user-specific
inputs. The light needed to pass through all the four optical modules and reach the
image grabbing module at the opposite end. The rotary component is designed based
on four pinion gear systemmounted at each corner of the optical module. The optical
box and gear dimensions were based on the tabletop arrangement requirement. The
modules were made flexible enabling easy mounting and dismantling from the rails,
which facilitate an easy lateral movement for the modules. Dassault Solidworks was
chosen as the design software for the entire part design aspect due to the user-friendly
interface it provides.

The individual part design for the single optical element is discussed next:

1. Optical box plate: The optical box plate shown in Fig. 2 is having a length
of 200 mm height of 175 mm and a width of 5 mm, and there is a central
circular space of 100 mm diameter to accompany the optical element. Holes
for accompanying the pinion gears have a 10 mm diameter. Figure 2 depicts a
schematic of the optical box plate.

2. Optical box beadings: The top beading is sandwiched in between the two plates
and having dimensions, 175 mm in length, 20 mm in height and 10 mm width.
It is made up of aluminium. A side beading is also used to cover all these gears
from both sides. Dimensions of the side beading is fixed as 20 mm in thickness,
165 mm length and 10 mm in width.

3. Gears: The optical element inside the module should be freely rotatable and
easily replaceable by the operator, and no obstructions should rise within the
spaces between the optical elements. Gear with a module of 2, inner diameter
of 95 mm, outer diameter of 139 mm and 68 teeth was developed. As the gear
is placed between the two box plates, it has a thickness of 19 mm. To hold the
optical element in the gear, a groove is made with diameter of 100 mm through
2 mm thickness and next to it another groove of diameter 105 mm is made
through another 2 mm thickness to insert the rubber O ring.

The four pinion gears are mounted to the four corners of the optical box base
plate. Three pinion gears are attached using the pinion shaft. The optic element is
inserted to the main gear into the 100 mm groove. The four modules are aligned
together by connecting them on two horizontal rails. The rails are inserted into the
two slotted provisions on the box plates. The position of the optical plates can be
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Fig. 2 Schematics of optical box plate

varied depending on the user’s wish and also the configuration of polariscope is
required. Exploded view of the assembled single optical plate is shown in Fig. 3.

Rails are used so that the modules can easily slide on them and easy removal
was also possible. Another feature was that all the modules would be aligned in a
straight manner and no errors would arise for the alignment. The assembled plane
polariscope is depicted in Fig. 4. The optical plates in order from the light source are
polarizer and analyser. The position of the optical plates can be varied depending on
the user’swish and also the configuration of polariscope is required. The experimental
specimen would be kept in a specimen holder which would be located between the
analyser and polariser.
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Fig. 3 Exploded view of a single optical plate

4 Conclusion

Photoelasticity is widely used in 2D and 3D studies, impact testing, residual stress
analysis, glass inspection, flaw detection, assembly stress analysis and FEA model
inspection. In photoelasticity, onemake use of polarized light. In conventional digital
photoelastic measurements, phase shifting is achieved by manual rotation of the
optical elements of the polariscope. The design envisaged for automating the plane
polariscope enables one to overcome the long-term faced problem of increased rate
of errors due to manual rotation of the optical elements in the plane polariscopes.
Due to the development of this unique system of automation, one could explore the
plane polariscope-based phase shifting algorithms for achieving greater accuracy for
the stress/birefringence measurements. The polariscope can be conveniently used in
any small-scale lab facilities, and it can be used as a tabletop apparatus.
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Fig. 4 Assembled view of automated plane polariscope
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Structural and Vibration Analysis
of Barge Ship Hull

S. Ramana Babu and Baswani Harikrishna Raju

1 Introduction

A barge ship is flat-shaped on its foot, rather like a flatboat. The most reason for this
specific shape is to guarantee that the cargo-carrying capacity is improved and more
bulk can be shipped and transported. A sort of vessel that is essentially utilized for
transporting cargo is named as a ‘barge’ [1]. Barge ships are not something like free
vessels or ships but are engineers coasting vessels generally towed or pulled beside
other vessels [2]. For centuries, the wood is the main material for shipbuilding,
but later on, the shipbuilders realized that the steel material is stronger and lighter
compared to wood [3]. In any case, the foremost critical portion almost barge ships
is the reality that they are not free boats or vessels, and they need to be pulled or
towed alongside other naval vessels within the water [4]. Barge ships are utilized for
the most part in smaller water parts like rivers, lakes, or canals; however, they are
presently utilized broadly at seaports [5]. Barges are not modern to utilize, but the
world had seen marine barge ships even before the industrial revolution. Before the
industrial transformation in Europe, marine barges were utilized as the main strategy
of transportation to ship cargo across places connected by water bodies [6].

2 Design of Ship Hull

This work deals with the structural analysis of barge ship hull configuration for
structural rigidity, estimation ofmachinery, andmechanical equipment [7].All design
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Table 1 Design calculations Name Formula

Deck plating t = (6.5 + 0.02L)C
√

ks1
Sb

Double-bottom plate dDB = 32B + 190
√
d

Side plate t = (6.5 + 0.02L)C
√

ks1
Sb

Bulkheads t = 0.004S f
√
h4K

Stress S = force (load)/unit area

selections, estimation, and calculation on board the work barge were done by Lloyd’s
rules and regulations.

2.1 Design Calculation

Table 1 represents the design calculations which are used in constructing the barge
ship hull with pre-assumed values. The calculation is done by using Lloyd’s rules
and regulations [8].

2.2 Design and Assembling

The DELFTship software specializes in the development of high-end marine soft-
ware. It is a free-version software where it can be learned by any individual without
any training just by following their help manual. The ship hull surface structure is
generated using DELFTship software. All dimensions of the outer surface are used
to generate the ship hull. The barge ship hull model is selected in this work.

Figure 1 shows the barge ship hull after selecting the type of hull, length, width,
and draft dimensions. According to the dimensions, the barge hull model is created in
this software. It also shows the different views of the barge ship hull, and by selecting
the angle view of the ship, we can see the front, top, and back views of the barge
ship. The model which is created in DELFTship software is further modified into a
DXF file. In AutoCAD software, we are using the DXF file which is generated. In
DELFTship software, we create the outlook of barge hull and further modified into
IGES file. Before using the sketch, select the plane of CATIA display and then got
to sketch so that the generating face can be done in CATIA software. In this, the
drawing which is an accurate dimension is then converted to three-dimensional solid
(3D).

Figure 2 represents the 3D model of barge ship hull which is created in CATIA
software. The surface is initially created, stiffness is provided according to calculated
values, and the file is further modified into UGES file.
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Fig. 1 Barge ship hull in DELFTship software

Fig. 2. 3D model of barge ship hull

Hypermesh is a popular multi-disciplinary pre- and post8-processor, which
manages the generation of large and complex models. In this work, the geometry
model is imported from CATIA as a UGES file. And, steel, aluminium, wood, and
fibreglass materials are considered in this work.

Table 2which is shown below represents thematerial components such asYoung’s
modulus and Poisson’s ratio for different materials.
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Table 2 Material
components

Material Young’s modulus
(GPa)

Poisson’s ratio Density
(kg/m3)

Steel 210 0.3 7850

Aluminium 69 0.33 2500

Wood 9.5 0.3 600

Fibreglass 72 0.21 2400

Generally, a 2D mesh element is available in the Hypermesh. These elements
are used to solve in the shell and solid element. When there are several elements
present, we can get exact results. At the same time, quadrilateral meshing gives the
best results. Using this software, we can get the required types of machines.

Figure 3 shows the finite element model in Hypermesh. The 3D shell at quadratic
element is prepared for steel plates as well as a link element is selected for steel
channels for completing the finite element model; the geometry has 201,951 quadric
shell elements and 251,231 nodes, as well as the number of links are observed as
255,484. After assigning thematerial properties, the element, and sections, themodel
is transferred to the Abaqus file.

In this present work, initially, we took different geometric parameters using the
detailing drawings we created in CATIA software and saved as IGS file in a partic-
ular location of the computer. In Abaqus, static structure and modal analysis are
performed. A 2D shell element is used to divide the geometric body into small strips
(finite elements). The entire hull component is divided into 21,830 shell elements
and 21,884 nodes.

Fig. 3 Finite element model in Hypermesh
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Fig. 4 Stress of steel ship hull

Figure 4 shows the stress of steel ship hull symmetric model after 500-T force
applied on the top supported plate, the red indicates maximum stress, and blue indi-
cates minimum stress. All together maximum stress is 129 MPa. The stress is much
of considerable stress. Similarly, this analysis was done for remaining materials; for
aluminium, the maximum stress is 130.1 MPa; for wood, the maximum stress is
129.2 MPa; and for fibreglass, the maximum stress is 128.7 MPa.

Figure 5 shows the total deformation of the steel ship hull symmetric model after
500-T force applied on top supported plate, the red indicates the maximum deforma-
tion, and blue indicates minimum deformation. All together maximum deformation
is 8.9 mm. This deformation is much of considerable deformation. Similarly, this
analysis was done for remaining materials; for aluminium, the maximum deforma-
tion is 26.4 mm; for wood, the maximum deformation is 185 mm; and for fibreglass,
the maximum deformation is 27.1 mm.

Fig. 5 Deformation of steel ship hull
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Fig. 6 Mode of barge ship hull for steel sheet

3 Modal Analysis

Modal analysis is used to determine the natural frequencies and mode shapes of
a structure. The natural frequencies and mode shapes are important parameters in
the design of a structure for dynamic loading conditions. All models are created
in CATIA (Computer Aided Three-dimensional Interactive Application) software.
And, model structural analysis is performed in the Abaqus version.

Figure 6 shows the mode shape of a barge ship hull for steel sheet that can be
determined by the eigenvalue of vibration equation like single or two degrees of
freedom system. Here, mode shape at first frequency is expanding towards the top
face of the hull and 1st natural frequency of 4.74 Hz. Similarly, this process is done
for the remaining materials; for aluminium sheet, 1st natural frequency of 5.31 Hz;
for wood sheet, 1st natural frequency of 11.54Hz; and for fibreglass sheet, 1st natural
frequency of 5.04 Hz.

4 Frequency Response Analysis

Harmonic analyses are used to determine the steady-state response of a linear struc-
ture to loads that vary sinusoidally (harmonically) with time, thus enabling you to
verify whether or not your designs will successfully overcome resonance, fatigue,
and other harmful effects of forced vibrations. The transient vibrations, which occur
at the beginning of the excitation, are not accounted for in a harmonic analysis.

Figure 7 shows the natural frequencies in various modes for different materials.
The orange line indicates steel, the red line indicates aluminium, the violet line
indicateswood, and the blue line indicates fibreglass. The frequencies aremeasured in
Hz. In the above graph, the wood materials have high natural frequencies, and others
tend to be in the limit. For aluminium, till mode 2, the frequencies are straight, and
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Fig. 7 Graph of natural frequencies for different materials

after mode 2, there is a slight change in frequencies and gradually increases.Whereas
in the fibreglass and steel, it is constant frequencies till mode 3, and after mode 3,
the frequencies will be slightly raised.

5 Results and Discussion

Initially, the geometry model dimension is pre-assumed and taken from the real-
time ship article. All dimension of the barge hull is calculated theoretically, and the
allowable steel stress is 125 M Pa. According to the dimension ship, the 3D model is
prepared in DELFTship software, and CATIA software is used to find the 3D model
and saved as an IGES file. It was imported into Hypermesh, and the geometry is
divided into a finite element model with different materials.

Finally, Table 3 represents the structural analysis results which are done using
Abaqus software. The results are as follows:

Therefore, Table 4 represents the natural frequencies for different materials which
are done in the modal analysis and frequency response analysis for finding out the
mode shapes and natural frequencies. The results are as follows:

Table 3 Structural analysis results

Material Deformation (mm) Stress (MPa)

Steel 8.91 129

Aluminium 26.4 130.1

Wood 185 129.2

Fibreglass 27.1 128.7
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Table 4 Natural frequency for different materials

Material Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Steel 4.742 5.221 5.7907 8.89 9.95

Aluminium 5.1 5.89 9.06 10.13 11.1

Wood 11.5 12.71 14.09 21.65 24.23

Fibreglass 5.04 5.53 6.3 9.39 10.52

Based on the results achieved from the theoretical results and the numerical simu-
lation results, we conclude that the barge ship hull with different materials performed
in both theory and analysis has given good results and proven which is better among
the materials, and given has the best outcome that which materials give less cost and
better output and better maintenance cost for ship hull, and from the vibration anal-
ysis, it is shown that the data are accurate and stiffness of the ship hull is well based
on the results, and finally, from this paper, we have achieved a comprised results,
and the error in stress between the theoretical and numerical simulation results is
almost less than 8% which means it is safe to build the barge ship hull using these
parameters.

6 Conclusion

The 3D modelling of ship hull design and analysis are very important factors for
design engineers who work in shipping industries. The selection of the size of the
ship and its materials is a complex task for the engineers. In this work, a pre-assumed
load-charring barge ship hull is designed from real-time ship article according to
Lloyd’s rules and regulations. The required number of thicknesses, cross-section
size of the channel, and the number of channels are calculated using this regulation.

In this work, the 3D ship model was prepared using DELFTship software and
modified into theDXFfile; the outlook of the barge ship hull is prepared inAutoCAD,
then the model is further modified into the IGES file, and the 3D model is created
using CATIA software. To get quadratic elements as well as accurate results, Hyper-
mesh software is preferred, and analysis is done usingAbaqus. Four types ofmaterials
are applied to the ship model with 500-T loading and found that steel has minimum
deformation but has heavyweight compared to other materials. Wood has high defor-
mation and less corrosion material because compared to other materials, the wood is
having low elastic properties and less Young’s modulus. Aluminium and fibreglass
have almost the same deformation and less weight when compared to steel material.
Stresses of each material have almost value because stresses depend on area and
load, but in this work, we are not changing the load (or) any area, and model analysis
was done for four materials. If the natural frequency is high, automatically the stiff-
ness of the structure will improve. Wood, aluminium, and fibreglass materials have
high natural frequencies when compared to steel. The structure, number of channels,
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and its sizes are designed based on allowable steel stress 125 MPa. Theoretical and
analytical results have a good agreement. Finally, aluminium or fibreglass materials
are preferred to improve life and reduce weight because the fibreglass material of
reducingweight can reduce the required engine power aswell as increase the payload.
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Investigation of Failure in L-shaped
Woven Carbon Fiber-reinforced Polymer
Composite Under Pull-out and 4-Point
Bending

Bipin Kumar Chaurasia, Deepak Kumar, and Vasvani Ashish Maheshbhai

1 Introduction

Nowadays for development of aircrafts, medical equipment, and advance technolo-
gies, lightweight and high-strength material is in demand. These material character-
istics can be achieved by an innovative compositematerials. Generally, the composite
materials have lightweight, high strength to weight ratio, good thermal and electrical
resistances, and long life in comparison to the conventional materials [1–3]. Curved
laminates are regularly used in aerospace, machine parts, automobile industries,
marine industries, and medical equipment industries. Three applied loads are acted
in the middle part of the L-shaped laminates: (i) axial load (parallel to arm), (ii) shear
load (perpendicular to arm), and (iii) moment load, due to variation in applied-force
direction. These applied loads generate inter-laminar normal stress and inter-laminar
shear stress at the interface of the L-shaped laminate. As applied force is varying
in the curved laminates, in result, force exerts at higher stress concentration region
in the curved part and leads to the failure of laminates in terms of matrix cracking
and delamination [4]. Moreover, various researchers [5–7] studied different types of
curved laminates such as corrugated laminates, L-shaped, goggles or T-shaped. One
of the important conclusions they made is that curvature in T-shaped and L-shaped
has higher stress concentration compared to others, due to sudden change in the axis
direction.

When the quasi-static load is applied, L-shaped laminate starts deforming.
Observed deformation leads to tension in the bottom surface of the curved regions,
whereas compression in the top part of the surface. Because of compression and
tension in the top and bottom laminas, separation and delamination failures occur
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in the laminates. These failures reduce the strength near the curved region, and
finally, L-shaped laminates fail [8, 9]. Inter-laminar tensile strengths are very impor-
tant properties of composite laminates, and finding of these properties is the most
difficult task. Generally, ASTM D-6415 is used to determine the inter-laminar prop-
erties of carbon fibre-reinforced polymer [10]. Here, they found a large scatter of
data in tensile strength values during the experiment. Further, their research suggests
that scattering in tensile values is found due to fabrication of curved laminates with
uniform thickness and radius. Makeev et al. [11] developed an accurate and effi-
cient method to determine the inter-laminar tensile strength. In their analysis, they
concluded that short-beam and modified curved-beam methods provide the better
approach to determine inter-laminar tensile strength. Fiber direction and laminates
stacking sequence affect the strength and stiffness of curve-shaped laminates along
with its mechanical properties [12]. Stacking sequence effects on the mechanical
properties are extensively studied by Pan et al. [13]. They investigated the initial
fracture modes of the L-shaped laminates. Many researchers [14, 15] found from
the experiments that failures in the L-shaped composite laminate occur in the curved
region because of higher stress concentration. Uyar et al. [16] conducted experi-
ment and evaluated stress concentration value in the L-shaped composite laminates.
It is found that dynamic delamination occurs in L-shaped laminates under quasi-
static shear loading. Inter-laminar normal stresses (ILNS) will be induced together
with inter-laminar shear stresses (ILSS) in the curved laminates at the interfaces.
Various failures such as delamination, matrix cracking, and their interaction are
still not clear. To incorporate these failures in the numerical model, Cao et al. [17]
proposed a computational approach to explicitly model inter-laminar delamination
and intra-laminar matrix cracking in L-shaped composite laminate. These failures
are incorporated in the finite element model by inserting zero-thickness cohesive
elements at the interfaces and using mixed-mode traction-separation law.

In this paper, L-shaped composite laminates are fabricated with a stacking
sequence [0°/45°/90°/−45°]3s for the pull-out test and 4-point bend test. The quasi-
static load is applied, and specimens were tested under both loading conditions
in UTM for their failure strength and failure interactions. Most of the published
research articles are focused on strength and delamination failures. However, in
this paper, failure strengths are evaluated for each test along with interaction of
failure mechanisms investigated. Furthermore, microstructure of L-shaped laminates
is recorded by using optical microscope before experiment and after the experiment.
Finally, it is concluded that matrix cracking started initially and that leads to the
separation/delamination failure in the L-shaped laminates.

2 Specimens and Test

CFRP laminates are fabricated by UD carbon fiber fabric, LY 556 epoxy resin
(bisphenol-A-diglycidyl-ether) and HY 951 hardener [18]. Mold is polished by the
wax to removeminor surface imperfections such as scratches, spotting, andoxidation.
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Carbon fiber fabric is cut in such a manner that different orientations of the required
stacking sequence can be achieved. After that, PVA is applied on the mold to release
the laminates easily without any defects such as impurity and voids. Epoxy resin and
hardener are mixed in the ratio 10:1. After mixing, prepared solution is applied on
the mold with the help of brush. Carbon fiber fabric (CFF) are placed according to
stacking sequence, and prepared solution is applied on each layers of fibers. Here,
ratio of CFF and resin solution must be maintained as 1:1. Carbon fibers are arranged
in stacking sequence [0/45/90/−45]3s. After applying prepared resin solution on each
lamina, excess resin is removed with the help of roller. Fabricated laminate is kept
for minimum 24 h at room temperature for curing. After curing, fabricated laminates
are removed from the mold (see Fig. 1).

Average thickness of the fabricated laminate is measured as 7.17 mm. Further,
laminates are cut into ten specimens based on ASTM standards for pull-out test
and 4-point bending test (see Fig. 2). The test was desired largely to initiate the
delamination failure mode in the curved region. Therefore, we chosen the pull-out
and 4-point bending tests for our fabricated specimens. The test was modified from
ASTM to fit the facilities available in the laboratory. Five specimens are fabricated
and tested, denoted as to F1 to F5 for pull-out test and H1 to H5 for 4-point bend
test (see Fig. 3a, b). These tests are conducted on Blue Star, 20 kN, universal testing
machine (UTM) of Jinan testing corporation [19]. The whole testing procedure is
recorded by Nikon DSLR D7000 camera. A side face of each curved composite

Fig. 1 Fabricated CFRP laminates

Fig. 2 Schematic of
L-shaped specimen
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Fig. 3 Specimen for a pull-out test (F1–F5) b Four-point bend test (H1–H5)

specimen was painted white by using chalk dust to see delamination failure clearly
after the test.

2.1 Pull-out Test

Pull-out test is conducted based on modified ASTM D-6415 standard [11] for the
specimen F1 to F5. To conduct pull-out test, 10 mm diameter hole is created in each
specimen (leg part). Fixture for gripping the specimen is designed, and it consists of
M10 bolt and MS plates. Further, 30 mm length of arm (L-shaped) is kept fixed, and
load is applied on the other arm through the fixture. Displacement rate of 2 mm/min
is applied during the test (Fig. 4).

Load and displacement recorded during the tests are shown in Fig. 5. From Fig. 5,
it is clear that the load is increasing nonlinearly with the displacement. Here, load has
increased to the maximum value for all the five specimens, and six drops in the load
were noted in one specimen (F2 specimen). In almost four specimens with several
cracks, a large crack was initiated at the first peak, subsequently followed by crack
propagation. Second peak is noted after the first peak after some seconds of nonstop
loading. Afterward, the specimens failed with extra-large cracks or several cracks.
Therefore, the first drop of loading initiates the first crack at the interface, near to
the top lamina of the specimen. Successively, the second drop occurs after a large
crack on the failure surface. As the load is applied on the specimens, failures such
as delamination and matrix cracking can be predicted from the load–displacement
curve (Fig. 5). Crack initiates at the applied load 0.9 kN, and finally, failure takes
place at 1.7 kN in each specimen. Here, multiple (at least 6) delaminations have been
reported.

2.2 Four-Point Bend Test

On the similar note, 4-point bend test is conducted on 20 kNuniversal testingmachine
(UTM). To achieve this, two rollers in both upper and lower supports have been
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Fig. 4 Experiment a UTM setup b Pull-out arrangement c Four-point bend arrangement

Fig. 5 Load–displacement curve under pull-out loading

provided. Distance between bottom two rollers is 75 mm, and the distance between
the top two rollers is 100 mm. The test was aimed to create an area with a dominant
bending moment between the two upper pins. The feed rate of 2 mm/min is applied
from top support (see Fig. 4). Consequently, the delamination was expected to be the
only failure mode in this area. Six specimens, denoted as H1 to H5, were fabricated
and tested. The load and displacement curve is recorded.
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Fig. 6 Load–displacement curve under 4-point bending
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Fig. 7 Standard deviation in load during each delamination failure (pull-out test)

Unfolding load is applied by two roller supports. Load versus displacement curve
is plotted (see Fig. 6). Average peak load of specimen “H” is found as 1.1 kN. From
Fig. 6, it is clear that the first crack initiates at around applied load of 0.4 kN. Further,
delamination failure has been observed in all the specimens.

3 Results and Discussion

3.1 Failure Investigation in Laminates Under Pull-out Test

In Fig. 7, peak load for delamination is shown for each specimen (F1–F5). It shows
that deviation in load for third and fourth delaminations are similar for each specimen,
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Delamination
Delamination Delamination

Delamination

Delamination
Delamination

(a) (b) (c)

(d) (e) (f)

Fig. 8 a First delamination (0.91 kN) b Third delamination (1.24 kN) c Fourth delamination
(1.45 kN) d Fifth delamination (1.52 kN) e Multiple delaminations (1.43 kN) f Delamination at
ultimate failure

but the first and sixth delaminations show the variation of deviation in load values.
Also, overall strength of the laminates reduces with the delamination failure; i.e.,
load drops with delamination initiation and increases with propagation. Specimen
“F2” is shown in Fig. 8 to represent delamination initiation and propagation in order.

In specimen “F2,” the first and second delaminations start at 0.916 kN and
1.414 kN, respectively.Also, location of the first delamination is found at the interface
of 11th interface (90°/−45°), and second delamination is observed at sixth interface
(45°/90°) as shown in Fig. 8a, b. Third and fourth delaminations initiate at 2nd inter-
face (45°/90°) and 22nd interface (90°/45°), respectively. Further, fifth delamination
started at the 15th interface (45°/0°) as shown in Fig. 8d. Finally, at the applied load
1.7 kN, multiple delaminations can be observed as shown in Fig. 8f. Also, optical
microscope is used to check the specimen “F2” before and after the test as shown
in Fig. 9. It is clear from the image that fiber splitting occurred in 1st, 2nd, 4th, 8th,
12th, and 20th plies, mainly in -45° layers because of shear force, and at some extent
in 0° layers. All the six delaminations are clearly visible from top to bottom. Also,
a specific crack pattern is observed between seventh and eigth laminas. This clearly
reveals that delamination was initiated after matrix cracking [6].

3.2 Failure Observed in Laminates Under 4-point Bending

For specimen “H4,” the first three delaminations were observed for applied load
0.5 kN. These delaminations were found at the interface 90°/−45° (7th lamina),
90°/−45° (11th lamina), and90°/45° (18th lamina).After the application of 0.483kN,
6th delamination initiated at the interface−45°/−45° (12th lamina). Seventh delam-
ination is observed a peak load of 0.576 kN at interface 90°/45° (22nd lamina). The
eighth delamination is initiated at interface 90°/−45° (seventh ply). Delaminations
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Fig. 9 Microstructure of specimen F2 before and after the test (curved region)
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Fig. 10 Standard deviation in load during each delamination failure (4-point bending)

are observed in the specimen with a peak load of 1.083 kN. Furthermore, standard
deviation in peak load is plotted between load and displacement as shown in Fig. 10.
Minimum deviation in load is observed in 2nd, 4th, and 5th delaminations, whereas
maximum deviation in load is found for 8th, 10th, 11th, and 12th delaminations. As
the number of delamination increases in the specimen, it is impossible to predict
the failure and peak load. The sequence of delamination initiation and propagation
for specimen “H4” are shown in Fig. 11. From Fig. 6, it is clear that load increases
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Delamination Delamination Delamination

Delamination Delamination Delamination

(a) (b) (c)

(d) (e) (f)

Fig. 11 a First three delaminations (0.46 kN) b Sixth delamination (0.48 kN) c Seventh delamina-
tion (0.58 kN) dEighth delamination (0.661 kN) eMultiple delaminations (1.08 kN) f Delamination
at ultimate load

nonlinearly with the displacement. Here, the load has been increased to the largest
value, and drop in loading is noted in all five specimens, while more than twelve
drops in load were noted in the four other cases (H2–H5 specimens). In all the spec-
imens with several cracks, a large crack was initiated at the first peak, subsequently
followed by crack propagation. In all the specimens with multiple peaks, a large
crack was generated at the first peak, and this was followed by crack propagation.
Second peak is noted after the first peak after some seconds of nonstop loading.
Afterward, the specimens failed with extra-large cracks or several cracks. There-
fore, the first drop of loading initiates the first crack at the interface, near to the top
lamina of the specimen. In the case of the specimen with only twelve drops, several
cracks appear on the failure surfaces. Therefore, delamination dominated the failure
modes. Delamination failure occurred from the inner radius to around two-third of
the thickness of the specimen.

Figure 12 shows the microscopic image of the specimen before and after the test.
Fiber splitting occurred in 2nd, 3rd, 8th, and 20th plies. It is observed that these
types of failures mainly occur in 45° laminas because of unfolding load applied on
the laminates. This results in tension as well as shear actions in 45° and 90° layers
at some extent. Three delaminations are clearly visible from top to bottom (Fig. 12).
Also, matrix cracking is observed between fifth and sixth laminas. In this, a specific
crack pattern is found between 15th, 16th, and 17th laminas, which is in-line to the
crack pattern observed in the pull-out test. These crack patterns clearly reveal that
matrix cracking led to the multiple delamination failures.
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Fig. 12 Microstructures of specimen H4 before and after the test (curved region)

4 Conclusion

L-shaped composite has lower strength than flat composite because of the curved
section. When load is applied in L-shaped composite, then body starts deforming.
Deformation leads to tension in the lower surface of curved part, whereas compres-
sion on the top surface. Compression and tension on the top and bottom laminas cause
matrix or fiber cracking in the laminates. Due to the separation in layers, delamina-
tion occurs in the laminates. These failures reduce the strength of curved region of
laminates and leading to overall failure of the laminates. Pull-out and 4-point bend
tests were conducted, and failure behavior have been studied. Average load carrying
capacity is evaluated as 1.7646 kN for pull-out test, while in the case of 4-point bend
test, average load capacity is found as 1. 1 kN for the same laminates. From optical
microscope, delamination and matrix cracking have been observed in both types of
tests. Further, it is observed that fiber splitting mainly occurred in 45° layers and in
45° and 90° layers at some extent. More matrix cracking is observed between fifth
and sixth plies of laminates under 4-point bending. This is due to bigger volume



Investigation of Failure in L-shaped Woven Carbon Fiber … 703

under stress compared to pull-out test. One important conclusion has been made that
matrix cracking leads to delamination failure in both the tests.
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Vibrations Characteristics Analysis
of Rotor-Bearings System Due to Surface
Defects Based in CNC Machines

R. G. Desavale, Jitendra Kumar Katiyar, and T. Jagadeesha

1 Introduction

Rolling contact bearings are most commonly used bearings in machine tools. During
machining, various cutting forces such as tangential, radial, and axial load comes
on the spindle of CNC machines. There are various statistical methods in use to
find out the defect in the bearing systems. Many known statistical techniques using
the chaos, probability theory, and random theory are used to find out the defects in
the bearing and various statistical parameters are used to compare the distribution
between healthy and unhealthy bearings used in both process and manufacturing
industries [1–5]. Sophisticated control theory has been also explored using envelop
analysis to find the easy and earlier defects in the bearing systems. Signal control
theory is well established using signal demodulations principle for condition moni-
toring of the bearing systems [6, 7]. Noise analysis is also extensively used to find the
patterns of the healthy and unhealthy bearings of the rotor shaft systems commonly
used in rotarymachines [8, 9].Wavelet theory is becoming a popular tool in analyzing
defective bearings. Both physics and mathematics of the failure behavior can be
established [10–12]
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Table 1 Dimensionless
π-products

Variables Pi terms Designations

D, Ns ,W and A π1
A
D

D, Ns ,W and Din π2
Din
D

D, Ns ,W and Dout π3
Dout
D

D, Ns ,W and Dr π4
Dr
D

D, Ns ,W and Rr π5
Rr
D

D, Ns ,W and Lr π6
Lr
D

D, Ns ,W and Dp π7
Dp
D

D, Ns ,W and B π8
B
D

D, Ns ,W andCd π9
Cd
D

D, Ns ,Wand Zr π10
Zr
D

2 Analysis of the Bearing Defects

The various parameter of the bearings is taken and dimensionless parameters
are obtained. Few dimensionless parameters are given in Table 1 and reduced
dimensionless parameters are given in Table 2.

After the detailed analysis following expression is obtained.

A

D

= f

(
γ ×

(
HT S

Kd E

)a

×
(

B�T f

CdCvKc

)b

×
(
KUbW

qCNs

)c

×
(
V frdρD2

δW

)d

×
(
dpndαt

DZ

)e
)

(1)

Equation 1 can be used to predict the vibration behavior of the bearings.

3 Experimentation and Instrumentation

The experimental setup has been developed in house and is shown in Fig. 1. Rotor
and shaft are machined precisely and coupled using the love joy coupling. Direct
electric motor is used to run the rotor shaft system. To change the speed of the shaft
a variable frequency controller is used which can change the rotation of shaft in the
range of 400–1200 RPM. Additionally, a tachometer is also used to measure the
rotational speed of the shaft. Faults in the bearing are created in house using electro
discharge machines. Fault details are given in Table 3. Artificially generated defect
on outer race, inner race, and roller are shown in Fig. 2. Accelerometer is mounted
on the unhealthy bearing to find out its characteristic behavior in terms of amplitude
and frequency. Fast Fourier analysis is done using data obtained.
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Table 2 Reduced
dimensionless π -products

Dimensionless
parameter

Ratio of the
parameters

Ratios in terms of
variables

πa
π2
π3

Din
Dout

πb
π4
π5

Dr
Rr

πc
π6
π7

Lr
Dp

πd
π8
π9

B
Cd

πe
π30
π48

Fa
FH

π f
π35
π36

mr
mi

πg
π37
π38

m0
mro

πh
π41
π42

fc
fr

πi
π46
π47

f f t f
fvc f

π j
π43
π44

fid
fod

πk
π16
π50

VD
I

πl
π33
π50

HD2

I Ns

πm
π40
π50

δD3

I

πn
π26
π50

�D3

I N3
s

π0
π28
π29

CvD2

I N2
s

πp
π26
π50

Kd D2

I Ns

πq
π42
π50

frd D4

I Ns

πr
π20
π50

W
ρ I N2

s

πs
π31
π20

K
ρD3N2

s

πt
π32
π20

C
ρD3Ns

4 Results

Using the experimental setup shown in Fig. 1 and for the various defects as shown in
the Table 3. The various experiments are run at 900, 1800, and 2700 RPMs and outer
race frequency, inner race defect frequency, and rolling element defect frequency are
noted for each of these RPMs. Both theoretical and experimental results are given in
Table 4

It is clear from the Table 4 that outer race defect frequency depends on the rota-
tional speed of the rotor shaft system. When the shaft is running at 900 rpm, the
defect frequency is 94.22 Hz. When the speed is doubled the frequency is also
almost doubled. It is found that inner race defect frequency at 900 rpm occurs at a
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Fig. 1 Schematics of an experimental setup

Table 3 Classification of
bearing defects and values

Type of defect created Size in mm

Defect pattern 1 05 × 02 × 0.1

Defect pattern 2 07 × 03 × 0.2

Defect pattern 3 12 × 05 × 0.4

Fig. 2 Artificially generated defect pattern on a outer race, b inner race, c roller

higher value when compared to outer race defect frequency at the same rpm. It can
be observed that frequency caused by the defects in rolling element shows a similar
pattern compared to frequency caused by the defects in the outer race of the bearings.
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Table 4 Characteristic defect frequencies

Defect frequency Theoretical Experimental

900 rpm 1800 rpm 2700 rpm 900 rpm 1800 rpm 2700 rpm

Defect frequency (Outer
race)

94.22 188.44 282.66 83.21 187.99 272.36

Defect frequency (Inner
race)

130.77 261.55 392.33 131.84 245.36 401.30

Defect frequency (Rolling
element)

92.43 184.87 277.31 95.21 168.46 256.32

5 Conclusions

In roller contact bearings, it is important to identify the cause root of the defect
in early stages to reduce the preventive and corrective maintenance costs. There
are various techniques that are used in industry to monitor the life of the bearing.
In this study defective bearings are studied under various process conditions. The
vibration analysis of the bearing can detect the defective bearings. Different types
of defects produce a unique vibration signature. The frequency and amplitude of the
vibration depend on the type of the defect, location of the defect, and other controlling
parameters such as speed, load, unbalance, clearance, etc. At a given speed, vibration
signature of both healthy and unhealthy bearings is captured and compared with the
theoretical equations developed using dimensional analysis theorem. The speed has
a predominant effect on the vibration characteristics of the defects in the bearings. As
speed increases the defect frequency also increases and there is a specific signature
for each defect in the various elements of the bearings.
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The Diagnostic Analysis of the Rolling
Element Bearings for the Machine Tool
Applications Using Dimension Theory

R. G. Desavale, Jitendra Kumar Katiyar, and T. Jagadeesha

1 Introduction

Antifriction bearings or roller contact bearings are commonly used types of bearing
in most rotating machines. It is used to provide support and carry the radial and axial
load. The failure of these types of bearings can cause shut down of the machines and
expensive maintenance [1, 2].

There are various methods of monitoring the failures in industry. The temperature
analysis, wear debris analysis, lubricating oil analysis, noise analysis, and vibration
analysis. The vibration online monitoring is gaining importance in industry due to
its robustness and simplicity. The available electronics in the industry also made
it more user-friendly and adaptable. They are accurate and data can be extracted
in real time. Healthy and unhealthy bearings give different amplitude and frequency
patterns which can bemeasured and recorded easily [3]. Sunnersjo [4] has carried out
experimental studies on bearings by varying stiffness of the system. They consid-
ered mass and damping force and taken bearing accuracy and quality is taken as
independent parameters. It is shown that clearance has a predominant role to play in
bearing system and by adjusting the clearance of the bearing, system behavior such
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as compliance or stiffness can be changed considerably. Yamauchi [5], Saito [6]
experimented on non-linear bearing systems and suggested new balance techniques
and novel algorithm which uses Fast Fourier Transformation. They stated that in
non-linear bearing systems certain harmonics are important for a specific rotation of
the rotor systems. They observed that through proper control strategies, unwanted
harmonics can be reduced or eliminated. Ehrich [7–9] studied behavior of rotor
shaft system at very high rotational frequency and they observed irregular chaotic
behavior of the systems. In addition, they also noted specific harmonic responses for
these high-speed rotor shaft systems.

2 Mathematical Formulation

To mathematically model the system the various parameters are to be chosen.
Dimensionless groups obtained from the analysis is as follows

πa = π2

π3
= D
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db
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After obtaining vibration amplitude and fault frequency of rotor bearing systems
for clearance and unbalance using experimentation, the same can be evaluated with
the new DA method and RSM techniques. The computation follows a closed loop
linking the variations of the speed, load, clearance, and unbalance. This loop is
repeated until the difference of the amplitudes of vibration and defect frequency
between two adjacent iterations is less than the prescribed tolerance error. Once the
convergence is reached, one can increase the load, speed, clearance, and unbalance
and start the next step.

3 Experimental Study

The schematics of inhouse experimental setup developed is shown in Fig. 1. Speed of
the direct currentmotor is varied using variable frequency controller unit. Accelerom-
eter is placed on bearing housing for fault detection. Vibration frequency and ampli-
tudes are capturedusingFFTanalyzer. Experiments are conducted for various process
parameters. Between Shaft and Sleeve, a clearance of 0.04 is created artificially and
measurement is done using the Feeler gage as shown in Fig. 2. Between Sleeve and
Inner Race, a clearance of 0.04 is created artificially and measurement is done using
the Feeler gage as shown in Fig. 3.
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Fig. 1 Schematics of an experimental setup

Fig. 2 Shaft and sleeve
clearance of 0.04 mm

Fig. 3 Sleeve and inner race
clearance of 0.04 mm
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4 Results and Discussions

To investigate the effect of unbalance on vibration amplitude the nine experiments
were carried out with maximum speed of 12,000 rpm to investigate the unbalancing
effects. Few results are given in Fig. 4.

Figure 4 depicts the vibration spectrum of effect of unbalance on vibration ampli-
tude of rotor bearing system. From Fig. 4b, c it is clear that if increase of unbalance
from 0.30 to 0.80 g mm two peaks are observed at 1160 and 1385 Hz, and the
amplitude of vibration are increased with unbalance weight. Additional nine exper-
iments were performed and the significant effects of unbalance weight on vibration
amplitude were noticed. Figure 5 shows the response of vibration amplitude due
to unbalance weight and is obtained by using Eq. (16). Similarly, Fig. 6 shows the
experimental results of vibration amplitude with unbalance effect. Some fluctuations
in the vibration amplitude are observed because of unbalanced weights.

Additional five experiments were performed to observe the effects of clearance
with unbalance. The past literature indicates that radial clearance is the main cause
of significant effect on vibration characteristics of bearing systems. Figure 7 shows
the comparison of effect of clearance on vibration amplitude. It is observed that with
the increase of clearance from 0.00 to 0.16 mm the vibration amplitude increases and
then unchanged and afterward shows decreasing fashion. In addition, it shows that
small clearance is good to reduce the effect of unbalance on vibration amplitude.

5 Conclusions

The condition monitoring of the bearing is very important in the process industry.
Early detection of the faults saves energy time and cost. In this work, the fault
diagnosis of the faulty bearings is done. Various defects are created artificially and
the vibration amplitude and frequencies are measured. It is found that unbalance on
the rotor system completely changes the vibration amplitude and frequency and it
can be detected and analyzed easily. Various values of unbalances are studied and
different patterns are obtained for different unbalance and precise unbalance can be
easily detected and can be predicted using the developed model. Clearance also has
an important effect on the performance of the bearing and as clearance increases the
vibration pattern changes. Changes in the vibration patterns decide the amount of
clearance present in the bearing.
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Fig. 4 Vibration spectra of
effect of unbalance on
amplitude of vibration

(a) 0.30 g.mm 

(b) 0.80 g.mm 

(c) 1.35 g.mm 
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Fig. 5 Prediction of
unbalance effect on
acceleration level using
model

Fig. 6 Experimental values
of unbalance on acceleration
level

Fig. 7 Comparison of effect
radial clearance on vibration
amplitude
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Topology Optimization of Bench
Problems—Stress and Deformation
Perspective

Dara Ashok, M. V. A. Raju Bahubalendruni, and Johnney Mertens

1 Introduction

Industrial components demand complex topologies in order to fulfill the design,
manufacturing, and space constraints. In most instances, these topologies are not
optimal with regard to stiffness and compliance. Often there is great possibility to
reduce the weight further for the detailed external loads. These kinds of topological
changes to optimize the functional requirements are perceptible in stem, root, leaf
venation, the insect exoskeleton of wings, and cardio-vascular system of animals
and humans [1]. This directed to the development of structures for optimization with
adequate compliance and stiffness. The Structural topology optimization methods
become useful for industries applications since the prominent work by Bendsøe and
Kikuchi [2]. After the pioneering work on homogenization of structural members
with voids and solid cells and rotation as design variables, several researchers devel-
oped many methods in structural topology optimization. Traditional structural opti-
mization algorithms are constructed through Karush—Kuhn—Tucker conditions but
are ineffectual tomeet the actual optimal structure due to singularity uncertainties. To
control the mesh independence and checkerboard problem, density filters are applied
to avoid the uncertainties in density-based topology optimization [3, 4]. The power
law policy or SIMP introduced to convergence improvement of the complexity of
hominization method [5–7], this gives better relation between density variables and
material property. For relaxation of global optimality, discrete approach is used such
as structural optimization method generated from Hard kill strategies which elimi-
nate the elements having lower strain energy, bi-directional structural optimization
scheme [7]. These are limited to solve problems that deal with only discrete density
constraints. The level-set method derived by Osher and Sethian to get proven to be
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stable with free boundaries is numerically efficient without the complexity of sensi-
tivity filter for continuously morphing and multi materials phase problems [8, 9].
The reliability as design variable concept is considered to study the effect of stress
uncertainties corresponding to the material properties and externally applied loads
[10]. By the perspicuity of stress role and importance in structural optimization, we
need to extend the solution for uncertainties by stresses in structural optimization.

2 Stress-Based Topology Optimization Problem
Formulation

2.1 Generalized Formulation

In stress constrain topology optimization, the model should be consisting adequate
stiffness and strength. The domain is divided into finite number of unit cell as FE
domain grid and each cell act as isotropic material with void representation as shown
in Fig. 1. The objective is to find the optimum value of design variable for each unit
cell.

The finite elementwith relative density ρe which are related to the design variables
are represent 0 for void and 1 for solid of domain. The stress minimization concept is
just as mimic of density-based topology optimization problems subjected to stiffness
and displacement as constrained. The stress constrained problem for the figure shown
in Fig. 2 can be formulated as given in Eq. (1).

Fig. 1 The transformation of topology optimization problem from fixed domain

Fig. 2 Representation of
stress-based topology
optimization problem
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minimize V =
N∑

e=1

veρe (1)

subject to : Ku = f

(σe)VM ≤ ρ p
e if p > 0,

0 < ρmin ≤ ρe ≤ 1,

e = 1, 2 . . . , N .

where
(σe)V M = the higher von-Mises stress in the structure,
ρe = the virtual density,
ve = Design variable (Stress),
N = the total finite elements in the mesh,
ρmin = the minimum virtual elemental density (take 10−4),
P = Penalty Function (Varies 1–3) and

3 Stress Singularity Constraints and Density Filter

The stress values convergewith refinedmesh for an element the element level stresses
are influenced by its neighboring elements. This will continuously be controlled by
the adjected existing circles centers distance and tangency to form like closed packing
like show in the Fig. 3. This will give on to stress singularities and uncertainties in
final results [11]. The material removal in such a way that the mean stress at the
interior point (i) surrounded points (j) within reference of circle (rmin) whose weights
are compared between the elements which are connected with the points [12–15].
Mathematically, the mean von-mises stress is given in Eq. (4),

σvm
i =

∑N
j=1 w jσ jvm

∑N
j=1 w j

(2)

where σvm
i = Mean von-Mises stress at the interior center point of circle i,

σ jvm = The von-Mises stress for j points in the radius R.
N = The total j points within the radius R,
wj = The reciprocal of the distance from i points to j points (Fig. 3).

= 1√(
x j − xi

)2 − (
y j − yi

)2



722 D. Ashok et al.

Fig. 3 Weight function for
finding the mean stress for
filter

4 Model Results

The traditional Mitchel cantilever (MC), MBB Beam and L-bracket Problems are
considered as Benchmark problems with corresponding mesh size and assuming
material is steel which is isotropy and homogeneous subjected to static loading
of 1000 N. Initially, static structural analysis is performed in ANSYS software by
varyingmesh size staring from 1 to 10mmwith unit increment and Young’s modulus
of 2.1 × 106 N/mm2, Poisson’s ratio of 0.3, applied load 1000 N, and filter radius
rmin = 1 mm.

The MC beam is shown in Fig. 4a, The input data for the MC is: length 500 mm,
width 50 mm, thickness of 5 mm, the total No. of elements are 11,493 and No. of
iteration are 409. For the analysis in ANSYS, SOLID186 element is taken to find
the Stress and displacement with variation mesh size given below. The boundary
conditions, displacement, and Stresses for MC beam and Topology optimized MC

Fig. 4 a Schematic diagram for Mitchel cantilever, b boundary conditions of Mitchel cantilever
beam, c boundary conditions of topology optimized Mitchel cantilever beam
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beam shown are in Figs. 4b, c and 5a–d respectively. The variation of displacements
and stresses are showing in Fig. 6a, b and Table 1.

The geometry for MBB Beam shown in Fig. 7a, The input data for the Mitchel
cantilever is: length 1000 mm, width 50 mm, thickness of 5 mm, the total No. of
elements are 99,918,No. of iteration are 335. TheMBBbeamand topology optimized
MBB beams boundary conditions are shown in Fig. 7b, c, displacement and stresses
are showing Fig. 8a–d respectively the variation of displacements and stresses are
showing in Fig. 9a, b and Table 2. Similarly, The L-Bracket and topology optimized
L-Bracket, boundary conditions are shown in Fig. 10b, c, displacement and stresses
are showing Fig. 11a–d respectively the variation ofmesh vs deformation and stresses
of L-Bracket are shown in Fig. 12a, b and Table 3.

Fig. 5 a Total displacement of MC beam and b topology optimized MC beam, c stress distribution
of MC beam and d stress distribution of topology optimized MC beam

Fig. 6 aMesh size versus total displacement and bmesh size versus stresses in Mitchel cantilever
beam including topology optimized member
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Table 1 Stress and displacement variations with mesh refinement of MC including topology
optimization model

S. No. Mesh element
size in mm

Mitchel Cantilever beam Topology optimized Mitchel
Cantilever

Total
deformation
(Max) in mm

Maximum stress
(Max) in MPa

Total
deformation
(Max) in mm

Maximum stress
(Max) in MPa

1. 1 4.0331 443.92 4.6687 532.23

2. 2 4.0328 351.55 4.665 407.72

3. 3 4.0325 305.69 4.6613 350.24

4. 4 4.0324 285.35 4.6566 322.05

5. 5 4.0321 264.33 4.6527 335.61

6. 6 4.0319 257.5 4.6486 336.43

7. 7 4.0318 251.16 4.645 339.82

8. 8 4.0316 245.18 4.6429 323.64

9. 9 4.0314 240.41 4.64 321.88

10. 10 4.0311 240.4 4.6687 319.87

Fig. 7 a Schematic diagram of MBB beam, b boundary condition of MBB beam, c boundary
condition of topology optimized MBB beam

From analysis, we can observe at the range of 2–1 mmmesh size, the stresses are
increasing above 160%with reference to 10mmmeshes inMitchel cantilever, closed
to 400% inMBBBeam, and 180% in the L-Bracket. For accuracy and precision, need
to take the element with small size but it is coincidental to get stress singularities.
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Fig. 8 a Total displacement of MBB beam and b topology optimized MBB beam, c stress
distribution of MBB beam and d topology optimized MBB Beam

Fig. 9 a Mesh size versus total displacement and b mesh size versus stresses in MBB Beam
including topology optimized member

5 Conclusion

In topology optimization, the elements are formed in voxel distribution with unit
geometry and finite element analysis is conducted. It is observed from the simulation,
the higher stresses are obtained with reducing mesh size and converging without
problems with Derived quantities such as stresses and strains converge as the mesh
is refined, but not as fast or smooth displacements. In some cases, derived quantities
will not converge as the mesh is refined at artificially high stresses.

In present work, the Mitchel cantilever, MBB Beam, and L-Bracket members are
analyzed to study the significance of derived stress distribution by varying the mesh
size while in process of topology optimization. If proper mesh size is not converging
then it leads to stress singularity and error in solution at Fixed supports and other
constraints which avoid Poisson’s effect with the artificially high stress area will keep
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Table 2 Stress and displacement variations with mesh refinement of MBB including topology
optimization model

S. No. Mesh element
size in mm

MBB beam Topology optimized MBB beam

Total
deformation
(Max) in mm

Maximum stress
(Max) in MPa

Total
deformation
(Max) in mm

Maximum stress
(Max) in MPa

1. 1 4.039 1146.6 4.8298 1414.1

2. 2 4.0367 564.35 4.8245 585.16

3. 3 4.0353 375.14 4.8202 403.35

4. 4 4.0345 317.47 4.817 338.36

5. 5 4.0337 280.58 4.8126 327.74

6. 6 4.0334 267.98 4.8077 329.91

7. 7 4.0332 257.84 4.8048 323.91

8. 8 4.0329 249.52 4.8022 317.6

9. 9 4.0326 244.31 4.8003 314.79

10. 10 4.0323 242.69 4.798 313.67

Fig. 10 a Schematic diagram of L-bracket, b boundary condition of L-bracket and c topology
optimized L-bracket

increasing the stresses. Clearly, further study of the better practical design tool for
topology optimization issues is still required.
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Fig. 11 a Total displacement of L-bracket and b topology optimized L-bracket, c stress distribution
of L-bracket and d topology optimized L-bracket

Fig. 12 Mesh size versus total displacement and stress of a L-bracket and b topology optimized
L-bracket
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Table 3 Stress and displacement variations with mesh refinement of L-Bracket including topology
optimization model

S. No. Mesh element
size in mm

L-bracket Topology optimized L-bracket

Total
deformation
(Max) in mm

Maximum stress
(Max) in MPa

Total
deformation
(Max) in mm

Maximum stress
(Max) in MPa

1. 1 0.27695 261.71 0.42515 282.55

2. 2 0.27672 196.68 0.42407 211.84

3. 3 0.27649 170.96 0.42225 189.69

4. 4 0.27629 151.22 0.42255 214.43

5. 5 0.276 131.86 0.42341 203.72

6. 6 0.27587 123.4 0.41972 190.93

7. 7 0.2757 116.81 0.42105 196.09

8. 8 0.27548 109.62 0.42087 192.38

9. 9 0.27517 104.77 0.42708 160.44

10. 10 0.27474 96.119 0.44152 157.15
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Internal Logistics Optimization
in the Assembly Line Using Lean
Techniques

P. Jeyaraman, R. Jeeva, T. Niruban Projoth, and R. Rohith Renish

1 Introduction

Nowadays, manufacturing sectors [1] are faced with fierce competition in this uncer-
tain, complex, and widespread global economy. As a result, businesses have stressed
lean concepts [2, 3] and methods as a way to deal with this competition. In this
regard, businesses are often too focused on enhancing only the value-added activities
or processes in the manufacturing flow from a lean viewpoint [4, 5], but the internal
logistics of the transport of products at factory and company level and the related
knowledge flows remain largely unchanged despite their close links to production.
In addition, the material handling and transport activities constitute a large portion
of the overall lead time, and it is important that these activities be assisted with due
consideration of the various downstream value-added activities in the supply chain.
It is therefore obvious that the form of production system (either push or pull) and the
internal logistics [6, 7], system are critical for improving the overall material flows,
taking into account/depending on the environmental aspects of production [8], such
as demand, unleveled production, resource constraints, and product mix.
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1.1 Purpose of the Project

This study has been carried out in one of the bays in the assembly line calledDrive line
control which consists of four lines. They are the manufacturers of Vacuum Boosters
of different variants. It is seen that there is a significant Nonstandard, non-cyclic
movement of the water spider that is non-value [9] adding. Quantity of the parts
delivered by supplier does not synchronize with production requirements. There is
a lot of material mix up/damage and WIP Inventory is high. It is totally manually
communicated and replenishment of parts is need based. Container sizes are not
clearly defined. Rehandling and repacking of parts take place inside the assembly
hall. This project follows a DMAIC procedure in order to solve the above stated
issues.

The Aim of this project is:

• To standardize the random movement of Water Spider and the reduction of mate-
rial mix up/damage and WIP Inventory using the first lean principle of Right Part
at Right Time.

• To eliminate manual communication in the lines along with standardizing the
container sizes using built in Quality which is the second principle of lean.

• TosynchronizeQuantity of the parts deliveredby supplierwith production require-
ment using the Principle of shorter lead time. Rehandling and repacking of parts
are to be planned in such a way that they take place outside the assembly hall
based on the same principle.

2 Methodology

This chapter presents the structure of process steps that are followed in this present
work. DMAIC is a systematic five-step [10] problem-solving technique that is used
to complete projects through the creation and implementation of solutions designed
to resolve the root cause of quality and process issues and to create best practices to
ensure that solutions are permanent and can be repeated in other business operations.
This chapter describes DMAIC and presents a number of resources at each stage.
This interpretation is used as a working structure to carry out the work of this project.

2.1 Multi Movement Analyzes (MMA)

Current movement of the Water spider is studied using Multi Movement Analysis.
Figure 1 is a work content table which is used in Multi Movement Analysis to
calculate the overall number of appearances of the water spider. Two cycles are
considered wherein picking, walking with and without parts, rehandling, searching,
waiting, counting, and weighing are noted in the work content table. Accordingly
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Fig. 1 Work content table

overall appearances and its percentage are calculated. For instance, consider picking
time. Overall appearances are the total number of appearances only for the collection
of the pieces, which is 89. Overall presence percentage is the percentage of time spent
in the set of parts ie, 38.5%. In Fig. 2 All the activities of water spider are listed in
the X axis and the Y axis represents the percentage of appearances made. In this

Fig. 2 Multi movement analysis graph (Current state)
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Fig. 3 Example of chute
installed

case, two cycles are considered and the overall appearances are plotted in the graph
according to the details provided in the work content table of MMA excel sheet.

2.1.1 Work Station

The table where a particular assembly process is taking place is known as a Work
Station. Each and every workstation shall have its own assembly process [11, 12].
The materials used in each station are different and are constructed on the basis of
the materials used, either attached to the work table or fixed closer to the work table
without affecting the assembly process.

2.1.2 Brain Size

Every chute is designed based on the bin sizes of the particular material being used
in that station. Based on the bin size, the chute’s input, as well as output, is designed.
For example, consider Fig. 3, it represents a chute with A-11080, B BIN25, and
D-32150 towards the left side of the station and D-32150 and CBIN25 towards the
right side of the station.

2.1.3 Details of Parts in Line 2 Station 7

Based on these details chute is designed and placed as shown in Fig. 4, Here height
of the chute is based on the station which can be variable. Similarly collecting the
data of all the four lines, number of stations and the parts used in every station, the
ideal bin sizes of those parts accordingly these chutes are designed for all the stations
in line 1, 2. Hence two bin system with 100% FIFO is implemented in all the two
lines. For another example consider Line 2 Station 7 in Table 1.
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Fig. 4 Chute design in line
2 station 7

Table 1 Details of parts in
line 2 station 7

Part no Part name Bin size Dimensions (mm)

100472690 Retainer A-11080 330*110

100472670 White filter B BIN15 370*145

100910620 Nut B BIN15 370*145

100472680 Yellow filter C BIN25 435*160

100460130 Fork D-32150 590*230

100472700 Gaiter E BIN25 680*240

2.1.4 Material Presentation Improvements

Figure 5 represents Operating Rod Trolley in Line 2 whereas no standard containers
available for parts Used as an additional storage area with no FIFO and Pull also
undefined and high inventory in covers.

Figure 6 represents Final Assembly Trolley in Line 2 whereas the lead time is
reduced due to the installation of lean trolley in the line which can store all the
variants of parts like operating rod, push rods, spring seats, etc. Ideal size containers

Fig. 5 Operating rod trolleys in line 2
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Fig. 6 Final assembly trolleys in line 2

in place according to the parts. FIFO and pull followed Parts repacked in stores into
the bins and can be fed from backside by the water spider.

3 Results and Discussion

After the implementation results are obtained based on the following analysis.

• Value-added/Non-Value-added Analysis (VA/NVA) status
• Analyzing Work Content Using Multi Moment Analysis
• Standard Work By Standard Work Combination Table.

3.1 Value-Added/Non-Value-Added Analysis (VA/NVA)
Status

After the VA/NVA from Fig. 7 it is evident that the value adding work has increased
from 10 to 33%. Incidental activities have reduced from 49 to 45%, the non-value
adding activities has reduced from 41 to 22%.

3.2 Analyzing Work Content Using Multi Moment Analysis

From the following work content Fig. 8 we can analyze the movement of the water
spider in the current state before implementation. We obtain the following graph
through the MMA Excel sheet which gives the percentage of appearances made by
the water spider per each activity.

The objective of achieving Right Part at Right Time was achieved by using the
concepts Of Bin System and Selection of Ideal Containers. Built in Quality was



Internal Logistics Optimization in the Assembly Line … 737

Fig. 7 Percentages of value-added/non-value-added activities

Fig. 8 Work content table of the water spider

achieved by applying the concepts of Signaling Mechanisms (Kanban Bin System)
[13, 14], Visual Management along with the concepts of Bin System and Selection
of Ideal Containers. Shorter lead time is the objective that was achieved by removing
eight line side material stores in the bay and installing two lean trolleys for the entire
bay. Hence, the objectives of Right Part at Right Time [15], Shorter Lead Time and
Built in Quality were achieved.

3.3 The Benefits of This Project is Tabulated in Table

FromTable 2 the following interpretations aremade. It is seen that 32,500$ is saved by
the company in four months by the reduction inWork-In-Process Inventory. Number
of water spiders is reduced from 3 to 1. Hence remaining two water spiders can be
used for other works in the assembly line. 650 s of lead time is saved which is now
used by the water spider in repacking area outside the assembly line. Water spider
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Table 2 Details of parts in
line 2 station 7

Category Before After Benefit

WIP
inventory

39,000$ 6500$ 32,500$

No of water
spiders/shift

3 1 2

Time/cycle
(s)

1810 1160 650

Water spider
frequency

Random
(Nonstandard)

Once in four
hours

Standardized
route

frequency is now once in four hours thereby a highly standardized route is followed
by the water spider.

4 Conclusion

In the DLC assembly line it was found that there was a significant Nonstandard, Non-
Cyclic Movement of the Water Spider that was Non-Value Adding. Quantity of the
parts delivered by suppliers did not synchronize with production requirement. There
was a lot of material mix up/damage and WIP Inventory was high. Communication
was totallymanual and replenishment of parts has always been need based. Container
sizes were not clearly defined. Rehandling and repacking of parts took place inside
the assembly line. DMAIC procedure which includes the lean principle namely Right
Part at Right Time, Built in Quality, Shorter Lead Time, was adopted to solve the
problems stated above.

The objective of getting Right Part at Right Time was achieved by using the
concepts of Bin System and Selection of Ideal Containers which has lead to the
eventual reduction ofmaterialmix up/damage andWIP Inventory. The randommove-
ment of Water Spider is standardized by considering the cycle frequency as once in
four hours. Built in Quality was achieved by applying the concepts of Signaling
Mechanisms (Bin Kanban System), through this concept manual communication is
eliminated and now the bay follows pull system. Built in quality was also achieved by
the concepts of Visual Management, Bin System, and Selection of Ideal Containers.

Shorter lead time is obtained by removing eight line side material stores in the bay
and installing two lean trolleys with 100% First-In-First-Out (FIFO) for the entire
bay. Quantity of the parts delivered by supplier now synchronizes with production
requirement after the implementation of supplier pack size optimization. Rehandling
and repacking of parts were carried out in the repacking area outside the assembly
line. There is a 78% reduction in NVA of the water spider and the cycle time is
reduced by 39%, thereby reducing the number of water spiders from three to one
after the implementation of the model. Eventually, there is a 62% fall in the WIP
which in turn has also resulted in balanced stock levels with zero line stoppers.
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As a result, the entire process is standardized and a Potential State Implementation
Model has been developed to match other product families in the facility.
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Control Strategies for Transient Stability
of Power Grid for Large Sudden Change
in Electrical Load

Subash Chandra Parida, V. K. Tayal, and S. K. Sinha

1 Introduction

In modern day power market design is enthused by many criteria’s such as global
welfare, available transfer capacity (ATC) andmarket player and congestionmanage-
ment. Congestion management of transmission lines is important for power trading
purposes. It is dependent on various criteria’s such as line thermal limit, voltage limit,
frequency limit, stability limit, protection equipment ratings and proper dispatch
schedule [1]. The primary objective of multi area automatic generation control
scheme is to meet the dispatch schedule and amend the correction on the schedule to
avoid transmission line congestion. This can be achieved by amending the generation
with respect to change in load [2]. In the other words, it is known as load frequency
control. The reason behind frequency variation is dynamic load variation tracked by
generation change. Interconnected power systems are basically connected through
tie line arrangements & contains various sub systems to balance available power and
transfer it [2]. The objective behind multi area automatic generation control unit is
to monitor the deviation of present values of power and frequency with generation
and load demand [1].

In multi area generation units, it is impractical to meet the equilibrium condition
for generation and demand because of various reasons such as climatic conditions,
change in utilization of power at various industry and process segments [3]. Area
control error (ACE) is defined as the difference between present and available power
within the control area of AGC [4, 5. The inspiration of AGC is to minimize the
area control error (ACE) and optimize the steady state performance. Traditional
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controllers such as PI and PID have been implemented to meet the objective because
of stability issues. To enhance the controllability of AGC units, conventional PID
controllers have been purposed. Conventional PID controller creates better response
by diminishing non linearity and disturbances [6, 7. It improves steady state stability,
optimizes control action to sensible extent reduce non linearity and optimize the
system dynamic performance.

2 System Modelling

The study of multi area interconnected power systems using PID controllers as in
Fig. 1 has revealed considering two thermal units as area-1 & area-2 as shown in
Fig. 2. The objective of control scheme is to diminish the difference in respective
frequencies �f 1 & �f 2 of area-1 and area-2 respectively due to change in tie line
power considering disturbances in load �Pd1 and �Pd2 [8].

The model equation for area control error (ACE1) taking biasing factor into
consideration is given by [2, 8, 9]

Fig. 1 PID control scheme

Fig. 2 Model of automatic generation control using PID control
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ACE1 = �P12 + �ωB1 (1)

The model equation for area control error (ACE2) taking biasing factor into
consideration is given by [2, 8, 9

ACE2 = �P21 + �ωB2 (2)

where B1 & B2 are considered as biasing factor. It refers to amount collaboration
involved during disturbances in the other area. The model equation for area control
error (ACE1) is given by [9].

ACE1 = �P12 + �ωβ1 (3)

The model equation for area control error (ACE2) is given by [9].

ACE2 = �P21 + �ωβ2 (4)

The model equation for change in load for both areas is given by [9]

�P12 = 1

β1 + β2
(−�P1β2 + �P2β1) (5)

The model equation for change in frequency due to change in load for area-1 is
given by [9]

� f1 = −�PL1

β1 + β2
(6)

The model equation for change in frequency due to change in load for area-2 is
given by [9].

� = −�PL2

β1 + β2
(7)

The change in load of both areas is given by

�Pm1 − �P12 − �PL1=�ω D1 (8)

�Pm2 − �P12 − �PL2=�ω D2 (9)

where D = % Change in frequency due to percentage change in load (Frequency
dependence load) and R = Frequency regulation (Change in frequency related to %
change in generation). β1 and β2 are frequency biasing factors for area-1 and area-2
of area-1 and area-2 respectively. �PL1 and �PL2 are increase in load of area-1
and area-2 respectively. �P1 and �P2 are the change in power flow from area-1 to
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area-2 and vice versa. �Pm1 and �Pm2 are change in generation of area-1 & area-2
respectively. Specification of generators is of power rating: 220 MW, voltage rating:
11 kV, frequency rating: 60 Hz, Speed: 1500 RPM, model No. GE-aero-derivative,
Fuel Type: Natural Gas, Manufacturer: GE.

3 Design of PID Controller

Traditional PID controller as shown in Fig. 1 are implemented in various industrial
applications to minimize noise, improve steady state response & moderate settling
time [5–7, 10, 11].

The model equation for PID controller is given by [6]

p(t) = Kpe(t) + KpKi ∫ e(t)dt + KpKd
de(t)

dt
· · · + P(0) (10)

whereP(0) is initial value of output,KP is proportional gain constant,KI is integral
gain constant and KD is derivative gain constants. In conventional PID controller,
proportional mode works in proportion with output error, integral mode is based on
history of error whereas derivative controller works on anticipatory action mode.
It is because of composite control action the controller attains better steady state
performance such as stability and accuracy by reducing offset error, oscillations and
noise. Tuning is PID controller is carried out by using Ziegler-Nichols method [6].
P I D.

The procedure for tuning of composite PID controller is as follows.

1. Put the system in closed loop.
2. Proportional gain will need to be increased up to oscillation in the output persist.
3. Peak time for each output needs to be monitored.
4. Proportional gain constant (KP), Integral gain constant (KI ) & derivative gain

constant (KD) needs to be monitored with period of oscillation. The modelling
equation for calculation of gain constants are as follows.

Fit = K e−ts

�s + 1
[0 ≤ t0/t ≤ 0.5] (11)

For proportional controller tuning,

K f =
(
1

k

)(
To

T

)
−ts (12)

For proportional- Integral (PI) controller tuning,

Kc =
(
0.9

k

)(
To

T

)
−1 (13)
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For (PID) controller tuning,

Kc1 =
(
1.2

k

)(
To

T

)
−1 (14)

where K is proportional gain, T = Effective process time constant and To =
Effective process dead time.

4 Pi Controller Response

The step change in load of 0.01 pu has been applied for area-1 and area-2 with use of
PI controller. The deviation of rise time, settling time, maximum peak value and no.
of oscillations have been observed and interpreted in the Tables. The difference in
frequency �f 1, �f 2 and Tie line power PTie under disturbance of 0.01 pu is depicted
in the Figs. 3, 4 and 5 respectively. The actual values for quality parameters such as
rise time, peak over shoot, settling time and no. of oscillations have been mentioned
in the comparison Tables 1, 2 and 3.

Fig. 3 Response of unit-1 (Frequency vs. time plot)

Fig. 4 Response of unit-2 (Frequency vs. time plot)
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Fig. 5 Response of tie line power (Tie line power vs. time plot)

Table 1 Performance
comparison (Figs. 3 and 6)

Parameter PI controller PID controller

Rise time (s) 1.75 1.6

Peak overshoot (%) 7.5 2.5

Settling time (s) 15 11

No of oscillations 8 5

Table 2 Performance
comparison (Figs. 4 and 7)

Parameter PI controller PID controller

Rise time (s) 2.25 1.8

Peak overshoot (%) 16 2

Settling time (s) 15 11

No of oscillations 9 6

Table 3 Performance
comparison (Figs. 5 and 8)

Parameter PI controller PID controller

Rise time (s) 2 2

Peak overshoot (%) 12 0.5

Settling time (s) 16 12

No of oscillations 9 6

5 Pid Controller Response

By Implementation of PID controller and step change in load of 0.01 pu to both area-1
and area-2,we have observed the deviations of rise time, settling time,maximumpeak
value and no. of oscillations and interpreted in the Tables. The frequency deviation
�f 1, �f 2 and Tie line power PTie under disturbance of 0.01 pu is depicted in the
corresponding Figs. 6, 7 and 8 respectively. Through comparison in Tables 1, 2 and
3, we have deliberated the actual values for quality parameters such as rise time,
peak over shoot, settling time and no. of oscillations.

Through comparison of Tables 1, 2, 3 and 4, it has been indicated that overall
performance of PID controller is better with respect to PI controller. With increment
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Fig. 6 Response of unit-1 (Frequency vs. time plot)

Fig. 7 Response of unit-2 (Frequency vs. time plot)

Fig. 8 Response of unit-2 (Tie line power vs. time plot)

of gain values, the response of PID controller is being enhancedwhereas PI controller
is going with reverse action. The setting of gain values in PID controller is a bit
complex than that of PI controller.
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Table 4 Performance comparison (Figs. 3, 4, 5, 6, 7 and 8)

Criteria PI controller PID controller

Complexity (Operational) Higher Lower

Control Action Large disturbance and noise in
the response

Comparatively low disturbance
and noise in the response

Speed (operational) Slower due to transportation
delay

Better than previous

Rise time Higher Lower

Max peak Higher Comparatively better

Stability time Higher Comparatively lower

6 Conclusion

In this research study, we have modelled various conventional control schemes with
AGC units such as integral control, PI control and PID control through MATLAB
SIMULINK. The results of PI and PID controllers have been interpreted through
comparison Table as shown in Table 4. The performance of the system has been
assessed through various technical parameters such as rise time, peak over shoot,
oscillation level and settling time. The PID control stability aspect and speed of
operation has produced better impact than PI controller. The projected PID controller
has provided the better response time in control action of AGC units for step change
in load. The scheme is economic and easy to implement. As the reliability of power
supply depends on low frequency deviation and proper terminal voltage, this method
of PID control will be able to achieve the desired objective. Hence, to maintain
security and quality aspect of power system, this method will enhance the network
stability aspect.
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Improved Control Design for AGC
of Two Area Thermal-Thermal Power
System Using Hybrid Fuzzy-PID Control

Subash Chandra Parida, V. K. Tayal, and S. K. Sinha

1 Introduction

The power industries across the globe are experiencing a fundamental change in busi-
ness and operationalmodel where the vertical integrated utilities are being unbundled
and opened up for competition with private players. Automatic generation control
not only enhances the operational ability of power sector but also it provides flexi-
bility to an independent system operator to balance the outputs of various generating
stations and grids in a manner of optimal dispatch with respect to load variation
without violating equipment protection limits, maintaining safety and security of
power system [1]. The motto of multi area automatic generation control scheme is to
encounter the area control errors in the dispatch schedule and advise the corrective
action through controllers to expedite the correction factors to avoid the transmis-
sion line congestion. This can be achieved by amending the generation with respect
to change in load [2]. In the other words, it is known as load frequency control.
The reason behind frequency variation is dynamic load variation tracked by genera-
tion change. Interconnected power systems are basically connected through tie line
arrangements and contain various sub systems to balance available power and transfer
it [2]. The aimofmulti area automatic generation control unit is to adequately observe
the deviation encountered of present values of power and frequency with generation
and load demand [1].

Inmulti area generation units, it is unreasonable to adopt the equilibrium condition
for generation and demand because of various reasons such as climatic condition,
change in utilization of power at various industry and change in demand process
segments [3]. Area control error (ACE) is defined as the difference between present
and available power within the control area of AGC [4, 5. The inspiration of AGC
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is to minimize the area control error (ACE) and optimize the steady state perfor-
mance. Hybrid controllers Fuzzy—PID controllers have been executed to encounter
the objective because of stability issues. Hybrid controllers Fuzzy—PID controller
creates better response by diminishing non linearity and disturbances [6, 7]. It
improves steady state stability, optimize control action to a sensible extent reduce
non linearity and optimize the system dynamic performance.

2 System Modelling

The study of multi area interconnected power systems has revealed considering two
thermal units as area-1 & area-2 as shown in Fig. 1. The objective of control scheme
is to diminish the difference in respective frequencies �f 1 & �f 2 of area-1 and
area-2 respectively due to change in tie line power considering disturbances in load
�Pd1 and�Pd2 [8]. Themodel equation for area control error (ACE1) taking biasing
factor into consideration is given by [2, 5, 8].

ACE1 = �P12 + �ωB1 (1)

The model equation for area control error (ACE2) taking biasing factor into
consideration is given by [2, 5, 8]

Fig. 1 Model of automatic generation control using hybrid fuzzy—PID control
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ACE2 = �P21 + �ωB2 (2)

whereB1 &B2 are considered as biasing factor. It refers to amount of collaboration
involved during disturbances in the other area. The model equation for area control
error (ACE1) is given by [5].

ACE1 = �P12 + �ωβ1 (3)

The model equation for area control error (ACE2) is given by [5].

ACE2 = �P21 + �ωβ2 (4)

The model equation for change in load for both areas is given by [5]

�P12 = 1

β1 + β2
(−�P1β2 + �P2β1) (5)

The model equation for change in frequency due to change in load for area-1 is
given by [5]

� f1 = −�PL1

β1 + β2
(6)

The model equation for change in frequency due to change in load for area-2 is
given by [5].

� f2 = −�PL2

β1 + β2
(7)

The change in load of both areas is given by

�Pm1 − �P12 − �PL1 = �ω D1 (8)

�Pm2 − �P12 − �PL2 = �ω D2 (9)

where D = % Change in frequency due to percentage change in load (Frequency
dependence load) and R = Frequency regulation (Change in frequency related to %
change in generation). β1 and β2 are frequency biasing factors for area-1 and area-2
of area-1 and area-2 respectively. �PL1 and �PL2 are increase in load of area-1
and area-2 respectively. �P1 and �P2 are the change in power flow from area-1 to
area-2 and vice versa. �Pm1 and �Pm2 are change in generation of area-1 & area-2
respectively, FPI is the fuzzy-PID hybrid controller. Refer Fig. 1 for control scheme
of AGC with hybrid controller.
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Specification of generators is of power rating: 220 MW, voltage rating: 11 kV,
frequency rating: 60 Hz, Speed: 1500 RPM, model No. GE-aero-derivative, Fuel
Type: Natural Gas, Manufacturer: GE.

3 Design of Fuzzy—PID Hybrid Controller

Traditional PID controllers are implemented in various industrial applications to
minimize noise, improve steady state response & moderate settling time [6,7,9–11].
The model equation for PID controller is given by [6]

p(t) = Kpe(t) + KpKi ∫ e(t)dt + KpKd
de(t)

dt
· · · + P(0) (10)

whereP(0) is initial value of output,KP is proportional gain constant,KI is integral
gain constant and KD is derivative gain constants. In conventional PID controller,
proportional mode works in proportion with output error, integral mode is based on
history of error whereas derivative controller works on anticipatory action mode.

Themain objective of combinational control [12, 13 is to optimize the area control
error thereby stabilizing the power flow between two areas and maintaining the
frequency deviation of two areas in an acceptable predefined limit. The non linearity
involved in fuzzy controller (Ref. Fig. 2) are diluted through PID controller by
adjusting Proportional gain (KP), derivative gain (KD) and integral gain (KI ). Fuzzy
logic comprises classical two-value logic and multivalued logic systems, as well as
probabilistic logic. Fuzzy logic provides a smooth transition between members and
nonmembers. Function of a fuzzifier is to transform crisp value to fuzzy value. Fuzzy
knowledge base retains the knowledge about fuzzy input and output relationships.
It contains membership function that outlines the input variables to fuzzy rule base
and output variables to regulate the plant. Fuzzy rule base stores the knowledge
about operation in the process domain. It simulates human decisions by approximate
reasoning. Defuzzification is a process to map the action of fuzzy control demarcated
over the discourse of output into a space of crisp (Non-fuzzy) control actions.

Fig. 2 Fuzzy—PID hybrid control scheme
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4 PI Controller Response

The step change in load of 0.01 pu has been applied for area-1 and area-2 with the use
of PI controller. The deviation of rise time, settling time, maximum peak value and
no. of oscillations have been observed and interpreted in the Tables. The difference in
frequency �f 1, �f 2 and Tie line power PTie under disturbance of 0.01 pu is depicted
in Figs. 3, 4 and 5 respectively. The actual values for quality parameters such as rise
time, peak over shoot, settling time and no. of oscillations have been mentioned in
the comparison Tables 1, 2 and 3.

Fig. 3 Response of unit-1 (Frequency vs. time plot)

Fig. 4 Response of unit-2 (Frequency vs. time plot)

Fig. 5 Response of tie line power (Tie line power vs. time plot)

Table 1 Performance comparison of frequency (Area-1)

Parameter PI controller PID controller Fuzzy-PID

Rise time (s) 1.75 1.6 0.2

Peak overshoot (%) 7.5 2.5 0.1

Settling time (s) 15 11 4

No of oscillations 8 3 3
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Table 2 Performance comparison of frequency (Area-2)

Parameter PI controller PID controller Fuzzy-PID

Rise time (s) 2.25 1.8 0.2

Peak overshoot (%) 16 2 0.1

Settling time (s) 15 11 4

No of oscillations 8 6 3

Table 3 Performance
comparison for tie line power
(Area-1 & 2)

Parameter PI controller PID controller Fuzzy-PID

Rise time (s) 2 2 0.1

Peak overshoot (%) 12 0.5 0.1

Settling time (s) 16 12 4

No of oscillations 8 6 3

5 PID Controller Response

By Implementation of PID controller and step change in load of 0.01 pu to both area-1
and area-2,we have observed the deviations of rise time, settling time,maximumpeak
value and no. of oscillations and interpreted in the Tables. The frequency deviation
�f 1, �f 2 and Tie line power PTie under disturbance of 0.01 pu is depicted in the
corresponding Figs. 6, 7 and 8 respectively. Through comparison in Tables 1, 2 and
3, we have deliberated the actual values for quality parameters such as rise time, peak
over shoot, settling time and no. of oscillations. The gain values of PID controller is
as Kp = 50, KI = 100 and KD = 200.

Fig. 6 Response of unit-1 (Frequency vs. time plot)
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Fig. 7 Response of unit-2 (Frequency vs. time plot)

Fig. 8 Response of unit-2 (Tie line power vs. time plot)

6 Fuzzy—PID Hybrid Controller Response

By Implementation of fuzzy—PID controller is shown in the Fig. 2 and step change
in load of 0.01 pu to both area-1 and area-2, we have observed the deviations of rise
time, settling time, maximum peak value and no. of oscillations and interpreted in the
Tables. The frequency deviation �f 1, �f 2 and Tie line power PTie under disturbance
of 0.01 pu is depicted in the corresponding Figs. 9, 10 and 11 respectively. Through
comparison in Tables 1, 2 and 3, we have deliberated the actual values for quality
parameters such as rise time, peak over shoot, settling time and no. of oscillations.
Gain Values of PID controller is KD = 600, KI = 650 and KD = 800.

Fig. 9 Response of unit-1 (Frequency vs. time plot)
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Fig. 10 Response of unit-2 (Frequency vs. time plot)

Fig. 11 Response of unit-2 (Tie line power vs. time plot)

Through comparison of Tables 1, 2, 3 and 4, it has been indicated that overall
performance of fuzzy-PID controller is better with respect to PI controller and PID
controller is superior to PID controller.With increment of gain values, the response of
PID controller is being enhanced whereas PI controller is going with reverse action.
The setting of gain values in PID controller is a bit complex than that of PI controller.

Table 4 Performance comparison

Criteria PI controller PID controller Fuzzy-PID

Complexity
(Operational)

Higher Lower More than PID

Control Action Large disturbance and
noise in the response

Comparatively low
disturbance and noise in
the response

Comparatively low
disturbance and noise

Speed
(operational)

Slower due to
transportation delay

Better than previous Better than previous

Rise time Higher Lower Extensively better than
previous

Max peak Higher Comparatively better Extensively better than
previous

Stability time Higher Comparatively lower Extensively better than
previous

Output variation Higher Better Extensively better than
previous
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7 Conclusion

In this research study, we have modelled various conventional control schemes
with AGC units such as integral control, PI, PID and hybrid (fuzzy- PID) control
through MATLAB SIMULINK. The significance of MATLAB simulation result of
all controllers is to catch the best performance in between the available controllers by
comparing and interpreting the controller performance through the quantified result
obtained inside the comparison table. The enactment significance of the AGC system
has been assessed through various technical parameters such as rise time, peak over
shoot, oscillation level and settling time. The fuzzy—PID hybrid control stability
aspect & speed of operation has produced better impact than PI and PID controller.
The projected hybrid controller has provided a better response time in control action
of AGC units for step change in load. The scheme is economic and easy to imple-
ment. As the reliability of power supply depends on low frequency deviation and
proper terminal voltage, this method of hybrid fuzzy—PID control will be able to
achieve the desired objective. Hence, tomaintain security and quality aspect of power
system, this method will enhance the network stability aspect.
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Experimental Investigation of a Line
Focus Solar Collector Using Flat
and Parabolic Reflector

Gunjan Kumar and Hemant Gupta

1 Introduction

The concentrated solar power (CSP) system is mainly used to produce process heat
in many applications. This system is best suitable where the intensity of solar insola-
tion and the number of sunny days are high [1]. CSP systems are capable to produce
the steam at a temperature in the range of 400–1000 °C by using solar collectors
accompanied by the number of reflecting mirrors [2]. Solar collectors are devices
that absorb the solar insolation to collect the heat energy. The thermal energy thus
collected is carried away by a moving fluid and used either for the operation of the
process or for electricity generation. The solar collectors are mainly classified as
line focus and point focus collectors [3]. Parabolic trough collector (PTC) and linear
Fresnel collector (LFC) are the two main collectors which come under line focus
technology. In line focus technology, sun rays are reflected into the receiver where
a line focus is created and maintained [4]. PTC technology consists of a reflector in
the shape of a parabolic trough and one absorber which is placed in the focal line of
trough. Reflectors direct solar radiation into the receiver efficiently. This system has
many advantages over LFC technology such as optical performance as their trough
elements may be placed along the common focal line [5]. LFC system comprises
the fixed receiver mounted separately and tracking is not provided to the receiver.
Radiations are directed to the receiver by one axis tracking flat or slightly curved
reflectors that are placed at a lower elevation. Receivers may be combined with a
secondary concentrator to increase the heat flux [6, 7]. This system is cost-effective
because of simple geometry. In this technology, direct steam generation eliminates
the need for heat exchangers [8]. PTC systems are though matured technology but
LFC systems have been recognized to reduce the cost of electricity [9, 10]. LFC has
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Table 1 Comparison of modified prototype with PTC and LFC

Parameters PTC LFC Modified prototype References

Efficiency High Less Moderate [21]

Cost effectiveness High Less Moderate [11, 12]

Receiver position Mobile Fixed Fixed [12, 13]

HTF choice Limited Multiple Multiple [12]

less capital cost because of light and simple structural support, flat geometric reflec-
tors and fixed absorber without moving joints [11, 12]. There are certain traditional
benefits of the LFC system such as small reflector size and fixed receiver position
[13].

PTC systems need to focus on increasing the operating temperature. The next
generation heat transfer fluids (HTFs) for CSP technology with a PTC system should
be developed at a low cost without toxins. Thermal analysis of the PTC system shows
that a continual improvement in thermal efficiency can be achieved by optimizing the
key parameters such as absorber materials, absorber coatings and various working
fluids [14, 15].

It is observed that current line focus technologies have some disadvantages such
as a mobile receiver in PTC, the efficiency of LFC, the selection of HTFs in PTC,
etc. In this work, an attempt has been made to meet these challenges by utilizing the
combined effect of flat and parabolic reflectors. The objective of this project is to
develop and examine a modified prototype for thermal performance. The expected
advantages of the proposed modification over PTC and LFC are shown in Table 1.

2 Design of Prototype

The novel modification of the work is illustrated in Fig. 1. A modified collector has a
combination of a parabolic trough and four flat reflectors. The reflectors are employed
to direct the radiations into a receiver located in the focal line of the parabolic trough.
A single-axis tracking device powered by a solar panel is fitted with flat reflectors.
Tracking is not provided to the parabolic reflector to reduce the cost.

Flat facets and parabolic trough are dedicated to direct the solar radiation into the
receiver. There are four flat reflectors and one parabolic trough of equal length. A
cylindrical receiver is kept in the focal line of the parabolic trough.

The tilt of flat reflector is adjusted to ensuremaximumradiations reaching receiver.
An appropriate gap is maintained between the reflectors to avoid the shading and
blocking effect. Three parameters, namely position (Xn), tilt (θn), and gap (Sn) can
then define each flat reflector.

The following expressions (1–4) are used to obtain these parameters using basic
geometrical optics [16–18].



Experimental Investigation of a Line Focus Solar … 765

Fig. 1 Schematic of the
modified prototype

θn = 0.5 tan−1

[{
Sn +

(
b1

2

)
cos θn−1

}
/

{
h −

(
b1

2

)
sin θn−1

}]
(1)

Sn = b1 sin θn−1 tan (2θn + ξ0) (2)

Xn = Xn−1 + b1 cos θn−1 + Sn (3)

Qr = (Ac)Iρτγ α (4)

where,Ac is total area of reflector, I is global solar radiation, ρ is specular reflectance,
τ is transmittance of the glass cover, γ is fraction of reflected radiation and α is
absorbance of the receiver surface.

Assembly of the prototype is illustrated in Fig. 2which is drafted using Solidworks
software. The prototype has been designed assuming the width, b1 and length, L of
the flat reflector to be 0.5 m and 1.2m respectively [19]. The aperture of the parabolic
trough has a length of 1.2 m and a width, b is 0.8 m. The concentration ratio is taken
as 24. The receiver is placed on the focal line of the parabolic trough which is 0.45 m
above the rim of the parabola. The aperture area of a parabolic trough is 0.96 m2. The
position, tilt, and gap of flat reflectors could be determinedwith the help of Eqs. (1–3).
Considering the different radiative absorber parameters that can be estimated using
Eq. (4) [18], the available heat energy Qr on the receiver is determined at different
concentration ratios of the Fresnel concentrating collector.

The instantaneous collector thermal efficiency, η of the solar concentrator–
receiver system is evaluated by Eq. (5) [17, 20].

η = m f cp(TO − TI )

Qr
(5)
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Fig. 2 Draft of prototype

where, To and Ti are the corresponding water temperature of the outlet and inlet.
The water mass flow rate is mf and specific heat capacity of water is Cp.

3 Prototype Description and Experimental Procedure

The prototype is developed and tested for thermal performance evaluation at
Ankleshwar, Gujarat, India. The prototype consists of one parabolic trough accom-
panied by one fixed receiver and four flat reflectors aiming to focus at the receiver.
Single-axis tracking powered through the solar panel is provided to flat reflectors
only. The reflectors are auto tracked in east–west direction. Solar rays are directed
to the fixed receiver by reflectors and thus heat gets transmitted to the working fluid.

Tap water is used as HTF and its mass flow rate is kept as low as 0.033 kg/s. The
mass flow rate is calculated by using a marked beaker and stopwatch. A regulating
valve is mounted across the receiver to regulate and maintain the flow rate. The
movement of every flat plate reflector is controlled by a solar tracking systemworking
autonomously with the controller. The cylindrical absorber is enveloped into a non-
evacuated glass cover. A photograph of the newly designed prototype is shown in
Fig. 3. The instruments used during the experiment for measuring parameters like
solar radiations, temperatures, and wind velocities are listed in Table 2.

4 Results and Discussion

The experimental results and thermal analysis of a newly developed prototype are
recorded in this section. The setup is tested in April 2019 for the climatic condition
of Ankleshwar, Gujarat, India. The measurement and assessment of performance
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Fig. 3 Photograph of developed prototype

Table 2 Instruments used during experimentation

S. No. Name of instruments Properties of instruments Parameters

01 Solar power meter Accuracy: ±10 W/m2, resolution:
0.1 W/m2, range: 2000 W/m2

Solar radiation

02 RTD sensor 100 	 PLT 4 wire Accuracy: ±1 °C, range:
0–1200 °C

Temperature

03 Anemometer Accuracy: ±5%, range 0.4–30 m/s Wind velocity

parameters are displayed in Table 3. The parameters such as water inlet temper-
ature, Ti, exit temperature, T o, wind velocity, V and global solar radiation, I are
measured periodically through calibrated and précised instruments. With the aid of
measured parameters, heat absorbed by the receiver,Qr and water,Qa is determined.
In the same situations, experimental data is also gathered for PTC. To understand
the thermal behavior of a prototype, test results are compared. The efficiency, ï
and temperature difference, 
T are compared and recorded in Table 4 for different
durations. The modified collector has more temperature difference each time due to
additional tracking flat reflectors. Due to lower ratio of temperature difference and
aperture area, the efficiency of a modified collector is noted a little less.

The global solar radiations at the test location are measured and Fig. 4 shows its
variations. At 13:00 h, maximum solar radiation of 1100 W/m2 is observed. For the



768 G. Kumar and H. Gupta

Table 3 Experimental results of prototype on the 16th April 2019

Local time (H.) Ti (°C) To(°C) 
T (°C) V (m/s) I (W/m2) Qr (W) Qa (W)

10:00 25.8 29.2 3.4 2.22 680 1942.08 473.259

11:00 26.1 33.1 7.0 2.22 900 2570.40 974.358

12:00 27.2 37.8 10.6 1.77 1013 2893.12 1475.456

13:00 29.0 41.4 12.4 1.33 1100 3141.60 1726.006

14:00 29.2 37.2 8.0 2.61 961 2744.61 1113.552

15:00 28.2 32.7 4.5 2.88 798 2279.08 626.373

16:00 28.1 30.1 2.0 2.44 489 1396.58 278.388

Table 4 Performance comparison with PTC

Collectors Time (H.) 10:00 11:00 12:00 13:00 14:00 15:00 16:00

Modified 
T (°C) 03.40 07.00 10.60 12.40 08.00 04.50 02.00

η (%) 24.36 37.90 50.99 54.94 40.57 27.48 19.93

Parabolic trough 
T (°C) 02.60 05.90 08.80 11.00 06.60 03.80 01.30

η (%) 25.30 38.20 52.40 56.00 41.80 28.30 20.90
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Fig. 4 Global solar radiation variations on 16th April, 2019

collectors, inlet and exit temperatures of water are monitored regularly. The variance
of temperature variations for a day in both collectors is shown in Fig. 5. For an
updated one, the excess temperature difference is observed each time. It is observed
that the maximum difference between the collectors is 1.8 °C, while the average is
6.85 °C.

The thermal efficiency at various times is determined and shown in Fig. 6 for
the same day. The performance pattern for both collectors is close, but there is little
deviation between them at all times. The overall thermal efficiency at 13:00 h is
54.94%, while the minimum thermal efficiency at 16:00 h is 19.93%.
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Fig. 6 Thermal efficiency plot on 16th April 2019

5 Conclusion

There are several benefits as well as drawbacks to current line concentration tech-
niques. The PTC technology is known for its best optical performance, while the
LFC technology features a stationary receiver and lower initial costs. Output is not
considered competitive in LFC technology because of optical performance. PTC
technology’smobile receiver limits the option ofHTFs and raises the cost of tracking.

In this project, novel modification is done to remove the limitations of line focus
technologies. For the development of new configurations, a mixture of parabolic
troughs and flat linear reflectors is used. Tracking is provided only for flat reflec-
tors, leading to lower tracking costs. The parabolic trough adds optical performance
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characteristics, while flat reflectors increase the aperture area. To hold the receiver
stationary, the parabolic trough is kept in a fixed orientation.

The prototype is developed and investigated experimentally. Output parameters
for the same conditions are measured and compared with the PTC. To observe and
compare the patterns of parameter variations during a day, the graphs are plotted. It
is noted that the average temperature difference is 6.85 °C, which is 1.14 °C higher
than PTC. It has been found that up to 54.94% of the prototype collector efficiency is
achieved, which is slightly less than the PTC. These findings are proof of the strong
performance of the modified solar collector.
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Design and Implementation of a 3 Level
Battery Management System (BMS)
for an Electric Vehicle

Bhumica Dutta, Sharestha Jaiswal, Vinay Phatarpekar, Vijay Kumar Tayal,
and H. P. Singh

1 Introduction

EV’s are gainingmore popularity nowadays due to their quiet operation and pollution
free emission. The designing and incorporating an efficient BMS is a tedious and
important aspect [1]. Owing to its growing importance, many researchers and enthu-
siasts around the globe have shown their interest, and as a result, numerous research
schemes have been proposed in the literature. This work aims to design a 3 level
BMS and implement in EV’s [2, 3]. This will help in increasing the efficiency of the
battery of the vehicle by utilizing the battery in more efficient way. The maximum
battery charge of the EVwill be divided into three levels. As the charge will go below
every level, a corresponding facility will be turned off in the vehicle. Basically, as the
charge level of the battery falls below the first level, the driver will get the notification
regarding it and the non-essential service like the radio (speaker) will get turned off
or the driver will not be able to turn it on. Further, if the battery charge falls below the
second level the AC (fan) will be turned off or the driver will be unable to turn it on
and will get intimated too. Similarly, if the charge further decreases and goes below
the third level, then the maximum speed range of the vehicle will decrease. The most
important aspect of this prototype lies in the continuous monitoring of SOC of the
battery pack, cell balancing and speed range control. This will ensure the maximum
and efficient use of charge in the battery. The paper is organized as follows; Sect. 2
describes the working of the prototype. The main components of the design, i.e.,
SOC estimation, cell balancing and speed range control are detailed in Sect. 3. The

B. Dutta (B) · S. Jaiswal · V. Phatarpekar · V. K. Tayal · H. P. Singh
Electrical and Electronics Engineering Department, Amity University Uttar Pradesh, Noida, India

V. K. Tayal
e-mail: vktayal@amity.edu

H. P. Singh
e-mail: hpsingh2@amity.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. K. Natarajan et al. (eds.), Recent Advances in Manufacturing, Automation, Design
and Energy Technologies, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-4222-7_85

773

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4222-7_85&domain=pdf
mailto:vktayal@amity.edu
mailto:hpsingh2@amity.edu
https://doi.org/10.1007/978-981-16-4222-7_85


774 B. Dutta et al.

Simulink and proteus models and simulation results are presented and discussed in
Sect. 4. The conclusion is mentioned in Sect. 5.

2 Working of the Prototype

The overall working of this prototype is divided into three parts and to be performed
by two separate controllers that are able to communicate with each other. (i)
Controller 1 (ii) Controller 2 (iii) Voltage regulation for appliances. Figure 1 depicts
the working of the prototype.

The working process flow is summarized in Table 1.

Pedal position
manipulated signal to ECU

CONTROLLER-1BATTERY
PACK

DISPLAY

SOC
MEASUREMENT

CELL
BALANCING

CONTROLLER-2

AIR
CONDITIONER

RADIO 

PEDAL
POSITION 
SENSOR

SPEECH 
ASSISTANCE

Fig. 1 Block diagram of proposed scheme

Table 1 Working process
flow

Step No Process

1 SOC calculation is done

2 Cell monitoring is done

3 Cell balancing is done

4 SOC value is transferred to controller 2

5 Appliances are switched off when specific level is
reached

6 Speed range control is done

7 Information are given to the user using speech
assistance



Design and Implementation of a 3 Level Battery Management … 775

3 Main Components of Design

3.1 SOC (State of Charge) Estimation

SOC and its estimation play a very important role in BMS of an electric vehicle [4, 5].
The SOC is the ratio of the amount of charge left also known as the current capacity
[Q(t)] to the total or nominal capacity [Q(n)] of the battery pack. As, working of this
work depends on the current amount of charge left in the battery pack, continuous
determination of SOC is needed and hence plays the key role. The SOC can be
defined mathematically by Eq. (1):

SOC(t) = Q(t)/Qn (1)

There are various methods that can be employed for SOC estimation such as
Coulomb counting, internal resistance, Kalman filtering, voltage, chemical methods.
The basic idea about these methods is mentioned as follows:

• Coulomb counting method
This method uses the concept that charge is the time integral of current. As the
name implies, it integrates the battery current and gives an estimation of the charge
left in the battery pack [6].

• Kalman filtering
This method uses the electrical model of the battery pack which is used by the
Kalman filter to predict the overvoltage due to the current. Coulomb counting
method is used in combination with it to perform SOC estimation [7].

• Voltage method
This is the method that has been used in this prototype for SOC estimation
primarily due to its easy and moderately reliable SOC estimation. This method
basically converts the reading of the battery voltage into corresponding SOCwith
the help of discharge curve of the battery [8].

• Chemical method
This method is limited with batteries that offer access to their liquid electrolyte,
such as lead acid batteries which are non-sealed. The specific gravity or pH of the
electrolyte is considered for the SOC estimation [9].

The simulation circuit for the same is shown in Fig. 5.And, its results are displayed
in Figs. 9 and 10. The simulation results show how the voltage across the battery
pack, and hence the SOC varies, while discharging.

3.2 Cell Balancing

Another important aspectwhich is indirectly involved but plays a key role in anyBMS
is the cell balancing. Without involving cell balancing, proper functioning of BMS
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is impossible. Thus, cell balancing refers to a technique which involves maintaining
the voltage at same level of each cell connected to form the battery pack [10]. The
difference in voltage level arises from the fact that when different cells are connected
to form a battery pack, and it is required that they are of the same chemistry and
voltage value. However, once the pack is installed in the vehicle and is subjected
to charging and discharging, the voltage values of the individual cells tend to vary.
The main reasons behind cell unbalancing are temperature and internal resistance
variations [11]. Role of cell balancing is very important as it protects the battery
pack from the following problems: (i) Thermal Runaway (ii) Cell Degradation (iii)
Incomplete charging of Pack (iv) Incomplete use of Pack energy.

There are mainly two methods [12] for achieving cell balancing each having its
own pros and cons (i) Passive cell balancing (ii) Active cell balancing.

Passive Cell Balancing: The idea behind this cell balancing approach is that the
excess charge is dissipated across a load which is a resistor also known as bleeding
resistor. It is the simplest method of all, cost-effective and is best to be employed in
places where size is a major issue [13].

Active Cell Balancing: This method is comparatively very complicated, costly
but at the same time in this, the excess charge from the cell is taken and is transferred
to the cell with low charge [14]. Hence, this method uses the charges of all the cells
in the battery pack in the most efficient way which is the objective behind designing
this prototype. Hence, we have used active method of cell balancing. There are
various methods for achieving this like using capacitors, inductors (in the buck-boost
converter form or flyback converter form). In this prototype, a push–pull converter
is used for cell balancing. The circuit that is used mainly comprises of a transformer,
MOSFET’s, Schottky diodes, relays and a micro-controller. The working algorithm
behind it is that first of all the cells with maximum voltage and minimum voltage are
identified, and the average of all cell voltages is calculated. Then, if the difference
between these cells is greater than 5 mV cell balancing among them takes place as
the respective relays get switched on after getting signal from the micro-controller
till it becomes nearly equal to the average. Once the selected cells are balanced,
SOC of each cell is estimated and again average is calculated. Then, again the cells
with highest and lowest voltages are identified and again balancing takes place the
same way. This process is carried out till all cells are balanced. The algorithm of cell
balancing is shown in Fig. 2.

3.3 Speed Range Control

One of the main components of this work is the speed range control or limitation.
The role of speed range control is to limit the speed range of the electric vehicle
when the state of charge of the car battery pack reaches or is below the third level as
it is being desired in the aim of this work. The driver of the EV may not be able to
increase the speed of the vehicle from a certain maximum speed that is predefined.
There would be two sublevels of speed range that is from 0 to 60 for one sublevel
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start

Read cell voltages

Find highest and lowest voltage cells

Vmax-Vmin>5mV

yes

Turn on the relays at highest and lowest voltage cells

Operate the converter for balancing

Calculate the voltage considering balancing current

Calculate the average voltage of the string (VAv)

Vmax-Vav>0 & Vmin-Vav<0

Turn off the relays at Vmax and Vmin

No

yes

end

No

Fig. 2 Algorithm of cell balancing

and then 0–40 for another sublevel. Generally, in all the pure electric vehicles, there
is a common process of desired speed attainment.

The pedal position sensor is the first step toward communicating with the vehicle
control unit. It tells the vehicle control unit as to how much speed is requested by the
driver [15]. It generally consists of two potentiometers of same voltage range and of
different outputs (one of 4.7 v and other of 2.5v).

The mathematical expression shown in Eq. (2) is used to calculate the torque
request provided to the vehicle control unit.

τa =
(
p − pcu
pm−pcu

)γ

.τam (2)

The voltage generated from the pedal position sensor then is sent to the vehicle
control unit, i.e.,VCU. It does the further calculation of the torque aswas represented
in the previous section [16]. The key of the vehicle driving control methodology
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are the torque figuring, which computes the required torque of the engine through
the pedal position input and flow driver information and vehicle status [17]. The
quickening agent pedal position MAP table is checked by the quickening agent
pedal sign, and the vehicle speed sign to get an uncorrected standardized forward
solicitation force [18]. At that point, the forward solicitation force was remedied by
the SOC [19].

The torque request is received at the inverter input, and the required power
request is sent to the battery pack controller to get the required power for the desired
maximum speed [20].

Methodology of Speed Range Control Used
After the careful study of the speed attainment method as done by the VCU as
shown in the above section, we have proposed an idea for speed prediction from
the formulas shown above and also the speed limitation by reducing the maximum
speed of the vehicle because we also need to know the speed before limiting it [21].
Before developing an electric vehicle, some calculations are done to predict the
maximum speed of the vehicle by the maximum power required by the vehicle [22].
The formula given below shows the relation between the maximum power and the
maximum speed. We also used this formula for the prediction of speed [23].

Pm =
(
Mg f Vmax

3600
+ Cd AV 3

max

76, 140

)
.
1

ηT
(3)

M represents mass of the vehicle, g represents acceleration due to gravity, f repre-
sents rolling resistance coefficient, Vmax represents maximum speed attained, Cd

represents drag coefficient, A represents frontal area, and ηT represents efficiency of
power transmission system [24]. The block diagram in Fig. 3 shows the speed range
control algorithm.

Speed es�ma�on 
from pedal posi�on

Displaying speed

APP sensor 
voltage 

predic�onWri�ng the resistance 
value to digital 

poten�ometer for voltage 
manipula�on

Fig. 3 Speed range control algorithm
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4 Simulation Results and Discussion

The Simulink models developed for SOC estimation and cell balancing and proteus
models developed for SOCestimation and overall circuit are shown in Figs. 4, 5 and 6,
respectively. The simulation result obtained in Fig. 7 shows the variation of SOCwith
time (upper fig.) and variation of load current with time (lower fig.). Figure 8 shows
the variation of voltage of the battery pack with time. All these simulation results
are obtained, while discharging of the battery pack for 200 s. Figure 9 corresponds
to the simulation results of the cell balancing circuit shown in Fig. 5.

The initial SOC for each cell was kept at 96%, considering the losses due to
internal resistance of the cell. As seen from Fig. 7 (upper figure), the SOC value falls
to 81% from 96% after discharging for 200 s. The lower figure in Fig. 7 corresponds

Fig. 4 Simulink SOC estimation model

Fig. 5 Simulink cell balancing model
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Fig. 6 Proteus total simulation model

Fig. 7 Variation of SOC and load current with time

to the load current. As, load is considered to be resistive, and the result shows a
constant current.

As the cells had an initial SOC of 96%, the variation of voltage is from 24.2 V.
From Fig. 8, it can be seen that the value of voltage across the battery pack decreases
from 24.2 to 22.9 V, while discharging. Figure 9 shows how the cell balancing
process occurs across the battery pack. This takes about 55 min to achieve complete
cell balancing.
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Fig. 8 Variation of battery
voltage with time

Fig. 9 Voltage versus time
(Cell balancing)
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5 Conclusion

A battery management system (BMS) being the heart of any electric vehicle is a very
crucial part to be designed effectively. The battery should be able to give a proper
drive to the vehicle by delivering required power to all the subsystems attached to
the vehicle. The paper aims at making maximum use of the charge in the battery
pack. To track the current SOC, firstly, the SOC estimation circuit for the complete
battery pack has been designed. Further, designing of an appropriate cell balancing
circuit and speed range control is carried out. Finally, all the subsystems designed
are combined and synchronized.With successful designing of all the subsystems and
validating their working, the objective of the proposed prototype is achieved. In the
event of low battery, power supply to non-essential equipment such as radio and air
conditioner is stopped, followed by reduction in speed range of the EV. Thus, the
battery pack charge is utilized mainly by the car motor at the time of low battery.
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Effect of Flow Velocity
on the Performance of the Savonius
Hydrokinetic Turbine

Vimal Patel and Kushal Shah

1 Introduction

1.1 Preface

Compared to the wind power, small hydropower generation units gathered much
attention due to its predictable power development and high power density. It can
generate the electrical power directly by installing in the natural path of the water
streams, without use ofmassive structure of dam. It can be used as a standalone power
generation unit in the remote location where the water stream is naturally available,
as shown in Fig. 1. The Savonius turbine is one of the hydrokinetic turbines, predom-
inantly a drag force-driven type of turbines. In spite of its low power coefficient, their
starting characteristic is quite good.

1.2 Status of Global Research and the Aim of the Present
Work

River current turbines, which operate at lesser depths, are necessarily smaller, and
their rated output rarely exceeds 400 kW, even in very strong currents of 4.5 m/s.
[1]. The hydrokinetic turbine installed by Hydro-Québec is in the experimental and
pre-commercialization stage. In September 2010, a first industrial prototype was
connected to the Hydro-Québec grid. The hydro turbine was submerged in the Fleuve
Saint Laurent (St. Lawrence River) near the old port of Montréal, with a planned
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View “A” 
(1) Float 
(2) Savonius tur-
bine unit 
(3) Platform 
(4) Generator
(5) Battery
(6) Base end plate
(7) Turbine vane
(8) Top end plate
(9) Turbine shaft

“A” 

Fig. 1 Standalone power generation using Savonius turbine

capacity of 100 kW. It fed electricity into the Hydro-Québec grid from 2010 to 2013
[1].

Patel et al. [2] carried out an in-depth experimental investigation to find the effect
of gap between the two vanes (overlap ratio) and height of Savonius turbine (aspect
ratio). They concluded that the overlap ratio nearly 0.11 provides best performance
with minimum aspect ratio of 1.8. The turbine shows higher power coefficient if
the experiments are carried out in narrow canal. The in-depth methodology for the
performance correction is explained by Patel et al. [3] for Savonius turbine. The
theoretical calculations for prediction of the performance of the Savonius turbine
are given by Patel et al. [4] based on impulse-momentum principal and stagnation
pressure.

Based on the literature review, it is observed that the effect of flow velocity,
vane thickness, and various vane shapes on the performance of the Savonius turbine
for hydrodynamic application is still not investigated extensively. In the present
investigation, it is targeted to analyze the effect of flow velocity on the performance
of the Savonius turbine with CFD simulation.

2 Conceptual Discussion

The fundamental concept by which torque generates by water flow on the Savonius
turbine runner is shown in Fig. 2. The drag force developed by the concave surface,Fd
(Adv), of advancing vane is quite high compared to the drag force,Fd (Ret), generated
by the convex surface of the retarding vane. Power development is depending on (a)
momentum change of the water passing from the vane surfaces and (b) pressure
difference between upstream and downstream side of the vane. Two cases can be
considered at this stage, (i) high incident water flow velocity and (ii) slow incident
water flow velocity.

If the incidence of water flow velocity is relatively high, the pressure difference
between upstream and downstream of the vane will increase. It will enhance the



Effect of Flow Velocity on the Performance of the Savonius … 787

Fig. 2 Conceptual flows
over Savonius turbine vane

momentum change (Mo-Mi) of the water passing from the gap of the vanes, as
pressure condition at the downstream of the retarding vane is comparatively low.
Subsequently positive torque due to momentum change of water from advancing
vane increases.

If the incidence water flow velocity is relatively less, the mass flow rate of water
from the vane gap reduces due to the water backflow from the downstream side of
the water, toward retarding vane. Subsequently, the momentum change (Mo-Mi) of
water passing from the gap decrease, and it may adversely affect the performance of
the turbine.

To validate the considered concept, it is decided to study the effect of water
velocity on the performance of the Savonius turbine by CFD simulations. Also, the
study is further extended to find the cutoff velocity to provide best performance from
the turbine.

3 Numerical Simulation

The numerical study was carried out to check the validity of specific turbulence
models in the computational fluid dynamics (CFD). In the present investigation, the
pressure-based, transient, absolute, planner with viscous turbulent K-ω SST two-
equationmodels are selected. The boundary conditions used for the investigations are
shown in Fig. 3. The mesh was prepared using triangular elements and 15 inflation
layers with growth rate of 1.15. The average aspect ratio, orthogonal quality, and
skewness of the used elements are 32, 0.36, and 0.76, respectively.

The grid-independent and domain optimization study are also carried out before
investigation of the flow velocity effect. The conditions used for grid-independent
study are inlet velocity equal to 0.85m/s, diameter of rotor equal to 0.22m, rotational
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Fig. 3 Boundary conditions and domain used in the present investigation

velocity equal to 9.35 m/s, TSR equal to 1.1 also constant rectangular domain 12D×
24D. Graph of Cp versus total grid size is shown in Fig. 4, which says that after total
grid size as 90,962 Cp value remains constant. Cp value is 0.334. All the numerical
simulations are done using total grid size higher than 90,962.

The size of the study domain also affects the results obtained by the simulation.
Hence, domain optimization study is carried out with free stream velocity V =
0.85 m/s, diameter of rotor Dr = 0.2 m, thickness of blade t = 5 mm, eccentricity

Fig. 4 Effect of the number
of elements on Cp
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Fig. 5 Effect of domain size
on the obtained value of Cp

e = 0.01, and TSR = 1.0. Domain study is done in the multiplication of the basic
domain size 12D × 24D. From Fig. 5, the graph of the Cp versus TSR with the
multiplication factor of 1 [means (12D × 24D)] the result indicates nearly constant
value of Cp. So, it can be assumed that for the higher multiplication it will remain
same. Therefore, domain size can be taken as 12D × 24D.

The average value of the coefficient of moment (Cm), after reaching steady-state
variation in Cm was obtained from simulation. The variation of Cm with different
flow time is shown in Fig. 6

Fig. 6 Variation of Cm during analysis
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Fig. 7 Validation of the
methodology used in the
present investigation

For the validation of the considered methodology, the grid size and domain size
are kept as 110,652 elements and (2.4 m × 4.8 m), respectively. Also, boundary
conditions were velocity inlet at left edge with 6 m/s of wind, pressure outlet at right
edge, top, and bottom was taken as symmetry. The blade radius r was 0.0585 m, the
endplate diameterDwas 0.23m, and the eccentricity is 0.023m. The results obtained
from the present simulation are quitematchingwith the experimental results available
in the published literature [5]. The close matching and same variation trend validate
the adopted methodology used in the present investigation (Fig. 7).

4 Effect of Flow Velocity

4.1 Investigated Parameters

The numerical analysis is carried out for the conventional Savonius rotor. The diam-
eter of the blade (D) is 0.1 m, the gap between the vane is 0.01 m, diameter of rotor
is 0.2 m, and thickness of the blade is 5 mm. The simulations are carried out for
different values of velocity of water (0.5, 0.6, 0.7, 0.8, 1.0, 1.4, 2.0, 2.5, 3.0, 3.5 m/s)
keeping the remaining parameters as constant. Here, simulations were done for tip
speed ratio values 0.4–1.2. So, rotational velocity value is between 3.6 and 10.2 rad/s.
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4.2 Results and Discussion

The pressure and velocity contour obtained with the present investigations are shown
in Figs. 8 and 9, respectively.

The upstream side pressure is comparatively higher than that of downstream side
of the rotor. This higher pressure is generated due to stagnation of the flow due to
resistance offered by the turbine rotor.

The downstream side velocity is also quite low compared to the upstream side
of the rotor. It is due to the utilization of the kinetic energy to generate mechanical
power, which decreases the velocity of the flow at downstream side.

The simulations are carried out for different velocity of water in the range of 0.5–
3.5m/s. The variation ofCp for different TSR obtained from the present investigation
is shown in Fig. 10. The result indicates that the Cp value increases as the velocity
of flow increases. Also, the value of Cpmax appears at higher TSR as flow velocity
increases.

Fig. 8 Pressure contour

Fig. 9 Velocity contour
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Fig. 10 Effect of flow
velocity on the performance
of the turbine

5 Conclusion

To obtain the optimum value of the velocity of water, the graph of Cpmax obtained at
different velocity is drawn and shown in Fig. 11. From the results, it can be concluded

Fig. 11 Obtaining critical
velocity for optimum
performance of the turbine
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that the coefficient of power becomes constant from velocity value 2.0 m/s. Hence,
to get optimum performance from the turbine, minimum 2 m/s velocity is required
for the considered design of the turbine. It is to note here, the power output will be
continuing to increase flow velocity rise even beyond 2 m/s. However, the coefficient
of power becomes nearly stagnant beyond flow velocity of 2 m/s.
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Review on Pragmatic Refrigerants
Deployed in Refrigeration and Air
Conditioning System

Shaik Abdulla and T. S. Ravikumar

1 Introduction

The release of chemical gases like carbon monoxide, carbon dioxide and other such
type of gases into the atmosphere which makes the sun’s heat energy to be absorbed
and not reflected back to earth’s atmosphere, due to which earth’s surface becomes
warmth this process is referred as greenhouse effect [1]. The sunlight directly enters
the earth’s surface and gets trapped in the atmosphere the gases shield the atmosphere
and prevents the heat radiation to escape the atmosphere. Greenhouse gases such as
carbon dioxide, methane, water vapor are naturally available. The montreal protocol
agreement states [2] themanufacturing of chlorofluorocarbons should be stopped and
used for fundamental purposes only. Chlorofluorocarbons (CFCs) are being utilized
for a long time in the air conditioning and refrigeration system. The chlorine atoms
present in CFC’s damage the ozone layer which causes ultra violet rays to reach the
earth’s surface due to which there will be harmful effects on human skin and the
health-related issue such as skin cancer, leathery skin and leads to form of other skin
diseases. The countries around the world have agreed to sign the protocol which
agreed to ban the CFCs in January 1996 and gave a grace period of 10 years to use
for developing countries and then to stop and look for other environmentally friendly
refrigerants. Refrigerant R134a was recommended as an alternative to R12 [3] but
due to the high-global warming potential of R134a, its use has to be minimized.
R123 emerges as a probable refrigerant with low GWP and ODP values. The R290
which comes into the picture can be used in blend with R123 with another refrig-
erant. The development of refrigerants presented [4] from past to present reviews,
split the entire history of refrigerants into four generations. In the first generation,
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concentration was based on natural refrigerants like carbon dioxide was consid-
ered, but its performance was low. Then, they worked on ammonia and water which
required more number of centrifugal compressors for performing and in which water
gave low efficiency of performance. In the second generation, safety and durability
were taken into consideration, and refrigerants introduced were Chlorofluorocarbon
(CFCs), and Hydro chlorofluorocarbons (HCFCs). They were popularized more and
compared with CFCs in the second generation refrigerants. In the third generation,
ozone protection was considered due to climate change and ‘greenhouse gas effect’
and all countries agreed to phase out CFCs and HCFCS which have high ODP and to
find best alternative refrigerants. In the fourth generation, concentration was based
on climate emergency potential decided for utilization of only small GWP hydro
chlorofluorocarbon refrigerants. The present work is to analyze the best alternate
refrigerant available for us from available refrigerants which have zero ODP and
low GWP based on the review of the research papers. In recent times, nanoparti-
cles were introduced in the refrigeration and air conditioning system because of its
promising results shown. Nanofluids enhance the ability to conduct heat. Nanopar-
ticles in the range of (1–100 nm) suspended in the working fluid improve the heat
transfer characteristics when compared without nanoparticles in the working fluid.

2 Refrigerant Properties

Messineo et al. [5] Compared the refrigerant R22 with three non-chlorine fluids
R417A, R407C, and R404A. Molar mass of refrigerants is as follows: R22 was
86.48, R417A was 106.75, and R407C was 86.20. The boiling temperature of R22
was −40.80, R417A was −39.12, R404A was −46.60, and R407C was −43.80.
The critical temperature of R22 was 9.5% more compared to R417A, 25% more
compared to R404A, and 10.5% more than R407C. Certainly, all the four refrig-
erants were the same [6]. Refrigerants, R410A and R507, were considered as a
substitute for R22 in which the critical temperature of R410A and R507 was very
close, and critical pressure of R410Awas 22%more when compared with R507. The
molecular weight of R410Awas 26% less when compared with R507 [7]. Compared
the refrigerant R407C with the blend R410A in terms of thermodynamic character-
istics. It was observed that the critical temperature of R407C was 86.05 °C which
was 15% more compared with R410A. The GWP value of R407C was less than
R410A [8]. When the refrigerants selected for this study were observed that the crit-
ical temperature of water (R-718) was 373.9 °Cwhich was high when compared with
other refrigerants. Water as a refrigerant consumes more power to produce useful
refrigeration [9]. Experimented with similar refrigerant blends instead of R404A,
R447A, and R22. The climate change value was used to measure the infrared radi-
ations which were also an important factor in selecting alternative heat absorbing
fluid [10]. Made an experimental comparison between R134a and HFO 1234ze. In
the domestic refrigerator, it was observed that the critical temperature of R134a was
101.1 °C, whichwas higher thanHFO1234ze and, while in terms ofGWPvalues, and
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HFO1234ze was much lower than R134a. The nanoparticle-based refrigerants were
highlighted, because it enhanced the thermodynamics properties [11] silicon dioxide
SiO2 nanoparticles as lubricant taken for experimental investigation [12]. Conducted
experiment on heat pump which shows that the COP of nanofluid-based refrigerant
are low when compared with R22. The power consumption of the compressor was
more for nanofluid than R22 [13]. Made a model of air conditioning system using
nanofluids, and the efficiency of refrigeration system with R22, and 0.1% volume
of 3 types of nanofluids namely Copper oxide, Zinc oxide, Al2O3 were examined.
Minichannel two-phase flow boiling heat transfer coefficient study was done on R32
[14], CO2, and R290. Test information was obtained by conducting experiment in
steel tubes with different ranges of mass fluxes. It was observed from the experi-
ment that with the increase in heat flux the heat transfer coefficient has increased
[15]. Investigated on the performance of R290 with R22 in a refrigeration system,
the thermo-physical properties of selected refrigerant for an experiment, and it was
observed that the critical temperature of R22 and R290 was very close and small
variation of value in the normal boiling point of two refrigerants.

Devecioğlu and Oruç [16] Discussed on R1234yf, R444A, and R445A refriger-
ants. The evaporation and condenser temperature were considered between−5 ºC to
+5 °C, 30 ºC and 60 ºC, respectively. It was observed that the critical temperature of
R445A was higher than R444A and R1234yf. Whereas the GWP value of R1234yf
was very less when compared to R444A and R445A.

Kasera and Bhaduri [17] Predicted that R407C would be a substitute to R22
refrigerant. ODP of R407C was zero, and GWP was less compared to R22 [18].
Presented refrigerant R1234yf and R1234ze as replacement to R134a, theoretical
evaluation was carried out at low temperature. It was experimentally shown that
R1234yf absorbs more pump power than R134a and R1234ze obtained lesser power
thanR134a [19]. Experimented on pureHFC refrigerants to find outwhich refrigerant
had a higher COP.HFC refrigerants consideredwere R32, R134a, R143a, andR152a.
Using REFPROP software, thermodynamic criterion of some pure HFC refrigerants
was studied. In [20], theoretical performance investigation was carried out on HFC
and HC blends as an alternative to replace the refrigerant R22. The research paper
published [21] theoretical thermodynamic performance with ten binary refrigerant
mixture consisting of propane and propylene. It was observed that refrigerant blend
M1 critical temperature was very close to R22. GWP of R22 was 1760, whereas
the remaining all refrigerants GWP was less than 3. The research involves an inves-
tigation of alternatives of R134a in the automobile air conditioning system. The
refrigerants studied were R290, R600a, R407C, R410A, R404A, R152a, R1234yf
and compared with R134a.

Gaurav Kumar [22] Utilized REFPROP software to check the properties of refrig-
erants. From the results, it was published that relative COP and energy and exergy
efficiency of R290weremorewhen compared to other refrigerants studied. The alter-
native to R134a was 38%R1234ze, 22%R1234yf, 40%HFC 134a [23].Worked with
low-GWP organic refrigerants like R1233zd[E] and R1224yd[Z] and suggested as
alternative for R245fa refrigerant in existing system [24]. Discussed on the screening
of refrigerant substitutes to R290 and R600a. The refrigerants selected for the study
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of R290, R600a, R600, R1270, R152a, R32, R1234yf, R1234ze (E), R1233zd, R744,
and R134a. It was observed that the critical temperature of R-152a was higher than
R600a and R290. The GWP for both R600a and R290 was 3, whereas GWP of
R1234zd was 1 which was very small compared to other refrigerants [2]. Discussed
on ozone depletion potential and global warming potential, the problem in halo-
carbon refrigerants was, when released to atmosphere, it harms ozone layer. Due
to release of greenhouse gases in the atmosphere, global warming increases. It is
always necessary to select those refrigerants which is having lowest values of ODP
and GWP.

3 Experimental Results and Discussions

REFPROP software was used in the analysis [3] for a refrigerant mixture containing
70%R123 and 30%R290 results show it was very close to R12. The results also show
the same performance as the new mixture. From the experimental results shown [5],
the COP of R22 was high compared to R404A, R417A, and R407C but considering
ODP and GWP points of view HFC refrigerants can be considered as alternative
to R22. Experimental results show that the HFC blend of R410A has a higher COP
compared to R507 [6]. R507 refrigerants show 10% lower performance than R410A.

Kundu et al. [7] Conducted experiment it was observed in general cases by
increasing heat flux there will be an increase in heat transfer characteristics. The heat
transfer coefficient of R410A was 30–45% more than that of R407C at 10 kW/m2.
Simulation results showed [8] using REFPROP software and experimental predic-
tion that CO2 show the best quality factor for the temperature range from −20 to
70 ºC, whereas R1234yf will be the best for commercial water heating application
when compared with other refrigerants selected for the analysis. The REFPROP
software was used for calculating the thermodynamic properties of refrigerants, [9]
understood that selected alternative refrigerants will have some variation in terms
of performance, and they have lower greenhouse effect. It was concluded from this
article that R1234yf, blend mixture of R-32/R-152a/R-1234yf/R-1234ze(E) will be
the fair alternatives compared to other refrigerants taken in this study. The results
presented [10] shows that in terms global warming potential, and R134a was having
higher GWP value than HFO 1234ze.

From the experiment conducted, it was identified that the thermal conductivities
of nano refrigerants were higher than traditional refrigerants [11]. It was observed
that energy saving can be achieved using nano lubricant compared to the traditional
refrigerant. The results shown in [12] that by adding nanoparticle TiO2 decreases the
COP than R22, whereas nanofluid can increase the COP of the heating cycle signifi-
cantly due to increased power consumption of the compressor. The results presented
[13] shows that COP increase with the usage of nanofluids in vapor compression
system (VCS) when compared with R22. Among the three nanofluids, nano CuO
was better than ZnO, and AlO3. From the experiment, [14] it was identified that with
increasing heat flux, refrigerants CH2F2, (C3H8), CO2 heat transfer coefficient of
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refrigerants increases. The results showed that [15] lower discharge temperature was
possible by using R290 which improves the compressor performance. The COP of
R290 was very close to R22, a higher COP with R290 can be achieved especially by
designing the system for R290. Therefore, R290 can be a better alternative to R22.

The experimental results of [16] showed that COP of R1234yf was high compared
with R444A and R445A [17]. Summarized that the effect of R407C in comparison
with R22 was that COP, cooling capacity, and discharge temperature of R407C were
lower compared to that of R22. Energy consumption and discharge pressure were
higher compared to R22 [19] compared the supply water temperature of air source
heat pump with R143a. The COP of R152a > R134a > R143a > R32. As per the
paper, R152a can be used as a reasonable choice for space heating. From the theoret-
ical results, [20] it was observed that COP of refrigerant blend R134a/R1270/R290
results increase in COP higher than the R22. The results show [21] the refrigerant
blend M8 (R1270/R290) composition by mass% (75/25) COP (3.566) was nearest
to R22 (3.601) among all the refrigerants taken into consideration. The discharge
temperature of refrigerants was in the range of 5.6 to −8.4 ºC when compared with
R22.

The results showed that [24] a mixture of R-1234yf/R-600a and R-1270/R-600a
offers an increase in COP compared with R600a. From the experimental results
of [25], it was shown with passive techniques and inclusion of nanoparticles with
refrigerant performance of system is increased. The TiO2 based nanolubricants [26]
(i.e., 0.2, 0.4, and 0.6 g/L) gave higher power per ton of refrigeration than baseline
refrigerant. The addition of TiO2 nanolubricant enhances the cooling rate, whereas
the COP was slightly less than baseline refrigerant. From the experiment conducted
[27], it was concluded that the nanoparticle-based refrigerant worked safely in a
domestic refrigerator. The performancewas better thanR600awithTiO2-R600a nano
refrigerant. At 40 g of R600a, the nano refrigerant has the highest refrigerating effect
and COP than R600a. In the results published by [28], suitable heat rejection without
any blockage in the condenser was observed with an evaporative cooling pad and
nano refrigerant the performance is enhanced compared to without nano refrigerant.
From the experiment, the results show [29] the power utilization of compressor was
decreased by 25% when nanolubricant was utilized rather than ordinary POE oil.

4 Merit and Analysis from the Research Papers

1. It is observed thatmixing different refrigerants blendswill give better coefficient
of performance for pure hydrocarbons.

2. Hydrofluoro-olefins (HFO) refrigerants can be drop in substitute to R134a
refrigerant.

3. Adding nanoparticle to lubricants or directly mixing with refrigerant will
enhance the heat transfer characteristics in refrigeration and air conditioning
systems.
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5 Conclusion

From the results published from various papers, it was concluded that in terms of
performance, we can choose nano-based refrigerants which give high performance
compared to other refrigerants. If the performance of the system was not the first
criteria, thenwe can choose eco-friendly refrigerants like R-1234yf, R1234ze as their
global warming potential was very small compared to other HFC andHCFC refriger-
ants. Nanoparticles mixing with lubricants in compressor and nanofluid refrigerants
were better alternative refrigerants when compared to currently employed refrig-
erants. Hence, more research work has to done on nanoparticles to enhance their
performance when deploying in vapor compression refrigeration system.
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Optimization of Nanofluid Parameters
for Double Pipe Heat Exchanger

K. Manjunath

1 Introduction

Nanofluids usage for upgrading the performance of heat transfer equipment are
increasing from last one decade. Various nanoparticles which have high value of
conductivity and heat capacity are mixed in required proportions to base fluids and
are used in various heat exchangers that resulted in improvements in heat transfer.
At the same time, the usage of nanofluids turns to disadvantages in terms of more of
fluids pressure drop due to increase of properties like viscosity and density. These
aspects are not been able to easily investigate by the use of first law thermodynamic
analysis. The different irreversibilities occurring because of heat transfer, imbalance
between the streams, pressure drop, etc., in heat exchanger processes are able to
analyze by second law analysis. The methods of second law involve entropy genera-
tion and exergy analysis [1]. Extensive reviews of heat exchangers were carried out
by Manjunath et al. [2] using the method of second law analysis and constructal law.

In the last one decade, researchers are carrying out the research of second law
analysis of nanofluid heat exchangers. Some of the literature which is related to this
analysis are reviewed. Entropy generation analysis of applications of nanofluids in
different thermal equipments is analyzed by [3–18] using numerical, experimental,
and analytical methods.

From the literature review, it is found that there are very scare papers which uses
entropy generation and exergetic efficiency analysis of counterflow DPHE. The best
volume concentrations and diameter of nanoparticle selection are usually done by the
first law thermodynamics analysis. While this resulted in improve of heat transfer
and effectiveness of heat exchangers, there is no sure that the losses are reduced.
These aspects can be easily found out by the use of second law thermodynamics
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procedures inwhich various types of irreversibilities are foundout in heat exchangers.
The second law efficiency considers these losses and provides optimum values of
volume concentrations and diameter of nanoparticle which not only reduces losses
but also increases performances. This is illustrated for a type of counterflow heat
exchanger which is commonly used in process heating and cooling that is DPHE.
Comparison of the performance of nanofluid with the normal fluid is carried out.
The commonly used nanofluid combination, namely water-alumina (water–Al2O3),
is used by varying its volume fractions and particle diameter. Other parameters which
are considered for the analysis are hot fluid temperature drop, surface area, and length-
to-diameter ratio. Improvements of second law efficiency is observed by the use of
optimum values of nanoparticle parameters.

2 Analysis

For this analysis, the counterflow DPHE is considered as shown in Fig. 1 which
consists of its geometrical parameters. In DPHE, nanofluid (cold fluid) flowing in
outer tube is heated by hot water flowing in inner tube. Some of the assumptions
considered for the analysis are the flow will be fully developed turbulent, and the
fluids flow pressure drop is assumed to be friction in constant cross section of tube
only and pressure loss due to joints are neglected. The heat transfer between cold
and hot streams is excellent, and fouling resistances are neglected [19].

Fig. 1 Double pipe counterflow nanofluid heat exchanger nomenclature
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2.1 Properties of Nanofluid

As provided in [6], the following thermophysical properties are used in the analysis.
Density of nanofluid is given as,

ρnf = (1− ϕ)ρbf + ϕρp (1)

Nanofluid specific heat at constant pressure is found by the following relation,

cp,nf = (1− ϕ)ρbfcp,bf + ϕρpcp,p
ρnf

(2)

Thermal conductivity of nanofluid is found by the following relation,

knf
kbf

= 1+ 4.4Re0.4d Pr0.66bf

(
Tnf
Tfr

)10( kp
kbf

)0.03

ϕ0.66 (3)

where T fr will be base fluid freezing point and Red will be the nanoparticles
Reynolds number given as

Red = ρbfubdp
μbf

(4)

Here ub is the Brownian velocity given as,

ub = 2kbTnf
πμbfd2

p

(5)

where kb is Boltzmann’s constant given as 1.38 × 10–23 J/K. Nanofluid viscosity
is found by the following relation,

μnf

μbf
= 1

1− 0.10255d−0.264
p ϕ1.028

(6)

2.2 Exergetic Efficiency and Entropy Generation Number

The exergetic efficiency expression for heat exchanger is given as [20, 21],

ψ = ĖT
c

ĖT
c + İ

(7)
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The cold stream thermal part of exergy is given by the following expression [20],

ĖT
c = Cc

[
ε
(
Th,in − Tc,in

) − To ln

{
1+ ε

(
Th,in
Tc,in

− 1

)}]
(8)

The irreversibility expression given by Gouy–Stodola formula is defined as
product of reference temperature and entropy generation rate,

İ = To Ṡgen (9)

The Sgen is obtained in terms of N s and Cmin as,

İ = To(NsCmin) (10)

where the N s is obtained by dividing Sgen with Cmin [1] as follows.

NS = Ṡgen
(ṁcP)min

(11)

The Sgen is defined as [2],

Ṡgen =
(
ṁcp

)
c ln

(
Tc,out
Tc,in

)
+ (

ṁcp
)
h ln

(
Th,out
Th,in

)

+
(

ṁ

ρTave

)
c

(�P)c +
(

ṁ

ρTave

)
h

(�P)h (12)

Equation (12) is divided into terms of Q and �P as follows, respectively [1],

Ṡgen,T = (
ṁcp

)
c ln

(
Tc,out
Tc,in

)
+ (

ṁcp
)
h ln

(
Th,out
Th,in

)
(13)

Ṡgen,P = 8ṁ3 f Re

π2ρ2TaveD5
(14)

Heat capacity of heat exchanger is obtained by multiplying the specific heat and
flow rate for both streams.

(
ṁcp

)
c = Cc and

(
ṁcp

)
h = Ch (15)

The ratio of heat capacity rate is given as,

C = Cmax

Cmin
(16)

Here in this analysis, defining Cmax = Cc and Cmin = Ch, [19],
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C = Cc

Ch
(17)

Substituting entropy generation rate Eqs. (13) and (14) in Eq. (11), we will
obtain the dimensionless N s for unbalanced heat exchanger (including imbalance
irreversibility) as,

NS = ln

[
1+ ε

(
Th,in
Tc,in

− 1

)]
+ C ln

[
1− 1

C
ε

(
1− Tc,in

Th,in

)]

+ 1

Cmin

{[
8ṁ3 f Re

π2ρ2TaveD5

]
c

+
[

8ṁ3 f Re

π2ρ2TaveD5

]
h

}
(18)

The number of units of heat transfer (NTU) and effectiveness expression for heat
exchanger with counterflow is given as,

ε = 1− e−NTU(1−Cmin/Cmax)

1− (Cmin/Cmax)e−NTU(1−Cmin/Cmax)
(19)

Here NTU is defined as,

NTU = U As

Cmin
(20)

where As is the area of heat transfer surface given as,

As = πdoL (21)

where L is the length of the DPHE. The overall heat transfer coefficient which is
based on the outside area of the inner tube is given as [22],

1

U
= do

dihi
+ d0ln(do/di)

2km
+ 1

ho
(22)

where hi is the heat transfer coefficient of inner tube carrying hot fluid, which is
found as follows,

hi = Nuhk

di
(23)

where Nuh is the Nusselt number of inner tube fluid turbulent flow (fully
developed) given as,

Nuh = 0.023Re0.8h Pr0.4h (24)

where Reh is the Reynolds number given as,
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Reh = ρhVhdi
μh

(25)

where V h is the velocity of inner tube fluid. The friction factor for the hot fluid is
given as,

fh = 0.316Re−0.25
h (26)

The heat transfer coefficient, ho of outer tube in which cold nanofluid flows is
obtained by the following procedure.

ho = Nuck

De
(27)

where De is the outer pipe equivalent diameter given as,

De = D2
i − d2

o

do
(28)

The Nuc is the Nusselt number of outer tube fluid turbulent flow (fully developed)
given as [6],

Nuc = 0.021Re0.8c Pr0.5c (29)

Here Rec is the Reynolds number given as,

Rec = ρcVcDc

μc
(30)

where V h is the velocity of outer tube fluid. Dc is the hydraulic diameter of outer
tube given as,

Dc = Di − do (31)

The friction factor for the cold fluid is given as [6],

fc = [0.79ln(Rec) − 1.64]−2 (32)

The heat transfer rate of DPHE is obtained as,

Q̇ = U As
(
Th,in − Tc,out

)
(33)

Heat exchanger pressure drop is given as,
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�P = fcLρcV 2
c

2Dcg
+ fh LρhV 2

h

2dig
(34)

3 Results and Discussion

For the simulations, the parameter input values considered for the analysis with
reference to [22] are as follows: The geometrical dimensions of double pipe heat
exchanger (DPHE): inner pipe inside diameter (di) = 0.0525 m, outside diameter
(do) = 0.0603 m. For the given length-to-diameter ratio (L/D), the length will be
obtained. TheDPHEouter pipe inside diameter (Di)= 0.0779m. TheDPHEmaterial
is carbon steel having conductivity (km) = 54 W/mK.

Operating parameters: The hot water is made to flow in the inner pipe at the inlet
temperature (T h,in) = 140 °C, temperature drop (�T h) = 15 °C. The cold nanofluid
or only cold water is made to flow in the outer pipe, and its temperature is raised
from (T c,in) = 20 °C to (T c,out) = 35 °C. The base fluid and hot water properties are
referred by the average temperature of fluids.

In this analysis, to compare the performance for DPHEwith andwithout nanofluid
(only base fluid) the surface area (As) and temperature difference between the fluids
(�T ) are considered the same. The nanofluid considered is water–alumina (Al2O3–
water) and its properties are referred from [3]. For nanoparticle (alumina): density
(ρp = 3900 kg/m3), conductivity (kp = 40W/mK), specific heat (cp,p = 880 J/kg K).
The simulations are carried out in EES software [23], and the outputs are obtained.
Reynolds number for turbulent flow (fully developed) is analyzed for 2 × 104 [6].
The general values of nanofluid are volume concentrations (ϕ = 0.03) and particle
diameter (dp = 40 nm).

Figure 2 displays the behavior of exergetic efficiency (ψ) and dimensionless
entropy generation number (N s) for variations in the value of nanoparticles volume
concentration (ϕ) for different values of hot fluid temperature drop (�T h) and
increase in the surface area (As), (as an example to study the increase in surface
area parameter). Maxima value of ψ is obtained as the ϕ increased, while there
is increasing trend of N s. For the considered input values, optimum value of ϕ is
obtained for higher value of exergetic efficiency. As the value of �T h increased,
ψ decreases because of increase of irreversibility due to heat transfer as shown in
the variations of N s. For the increase of As value, the value of ψ decreases. This is
due to decrease in the value of NTU which is also reflected in the result of N s. The
NTU equation is defined in Eq. (20) and affects Eqs. (19), (18), (10) and (7)—which
affects ψ.

Figure 3 displays the variations ψ and N s for the increase of another important
parameter of nanofluid particle diameter (dp). Here also, maxima value of ψ is
resulted by the increase of dp, but N s will decrease. The reason is that as dp increases
due to increase in thermal conductivity of nanoparticles, the Q increases which
resulted in increase of ψ. But after some value of dp, the viscosity of nanofluid
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Fig. 2 Relationship of exergetic efficiency (ψ) and entropy generation number (N s) with volume
concentrations (ϕ)

Fig. 3 Relationship of exergetic efficiency (ψ) and entropy generation number (N s) with
nanoparticle diameter (dp)

increases, which results in the increase of �P which resulted in decrease of ψ.
Optimum value of dp obtained for the considered input parameters will provide
higher performance based on second law method. For increase in �T h and As, the ψ

and N s decrease due to lower value of NTU.
Figures 4 and 5 show the variations of Q, �P, ψ, ε, and N s for the variations of

length-to-diameter ratio (L/D). All these parameters, increases for increase in L/D.
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Fig. 4 Relationship of heat transfer rate (Q) and pressure drop (�P) with length-to-diameter ratio
(L/D)

Fig. 5 Relationship of exergetic efficiency (ψ), effectiveness (ε), and entropy generation number
(N s) with length-to-diameter ratio (L/D)

Also, the comparison of the performance of DPHE with and without nanofluid (base
fluid only) is produced in Figs. 4 and 5. For the considered conditions of same heat
transfer surface area and temperature difference between fluids, there is increase
in the value of rate of heat transfer for nanofluid DPHE (Qnf) compared to rate of
heat transfer without nanofluid (Qbf). But there is increase of pressure drop �P for
nanofluid because of increase of viscosity due to added nanoparticles. The reasons
for this are explained with the help of Fig. 5. For nanofluid, there will be more losses



812 K. Manjunath

happens in particularly in terms of higher pressure drop entropy generation (N s,nf >
N s,bf) as shown in Fig. 5. Because of this, theψnf is having lower value in comparison
with ψbf. From first law analysis, these aspects cannot be found out as the case of
effectiveness (εnf > εbf).

Table 1 gives the values of important results for the optimum values of nanoparti-
cles volume concentration and nanofluid particle diameter based on the outputs from
Figs. 2 and 3. With the use of optimum values of nanofluid properties, the ψnf has
higher value in comparison with ψbf, even though in Fig. 5 there is (ψnf < ψbf).
It is observed from Table 1 that there are advantages of using nanofluid in DPHE
with increase in following outputs (Qnf > Qbf), (εnf > εbf), (NTUnf > NTUbf). But, at
the same instance, there is increase in the following outputs (�Pnf > �Pbf), (N s,nf >
N s,bf) which are disadvantages of using nanofluid in heat exchangers.

Although, from Table 1, the increase in pressure drop resulting to 11%, this does
not indicate the overall performance of the DPHE. The pressure drop parameter is
a part of irreversibilities of whole DPHE which also includes irreversibility due to

Table 1 Results based on
optimum values of ϕ and dp

Results with symbol Values with units

Nanoparticles volume concentration
(ϕ)

0.01288

Nanofluid particle diameter (dp) 74.51 nm

Exergetic efficiency (ψnf)—with
nanofluid

34.28%

Exergetic efficiency (ψbf)—without
nanofluid

33.59%

Entropy generation number
(N s,nf)—with nanofluid

0.05096

Entropy generation number
(N s,bf)—without nanofluid

0.04716

Heat transfer rate (Qnf)—with
nanofluid

69,584 kW

Heat transfer rate (Qbf)—without
nanofluid

67,197 kW

Pressure drop (�Pnf)—with
nanofluid

92.39 N/m2

Pressure drop (�Pbf)—without
nanofluid

82.18 N/m2

Effectiveness (εnf)—with nanofluid 0.3428

Effectiveness (εbf)—without
nanofluid

0.3359

Number of heat transfer units
(NTUnf)—with nanofluid

0.9009

Number of heat transfer units
(NTUbf)—without nanofluid

0.87
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heat transfer and imbalance between the fluid streams. This can be explained with the
help of ψ Eq. (7), N s Eq. (18) (both are non-dimensional performance parameters).
The increase of ψ in terms of 0.7% is resulted as a whole performance of DPHE
including the other increasing and decreasing parameters. The increase in ψ is also
resulted by the increase of other parameters such as ε (2% increase) and NTU (3.4%
increase). This is the reason that why it is needed to analyze the thermal systems by
using second law.

4 Conclusions

The nanofluid parametric optimization is carried out for the double pipe counter-
flow heat exchanger. The second law thermodynamics performance parameters like
exergetic efficiency and entropy generation number are used for parametric analysis
along with effectiveness. Nanofluids are nowadays used to increase the heat transfer
rate. For the considered input values for DPHE, optimum values of nanofluid volume
concentrations and nanoparticle diameter are obtained for higher values of exergetic
efficiency. The variations of other important parameters such as hot fluid temperature
drop, surface area, and length-to-diameter ratio are investigated for the considered
DPHE. Comparisons of DPHEwith nanofluid andwithout (only use of base fluid) are
carried out by considering the same heat transfer surface area and fluids temperature
difference.

Although there is increase in heat transfer and effectiveness of DPHE by using
nanofluid as working fluid, at the same time there is increase of fluid pressure drop.
This results in increase of entropy generation of nanofluid and reduction in exergetic
efficiency. So, from the adopted procedure in this paper, the DPHE needs to be
operated with optimum nanofluid parameters at which the highest performance is
obtained with lower irreversibilities.

By considering the obtained optimum values of nanoparticle concentrations and
diameter, the exergetic efficiency of DPHE will improve and achieve higher value as
compared to base fluid only.
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CFD Analysis of a Mixed Convection
Heat Transfer Square Cavity
with Hybrid Nanofluids

Chinta Rajeev Durga Sai, Satish Pujari, B. Sreenivasulu, and Ajit Burra

1 Introduction

Combined forced and natural convections are importantmechanisms for heat transfer.
Nanofluids are comprehending particles with nanometer size, known as nanoparti-
cles. Those nanofluids are colloidal suspensions of nanoparticles with convectional
fluid. Nanofluids are especially used for different applications to replace convec-
tional fluids with more heat transfer characteristics and their other properties include
thermal diffusivity, viscosity and thermal conductivity associated with a conven-
tional fluid. The entire evaluation is executed in phrases of dimensionless numbers
consisting of Richardson number and Reynolds number by changing all of the equa-
tions used for the heat transfer evaluation in phrases of dimensionless numbers.
Applications for square cavity space were sun strength collector, heat exchangers,
digital gadgets touch panels, LED, smart windows (single-pane windows, double
pane home windows). Hasan et al. [1]. Evaluation of flow fields and thermal in
the cavity is analyzed with respect to isotherms, stream lines and heat traces for a
huge variety of solid volume fraction of the nanoparticle and Richardson number.
They have a look and suggests that large heat transfer fees may be finished with
nanofluid than the bottom fluid for all situations. Basak et al. [2]. The heat transfer
between nanofluid and bottom surface of blended convection lid driven square cavity
under uniform and nonuniform heating is observed. It can be observed from the local
Nusselt variety plot that heat transfers decrease from corners to center under uniform
heating, whereas under non uniform heating, heat transfer rates are low at the edges
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of bottom wall. Labib et al. [3]. A two-phase mixture version of pressured convec-
tive heat transfer of nanofluids of extra ordinary base fluids to analyze effect of base
fluids used. The computational technique has been confirmed within the case of
Al2O3/water nanofluids. Kim and Kwon [4]. In alumina nanofluids containing three
volume percentage of suspended debris, the increase in thermal conductivity is found
to be 8% and convective heat transfers 20%. In other terms, improvement in proper-
ties of convective heat transfer are better than that of the properties related to thermal
conductivity. Suresh et al. [5]. Heat transfer effects confirmed increase of 13.56%
in Nusselt number at (Re = 1730) while in comparison to the Nusselt number for
water. The consequences additionally display that 0.1% Al2O3–Cu/water nanofluids
high friction component whilst in comparison to 0.1% Al2O3/water nanofluid.

2 Materials and Modelling

The nanoparticles such as graphene, copper, silver and zinc are used where these
are having high thermal conductivities than oxides and carbides. Graphene as the
main component and the remaining three nanoparticles copper, silver and zinc are
added to graphene separately to make hybrid nanoparticles. The nanoparticles are
well-thought-out and varying from 10 to 50% of volume fraction and the base as
water (Table 1).

The 2D cavity which is shown in Fig. 1 is a square cavity with water-based
hybrid nanofluid contains (graphene–Cu, Ag, Zn) nanoparticles. The fluid is opti-
mally diluted with the volume fraction φ = 0.1, on this wise, it is contemplated as
a Newtonian as well as incompressible fluid. The pairing of density and flow fields
for varying temperatures is obtained using Boussinesq approximation neglecting
viscosity in dissipation effect and considering no heat generation.

Mathematical equations describing the above approximation is given below.

Continuity Equation
∂u

∂X
+ ∂v

∂Y
= 0 (1)

Momentum Equation

Table 1 Thermal-physical properties of nanoparticles and base fluid at a temperature, T = 25 °C

Properties Graphene Copper (Cu) Silver (Ag) Zinc (Zn)

Cp (J/kg-k) 790 385 235 390

K (W/m-K) 5000 401 429 112.2

ρ (kg/m3) 2200 8933 10,500 7100

β (K−1) × 10−5 0.6 1.67 1.89 3.12
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Fig. 1 Physical model
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Energy Equation
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∂θ

∂X
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∂θ

∂Y
= αhnf

αbf

1
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(
∂2θ

∂X2
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X = x
L

∞,Y = y
L

,U = u
U

, V = v

U
, θ = T − T s

Tb − T s
,

Re = ρvL
μ

,Pr = μC p

k
,Ri = gβ�TL

v2
= Gr

Re2
(5)

Density (ρhnf), specific heat (Cphnf), thermal expansion (βhnf) of hybrid nanofluids
as a function of volume fraction (φ), properties of base fluid and nanoparticles is
presented below

ρhnf = [(1 − φ)ρbf] + (φ1 × ρs1) + (φ2 × ρs2) (6)

βhnf = [(1 − φ)βbf] + (φ1 × βs1) + (φ2 × βs2) (7)

Brickmans’s and Maxwell’s models can be modelled as follows

μhnf = μbf

(1 − φ)2.5
(8)



818 C. R. D. Sai et al.

khnf = kbf

[
(φ1k1+φ2k2)

φ
+ 2kbf + 2(φ1k1 + φ2k2) − 2φkbf

(φ1k1+φ2k2)
φ

+ 2kbf − (φ1k1 + φ2k2) + φkbf

]
(9)

where

μhnf dynamic viscosity
khnf effective thermal conductivity.

The Nusselt number of Square Cavity calculated from the following formulae.

Nu = 1

L

L∫
0

−khnf
kbf

∂T

∂y
dx =

1∫
0

−khnf
kbf

∂θ

∂Y
dX (10)

3 Numerical Procedure

3.1 Grid Independence Test

Grid independence test is conducted within the square cavity with the copper as a
nanoparticle and water as a base fluid in COMSOL MULTI PHYSICS data base
by varying number of elements in a mesh (free triangular), the average Nusselt
number is varied. In this analysis, geometry mesh is obtained in a free triangular
form represents 920× 100 which is 21,204 elements in a square cavity is considered
with approximate values of average Nusselt number with the maximum coincidence.

3.2 Validation

Validation is done for Hasan et al. [1] to demonstrate the process which we followed
is correct. These various validations are done with square cavity which is filled with
nanofluids, whereas the bottom wall is uniformly heated and vertical walls are kept
cool and top wall is an insulated constant moving wall. The obtained average Nusselt
numbers are found to be similar results obtained from Hasan et al. [1], and the same
have been presented graphically in Fig. 2 (Table 2).
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Fig. 2 Comparison of validated result with previous literature at different volume fraction and Ri

Table 2 Comparison of
Nuavg for a bottom heating
wall at different volume
fractions and Richardson
number (Ri = 10) at Re =
100, and Pr = ϑf

αf
for Cu -water

Volume fraction of
nanoparticles (φ)

(Nuavg) Cu-water
Hasan et al.

(Nuavg) Cu-water
Present result

0 15.35784 15.36784

0.1 19.05899 19.05906

4 Results and Discussions

Nuavg is the product of the ratio of thermal conductivity of hybrid nanofluid to the
base fluid (khnf/kbf) and temperature gradient with the direction and is proportional
to the heat gradient of heat functions along the surfaces of the wall.

Isotherms, streamlines for water and different combination of hybrid nanofluids
for a range of (0.001 ≤ Ri ≤ 10) and volume fraction of nanoparticles (φ = 0.1).
Figures 3, 4 and 5: Streamlines (right) and Isotherms (left) for Ri = 0.001, 1, 10
and at different nanoparticles at specific volume fraction φ = 1. Richardson number
effects are shown in isothermal contour and velocity stream lines. The distributions
of temperature are nearly undistinguishable at bottom wall. At higher Richardson
numbers Ri = 10, buoyancy forces are more dominant. The viscosity increases
with increase in volume fractions of hybrid nanoparticles. From results φ = 0.1,
Figs. 3, 4 and 5 at Ri = 1, 10, the fluid circulation intensity becomes stronger at
the center, convective heat flow in center have high intense of base fluid and hybrid
nanofluid. There are small changes in isotherms of hybrid nanofluids apart from base
fluid at lower Ri values but changes significantly for higher Ri. If the Richardson
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Fig. 3 Streamlines (right) and Isotherms (left) for a Ri = 0.001, b Ri = 1 and c Ri = 10 for
(graphene + copper) of proportions 10:90 hybrid nanoparticles at specific volume fraction φ = 0.1
and at Re = 100 in a square cavity

Fig. 4 Streamlines (right) and Isotherms (left) for a Ri = 0.001, b Ri = 1 and c Ri = 10 for
(graphene + silver) of proportion 10:90 hybrid nanoparticles at specific volume fraction φ = 0.1
and at Re = 100 in a square cavity

number further increases, forced convection can be neglected. Heat function gradient
is directly proportional to ratio of normal heat flux and thermal diffusivities. And at
the greater value of Richardson number Ri = 10, the forces of buoyancy lead the
forces of viscous and pressure drop is observed. The outlines of flowmotion sections
affected by hybrid nanofluids are observed. It is clearly observed that the flow is due to
viscous influence at low Ri, and by adding nanoparticles into fluid, the fluid becomes
higher in viscous effect which leads to low intense flow for nanoparticles.
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Fig. 5 Streamlines (right) and Isotherms (left) for a Ri = 0.001, b Ri = 1 and c Ri = 10 for
(graphene + Zinc) of proportion 10:90 hybrid nanoparticles at specific volume fraction φ = 0.1
and at Re = 100 in a square cavity

Figure 6 illustrates the comparison of different hybrid nanofluids, the average
Nusselt number versus logarithmic Richardson number along the surface of heating
wall are plotted. From the above graph, it is predicted that the averageNusselt number
for the surface of a heating wall does not vary much up to Ri= 1 with Re= 100.This
is because the fluid flow of field reduces in these conditions. The average Nusselt
number increases at Ri= 10 with Re= 100. The proportions of hybrid nanoparticles
are compared asNuavg versusRi. The averageNusselt number increaseswith increase
in Ri value for any proportion of hybrid nanoparticles. This is due to increased
buoyancy forces at high Ri value. More significant enhancement of heat transfer

Fig. 6 Variation and comparison of different hybrid nanofluids at different, Ri
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is observed in (graphene–Zinc)/water compared to (graphene–Copper)/water and
(graphene–Silver)/water.

Average Nusselt Number (Nuavg)
Average Nusselt numbers of various combinations of hybrid nanofluids are plotted
into a graph for at various Richardson numbers, and volume fraction of hybrid
nanoparticles as φ = 0.1 with base fluids as water Fig. 6 drawn from the average
Nusselt numbers of the bottom heating wall inside the square cavity are shownwhere
the heat transfer enhancement is more in (graphene + Zinc)-water than (graphene
+ Copper)-water and (graphene + Silver)-water. By accumulating volume fractions
of nanoparticles with water, then thermal conductivity is raised and the heat transfer
rate increases. The variation in averageNusselt number ismore significant for greater
Richardson number.

5 Conclusions

• Nuavg increased with increase in Richardson number from 0.001 to 10 for
(graphene–copper)–water, i.e., (18.57 to 24.53) at φ = 0.1 and Re= 100 for 10:90
proportion of nanoparticles. Similarly, observed for (graphene–silver)–water is
(18.30 to 24.20) and (graphene–zinc)–water is (29.26 to 40.99).

• There is an increment of 32.11, 32.21, 40.06% at φ = 0.1 and Re = 100
for 10:90 proportion of nanoparticles of (graphene–copper)–water, (graphene–
silver)–water and (graphene–zinc)–water, respectively.

• From the results of averageNusselt number atφ = 0.1 andRi= 10 for a proportion
of 10:90, it is observed that graphene–zinc (40.98) has 67.06% and 69.39%
increment of heat transfer rate when compared with graphene-copper (24.53) and
graphene–silver (24.19), respectively.

From the combination of hybrid nanofluids and for all governing factors, it was
observed that (graphene–zinc) hybrid nanofluid is showing great enhancement of
heat transfer rate compared with (graphene–copper), (graphene–silver) respectively.
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Impact of Graphene Nanoparticles
Addition to Jatropha Biodiesel Blend
on the Performance and Emission
Characteristics of a Diesel Engine

D. Mallikarjuna Rao, Venkata SomiReddy Janga, V. Dhana Raju,
and Syed Arifa

1 Introduction

The practice of diesel operation in transport industry expansively provoked receding
of diesel scope. Numerous researchers confer diminution of hazardous emissions
from the diesel engine utilizing discrete techniques, for example, fuel modifications,
engine adjustments, and handling of emission gases. Fuel modification can be incor-
porated to employment of biodiesels and substitutes. Biodiesels came into existence
because to save the continuous utilization of petroleum products for various applica-
tions. In contrast with diesel and biodiesel, recent works on the mixing of nanoparti-
cles in biodiesels as additives complement biodiesel peculiarity. The biodiesel traits
can be intensified using catalytic oxides and metals.

Nanthagopal et al. [1] investigated leverage of titanium dioxide and zinc oxide
blend biodiesel on radiation peculiarities of diesel engine. The cerium oxide nanopar-
ticle blend biodiesel execution on diesel engine and discharge gases was explored
Khalife et al. [2]. Jena et al. [3] investigated ferric chloride blend biodiesel effect on
a diesel engine and found the NOx in the exhaust was extended by 15%. Kumar Patel
et al. [4] and Sadhik Basha et al. [5] examined the impacts of Al-oxide nanopar-
ticle blend biodiesel on the exhibition and performance attributes of a diesel motor.
Basha and Anand [6] and Hosseini et al. [7] inspected the exhibition of a diesel
motor with carbon nanotubes (CNTs) accumulated in diesel. The influence of multi-
wall CNTs, cerium oxide, graphene, and silver nanoparticle-added substances on a
diesel motor execution was investigated by Mirzajanzadeh et al. [8] and Tewari et al.
[9]. The impact of accumulating cerium oxide nanoparticles and CNTs in ethanol,
biodiesel, and diesel fuel mixes on a diesel motor execution was investigated by Arul
Mozhi Selvan et al. [10]. From the experimental studies, it was evident that catalytic
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nanoparticle accumulation to biodiesel blends improvedBTE and reducedCO,UHC,
NOx, and smoke in the emissions. Also, from the earlier studies [11–13], 20% to 30%
blend of biodiesel with diesel is relatively good in the exchange of diesel fuel. In the
exhaust, the proportion of CO and HC reduced and NOx proportion enriched with a
boost in the ratio of biodiesel blend in the diesel.

In the present study, jatropha seed methyl ester was prepared and meld with
diesel. The blends of different proportions are optimized before the addition of
graphene nanoparticles. The impact of graphene nanoparticles is analysed with
different proportional blends of jatropha biodiesel was investigated.

2 Materials and Methods

2.1 Preparation of Jatropha Seed Methyl Ester

Jatropha oil has a higher viscosity and density. There are diverse approaches for
viscosity decrement of vegetable oils, and transesterification is one such technique
with enhanced efficiency. In this process, the oil viscosity is abated and the charac-
teristics of biodiesel are enriched. The jatropha crude oil transesterification process
is outlined in Fig. 1.

2.2 Blend Optimization

After the jatropha seed methyl ester extraction from jatropha seeds, various diesel
blends by the proportions like 10%, 20%, 30%, and 40% by volume are processed,
and named JSME10, JSME20, JSME30, and JSME40, respectively. The blends are
analysed, and the optimum blend is proposed before adding the graphene nanopar-
ticles. The properties like cetane number, kinematic viscosity, flash point, density,
and calorific value are estimated. Among the blends, JMSE20 gives values similar
to diesel.

2.3 Addition of Nanoparticles to the Best Blend

Once obtaining the best blend from the jatropha seed methyl ester blends further step
is to add nanoparticles to get better performance and diminish unsafe emissions of the
diesel motor. The traits of graphene nanoparticles are mentioned below in Table 1.
The SEM and XRD construction of synthesized graphene nanoparticles are shown
in Fig. 2. In this experiment, graphene is opted as a nanoparticle to mix with the
JSME20 blend. The graphene is added in the proportions of 25, 50, 75, and 100 ppm.
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Fig.1 Jatropha methyl ester production through transesterification process

Table 1 Properties of
graphene nanoparticles

Property Quantity

Molecular weight 12.01 g/mole

Purity >98%

PH value 7.5

Carbon 92.95%

Oxygen 6.57%

Sulphur 0.48%

Layered thickness ~1–5 nm

Diameter 20–60 µm

Graphene nanoparticles are added by the process of ultrasonication. After mixing
nanoparticles in required proportions again the blends of Nano additives are tested.
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Fig. 2 a SEM and b XRD construction of graphene nanoparticles

3 Experimental Setup

A single-cylinder, compression ignition diesel engine was utilized in the current
study. The swept volume of the engine is 661 cc, the compression ratio is 17.5:1 and
the rated power is 3.5 kW.The diesel enginewith a smokemetre utilized in the present
study is shown in Fig. 3. Various loads settings of zero load, 25, 50, 75, and 100%
were chosen for investigation with consistent speed of 1500 rpm. AVL Digas444
analyser was utilized for calculating proportion of CO, NOx, HC in emissions. AVL
437C smoke metre was used to calculate smoke opacity. The engine performance
parameters such as BTE, BSFC, and attribute of emissions are noted.

4 Results and Discussion

The traits of diesel and JSME20 with proportions of Nano additives are presented in
Table 2. In contrast with diesel, JSME20 has similar traits and therefore JSME20was
selected for adding graphene nanoparticles. The emission and performance attributes
and of diesel and jatropha methyl ester blends are presented in Table 3. It was
confirmed further that JSME20 is the optimum blend of nanoparticle accumulation.

Diesel has the highest BTE of 34.94% compared to other JSME blends this is
because of specific gravity and diminished heating value. JSME20+ 75 ppm shows
a higher BTE of 37.69% which is 4.86% more than diesel. In such conditions, the
engine doesn’t work effectively. Whereas JSME20+ 50 ppm have 34.03%, which is
3.46% higher than JSME20. The values are plotted on the graph as shown in Fig. 4a.
The accumulated GNP’s in the blends catalyses combustion and oxygen buffering
ensuring outright burning of fuel mixture. GNP’s presence enhances atomization and
enriches air-fuel mixing which was significant in improving BTE.
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Fig. 3 Schematic layout of engine setup

Table 2 Attributes of diesel, JSME20, and nanoadditive blends

Attribute DIESEL JSME20 JSME20 +
25GNPS

JSME20 +
50GNPS

JSME20 +
75GNPS

JSME20 +
100GNPS

Calorific
value
(kJ/kg)

42,500 41,142 41,160 41,190 41,210 41,230

Flash
point(°C)

56 88 101 113 136 148

Kinematic
viscosity
(cSt)

2.47 3.33 4.18 4.18 4.21 4.22

Density
(kg/m3)

850 852 855 857 866 873

Cetane
number

48.9 51.6 52.3 53.5 55.2 57.4
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Table 3 Performance and emission attributes of diesel and jatropha methyl ester blends

Tested
fuels

Performance Emissions

BTE (%) VE
(%)

BSFC
(Kg/KWh)

ME
(%)

CO (%) NOx
PPM

HC
PPM

Smoke
(%)

Diesel 35.94 81.74 0.23 71.93 0.146 1041 49 78

JSME10 31.28 81.74 0.27 60.59 0.129 1094 76 95

JSME20 32.89 79.25 0.26 65.77 0.152 1062 45 76

JSME30 30.49 81.74 0.283 56.16 0.134 1116 78 101

JSME40 29.34 80.92 0.296 62.56 0.149 1132 83 106

Fig. 4 a BTE variation with engine load. b BSFC variation with engine load

In Fig. 4b, fuel consumption of JSME20, GNP’s accumulated JSME20 and diesel
at proposed load settings was presented. At all load settings BSFC for the diesel
found merest as the density of the blends is superior and having low content of
energy. In contrast with diesel, JSME blends have poor atomization credit to higher
viscosity influencing combustion. BSFCat full load setting for diesel is 0.23 kg/kWh,
JSME20 is 0.26 kg/ kW h, JSME20+ 25 ppm is 0.253 kg/kW h, JSME20+ 50 ppm
is 0.245 kg/kW h, JSME20 + 75 ppm is 0.22 kg/kW h and JSME20 + 100 ppm is
0.24 kg/ kW h.

Carbonmonoxide emissions for diesel, JSME20, JSME20 graphene blended fuels
are shown in Fig. 5a. The CO emissions for the JSME20 blend have 0.152% higher
compared to diesel 0.146%due to its lower brake thermal efficiency.TheCOemission
for JSME20+ 100 ppm has 0.101% slightly lesser value than diesel and JSME20 due
to catalysis aided better combustion attributes of GNP’s. The unburnt hydrocarbons
for diesel, JSME20, JSME20 Nano additive blends are plotted on the graph as shown
in Fig. 5b. The HC emission for JSME20+ 75 with 38 ppmwhich is mere compared
to base diesel of 49 ppm due to diminished thermal efficiency. The HC emission
gradually decreases with the addition of graphene nanoparticles for JSME20 due to
catalytic activity and better combustion characteristics of graphene nanoparticles.
The NOx emissions of diesel, JSME20, and nanoparticles additives of graphene to
JSME20 blend are plotted on the graph are shown in Fig. 5c. Diesel has shown
lower NOx emissions of 1041 ppm in contrast to the JSME20 blends. With GNP’s
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Fig. 5 a CO proportion variation with engine load. b HC proportion variation with engine load.
c NOx proportion variation with engine load. d Smoke opacity proportion variation with engine
load

accumulation, the emission of NOx intensified compared to the diesel and JSME20
blend. The variations in smoke emission of diesel, JSME20, and Nano additives of
graphene to JSME20 blend are plotted on the graph as shown in Fig. 5d. As the load
increases, emission of smoke increases in all cases. Diesel emits higher smoke of
78%, which is higher than JSME20 blend which has 76% emission. The addition of
graphene nanoparticles tends to emit less smoke due to shorter ignition time. Among
the JSME20 Nano additive blends JSME20 + 75 ppm emit less smoke of 68% this
is because of the molecular structure of graphene nanoparticles, whereas JSME20
+ 25 ppm emit 74% of smoke which is 2.7% lesser than the JSME20 blend. The
performance and emission attributes of JSME20, blends of GNP’s and diesel at full
load settings are tabulated in Table 4.

Table 4 Effects of JSME20 and GNP’s accumulation to diesel engine attributes

Parameters DIESEL JSME20 JSME20 +
25

JSME20 +
50

JSME20 +
75

JSME20 +
100

BTE (%) 35.94 32.89 33.87 34.03 37.69 35.18

BSFC
(Kg/kW h)

0.23 0.26 0.253 0.245 0.22 0.24

CO (%) 0.146 0.152 0.149 0.147 0.141 0.143

HC (PPM) 49 45 43 41 38 40

NOx (PPM) 1041 1062 1074 1079 1092 1085

Smoke (%) 78 76 74 72 68 70
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5 Conclusions

JSME20 and GNP’s blends of diesel were processed and their emission attributes
and performance characteristics are analysed. There is a considerable increment in
BTE, JSME20+ 75 ppm show a higher BTE which is 4.86% more than pure diesel.
JSME20 + 75 ppm blend has lower BSFC of 0.22 kg/kW h, compared to diesel
of 0.23 kg/kW h. The accumulation of nanoparticles to the JSME20 blend benefits
reduction in emission values of HC, smoke, and CO in contrast with diesel. Jatropha
seeds have more yield percentage of oil and these plants produce a greater quantity
of seeds even at low rainfall. This biodiesel has the highest calorific value with the
lowest moisture content. At present, the jatropha oil blend of only 20% in biodiesel
is suggested. In future, by developing efficient techniques to improve the quality of
combustion, we can increase the proportion of jatropha oil in biodiesel.
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Numerical Investigation on the Thermal
Management of 18650 Battery Module
Using Phase Change Material

Priya Chaudhary and Abhik Majumder

1 Introduction

Conventional IC engine-based vehicles are accountable for most CO2 emissions, and
it is high time already to think of an alternative. Electric vehicles can be a stand-in
here, in the perpetuation of environment. However, it’s market faces hindrances due
to EV’s complete reliability on electric batteries [1].

Among profusely available batteries, Lithium-ion (li-ion) seems very promising
option; however, the operating temperature conditions (25–50 °C) of these batteries
are very marginal and beyond this range its performance decreases drastically [2].
Therefore, it is very important to study the battery performance under various heat
loading conditions to provide manufacturers useful input for effective design of
cooling systems to maintain optimum temperature range, to extend the battery life
and to enhance operational safety of the battery. With increase in the capacity and
charging/discharging rates (C-rate),1 battery security needs more attention. Various
battery thermal management system (BTMS) has been advanced to fulfill demands
of high power and speedy charge rates [3].

The different types of cooling strategies include - air cooling (natural/forced
convection) [1], liquid cooling [4], using phase change materials (PCM) for thermal
storage or combination of methods like thermo-electric cooling, solid-state cooling,
cooling by using heat pipes, etc. BTMS may be divided into two groups viz: active
in which a built-in source provides cooling/heating and passive where, through only

1 C rate is the ratio of battery capacity to the numbers of hours taken for total discharge. C-rate of 1
mean for a cell capacitance of 1 Ah, 1 amperes current can drawn out, similarly C-rate to 2 would
mean 2 amperes current can be drawn but for 30 min only.
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Table 1 Different Paraffin
thermal properties

Material Latent heat (kJ/kg) Melting point (°C)

C16–C18 152 20–22

FMC 130 20–23

RT20 172 20–22

RT25 164 24

R27 C 21 179 26–28

interaction with environment and no use of external energy source heating/cooling
takes place.

Air cooling through just convection is not very adequate for battery cooling as
instances of using precooled air for cooling of EVs was used in case of Honda insight
and Toyota Pirus where the BTMS failed completely [5]. On the other hand, using
liquid coolants which require separate closed channels and passage for the purpose
of heat transfer, inevitably results in more complex design [4].

The traditional BTMS includes air/liquid cooling, making altogether system
sturdy, compounded and expensive in relation of pumps, fans, pipes, etc., adding
to system’s weight and increases the parasitic power requirements [6]. Phase change
materials, particularly non-metals, have low thermal conductivity but provides an
opportunity of latent heat diffusion, therefore PCM can be a viable solution for
optimum thermal management of battery [7].

Paraffins are organic compounds of long alkane chains with empirical formula
CH3(CH2)nCH3. The length of chain decides its melting temperature and that is
directly proportional to its chain length, thus wide range ofmelting points is available
[8] as mentioned in Table 1.

PCM introduces less compounded battery design [9]. The material surrounds the
cells of the battery system and uses latent heat storage to maintain the temperature.
Phase changematerials as passive cooling technique are employed in the present case
for heat transfer analysis. In such systems, absorption and release of the generated
heat take place through the process of melting and solidification.

Investigations are performedon heat generation and transfer of heat during cooling
of the 18650 li-ion battery, while the battery cell is in the discharging mode. The
study is also extended to explore the effect of PCM on the thermal characteristics of
the battery cell.

2 Methodology

Heat generated during discharging of battery is governed by Eq. (1) below

∂(ρCT )/∂t − ∇ · (Kt∇T ) = q̇ (1)
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Table 2 Battery cell
properties input to fluent

Properties Input values

Cell capacity (Ah) 3.4 [10]

Voltage (V) 3.65 [10]

uds_0-conductivity(σ-) of –ve electrode (S/m) 5.96E+7

uds_1- conductivity(σ+) of +ve electrode (S/m) 3.77E+7

Density (Kg/m3) 2695

Specific heat capacity (J/KgK) 566

where ρ is density, C is the specific heat constant and K t is the thermal conductivity
of the active cell material, q̇ is the heat generation rate.

The heat generation in cell is calculated with the help of NTGK approach.
The Multi scale multi domain (MSMD) approach in ANSYS-fluent concerns with
different physics in different cell domains and is therefore best suited for the Battery
analysis. In the dual potential MSMD framework, used in the paper, negative and
positive current collectors, anode, and cathode are not re-solved, and the battery is
considered as a homogeneous body, therefore computational mesh need not have to
be adjusted to all layers of battery domain. The NTGK submodel is a electrochemical
model, proposed by Kwon [10] and been used here. In this formulation, the current
transfer relates to the potential field by Eq. (2)

∇ · (σ∇ϕ) = J (2)

Here, σ is the effective electric conductivity, ϕ is phase potential of electrode and
J is volumetric current density. The conductivities of electrodes are the user inputs
as mentioned in Table 2.

J = a ∗ Y
[
U − (ϕ+ − ϕ−)

]
(3)

D = [V/(3600 ∗ Q )]
t∫
0
Jdt (4)

Current density and potential fields are specified uniquely based on nominal
voltage inputs, V is the battery volume, Q is the battery’s electrical capacitance
in Ampere hours. The voltage-current response curve from experimentation is used
to curve fit data and get U and Y values needed by ANSYS fluent, which have the
following formulation for the U and Y functions, as

Y =
(

5∑

n=0

a n(D)n

)

exp[−A(1/T−1/Tr)] (5)

U =
(

3∑

n=0

b n(D)n

)

−B(T−Tr) (6)
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Here, A and B are the NTGK model constants which depend upon batteries
physical parameters.

q̇ = σ+�2ϕ+ + σ − �2ϕ− + J
[
U − (ϕ+ − ϕ−) − T ∗ (dU/dT )

]
(7)

q.includes Joule, electrochemical and entropic heating. The external surface of
the battery system is imposed with convective boundary condition assuming air,
convective heat transfer coefficient of 5 W/m2 K and free stream temperature =
26.85 °C. The enthalpy of the PCM is iterated as sum of latent heat (L) and sensible
enthalpy (h) as H in the solver.

H = h + �H Tr (8)

H = ḣ + t∫
0
CdT (9)

Here, T r is reference temperature, ḣ is reference enthalpy and C is specific heat at
constant pressure of PCM. Latent heat being generated in respect to latent heat of the
material, L is H = X * L, X being the liquid fraction of PCM. The energy equation
solved in the PCM domain is:

∂(ρ ∗ H)/∂t = �.(Kt ∗ �T ) + q̇ (10)

where ρ is density andK t is thermal conductivity of PCM. The source term q̇ is from
Eq. (1)

electrodes
cell

(a) (b)

PCM

Fig. 1 18650 Li-ion battery cell, model-1 (a), cell with 2 mm thick PCM jacket, model-2 (b)
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Table 3 Material properties
of PCM input

Properties RT-31 RT-35

Density (Kg/m3) 880–760 880–770

Specific heat (J/Kg K) 2100 2100

Thermal conductivity (W/mK) 0.20 0.20

Latent heat (J/Kg) 165,000 160,000

Melting range(°C) 27–33 34–35

2.1 Physical Model and Grid Test

Two models are considered for simulations. Figure 1a illustrates the first model for
studying the heat generation in the battery at varied discharge rates and Fig. 1b, to
study the influence of PCM on maximum temperature rise of cell.

To model the li-ion battery cell, MSMD approach is considered. The details of
the parameters considered are given in Table 3. The diameter of the cylindrical
battery model is 18 mm and length is 65 mm. The electrodes are also cylindrical
in shape with 8 mm in diameter and 2 mm in length, In model 2, an additional
2 mm uniform thickness PCM layer is applicable. Three different PCM is considered
to study the effect of thermo-physical properties of heat transfer and temperature
distribution. The details of the thermo-physical properties are given under Table 3.
Grid independence test was studied with 520,918, 451,673 and 321,306 grids. The
difference between 520,918 and 451,673 temperature profile was close to 0.001 °C.
Therefore, the simulations are carried outwith 451,673grids as it gave better accuracy
in temperature rise profile than 321,306 grids with lesser computational time than
520,918 grids.

3 Results and Discussion

Twodifferentmodels as shown in Fig. 1 are considered for the simulations at different
discharge rates. Maximum temperature of battery system is important parameter for
comparing the transient thermal behavior of such systems. The value of such tempera-
ture should be keptminimum for optimumoperation of the battery. Figure 2 illustrates
a comparative study of suchmaximumbattery temperature at different discharge rates
for these two different models. It is very much clear from the image that the appli-
cation of PCM layer significantly lowers the maximum battery temperature. This
observation is consistent for all the discharge rates studied in the present investiga-
tion. The transient analysis shows that heat generated from battery is absorbed by
PCM.

Figure 3 shows temperature rise in battery cell under influence of three PCMs
RT-31, RT-35 and R27C22 at 1C, 1.5C, 2C, 3C and 5C discharge rates, respectively.
In order to obtain, the contrast between the temperature characteristics of the cell
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Fig. 2 Temperature rise in the battery at different discharge rates against discharging time with
and without PCM-R27C21 (a) and PCM-RT31 (b) cooling
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Fig. 3 Temperature rise in the cell at a 1C; b 1.5C; c 2C; d 3C and e 5C rate of discharging with
the presence of considered PCM

with and without PCM, the heat generated in the cell without PCM is computed
as given in Table 4. The heat generated from the cell at considered discharge rates
has been summarized to give an robust proof of dependency of temperature rise due
to heat generation with discharge rate as observed from Eq. (4). We observe that
cell discharging at 1C, 1.5C and 2C both RT-31 and RT-35 follows the same trend.
This happens because the heat generated from battery isn’t sufficient to start melting
process in case of RT-31 and RT-35; whereas, in R27C 22 shows phase change in all
the discharge rates because of its low melting temperature range.

In both the cases, heat is absorbed by the PCM material as sensible heat. It is
observed that RT-31 exhibits minimum cell temperature rise in comparison with RT-
35 and R27C22. This may be due to the wide melting temperature range of RT-31.
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Table 4 Thermal variants at
different discharge rates

Discharge rate Discharging
time (s) (min)

Heat
generation
rate (W)

Heat
generation
source
(W/m3)

1C 3600(60) 0.23 12,170

1.5C 2400(40) 0.39 21,813

2C 1800(30) 0.59 33,960

3C 1200(20) 0.83 47,642

5C 720(12) 2.08 121,714

Fig. 4 PCM melting at 5C
discharge rate under the
influence of all three PCMs
considered
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The melting process initiates once the temperature of the battery reaches 27 °C in
case of RT-31.

To compare thermal characteristics of PCMs considered, liquid fraction profile at
5C is plotted against time as shown in Fig. 4.

This illustrates that the RT-31 and RT-35 do not melt completely unlike R27C22.
Although the normal discharge rate of battery is in the range of 0.6C–1C, in a typical
EV, in special cases, the EV may experience higher discharge rates, for example,
during acceleration, etc. Thus, a comparison of thermal characteristics of PCM at
higher discharge rates is important and justifiable. The present comparison renders
a complete phase transition of R27C22 within first 200 s of the operation (approxi-
mately) as shown in Fig. 4. Whereas, RT-35 exhibits initiation of phase transition at
around 450 s and 100 s (approximately) in case RT-31. However, it is also evident
that the liquid fraction is much smaller in case of RT-31 as compared to RT-35.
This signifies that the performance of RT-31 at moderately higher discharge rate is
better in comparison with the other PCM considered in the work. From Fig. 3e, for
discharging at 5C, we observe temperature rise in RT-31 is less than RT-35. This
happens because of differences in their latent heat capacities (L). RT-35 has less
latent heat capacity than RT-31. This results in rapid phase change and higher liquid
fraction in case of RT-35.
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4 Conclusion

In the present work, a numerical simulation of 18650 single cell li-ion battery is
considered for the investigation of thermal characteristics under different discharge
rateswith andwithout PCMlayer. The numericalmodel is based onNTGKsubmodel,
and MSMD approach is considered in the present work. Grid independence study is
conducted to ensure accuracy of the work. The transient analysis enables to under-
stand the effect of thermo-physical properties of three different PCM at different
discharge rate. The maximum battery cell temperature is observed to obtain the
comparative analysis of PCM. The comparison shows that RT-31 exhibits better
performance among the group considered. In addition to that, specifically at higher
discharge rates RT-31 is found to be most efficient with the lowest maximum
temperature rise and minimum liquid fraction.
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MPC-Based Power Quality Solution
Using Energy Storage Technology for PV
Based Islanded Microgrids

M. Jayachandran and G. Ravi

1 Introduction

PV and wind energy systems are commonly used renewable energy sources (RES) in
DG to generate power regionally and satisfy the electricity demand in remote areas.
DG systems are incorporated to microgrid through inverter with filter impedance. A
microgrid can performboth isolated and grid connectedmode to supply uninterrupted
electricity to local loads [1]. Three phase three-wire system has been commonly used
in the distributed power system to supply power to balanced loads effectively in past
decades. However, under unbalanced load conditions, this system creates large circu-
lating current resulting in output voltage distortion [2]. To overcome this problem,
three phase four wire system has been employed in recent years to distribute power
to loads. Split dc-link capacitor is used in the distributed system to form the neutral
terminal. However, the major drawback of this approach is that it needs two large
capacitors. To reduce capacitor size and to improve the dc-link utilization, 3-phase
4-leg inverter is the best option for microgrids [3]. The fourth leg of a power inverter
is linked to neutral terminal of load. This four-leg inverter topology has fault tolerant
capability and control flexibility [4].Moreover,microgrid connectedwith unbalanced
and nonlinear loads creates power quality issues like voltage unbalance/harmonics,
and harmonic current sharing between DGs. In order to solve these issues, power
quality improvement (PQI) devices have been used recently to compensate harmonics
and unbalanced voltages [5]. However, installation of additional PQI devices are
expensive. Meanwhile, virtual impedance based methods have been developed for
harmonic current sharing, and voltage harmonics and unbalance compensation, but
they require central low-bandwidth communication [6].
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Recent evidence suggests that the compensation of power quality issues can be
realized through proper control of voltage source inverter (VSI) in DG units [7].
Regarding PV based microgrid system, the power generation and consumption are
varied in every second due to the randomfluctuation of the PV power and the variable
load profile. Therefore, it is essential to use battery energy storage system (BESS)
within themicrogrid to facilitate the gap between electricity generation and consump-
tion [8]. More recently, in [9]MPC based ESS control has been an increasing interest
to smooth the fluctuated PV power generation. In [10], cost-function-based approach
is developed for parallel inverters to dealwith unbalance and harmonic compensation.
Such approaches, however, have failed to address the potential impact on nonlinear
load with unequal feeder impedance in an inverter interfaced DGs.

This study provides a novel approach to enhance power quality and power sharing.
Especially, predictive control concepts are applied to secondary level in the hierar-
chical control to compensate the voltage unbalance and harmonic sequences. The
objective of this research is to supply high-quality power to loads, irrespective of
fluctuated PV power generation and load.

2 PV/Battery Hybrid Source Converter Control

PV converter system extracts maximum available solar energy and injects into dc
bus. BMS has designed and operated using predictive control concept to ensure the
output power is proportional to system frequency. The control objective of proposed
control is to operate the voltage source inverter (VSI) within the specified limits. If
the inverter power is negative, BMS operates the converter to buck mode and absorbs
energy from PV system, otherwise, it delivers energy to the load as shown in Fig. 1a.
In the discharge operation mode, SoCref is estimated based on the lowest SoC value

Fig. 1 a Schematic diagram of distributed generator system. b Predictive hierarchical control
scheme for an islanded microgrid
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among all the batteries. Moreover, battery with higher state of charge (SoC) delivers
more energy, whereas lower SoC delivers less energy. The converse is also true in
charging process. Using the discrete-time model of the system, the future behavior
of the PV and battery converters can be predicted as,

V (k + 1) = [I + (A1 + A2S)Ts]x(k) + [B1Ts]V (k) (1)

SoC(k + 1) = SoC(k) − Pbattery(k + 1) ∗ Ts
Cbattery

(2)

Pbattery(k + 1) = u(k + 1) + Pbattery(k) (3)

g(track) =
p∑

j=1

[∣∣V ref
dc − Vdc(k + j |k)∣∣] + λ1|�u(k + j − 1)| (4)

where, A1, A2, and B1 are state-space matrices. x(k) represents the measured vari-
ables. V (k) is the feasible voltage vectors. The battery SoC and its power can be
calculated using Eq. (3). Minimizing the cost function of PV converter g(track) yields
optimal switching sequence to track its reference output voltage.During charging and
discharging process, the cost function for each prediction of battery can be obtained
to select the switching states as,

g(discharge) =
p∑

j=1

λ1
[∣∣V ref

dc − Vdc(k + j |k)∣∣] + λ2
[∣∣SoCref − SoC(k + j |k)∣∣] (5)

g(charge) =
p∑

j=1

λ1
[∣∣V ref

B − VB(k + j |k)∣∣] + λ2
[∣∣SoCref − SoC(k + j |k)∣∣] (6)

3 Predictive Hierarchical Control for Enhancing Power
Quality

Power quality is enhanced by proper control of voltage source inverter (VSI). Taking
the advantages of RHC (also known MPC) scheme that has been used in VSI, a
new VUHC strategy for microgrids 1at the secondary level of hierarchical control is
proposed as shown in Fig. b. The control objective of proposed control is to operate
the inverter within the specified limits and maintain a stable PCC voltage with regard
to frequency and amplitude.
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3.1 Frequency Regulation

To regulate the load frequency locally ωs = ω + δω, the correcting signal (δω) is
obtained from SCS using receding horizon strategy by minimizing the cost function
equation as,

J =
∑p

j=1
[ωPLL(k + j |k) − ωn]2 + λ

∑m

j=1
[�ωn(k + j − 1)]2 (7)

The first and second term represent frequency tracking and control action. ωn is
the nominal frequency, and λ is the weighting factor.

3.2 Voltage Regulation

To regulate the PCCvoltageEs =E + δE, the compensation voltage (δE) is generated
from SCS and applied to the primary controller. The state observer and predictor can
be determined using Eq. (8) and (9) as,

[
if(k)
idis(k)

]
= �

[
if(k − 1)
idis(k − 1)

]
+ �

[
Ecomp(k − 1)

0

]

+ �

([
Eout(k − 1)
iout(k − 1)

]
− H

[
if(k − 1)
idis(k − 1)

])
(8)

[
Eout(k + 1)
iout(k + 1)

]
= H

[
if(k)
idis(k)

]
+ w(k) (9)

where, iout and Eout are output current and voltage of DG system. if and idis are
inductor current of LC filter and disturbance current. It is assumed that the futureΔu
= 0, then the j-step ahead predictor equation state-space domain can be represented
as,

[
Eout(k + j |k)
iout(k + j |k)

]
= H� j

[
if(k)
idis(k)

]
+ H� j−1�

([
Eout(k)
iout(k)

]
− H

[
if(k)
idis(k)

])

(10)

The cost function of theMPC based secondary control can be obtained for voltage
regulation as,

J = β1

∑p

j=1
[Yout(k + j |k) − Yref]

2 + β2

[∑m

j=1
[�u(k + j − 1)]2 (11)

By minimizing the objective function, the compensation voltage (δE) is gener-
ated from SCS and applied to local controllers. The output variable Y out(k) =
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[Eout(k)iout(k)]
T is controlled by MPC scheme. The variation of the control input

vector, Δu(k) = u(k) − u(k − 1). In order to share the harmonic current between
DGs, and minimize the unbalance/harmonic voltages, the weighting factors (β1 and
β2) are properly tuned. The tuning parameter β1 is determined based on the trade-off
between current sharing accuracy and DG output voltage steady state error. In order
to share the output current (io) of each DG unit, set β1 value equally and predict the
output voltage (V o) correctly.

io = − SDG
β1V ∗2 Vo (12)

ε(io) = − Sbase
β1V 2

base

err(vo) (13)

SDG and V∗ are power rating and reference voltage of each DG unit. It is observed
from Eq. (13) that smaller β1 leads to smaller negative and harmonic sequence.
However, it might be voltage estimation error and resulting in larger current sharing
error as represented in Eq. 13. If β1 is too small, it will slow down the dynamic
response of the system and if β1 is too large, it will make the system unstable. More-
over, tuning parameter β2 determines the trade-off between dynamics of current
balancing and stability. Smaller β2 results in faster dynamic response of the system,
whereas larger β2 results in system becoming more stable. For optimal tuning
of weighting parameters to operate the MPC as fast as possible, the weighting
parameters (β1 and β2) are recommended for power quality compensation [12].

4 Simulation Results

Two DG units have same capacity and connected with nonlinear/unbalanced load
through VSI with unequal distribution feeders. In order to make imbalance voltage,
Phase-C resistance is disconnected from three phase resistive load. Table 1 presents
the simulation data on microgrid system. The unequal feeder impedances are used.
The power quality analysis is carried out using%V UF and%THDparameters.When
battery is not in operating condition, the intermittent nature of PV power distorts the
DC bus and PCC voltages as shown in Fig. 2a. If battery storage system is operated,
the charging and discharging control strategy using Eqs. (5) and (6) modulate the
battery power relying on the PVpower fluctuation in order to smooth the PCCvoltage
as shown inFig. 2b. Thus, theBMS is employed inmicrogrid system to smooth thePV
power generation output. The effectiveness of the proposed compensation control is
validatedwith conventional hierarchical control under unequal feeder impedance and
nonlinear plus unbalanced loads. Firstly, the rectifier load is connected to the common
bus. The harmonic currents are not properly shared between inverters because of
unequal feeder impedance, and DG1 offers larger harmonic currents due to a lower
feeder impedance. As a result, PCC voltage is distorted as shown in Fig. 2c. When
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Table 1 Parameters of microgrid

Parameters Value

Power stage
PV maximum power (Ppv)

5 KW

DC-link voltage (Vdc) 550 V

Battery nominal voltage (Vbattery) 500 V

Battery rated capacity (Cbattery) 100 Ah

PV converter inductance and resistance (LPV, RPV) 450 µH, 0.3 Ω

PV input and output capacitors (CPV, Cdc) 1000, 1000 µF

Battery converter inductance and resistance (LB, RB) 400 µH, 0.3 Ω

Filter resistance, inductance and capacitance (Rf, Lf, Cf) 0.05 Ω, 2 mH, 80 µF

Nominal voltage (E0) 325 V

Rated frequency (f 0) 50 Hz

Feeder resistance and reactance(Rg1, Rg2, Lg1, Lg2) 0.4060, 0.8765, 1.1885, 0.2898 Ω

Controller tuning parameters
Weighting factor (λ, λ1, λ2)

0.1, 0.99, 0.01

Droop coefficients (mp, mq) 0.0001 rad/s/W, 0.0001 V/Var

Virtual inductance and resistance (Lv, Rv) 4 mH, 0.2 Ω

Control and prediction horizons (m, p) 5, 10

Sampling period (T s)
Hybrid source, Primary, and Secondary controllers

1, 33, 0.05 µs

Load
Unbalanced load resistance (RUL)

230 Ω

Resistance, inductance and capacitance of nonlinear load
(RNL, LNL, CNL)

460 Ω, 84 µH, 235 µF

compensation control is activated, the power sharing errors are compensated, and
the harmonic currents are shared between DGs according to their power ratio by the
proposed secondary control. Moreover, the voltage at PCC is less distorted as shown
in Fig. 2d.

Secondly, in the case of unbalanced resistive load, the circulating harmonic current
betweenDGs create unbalance and harmonic currents as shown in Fig. 2e. As a result,
unbalanced voltage is observed. After the enabling the compensation controller,
the voltage unbalances are effectively suppressed, and current harmonics are prop-
erly shared between inverters as illustrated in Fig. 2f. The harmonic and unbalance
currents between DGs are appropriately shared in the presence of proposed hierar-
chical control as illustrated in Fig. 2h which is not observed in conventional control
as shown in Fig. 2g. Moreover, the currents in each DG unit are similar.

With regard to the power sharing, the three phase rectifier load is applied between
0.1 and 0.2 s, unbalanced resistive load is connected between 0.2 and 0.3 s and
unbalanced plus nonlinear load is attached between 0.3 and 0.5 s at PCC. The active,
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Fig. 2 a, b Power and voltage waveforms. c, d DG with nonlinear load. e, f DG with Unbalanced
load. g, h DG with Unbalanced and Nonlinear load (I − l)V /f of microgrid at PCC

reactive, unbalance, and harmonic power sharing errors occur due to circulating
current caused by nonlinear/unbalanced load.

Concerning the voltage and frequency regulation at different load conditions, the
slight voltage rise and fall are observed as shown in Fig. 2i by conventional PI based
SCS. The proposedSCSmethod quickly regulates the reference voltage of each phase
within 1 ms and maintains voltage stable at PCC under steady state as depicted in
Fig. 2j. Frequency stability is also attained in proposed SCS under steady state, which
is not observed in conventional control. It is clear that the output (capacitor) voltages
and inductor currents track their references effectively with the proposed hierarchical
control strategy.Moreover, Fig. 2k, l illustrates the performance of the proposed SCS
for an islanded microgrid system. Before activation of SCS, the system frequency
and node voltage vary when sudden resistive load is applied at t = 0.75 s. The
disconnection of DG1 at t = 1 s results further deviation of voltage and frequency
of DG2. After activation of SCS at t = 0.02 s, there has been a gradual rise in V
and f to reach its rated value as presented in Fig. 2k, l. Table 2 compares the results
obtained from the analysis of power quality performance of the conventional and the
proposed hierarchical control strategies under nonlinear/unbalanced loads. %V UF,
%THD, and %V error are used to analyse the power quality in an islanded microgrid.
The percentage of error voltage in all phases is lower than the traditional method and
maintains fundamental voltage to its nominal value. As compared to conventional
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Table 2 Unbalance factor and harmonic distortion of microgrid with conventional and proposed
hierarchical control

Load Parameters PR based Hierarchical control Proposed hierarchical control

Phase-a Phase-b Phase-c Phase-a Phase-b Phase-c

Unbalanced
load

%error 2.00 2.61 0.05 0.25 0.09 0.09

%THD 3.70 4.44 3.90 3.59 3.54 3.58

%UF 2.58 0.20

Nonlinear
load

%error 0.18 0.36 0.43 0.09 0.06 0.06

%THD 3.81 3.34 3.89 3.58 3.58 3.60

%UF 0.47 0.02

Nonlinear
plus
unbalanced
load

%error 2.00 2.55 0.61 0.03 0.05 0.05

%THD 3.74 4.59 3.94 3.57 3.54 3.62

%UF 2.57 0.25

control, the proposed hierarchical scheme can largely reduce the unbalance voltage
error and the %V UF is maintained below 2%. Thus, the phase voltages at PCC are
balanced. Moreover, %THD of DG1 and DG2 are maintained below 4%.

Overall, these simulation results indicate that proposed predictive SCS not only
restores the V /f deviations but also enhances the power quality and load sharing.
Therefore, the proposed MPC based hierarchical control offers high-quality output
voltage to load, regardless of PV and load uncertainties.

5 Conclusion

This study has examined the concept of a decentralized MPC strategy for power
quality improvement in aPVbased islandedmicrogrids. Theproposed control utilizes
a prediction algorithm to smooth the PV power fluctuation. In addition to the battery
management system, the VUHC method is developed in SCS to compensate for the
unbalance and harmonics voltages. The load sharing amongDGs are realized by regu-
lating the system frequency to its rated value andmaintains the node voltage constant
using hierarchical control. Hence, the proposed controller offers high-quality power
to load with balanced, symmetrical three phase sinusoidal voltages at mismatched
feeder impedance under fluctuated PV power. It also ensures that the desired power
sharing among DG systems with an excellent output voltage quality at PCC under
steady state conditions.
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Biogeography-Based Centralized PID
Controller for ALFC in Presence of Wind
Farms

E. Sri Lalitha, A. M. S. V. Sushma, G. Pavan Kumar, and Ch. Durga Prasad

1 Introduction

Frequency control of multi-source power system is more complex with renew-
able sources integration due to continuous power imbalance between generation
and demand. In the presence of interconnected power system, generating electricity
usually involves a combination of thermal, hydro, gas and wind power generations
[1–3]. For large power systems with interconnected parts, increasing the automatic
load control (ALFC) tominimize the system frequency disturbances is important and
has the potential to connect to areas adjacent to the protected [4]. Since the system is
a large and complex electrical unit, it is composed of power generation, transmission
and distribution units, and these loads share the load over a large area through the
entire network.

Over the last 20 years, renewable energy sources utilization for electric power
generation is increased, particularly wind energy [5–12]. The control (droop and
inertia control) flexibilities of turbines provides a chance for wind to suppress load
perturbations [5]. Other side, new challenges arises from the penetration of wind
generation into the conventional electrical power systems [6]. In this line of research,
a critical survey on the ALFC of power systems has been presented in [6–12] on
various aspects. Recently, modern control theory [6], neural networks and fuzzy
system [7–10], is considered for improvement of LFC performance. However, these
modern methods have a particular degree of complexity which successively limits
their application in complex scenarios. Therefore, PID controller is not a bad choice
for maintaining system frequency within limits during load changes with proper
tuning algorithm. Recently, a few more works were proposed in the load frequency
control area [12, 13].
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In this paper, the best parameter values of PI and PID controllers are identified by
the BBO algorithm. These controllers are set up on centralized mode in secondary
control loop of single area include thermal, hydro and gas plants [4]. Additionally,
the system is integrated with wind farm connected by HVDC links. The droop and
inertia control of the wind farm are also a part of frequency control of the aforemen-
tioned system. Investigations provided in subsequent sections show the merits of
the proposed structure. All the simulations are performed in MATLAB-SIMULINK
environment.

2 Investigated Multi Source System and Tuning Mechanism

Multi-source isolated power system is opted for biogeography-based centralized
PID controller scheme application in presence of droop and inertia controlled wind
farm integrated to system with HVDC link. The block diagram representation of the
simulated test system shown in Fig. 1. Centralized PID control scheme is presented in
secondary control loop to supervise the control actions of the conventional plants, and
wind power is controlled by droop and inertia control [5]. The system specifications
are available in [5].

The centralizedPIDcontroller optimal parameter gains are obtained byusingBBO
algorithm. Based on immigration and emigration of species between different habi-
tats, this BBO algorithm is implemented. Themechanism of the algorithm is different
from other optimization algorithms, but updating the solution towards optimal point
is similar. Each habitat represents one possible solution of search space and charac-
terized by two indices known suitability index for variables and suitability index of
habitats [10–12]. The habitat with high suitability index has more species and the
habitat with low suitability index has less species. The species moves towards highly

Fig. 1 Block diagram representation of simulated power system
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populated habitat with the help of updating mechanism in which two probabilistic
operators are used.Migration andmutation are the twoprobabilistic operators.Migra-
tion operation depends on immigration rate and emigration rate. The immigration
(λ) and emigration (μ) rates for kth particle are given by [10],

μ = E
k

n
(1)

λ = I

(
1 − k

n

)
(2)

InEq. (1),E is themaximumemigration rate and ‘n’ represents number of habitats.
In Eq. (2), ‘I’ is themaximum immigration rate. The best habitat with good suitability
index is retained, and the habitat with poor index is mutated for acquiring better
features. This algorithm is adopted to minimize the total frequency deviations of the
system framed with integral square error (ISE) objective function given by

J = t∫
0
(� f )2dt (3)

As centralized control scheme using in this paper makes the control problem as
three-dimensional and the three decision variables are the optimal gain parameters
of the proportional, integral and derivative components of the PID controller with
upper and lower limits are given by kp, ki, kd ∈ [kminkmax]. This scheme is tested
in both increase and decrease demand scenarios of the test system, and results are
compared with optimal PSO PID controller. Along with PID controller scheme, the
inertia and droop control strategies are provided for wind farm to control its output
power during load perturbations.

Table 1 PI controller
parameter gains for
multi-source power system
using BBO

Case Proportional gain Integral gain

1% change 0.6311 0.4061

5% change 0.6277 0.4077

Table 2 PID controller
parameter gains for
multi-source power system
using BBO

Case Proportional gain Integral gain Derivative gain

1% change 1.3631 2.5042 1.2556

5% change 1.3736 2.5088 1.2507
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3 Simulation Results

The optimal gain parameters obtained by BBO are presented in Tables 1 and 2
for both demand increase and decrease scenarios of the multi-source power system
shown in Fig. 1. For comparison, BBO-tuned PI and PSO-tuned PID controller
are chosen. Case-1 corresponding to 1% load change parameter gains and case-2
corresponding to 5% load case. Figure 2 shows the response of the system with PI
and PID controllers when 1% load change (decrease) occurs. The response is a clear
evidence for the improvements in time domain specifications with PID controller
in terms of peak overshoot, settling time and steady state error. The proposed BBO
centralized PID control scheme maintain system frequency as constant compared
to PI controller even during generation changes and provided good performance
specifications compared to PSO-PID controller. For 1% load increase case, result
is provided in Fig. 3. Figure 4 shows the response of the system with PI, PSO-PID

Fig. 2 Change in frequency signal during load decrease (1%)

Fig. 3 Change in frequency signal during load increase (1%)
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Fig. 4 Change in frequency signal during load decrease (5%)

and BBO-PID controllers when 5% load change (decrease) occurs. PID controller
able to reduce frequency oscillations in quick time with less peak overshoot and no
steady-state error.

The results in conventional simulation studies (Figs. 2, 3 and 4) show the supe-
riority of PID controller over PI in terms of dynamic and steady-state specification
since the additional derivative parameter gain enhances its stability. However, better
performance specifications are achieved with BBO-tuned PID than PSO tuning.
During load disturbances, when the wind is suddenly disconnected from system,
the PID is quite impressive over PI to supervise the system and to minimize the
frequency oscillations.

4 Conclusions

Centralized PID controller scheme presented in this paper for conventional plants to
suppress the frequency oscillation of the multi-source power system. The controller
optimal parameter gainswere obtained byBBOalgorithm.Alongwith this controller,
wind powerwith droop and inertia controlmechanisms also investigated in this paper.
Together, the proposed scheme had the ability to supervise the control action than
other controllers.
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CFD Analysis of Heat Transfer Through
Natural Convection Inside Square Cavity
Using Various Nano Fluids

Hari Kishan Veeranki , Sreenivasulu Bondala, and Ajit Burra

1 Introduction

Natural convection is a heat andmass transport method, and the fluidmotion happens
naturally due to buoyancy. Nanofluids have nanometer sized particles called nanopar-
ticles. These nanofluids are colloidal suspensions of convectional fluidwith a specific
volume concentration of nanoparticles. Nanofluids have more heat transfer char-
acteristics, and thermo-physical properties of the fluid compared to conventional
fluids. Investigated natural convection inside square enclosure. The average Nusselt
number for alumina-water and copper–water at Ra = 105 is more [1]. Numeri-
cally investigated recto-trapezoidal in natural convection. The results show that heat
transfer enhancement is 30% more at Ra = 106 over Ra = 103 [2]. Investigated in
square enclosure and enclosure with convex walls in natural convection method. The
outcomes determined that heat transfer in square cavity is better than concave enclo-
sures [3]. Examinedmathematically through free convection inside trapezoidal enclo-
sure. Average Nusselt number NuAvg is increased by increasing Rayleigh number [4].
Numerically investigated on natural convection in a square enclosure, with a conduc-
tive baffle plate. Average Nusselt number improved by increasing volume fraction
and relocating the baffle towards the cavity center [5]. Executed on experimentation
on the natural convection process in a rectangular enclosure. Maximum heat transfer
rate, increasing the width ratio to length [6]. Studied numerically on free convection
inside square enclosure. The average Nusselt numbers showed complete lower rates
of heat transfer for nonuniform heating case [7]. Numerically analyzed the natural
convection inside a square enclosure the effects of distinct heating locations in the
lowermost wall, and the local heat source on the lowermost wall were evaluated [8].
Numerically studied on natural convection inside a square enclosure detected that
the enhancement of heat transfer depends on different combinations of nanofluids
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used [9]. Present investigation aims to analyze nanofluids flow and thermal char-
acteristics in square cavity. Investigation of heating characteristics within square
cavity carried out. Based on governing equations are mass, momentum, and energy
equations as input parameters in the software to obtain the average Nusselt numbers
results. Comparison of heat transfer enhancement made for nanofluids based on
average Nusselt numbers.

2 Geometry Model and Analysis

A geometrical model of square cavity is represented in dimensional form in Fig. 1.
The cavity’s top wall is insulated, and the side and bottom walls are kept at constant
temperatures of T c and T h, respectively. The cavity length is L, the height of the
cavity is H.

Nanofluids filled inside the square cavity, where the nanoparticles are silver,
copper, graphene, and titanium oxide, and the base fluids are water and ethylene
glycol. These nanofluids are assumed to be incompressible and Newtonian with the
non-dimensional variables mentioned below

X = x

L
,Y = y

L
,U = uL

α f
, V = vL

α f
, θ = T − Tc

Th − Tc
,

Pr = μCp

k
,Ra = gβ(Th − Tc)L3 Pr

ϑ2

U, V are the velocity components along with x and y directions, respectively.
L is the characteristic length-scale of geometry (side of a square). ϑ . is kinematic
viscosity, andμ is dynamic viscosity. T is the temperature at any location in a square

bottom heating wall Th

u=0, v=0

Side cooling wall Tc

u=0, v=0
Side cooling wall Tc

u=0, v=0

Top adiabatic wall 
u=0, v=0

Fig. 1 Geometrical model of square cavity
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cavity. Pr is Prandtl number, Ra is Rayleigh number, T h and T c are the temperatures
of hot and cold fluids, respectively.

The dimensionless or non-dimensional governing equations aremass,momentum,
and energy equations mentioned below:

• Continuity equation:

∂U

∂X
+ ∂V

∂Y
= 0 (1)

• Momentum equation:

U
∂U

∂X
+ V

∂U

∂Y
= −∂P

∂X
+ μnf

ρnfαf

(
∂2U

∂X2
+ ∂2U

∂Y 2

)
(2)

U
∂V

∂X
+ V

∂V

∂Y
= −∂P

∂X
+ μnf

ρnfα f

(
∂2V

∂X2
+ ∂2V

∂Y 2
) + (ρβ)nf

ρnfβf
Ra Pr θ

)
(3)

• Energy equation:

U
∂θ

∂X
+ V

∂θ

∂Y
= αnf

αf

(
∂2θ

∂X2
+ ∂2θ

∂Y 2

)
(4)

Nanofluids thermo-physical properties are density, specific heat capacity, thermal
diffusivity, thermal expansion coefficient, and thermal conductivity are calcu-
lated with following equations, respectively. The effective properties of nanofluid
mentioned below

αf = kf
ρfcpf

(5)

ϑf = μf

ρf
(6)

ρnf = [(1 − φ)ρf] + (φρs) (7)

ρnfcpnf = (1 − φ)ρfcpf + (
φρscps

)
(8)

βnf = [(1 − φ)βf] + (φβs) (9)

αnf = knf
ρnfcpnf

(10)

knf = kf

[
kp + 2kf − 2φ

(
kp − kf

)
kp + 2kf + φ

(
kp − kf

)
]

(11)
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Pr = ϑf

αf
(12)

ρnfβnf = (1 − φ)ρfβf + (φρsβs) (13)

μnf = μf

(1 − φ)2.5
(14)

Boundary conditions:
The cavity’s top wall is insulated, vertical sidewalls are kept cold, and the bottom

wall is kept hot. Hence, the boundary conditions of velocities are

U (X, 0) = U (X, 1) = U (0,Y ) = U (1,Y ) = 0,

V (X, 0) = V (X, 1) = V (0,Y ) = V (1,Y ) = 0.

The boundary conditions for temperature in various cases

θ = 1(for uniform bottom heatingwall)

θ = 0(for coldwall)

∂θ

∂Y
= 0 (for adiabatic wall)

2.1 Material Properties

The thermophysical properties of various nanoparticles like copper, silver, graphene,
and titanium oxide are mentioned in Table 1.

Local Nusselt number is calculated for bottom heating wall in the square cavity
from the relation mentioned below

Nu = −knf
K

∂θ

∂n

∣∣∣∣
wall

(15)

Table 1 Thermo-physical properties of nanoparticles at T = 25 °C

Properties Copper Titanium oxide Silver Graphene

Cp(J/kg-k) 385 686.2 235 790

k(W/m-K) 401 8.9538 429 5000

ρ(kg/m3) 8933 4250 10,500 2200

β(K−1) × 105 1.67 0.9 1.89 0.6
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Average Nusselt number is calculated for bottom heating wall in the square cavity
from the relation mentioned below

Nu = 1

L

L∫
0
Nu dX (16)

3 Numerical Method

The governing differential equations (Eqs. 1–4) are solved numerically using the
finite element-based solver COMSOL multiphysics. Specific boundary conditions
are considered in square cavity and simulated to validate the investigation. The
acquired results are validated with Basak and Chamkha results [1]. Fluid flow
patterns in the natural convection mechanism and the transfer of heat inside the
square cavity filled with Cu-water, Al2O3-water, and TiO2-water as nanofluids with
different boundary conditions investigated. From validation, results are similar to
ensure that the process we considered for the present investigation is correct to obtain
accurate results. The grid independence test study is done with natural convection
heat transfer in the square cavity to check the number of mesh elements to select for
the present investigation. The square enclosure filled nanofluids at different volume
concentrations of nanoparticles in the range of 0 < φ < 0.1 and with varying numbers
of Rayleigh in the field of 103 < Ra < 105. We considered some different grids in
free triangular mesh for the present investigation. The results presented in terms of
average Nusselt numbers at the bottom heating wall are shown in Table 3.

3.1 Grid Independence Test

Before analyzing results of the present work, it is important to verify correctness of
numerical scheme. The accuracy of the calculated results is dependent on a careful
choice of the grid size. Results are tabulated in Table 2 with different grid sizes such
as 459 × 459, 469 × 469, 479 × 479, and 489 × 489 for φ = 0.1 and Ra = 105

Table 2 Average Nusselt
number values for the bottom
heating wall at the different
number of mesh elements at
φ = 0.1 and Ra = 105 for
present study Cu-water

Number of
elements

Average Nusselt
number Nuavg

Percentage of error =
|Nunew−Nuold|

Nunew
× 100

459 13.66 –

469 13.73 0.07

479 13.79 0.06

489 13.79 0
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Table 3 Average Nusselt number values for bottom heating wall at different volume fractions (φ)
and Ra = 105 for different nanoparticles

Volume concentration of nanoparticles (φ) Average Nusselt
number Nuavg Ref.
Basak and Chamkha [1]

Average Nusselt
number Nuavg (present
results)

Al2O3 Cu TiO2 Al2O3 Cu TiO2

0 9.60 9.60 9.60 9.50 9.50 9.50

0.05 – – – 10.34 10.41 10.16

0.1 11.30 11.40 10.90 11.20 11.37 10.84

for Cu-water. In this work, we have chosen 479 as the number of mesh elements for
generating results.

The validation of fluid flow in natural convection and heat transfer inside a square
enclosure from Basak and Chamkha [1] compared with the present investigation
results are revealed in Table 3. We can observe average Nusselt numbers for various
nanofluids at different nanoparticles and Rayleigh number Ra = 105.

4 Results and Discussion

In present investigation work, the fluid flow results in natural convection and heat
transfer analysis inside square cavity with various nanofluids are shown. This current
investigation with parameters like Rayleigh number in the range of 103 < Ra < 105

and the volume concentrations of nanoparticles in the field of 0 < φ < 0.1. The results
are shown in terms of average Nusselt numbers at different Rayleigh numbers and
different volume concentrations of nanoparticles in square cavity.

4.1 Average Nusselt Number

TheNusselt number (Nu) is the convective proportion to conductive heatmovement at
a liquid limit. Nusselt number values signify conductive heat transferwithin the range
of 1–10 of distinguishing laminar stream and higher Nusselt number for convection
of turbulent flow in the range of 100–1000.

1. Ra = 103

2. Ra = 105.

Average Nusselt numbers of various combinations of nanofluids were plotted
into graph at Rayleigh number (Ra) 103 and 105 and different nanoparticles volume
concentrations φ = 0–0.1. With base fluids like water and ethylene glycol, Fig. 2
drawn from average Nusselt numbers of the bottom heating wall inside square cavity
with water and ethylene glycol. From Fig. 2, it is observed that the average Nusselt
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Fig. 2 Variation of average Nusselt numbers with different volume concentrations of nanoparticles
φ at Ra = 103 and Ra = 105 a water, b ethylene glycol

number increases with increasing volume concentrations of nanoparticles with base
fluids like water and ethylene glycol and at a higher Rayleigh number. Nanopar-
ticles have more thermal conductivity than conventional fluids. Nanoparticles are
suspended with base fluids by adding volume concentrations of nanoparticles with
convectional liquids; the thermal conductivity increases with volume concentrations.
Then, results are shown in Nusselt number. In another case, by adding high concen-
trations of nanoparticles due to particles density, nanoparticles settled at the bottom
of the cavity, and it loses stability inflow. Also, there will be a chance of forming
layers of nanoparticles at the bottom of the hot in the square cavity, leading to reduced
heat transfer between the fluid and cavity. Different nanofluids, graphene and copper
combinations, have more heat transfer characteristics in both water and ethylene
glycol as base fluids in a square cavity. Enhancement of heat transfer is more with
ethylene glycol with nanoparticles than pure water. Heat transfer characteristics are
more in graphene when compared with copper. The highest average Nusselt number
in a square cavity with base fluid as water is 14.453 for graphene and 13.792 for
copper with nanoparticles volume concentration is 0.1, and the Rayleigh number is
105. Similarly, the highest average Nusselt number in a square cavity with base fluid
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as ethylene glycol is 14.579 for graphene and 14.12 for titanium oxide at Rayleigh
number 105 and nanoparticles volume concentration 0.1. These minor variations
in Nusselt numbers between nanoparticles are due to thermophysical properties,
like thermal conductivity for graphene is more than other nanoparticles. At higher
Rayleigh numbers, the stream is appeared to become two-dimensional with various
crest formation and development.

5 Conclusions

This investigation of fluid flow in natural convection and heat transfer in a square
enclosure is filled inside with various combinations of nanofluids using variable
properties. The effect of solid particles volume fraction (φ), Rayleigh number (Ra),
Prandtl number (Pr) on the average Nusselt number is investigated. The average
Nusselt number increases while increasing solid particles volume fraction. Based on
the attained results, mentioned the conclusions.

From the results, by comparing different nanofluids with their average Nusselt
numbers with varying fractions of volume, among various nanoparticles, graphene
hasmore heat transfer enhancement in the square cavity at various volume concentra-
tions φ and Rayleigh number Ra. The average Nusselt number in a square cavity with
graphene–water is 14.453, and graphene–ethylene glycol is 14.579,with a percentage
change of 0.8574%.

At lower Rayleigh number as Ra = 103, heat transfer through conduction is a
leading factor by increasing in Rayleigh number as Ra = 105, buoyancy induced
heat transfer through convection leads viscous force due to changes in density and
thermal expansion of the fluid. At higher volume concentration of nanoparticles φ

= 0.1, changes in thermal conductivity and thermal diffusivity of fluid occur due to
nanoparticles interaction in the liquid. The fluid’s viscosity is more, and fluid motion
is low compared to a lower concentration of nanoparticles φ = 0.
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Working Fluids for Ejector Refrigeration
Systems: A Comprehensive Review

C. Manimaran, A. Sathiamourtty, and A. Selvaraju

1 Introduction

The advancement in lifestyle of man in this era has made refrigeration and air condi-
tioning as inseparable technologies that find wider applications ranging from preser-
vation of food,medicine and perishable commodities to human comfort and improve-
ment of productivity along with higher-level processing of materials. It is reported
in the literature that the consumption of electricity for refrigeration and air condi-
tioning is close to 40% of total energy produced across the globe [1]. Since electricity
is produced from thermal sources like fossil fuels and fissile materials, the technolo-
gies that could be operated with thermal energy directly are most welcome in order to
avoid dependence on electricity and to conserve available energy sources. The begin-
ning of the last century haswitnessed invention of different refrigeration technologies
such as vapour compression refrigeration system (VCRS), vapour absorption refrig-
eration system (VAbRS), ejector refrigeration system (ERS) and other conceptual and
specialized systems. On the basis of method of actuation these refrigeration systems,
VAbRS and ERS are known as heat-operated systems as they utilize thermal energy
by avoiding any mechanical compressor for actuating the systems. Among the heat-
operated refrigeration systems, ejector refrigeration system has become popular as
it can produce temperatures as low as 65 °C and thus can harness the thermal energy
of low intensity as that of solar radiation falling on the earth’s surface. The neces-
sity for utilization of renewable energy sources has attracted the attention of many
researchers world-wide. Theoretical and experimental studies have been carried out
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in order to test and enhance the efficiency of ERS. The schematic diagram of a
typical ERS is shown in Fig. 1, whereas Fig. 2 illustrates the geometrical features
of an ejector. It is well known that refrigerants are the working fluids that play vital
role in bringing down the temperature of confined space like refrigerator and living
room or hall. The requirement for realizing temperatures below 0 °C has brought in
the use of halocarbon compound refrigerants in refrigeration systems. Many refrig-
erants belonging to this group have been identified and used in different types of
refrigeration systems. The selection of these refrigerants has been done on the basis
of thermal, physical, chemical and other material properties that ought to match with

Fig. 1 Schematic diagram of a typical ERS

Fig. 2 Geometrical features of an ejector
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the applications. This paper discusses on working fluids used in ERS along with
theoretical and experimental investigations carried out by various researchers. The
comprehensive outcome of research works focussed towards improving the overall
performance of ejector refrigeration systems has also been reviewed.

2 Refrigerants and Their Utilization in ERS

The first ejector refrigeration system, popularly known as the steam jet refrigeration
system, which was used to generate a cooling effect, dated back to the beginning
of the twentieth century. The development of this system is generally credited to
Maurice LeBlanc and Sir Charles Parsons [2]. The main drawbacks of this system
are (1) necessity of a high-temperature source to power it, (2) failure to produce
sub-zero temperatures and (3) demand for ejectors with large geometrical dimen-
sions. With the advent of halocarbon compound refrigerants, much research works
have been done to overcome the above drawbacks and to make the ejector refriger-
ation system more viable and suitable for various cooling applications. Some of the
important research on ERS and halocarbon compound refrigerants considered for
theoretical and experimental investigations are R11 [2–17], R12 [8, 18], R113 [3, 5,
7, 9, 10], R114 [7, 10], R21 [18], R22 [8], R123 [13, 19], R141b [12, 13], R142b
[10, 18], R152a [15, 17] R245fa [3, 13–18, 20, 21], R365fa [13], R134a [14, 15,
17], R227ea [26], R245ca [14], R245fa [13, 17, 20] R236ea [14], R236fa [14], R600
[13, 14, 17], R152a [15–18], RC318 [17], R290 [16, 17], R600a [14, 16, 17], R430A
[17], R436B [17], R1234ze [17] and R500 [17]. Besides, the aforesaid refrigerants
R717 [13, 15, 16, 22], R718 [10, 13] and methanol have also been used for investiga-
tions. Every working fluid selected for its use in ERS should have not only suitable
thermodynamic properties, but also must congregate the subsequent requirements:
no flammability, low toxicity, high chemical and thermal stability, compatibility with
materials. But, with the discovery of depletion of ozone layer in the atmosphere, the
primary criterion adopted in selecting working fluid is changed so that it must have
acceptable ecological properties. Halogenated hydrocarbon compound refrigerants,
which dominated refrigeration and air-conditioning fields for more than sixty years
due to their favourable thermodynamic and thermo-physical properties, are eclipsed
because of their environmental unacceptability. These refrigerants known as chlo-
rofluorocarbons (CFCs) and hydrochlorofluorocarbons (HCFCs) are considered to be
the serious cause ofweakening of stratospheric ozone andglobalwarming.Hence, the
Montreal and subsequent International Protocols have called for a total phasing out
of these refrigerants. With the total ban on production and usage of environmentally
harmful refrigerants, rigorous research and developmental activities have been taken
up to identify substitutes for existing refrigerating and air-conditioning machines.
Thrust has also been given to find newer refrigerants and refrigerant mixtures for the
future use and to study the performance of systems with new refrigerants.
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3 Theoretical Investigations

Theoretical investigations have been carried out by several researchers with a single
refrigerant or with many refrigerants. The use of single refrigerant has been aimed
at identifying and improving geometrical features of the ejector which decides the
satisfactory operation and higher performance of the complete ERS. The investiga-
tions on the performance of ERS with many refrigerants have been done to identify
the competency of selected refrigerants on one another within the selected range of
operating conditions. Sun et al. [19] have used R123 as refrigerant and reported that
the optimum performance of ERS can be achieved with a coefficient of performance
(COP) ranging from 0.19 to 0.29 at evaporator temperature of 5–10 °C, temperature
of condenser 30 °C and vapour generator temperature of 80 to 90 °C by varying
geometry of the ejector. Huang et al. [12] have analysed the ejector performance at
its critical mode at which both primary flow and secondary flow choking occur and
predicted accurately the ejector coefficients such as nozzle efficiency, secondary flow
efficiency and mixed flow efficiency as 0.95, 0.85 and 0.88, respectively, using one-
dimensional theorywithR141b asworking fluid. Tyagi andMurthy [5] have explored
the operation of ERSwith R11 and R113 as working fluid, and it is reported that ERS
is best suited for the low-intensity heat source that would be wasted and the higher
efficiency of ERS could be achieved at lower condenser temperature. Selvaraju et al.
[15] have conducted a theoretical study on ERS using R123, R134a, R152a and
R717 as refrigerants. They have reported that the entrainment of secondary vapour
in the ejector and the overall performance of ERS, that is, COP depends primarily
on geometrical dimensions of the ejector and the compression ratio which is defined
as the ratio of condenser pressure to evaporator pressure. Selvaraju and Mani [16]
have used five refrigerants R134a, R152a, R290, R600a and R717 for their investi-
gation of ERS. They have claimed that maximum performance is obtained when the
ejector in ERS operates at its critical mode and R134a performs better as compared
to other refrigerants at evaporator temperature of 5 °C when the condenser temper-
ature varies from 25 to 35 °C and generator temperature changes from 65 to 85 °C.
Shovon et al. [13] have used six refrigerants, namely R717, R718, R245fa, R123,
R141b andR365fa and reported that when the ejector operates at its subcritical mode,
the performance of ERS varies in direct proportionality to the generator temperature,
and it reaches maximum when the operation of the ejector becomes critical. Among
the selected refrigerants, R717 exhibits better performance than other refrigerants.
Saleh [14] has studied theoretically the performance of ERS with R134a, R227ea,
R245ca, R245fa, R236ea, R236fa, R600 and R600a. He has concluded that the ERS
cycle performance is more sensitive to condenser temperature than that of driving
and driven vapours. Among the selected refrigerants, R245ca is found to be a best
candidate for ERS at the selected operating temperatures, viz., generator temperature
ranging from 65 to 110 °C, condenser temperature from 25 to 35 °C and evaporator
temperature from −5 to 15 °C. Chen et al. [17] have probed the performance of
ERS with different types of working fluids classified as wet (R134a, R152a, R290
and R430A), dry (R245fa, R600, R600a and R1234ze) and isentropic (R436B). It is
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reported that superheating of driving vapour always improves ejector performance
for all wet, dry and isentropic refrigerants. The cycle performance of ERS is always
better with all selected refrigerant when the temperature of condenser temperature
is reduced, and the temperature of evaporator is increased. Sun [17] has compared
the performance of 11 working fluids, steam, R11, R12, R113, R21, R123, R142b,
R134a, R152a, RC318 and R500. He has observed that the performance of ERS is the
lowest with steam as working fluid while that of R152a is better among the selected
refrigerants.

4 Experimental Investigations

Experimental studies have been carried out, in order to determine the real-time effi-
ciency of ERS. These studies have also been focussed on to identify the best geom-
etry of the ejector that would match with the selected working fluid for yielding
higher efficiency. Nahdi et al. [3] have conducted experimental analysis using R11
for different compression and motoring ratio. The compression ratio is defined as
the ratio between condenser pressure to evaporator pressure, and motoring ratio is
defined as the ratio between generator pressure to condenser pressure. It is reported
that for compression ratio ranging from 1 to 3.5 and motoring ratio varying from
3 to 8.5 that the ejector performance is decided by geometric parameters of an
ejector and ejector geometric ratio (area ratio of the constant mixing area tube to
the nozzle’s throat). It is observed further that the entrainment of secondary fluid
becomes maximum at the optimum value of ejector geometric area ratio. Al Khalidy
and Zayonia [9] have used R113 as refrigerant, and their experimental investigation
has revealed that the ejector efficiency of 31% has been achieved as maximum when
the heat source temperature is varied from 70 °C to 100 °C. Further, the overall
performance of ERS is found to influence more by the condenser temperature than
generator and evaporator temperatures. Eames et al. [20] have examined the appli-
cation of R245fa in ERS, and it is concluded from the experimental COP values
ranging from 0.25 to 0.7 that ERS with R245fa as working fluid can be actuated
efficiently using low-grade heat for air conditioning. Sankarlal and Mani [22] have
used R717 as working fluid and reported that the refrigerating capacity of the system
increases from 176 to 450W for the generator temperature range from 62 to 72 °C at
a condenser temperature of 30 °C and evaporator temperature of 5 °C. They have also
presented that the entrainment ratio which is defined as the ratio of mass of driven
vapour to that of driving vapour and COP of ERS increase as the ejector area ratio
and expansion ratio increases (ratio of generator pressure to evaporator pressure)
but decrease with increase in compression ratio. Chen et al. [10] have assessed the
performance of ERS using R113, R114, R142b and R718. They have claimed that
R113 as dry fluid exhibits best performance with the highest COP of 0.55 while the
wet fluid R142b yields the lowest COP of 0.22 among the four refrigerants. Murthy
et al. [6] have probed experimentally the geometrical features of an ejector in ERS
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using R11, and it is revealed from testing eight primary nozzle-mixing tube combina-
tions of different geometrical dimensions that the ejector with larger geometric ratio
provides lower evaporator temperature with the highest COP of 0.33. Hamzaoui et al.
[21] have studied the effect of choking in ejectors using R245fa. It is revealed that the
entrainment ratio along with COP decreases as the evaporator temperature at single
chokingmode increases (primary vapour only), whereas increase in entrainment ratio
and COP is observed with increase in evaporator pressure at double choking mode.
Paliwoda [4] has done experimental investigation using R11, and it is concluded that
ERS is best suited for higher evaporating temperature such as air conditioning when
sufficient availability of condenser cooling water availability and ready industrial
waste heat source availability.

5 Concise Discussion on Investigations

It is understood from this reviews that pressure and temperature along with specific
volume of a working fluids are primary properties while enthalpy at salient points
becomes derived properties from the thermodynamic point of view. Range of temper-
ature or pressure in generator is so chosen that it can be attained from available solar
heat source or by utilizing industrial waste heat from any process. The ambient air
whose temperature varies with season in a particular locality acts as an ultimate heat
sink and thus dictates the range of temperature to be considered for both theoret-
ical and experimental investigations. The range of pressure or temperature relating
to evaporator is decided on the basis of the lowest temperature of cooling to be
achieved in a particular application. Investigators have used these thermodynamic
properties for assessing the performance of ejector as well as ERS. It can be noted in
Fig. 2 that ejector being a main part in ERS consists of sub-components (nozzle,
suction chamber mixing chamber and diffuser) of variable cross-section except
mixing chamber. Thus, the geometry of ejector decides the amount of secondary
vapour that could be entrained from the evaporator with the help of primary vapour
issuing from the nozzle. Themaximumentrainment could be achievedwith an ejector
with optimum geometrical dimensions. However, geometric ratio of an ejector plays
a key role under critical mode of operation with triple choking, such as choking in
the nozzle, suction chamber and in the mixing chamber.

6 Conclusions

The satisfactory operation of ERS depends on thermo-physical and thermodynamic
properties of working fluids selected in accordance with the application such as
freezing, cooling and air conditioning. The thermodynamic properties help to deter-
mine the performance of ERS, whereas the thermo-physical properties augment the
design and development of the ejector, the heart of ERS. It is understood from this
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review that the geometrical features and dimensions of an ejector are decided by
the nature of selected refrigerant and its properties. Further, the critical mode of
operation of an ejector becomes different when different working fluids are used.
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Experimental Study on Heat and Mass
Exchanger of a Dew Point Indirect
Evaporative Cooler

C. Deepak , Rudra Naik, and H. K. Prashanth

1 Introduction

Standards of living are drastically increasing as human beings upgrading their life.
As per energy statistics-2015 issued by the Government of India, out of total elec-
tricity consumption in the year 2013–14, the industrial sector consumed 43.83%,
followed by the domestic sector with consumption of 22.46%. It is also reported that
electricity consumption by the industrial and commercial sectors has increased at a
higher pace with compound annual growth rate of 10.97% and 8.82%, respectively
[1]. International Energy Outlook (IEO) released report on energy expenditure of
various countries recently and also said that due to usage of traditional air condi-
tioning systems the global temperature may further increase to 3–4% more annually
and energy demand of earth increases to 30–40% by 2030 [2]. Major convention-
ally available air conditioners are vapor compression systems, and they use cryo-
genic or chemical refrigerants which boils at very low temperatures for producing
cold surroundings. Even though these air conditioners satisfy the requirements, they
consumemore power and liberate very environmentally hazardous greenhouse gasses
like CFC, HCFC, and HFCs.

One of the workable solution for the aforementioned problemswill be evaporative
cooling,which useswater to cool air. In the direct evaporative cooling (DEC), process
water is atomized by absorbing the latent heat of evaporation, but the major problem
with this system is that moisture content of air is increased. In Mina Valley, Saudi
Arabia, nearly 48,000 DEC units were installed in public places [3]. The major
applications of air conditioning systems like electronic industries, process plants,
cold rooms, data centers, etc., do not need moist air for their efficient working. To
overcome the moisture content problem in DEC, indirect evaporative cooling (IEC)
techniques were developed, in which supply air will not come in contact with water;
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hence, moisture will not be present in it. However, the temperature at the outlet will
be less than that of DEC. A theoretical model was developed by Baakeem et al. [4]
on direct evaporative coolers, and they have taken relative humidity and temperature
inputs on hourly average for summer weather conditions in July at Riyadh and found
that wet bulb effectiveness is 0.7 to 0.8. Simulation study conducted by Singh and
Das [5], using energy plus software on dedicated outdoor air system, with integrated
evaporative cooling arrangement showed only 2.62% of electrical energy savings on
annual basis. In a regenerative evaporative cooler study by Kim [6], numerical model
of heat andmoisture transferwasdeveloped andvalidatedwith available experimental
data. It was found in their study that dew point effectiveness is increased due to
increase in inlet temperature. Experimental study on modified evaporative cooling
(MEC) system was conducted at Ahmedabad, India, for weather conditions for the
entire year. Maximum temperature drop recorded during their study is 17.85 °C.
They have used aluminum and kraft paper for fabrication of evaporative cooler [7].

To achieve temperature below wet bulb, two-stage evaporative coolers are devel-
oped. They had combination of direct and indirect systems. A performance test of
a two-stage evaporative cooler was conducted, using a mathematical model devel-
oped by Gilani et al. [8]. In their study, it was found that comfort conditions can be
achieved easily if the outdoor conditions are 34–54 °C and 10–60%RH. It is also said
that if the cooling load increases, the two-stage evaporative cooling system becomes
expensive. The invention of the M-cycle evaporative cooler made by Maisotsenko
[9] solves the problem of cooling air below the wet bulb. One more advantage of this
cycle is that cooling is achieved without the addition of moisture to supply air.

Many researchers are continuously experimenting different designs of M-cycle
HMX. Studies have been conducted for controlled water and air flow parameters
and observed improved performance of this cooler up to a maximum of 114%, and
wet bulb temperature effectiveness with 52.5 COP is obtained during experimental
testing [10]. Under different atmospheric conditions, about 58%-84% dew point
cooling effectiveness can be gained [11] which is a very good result since it can easily
replace the conventional air conditioners. In experimental investigations carried so
far,M-cycle IEC system gives 10–30%higher wet bulb effectiveness when compared
to normal IEC [12].

For the improvement in performance of dew point evaporative cooling system,
many researchers carrying out numerical and experimental studies similar to liter-
ature discussed above. To the authors knowledge, there are limited experimental
studies that have been carried out for different climatic regions on dew point IEC
system. Experimental study presented in this paper is on mixed-flow dew point IEC,
which is carried out to overcome the short fall in experimental investigations.
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2 Dew Point IEC Test Setup

The cooling system considered here is M-cycle IEC having a mixed-flow configura-
tion heat mass exchanger. The schematic of a dew point evaporative cooler is shown
in Fig. 1.

2.1 Elucidation of the Cooling System

M-cycle heat and mass exchanger is a core of cooling system; it is fabricated by
using aluminum sheets for wet and dry channels. Cellulose-rich cotton fabric is used
as water-absorbing material to hold water in the wet channel. In wet channel, cotton
fabric layers are stacked one above the other for a thickness of 2 mm, this stacking
arrangement helps in holding water for longer duration, and due to this, more time
is given for water evaporation. Figure 2 shows the front view of one set of dry and
wet channel.

There are 35 sets of dry and wet channel combination present in heat mass
exchanger (HMX). The specifications of the system are given in Table 1. The channel
gap of wet and dry channels is maintained uniform using acrylic strips, which are
cut to accurate dimensions using water jet cutting machine. The channel gap for dry
channel is 5 mm, and for wet channel, it is 7 mm. The bypass holes of 7 mm diameter
are made on the partition plate which is separating dry and wet channels. For each
set, there are five bypass holes on top and five holes on bottom, and these holes help
in bypassing air from dry channel to wet channel.

Fig. 1 Schematic of dew point evaporative cooler setup
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Fig. 2 Front view of one set
of dry and wet channel

Table 1 Specifications of the
system

Parameter Symbol Value (in mm)

Width of dry channel Wd 5.0

Width of wet channel Ww 7.0

Thickness of cotton fabric layer tcotton 2.0

Thickness of aluminum plate tplate 1.0

Length of channel L 800

Height of channel H 400

Width of HMX W 510
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2.2 Experimental Procedure

The inlet air to heat mass exchanger of dew point IEC is taken from atmosphere
using a variable-speed axial-flow ID Fan. The relative humidity of incoming air is
maintained constant using a humidifier. It is operated using a set point humidity sensor
and a humidity controller. Inlet air velocity is controlled manually using a regulator.
Acrylic duct is placed at entry, exit, and bypass of HMX to evenly distribute air.
Water flow rate is controlled using an acrylic body rotameter. Temperature, velocity,
and %RH of air are measured at inlet, outlet, and bypass of HMX. The details of
measuring instruments are provided in Table 2.

Air enters dry channelwith a preset velocity and temperature. A portion of it enters
wet channel through bypass holes. The air which is bypassed to the wet channel will
enable evaporation ofwater, thereby latent heat of evaporation is taken from thewater.
Due to this, water gets cooled and the partition sheet which is in contact will also
get cooled. The air flowing in dry channel comes in contact with this cold partition
wall, and cooling of air is achieved. As the air in dry channel did not come in contact
with water during its passage through HMX, the humidity will remain same as that
of inlet.

3 Results and Discussions

Experimental investigation on dew point IEC has been carried out to study the effect
of inlet air velocity and temperature on performance parameters such as cooling
capacity, COP, and effectiveness. Study is carried out at different inlet air velocities
and temperatures by maintaining constant water flow rate and percentage of relative
humidity at inlet.

Table 2 Details of measuring instruments

Physical parameter
measured

Type of instrument Range Accuracy

DBT of air and water K-type thermocouple −270 to 1260 °C ±0.5 °C

Relative humidity of
air

Capacitive RH sensor 0–100% RH ±1% RH

Velocity of air Vane type anemometer 0.1–30 m/s ±1% speed range

Water flow rate Rotameter 0–50 LPM ±1 LPM

Data acquisition Data logger customized by
MICROSENSE
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3.1 Performance Parameters

Performance parameters considered in this study are cooling capacity (CC), coef-
ficient of performance (COP), wet-bulb effectiveness (WBE), and dew point
effectiveness (DPE), which are defined as:

CoolingCapacity (CC) = m2 × Cp × (Tdb1 − Tdb2) kW (1)

Total Electrical Power (Pele ) = PF + PP kW (2)

Coefficient of Performance(COP) = CoolingCapacity

Total Electrical Power
= CC

Pele
(3)

Wet Bulb Effectiveness(εwb) = (Tdb1 − Tdb2)

(Tdb1 − Twb1)
(4)

DewPoint Effectiveness
(
εdp

) = (Tdb1 − Tdb2)(
Tdb1 − Tdp1

) (5)

3.2 Effect of Inlet Air DBT on Cooling Capacity (CC)

The capability of cooling system to remove heat is describedwell by using term called
cooling capacity (CC). Figure 3b is a graph showing effect on CC of the system with
respect to inlet air DBT and its velocity. At 27 °C CC of the system is 0.325, 0.488,
0.651, and 0.813 kW for 1, 1.5, 2, and 2.5 m per second of inlet air velocities. Further
at 34°C, CC varies as 0.355, 0.532, 0.710, and 0.887 kW, respectively. It is observed
that higher CC of the indirect evaporative dew point cooler is obtained at 2.5 m/s and

Fig. 3 a Effect of inlet air DBT and its velocity on COP, b effect of inlet air DBT on CC
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34 °C Concisely, it is clear from these values that increasing inlet air temperature
and its velocity increases the CC of the system.

3.3 Effect of Inlet Air DBT and Its Velocity on COP

As per standard results given by various authors and researchers publications [2, 13,
14], it is shown that coefficient of performance is one of most important parameter.
COP is considered in designing of any air conditioning or refrigeration system.
Figure 3a shows variations in COPwith respect to inlet air DBT at different velocities
of 1, 1.5, 2, and 2.5 m per second. From the plot, it can be observed that, at 28°C
COP is 2.6 and at 35 °C COP is 2.7 for 1 m/s air velocity. At 1.5, 2, and 2.5 m/s, COP
of the system is 3.9, 4.7, and 5.3 at 35 °C, respectively. Thus, we can say as inlet air
temperature increases along with incoming air velocity, the COP of dew point IEC
system increases.

3.4 Variations in WBE and DPE with Respect to Inlet Air
DBT

One of the main objective of indirect evaporative cooling system is to obtain better
cooling effectiveness. Figure 4a shows variations in dew point and wet bulb effec-
tiveness of the system against the inlet air temperature. For the temperature range
of 22–35 °C, wet bulb effectiveness (WBE) is in the range of 1.22–1.36, whereas
dew point effectiveness (DPE) values are 0.66–0.79 for same temperature range. It
is observed that WBE and DPE both increase with increases in inlet air temperature.
The WBE is more than one for all temperatures, and therefore, we can say that dew
point IEC can reduce incoming air temperature below its WBT.

Fig. 4 a Variations in WBE and DPE with respect to inlet air DBT, b variations in product air and
supply air temperature with respect to inlet air DBT
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3.5 Variations in Temperature of Product and Supply Air
with Respect to Inlet Air DBT

Even though we are only concerned about supply air temperature in dew point evap-
orative cooler, it is very important to look at the product air temperature also, because
it has effect on supply air temperature. More the heat is taken from system, then the
temperature of air supplied will be less. Thus, if product air has higher temperature,
then it is obvious that it also results in lower supply air temperature. Figure 4b shows
the variations of product and supply air temperature with respect to inlet air DBT.
For 25, 29, and 35°C product and supply air temperatures are 22.5 °C and 20.9 °C,
26.3 °C and 24.5 °C, and 32.1 °C and 30.2 °C, respectively. From these three cases, it
can be concluded that increases in inlet air temperature also increases the product and
supply air temperature. To obtain lower supply air temperature, inlet air temperature
must be less.

4 Conclusions

In this study, experimental investigation on mixed-flow dew point IEC is carried out.
Outcome of this study is that the WBE and DPE of the system reach to a maximum
value of 1.36 and 0.79, respectively. Conclusion from this study is that the supply
air temperature goes below WBT and near to DPT of inlet air without inclusion of
moisture.MaximumCOP achieved in this study is 5.3 for 35°Cwith inlet air velocity
of 2.5 m per second. COP increases as incoming air velocity and DBT increases.
COP and cooling capacity follow the same trend with respect to inlet air conditions.
Optimization of HMX can be done by selecting proper flow configurations and
appropriate material for water adsorption. Further experimental studies on dew point
IEC required at different climatic zones of India.
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Effect of Nozzle Inclination Angle
on the Performance of Hybrid Jet
Impingement Microchannel Heat Sink

Jyoti Pandey, Mohd. Zahid Ansari, and Afzal Husain

1 Introduction

Enormous heat dissipation occurs in high-power consuming compact electronic
devices due to continuous loading of large number of small-sized components
with additional features. This can enhance heat load over appliances and lead the
temperature of the device above critical value. Previously, heat sink with increased
surface area and liquid cooling were best known heat transfer techniques for the
thermal management of the electronic devices. Based on the traditional cooling solu-
tions, appliances are employed with fins integrated cold plates and microchannels
to transfer heat from the hot surface of the device to surrounding. But, as the power
density level is escalating every year and exceeded even 100 W/cm2, conventional
conduction and free or forced convection-based cooling techniques become inad-
equate in maintaining device temperature within limits. Perceiving the severity of
the problem, several other passive and active schemes like flow obstruction, rough
surface, secondary flows, fluid additives, spray cooling, external excitation, etc.,
were incorporated [1–5]. These techniques are capable of increasing surface area-
to-volume ratio, enhancing conduction heat transfer, reducing boundary layer thick-
ness and intensifying fluid mixing by inducing chaotic advection, local turbulence,
vortices, flow recirculation, etc., that assist to reduce thermal resistance. Thus, by
exploiting the benefits of various mentioned techniques wisely, heat exchange can
be augmented at low power loss.
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One of these cooling technique is jet impingement that provides a proficient solu-
tion to enhance heat transfer rates by using even the small amount of coolant in an
efficient manner [6, 7]. In impingement cooling, jet of a coolant strikes normal to the
surface through nozzle and thus breaks the stagnant boundary layer developed due
to the parallel laminate flow of coolant. Also, turbulence induces in the surrounding
fluid near the stagnation point in the formof local vortices that assist in enhancing heat
transportation. Several studies were conducted to explore the hydrothermal charac-
teristic in case of jet impingement technique using single or multiple jet nozzles
delivering coolant over a surface in a confined or unconfined space [8]. It was
observed that high heat transfer coefficient as well as more uniform temperature
distribution can be obtained by using jet impingement method reasonably. However,
hydrothermal performance of jet impingement depends on several factors such as
nozzle configuration and orientation, flow rate, nozzle to target distance, nozzle-to-
nozzle distance, etc. [9]. Choo et al. [10] done experimental investigation for single
slot air jet impingement obliquely (0° < θ < 40°) on the small nozzle to plate spacing
(H/dh ≤1) and observed that Nu increased with increasing the nozzle angle forH/dh
≤1.

Seyedein et al. [11] experimentally analyzed the multiple air jet impingement
from the slots on an inclined confined surface. As the maximum Nusselt number
decreases along the downstream direction, therefore, to minimize deviation, nozzle
plate is inclined such that flow accelerates along the downstream direction. The
phenomena that limiting the thermal performance of impinging jet in case of confined
surface is flow entrainment where heated up fluid mixes and thus preheats the freshly
coming fluid. Therefore, to manage the spent fluid in the system, concept of effusion
holes evolved. Rhee et al. [12] experimentally conducted the study for array of air
impinging jets with effusion hole to eject spent air. It was observed that for small
gap distance, heat transfer augmented by approximately 60–20% due to decreased
cross flow as well as heat transfer coefficient was distributed more uniformly.

Husain et al. [13] done numerical investigation for hybrid heat sink design to
exploit the combined benefit of flow obstructing pillars, jet impingement technique,
and liquid cooling microchannel heat sink. Local vortical turbulence was induced
that disturbed the stagnant boundary layer and enhanced flow mixing. Pillars sepa-
rate and recombine the flow to create chaos in the laminate flow layers that supports
to improve the heat transfer. In the present analysis, comparative study is performed
numerically for jet of deionized (DI) water as coolant striking through nozzle at
different inclination angle over the bottom surface of microchannel heat sink incor-
porated with circular pillars. Heat transfer and flow characteristics are computed for
different Reynolds number and varying nozzle configuration using computational
fluid dynamics (CFD)-based commercial software ANSYS CFX.
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2 Numerical Model

Analysis of jet impingement integrated and micropillar infused microchannel heat
sink having 24 mm length is done. A channel of 0.4 × 0.5 mm2 cross-sectional area
is designed and meshed as a computational domain in the Ansys design modeler
(Fig. 1) to save the computation time. The heat sink design is taken from the work
of Hussain et al. [13] and analyzed for varying nozzle orientation. Hybrid heat sink
consists of jet nozzles distributed at equal distance along the length, and in between
every two nozzles, a pillar is mounted inside the channel.

Channels are made on the copper block while keeping substrate thickness to
0.2 mm at the bottom and 0.1 mm on the side walls. Nozzle diameter (DJ ) as well as
pillar diameter (DP) is fixed as 0.2 mm in a 0.5 mm (W c) wide channel. Channel is
made 0.4 mm (Hc) deep and covered by 0.4 mm thick nozzle/cover plate at the top.
Water as fluid is delivered from the nozzles to strike normally on the microchannel
bottom surface at multiple points simultaneously. Coolant is directed to travel along
the channel length in both the directions. Nozzles are designed on the cover plate
at different inclination angle from 30° to 90° to investigate the effect of nozzle
orientation on the hybrid heat sink performance. Mesh refinement test is performed
to found number of mesh elements in a given range where characteristic parameters
remains unvarying with element size. Characteristic parameters were observed at

Fig. 1 Schematic of hybrid microchannel hat sink a isometric view, b side view
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node sizes in between 0.1 and 1.5 million and found 1.2 million nodes as optimum
for best results in comparatively less computation time.

Heat is conducted through the heat sink substrate layer in the bottom and then
carried away by the fluid flowing in the microchannel. Physical model is simulated
in the CFD based commercial software Ansys CFX considering several assumptions
such as (1) steady and incompressible flow; (2) three-dimensional and laminar flow;
(3) neglecting radiation, gravity, and viscous dissipation effect; (4) constant substrate
material properties; (5) no slip condition at the wall. Fluid properties are considered
to be varying with temperature to obtain more accurate results [13]. To compute the
flow and thermal behavior, below-mentioned fundamental governing equations are
to be solved numerically in the CFX solver.

Fluid:
Continuity equation:

∇.(ρV ) = 0 (1)

Momentum equation

V .∇(ρV ) = −∇ p + ∇. (μ∇V ) (2)

Energy equation

V .∇(ρCT ) = ∇ . (k∇T ) (3)

Solid:
Energy equation

∇ . (ksubs ∇Tsubs) = 0 (4)

Only half of the channel is considered for the computation to save time and cost.
Atmospheric outlet condition is adopted at one end of the domain and symmetry
wall condition fixed at the other end. Fluid is delivered from the nozzles at the top
at constant mass flow rate and temperature. Bottom wall is supplied with constant
heat flux conditions while other walls are assumed adiabatic. Thermal character-
istic parameters such as heat transfer coefficient and maximum temperature rise are
compared for flow and geometric variables. Heat transfer coefficient is the indicator
of amount of convection heat exchange. It is defined as

h = q ′′

Tavg,w − Tavg,f

T avg,w and T avg,f are the average temperature at the bottom surface and average
temperature in the fluid domain, respectively. Thermal resistance,Rth is the hindrance
offered by the system against heat exchange which is expressed as.
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Rth = �Tmax

q ′′A

Maximum temperature rise is the difference in maximum temperature obtained at
the bottom surface and the temperature of the fluid at inlet (ΔTmax = Tw,max − T in).
Pressure drop along the channel is an important parameter to be analyzed to manage
pumping power requirement which is defined as the difference in the pressure at the
inlet and the outlet (ΔP = Pinlet − Poutlet).

3 Results and Discussion

This study focused specifically on the effect of nozzle jet inclination angle, varying
in between 30° and 90°, on the performance of heat sink. Hydrothermal charac-
teristic parameters such as maximum temperature at bottom wall (Tw,max), average
heat transfer coefficient (h), pressure drop (ΔP), and thermal resistance (Rth) were
observed. Numerical analysis was done considering variation in flow variable that is
Reynolds number (Re) and variation in geometric variable that is nozzle angle (θ ).

Figure 2 showed the contour of flow velocity distribution in the mid-plane of the
channel for 30°, 60°, and 90° inclined nozzle. Among different impingement angle,
highest velocity is found for the 30o nozzle angle that is 1.5 m/s. A local turbulence
loop can be seen around the jet that grows as the flow moves downstream. For the
jet nozzles, impact of the jet impingement over the heat sink bottom surface was
reduced along the flow direction. Impact of the impinging jet was also found low for
small impingement angle. Similarly, Fig. 3 illustrated the temperature contour for
30°, 60°, and 90° nozzle angles at the same Reynolds number. Temperature in the
channel is highest for the 30o nozzle angle near the symmetry wall that is 368.5 °C.

Fig. 2 Contour of flow velocity at the mid-plane along the channel length for a 30°, b 60°, and
c 90° nozzle angle
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Fig. 3 Contour of temperature at the mid-plane along the channel length for a 30°, b 60°, and c 90°
nozzle angle

However, temperature distribution along the channel length is also most uniform for
the 30° nozzle angle.

Figure 4 compared the variation of maximumwall temperature with the Re varied
from 100 to 400 for different nozzle angles such as 30°, 45°, 60°, and 90°. Wall
temperature is reducing as the Re increasing regardless of the nozzle configuration
because of the higher mass flow rate. An approximately 10% reduction was obtained
when the Re elevated from 100 to 400 for 60° nozzle angle. Lowest bottom wall
temperature is obtained for 60° nozzle angle that is 52 °C, while other nozzle angles
such as 30° and 45° yielded temperature value higher than the temperature obtained
at 90° nozzle angle. Minimum temperature in case of 60° nozzle angle attributed to
highest average heat transfer coefficient (Fig. 5) and lowest thermal resistance (Fig. 6)

Fig. 4 Variation of
maximum wall temperature
with the Re
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Fig. 5 Variation of average
heat transfer coefficient with
the Re

Fig. 6 Variation of
maximum thermal resistance
with the Re

produced. Because of the longer path of disturbance and stronger flow penetration in
case of 60° nozzle angle than 90°, stagnant laminar boundary layer is reduced more
and higher turbulence occurred. For 60° nozzle angle, approximately 32% increment
in the heat transfer coefficient and 60% reduction in thermal resistance is obtained
when Re varied from 100 to 400.

That means, 60° nozzle angle offered lowest thermal resistance as well as induced
highest heat transfer coefficient for same mass flow rate in comparison with other
angles. This result illustrates that as the nozzle angle is decreased, path between the
nozzle injection point and striking point is increased, that cause disturbance in larger
fluid content. Hence, more turbulence and chaos are induced with decreasing the
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Fig. 7 Variation of pressure
drop with the Re

nozzle angle and thus higher heat transfer occur. But, thermal resistance in case of
45° nozzle angle is relatively more than 90°, and this must be because of the less
impingement effect and the dominance of stagnant layer of fluid. This revealed that,
as the value of nozzle angle decreased, though the disturbance in fluid is higher,
but penetration effect against the stationary flow is reduced. Therefore, for the 45°
nozzle angle, in spite of getting higher heat transfer coefficient relative to 90°, thermal
resistance is more owing to higher boundary layer thickness and thus higher wall
temperature is obtained.Moreover, the dominance of parallel laminar flow is somuch
higher in case of 30° nozzle angle that the effect of chaotic disturbance is suppressed,
and thus, both thermal resistance as well as heat transfer coefficient is reduced, and
hence, highest temperature is obtained at the bottom surface.

From the study, it is observed that pressure drop is increasing with the Re, and
rate of increment is also increasing at higher Re as shown in Fig. 7. For 90° nozzle
angle, as the Re varied from 100 to 400 pressure drop increased by almost 13 times.
Due to higher disturbance in the fluid, more resistance offered, and thus, higher
pressure loss occur. Lowest pressure drop found for the 90° nozzle angle as in this
case flow disturbance is least, while pressure drop is highest for 30° nozzle angle
due to highest disturbance in the fluid volume. At a fixed Re 400, as the nozzle angle
increased from 30° to 90°, pressure drop reduced by approximately six times. In
this study, overall performance of the heat sink for nozzle angle in between 45° and
60° overruled other angle as higher heat transfer coefficient as well as lower bottom
wall temperature and pressure loss occurred, while for heat sink with nozzle angle
90° (more than 60°), though pressure drop reduced but bottom wall temperature
increased. However, heat sink with nozzle angle 30° or less than 30° is the worst as
lower heat transfer coefficient is provided at largest pressure drop cost.
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4 Conclusions

The comprehensive report presented herein determined the role of nozzle config-
uration in the microscale level. An understanding is developed for the behavior of
micronozzle inclination on themicrochannel cooling efficiency. IncreasingRe condi-
tion is found favorable for enhancing heat transfer irrespective of nozzle inclination
but at the cost of higher pressure loss. Likewise, increasing nozzle angle is also
promising condition for better cooling of the electronic devices at relatively lower
pumping power. Maximum heat transfer coefficient and lowest bottom wall temper-
ature were obtained at 60° nozzle angle, whereas largest pressure drop occurred for
30° nozzle angle. Thermal resistance is decreased by 27% when inclination angle
varied from 30° to 60°, but as the impingement angle is further increased from 60°
to 90°, thermal resistance is increased by almost 11%. However, when nozzle angle
increased from30° to 90°, pressure drop is reduced by almost six times. At 60° nozzle
angle, best overall performancewas obtained as highest heat transfer occurred aswell
as lowest pumping power required.
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Numerical Investigation of Swirl Flow
on Heat Transfer Enhancement
in a Stepped Pipe

B. Prince Abraham, F. Michael Thomas Rex, P. Samuel Ponraj,
R. Jayavenkatesh, and A. Andrews

1 Introduction

Effectiveness in convective heat transfer is an important factor required for a lot
of applications in thermal engineering [1]. Generally, the techniques used for heat
transfer enhancement include modifications in the heat transfer surface and other
novel geometric modifications in the fluid flow path [2–5]. Yilmaz et al. [6] experi-
mentally investigated the enhancement characteristics of swirl flow by considering
three different types of swirl generators. Further, the experiments were made with
different Reynolds number and swirl intensities. A recent numerical study byHo et al.
[7] reported that the heat transfer in a tube with laminar flow and forced convection
could be increased by having a concentric inner tube. A duct with smaller outer
radius and operating with relatively larger flow rate can transfer the heat effectively.
Tawfik et al. [8] analyzed the influence of swirl in wall-bed heat transfer and flow
behavior in a fluidized bed reactor. They concluded that the heat transfer coefficient
of fluidized bed reactor was higher by introducing swirl in the lower portion of the
bed and it found to be lesser at the upper portion of the bed in all radial positions.

Swirl flow got its importance in many industrial applications that include multi-
phase flows which don’t take account of heat transfer. A theoretical model was
established by Liu et al. [9] on swirling annular flow for investigating the transition
from churn flow to annular flow. They reported that the gas velocity necessary for
the transition of flow from churn to annular is less if swirl is introduced. Swirlers
with different geometries were considered and Polyethylene particles were made to
flow in a horizontal straight acrylic pipe having diameter 80 mm [10]. Particle Image
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Velocimetry (PIV) is used to observe the particle flow characteristics and the pres-
sure drop involved is also compared. Xu et al. [11] studied the effect of swirl flow on
coal gasifiers. A Computational Fluid Dynamic simulation of swirl flow induced by
twist vanes has been done by Xiong et al. [12] and investigated the accuracy of k− ε

model for nuclear applications. Uddinet al. [13] performed a comparative study by
impinging a jet under swirl, active and passive excitations in order to enhance the
heat transfer. However, they have reported that the swirl does not give appreciable
heat transfer rate.

This work mainly focuses on numerically investigating the effect of swirl on
convective heat transfer and on introducing a stepped pipe as shown in Fig. 1 to make
it enhanced. A step in pipe, either converging or diverging will provide a significant
change in flow properties such as velocity, pressure and turbulence. Hence, it is
imperative to study its effect along with induced swirl. Such a stepped pipe with
swirl flow has not been considered in the existing literature.

Fig. 1 Schematic diagram of the problem with various diameter ratios
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2 Problem Definition

The physical configuration of the pipewith a constant temperature boundary is shown
in Fig. 1. A pipe with a diameter of 3 cm and of length 2 m is maintained at a constant
temperature of 365 K while the entrance pipe of length 0.5 m is modeled as adiabatic
wall. Water flows at 300 K through the inlet of the pipe and in due course, it is heated
by the wall and hence the temperature gets increased. The diameter of the heating
pipe (D2) is kept constant but the inlet pipe diameter (D1) is varied as illustrated in
Fig. 1. The ratio between the diameters of inlet pipe and outlet pipe is termed as
diameter ratio (D1/D2). Nevertheless, the mass flow rate of the water is kept constant
in all the cases so as to compare the effect of the diameter ratio. Moreover, the axial
velocity of the flow is maintained constant and the swirl velocity is varied for a range
of values and its effect on the heat transfer with the aforesaid diameter ratios are
investigated.

Reynolds number of the flow is maintained around 3300 and the same can be
calculated by

Re = ρvD

μ
(1)

where ρ is the density of water, v is the velocity of flow in the heating pipe, D is the
hydraulic diameter and μ is the dynamic viscosity of water.

As the heating wall is defined as a constant temperature source, the heat flux (Qw)
through the wall is computed. The convective heat transfer coefficient is computed
as follows.

h = Qw

(Tw − T∞)
(2)

where the Qw is the heat flux and the Tw and T∞ are the temperatures at the wall and
the bulk fluid temperature. The convective heat transfer is defined from the Nusselt
number and it is given by

Nu = hD

k
(3)

The operating conditions and the fluid flow parameters are given in Table 1.

3 Numerical Method

Numerical modeling of the flow has been done by assuming that the flow domain
as two-dimensional and axisymmetric. The swirl velocity has been considered
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Table 1 Operating
conditions and fluid
properties

Variable Quantity Unit

Inlet temperature (T in) 300 K

Wall temperature (Tw) 365 K

Outlet pressure (Pout,abs) 101,325 Pa

Mass flow rate (ṁ) 70.5087 × 10–3 kg/s

Density (ρ) 998.2 kg/m3

Specific heat (Cp) 4182 J/kg K

Viscosity (μ) 0.001003 kg/m s

and predicted by assuming that swirl velocities exist in the flow and having no
circumferential gradients.

The continuity equation in differential form can be expressed as

∂p

∂t
+ ∇ · (ρu) = 0 (4)

where ρ is the density of water, t is the time and u is the flow velocity vector field.
The momentum conservation equation for swirl velocity in two-dimensional

domain can be written as

∂

∂t
(ρw) + 1

r

∂

∂x
(rρuw) + 1

r

∂

∂r
(rρvw) = 1

r

∂

∂x

[
rμ

∂w

∂x

]

+ 1

r2
∂

∂r

[
r3μ

∂

∂r

(w

r

)]
− ρ

vw

r
(5)

The circumferential motion in the flow creates centrifugal forces and that can be
expressed by

∂p

∂r
= ρω2

r
(6)

The appropriate turbulent model is chosen based on the swirl number that is
the ratio between the axial flux of angular momentum and the axial flux of axial
momentum that can be defined by

S =
∫
rw�v · d �A

R
∫ ∫ u�v · d �A (7)

where R is the hydraulic radius, �A is the cross-sectional area of the pipe and u is
the axial velocity of flow. Finite volume method is adopted for solving the mass
conservation, momentum and turbulence equations. Maximum face size of the mesh
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elements is chosen by mesh sensitivity analysis and it is identified that 1.5 mm is the
optimum size. Decreasing the face size of the mesh results in a dramatic increase in
the number of elements in the grid whereas the change in the Nusselt number is in
significant. Semi Implicit Method for Pressure Linked Equations algorithm is used
for solving the discretized equations and all the equations are set to be second order.
Convergence of the numerical solutions is confirmed by ensuring that all the scaled
residuals are less than 10–6.

4 Results and Discussion

4.1 Effect of Swirl Velocity

In this section, the effect of swirl velocity on the Nusselt number (Nu) is described as
it is the primary assessment criteria for convective heat transfer. The convective heat
transfer coefficient is also plotted for various swirl velocities. The output parameters
for various swirl velocities is presented in Tables 2, 3 and 4. As stated earlier, the
mass flux of the water is kept constant for all the cases. In order to achieve constant
mass flux in all the three different configurations, the velocity at the inlet (V in) is
calculated based on the cross-sectional area of the inlet as follows.

Vin = ṁ

ρA
(8)

Figure 2a, b clearly shows an increasing trend in Nusselt number and heat transfer
coefficient with the increase in swirl velocity. But the swirl has a better influence in
the stepped pipe with 1.25 diameter ratio than the parallel pipe in Fig. 2a. Further,
it is evident from Fig. 2c that the maximum Nusselt number is reported in the case

Table 2 Output variables for diameter ratio 1

Swirl velocity
(m/s)

h (W/m2K) Nu Qw �P (Pa) Pump work
(W)

Heat transfer
(W)

0 6041.45 9062.175 79,198.3 47.233 0.003 14,920.960

0.3 6050.72 9076.080 79,224.9 86.776 0.006 14,925.971

0.5 6063.3 9094.950 79,261.1 142.391 0.010 14,932.791

0.7 6077.99 9116.985 79,303.2 216.386 0.015 14,940.723

1 6103.09 9154.635 79,374.5 366.289 0.026 14,954.156

2 6225.78 9338.670 79,717.4 1279.774 0.090 15,018.758

3 6369.04 9553.560 80,104.9 2846.948 0.201 15,091.763

4 6511.99 9767.985 80,477.9 5060.980 0.357 15,162.036

5 6649.74 9974.610 80,825.2 7918.134 0.558 15,227.468
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Table 3 Output variables for diameter ratio 1.25

Swirl velocity
(m/s)

h (W/m2K) Nu Qw �P (Pa) Pump work
(W)

Heat transfer
(W)

0 6030.3 9045.45 79,167.7 41.768 0.003 14,915.195

0.3 6063.47 9095.205 79,263.1 77.924 0.005 14,933.168

0.5 6087.67 9131.505 79,332.2 129.876 0.009 14,946.186

0.7 6113.52 9170.28 79,405.6 205.014 0.014 14,960.015

1 6159.21 9238.815 79,534.4 368.514 0.026 14,984.281

2 6336.62 9504.93 80,019.9 1349.456 0.095 15,075.749

3 6564.99 9847.485 80,614.1 2993.936 0.211 15,187.696

4 6805.01 10,207.52 81,204.3 5305.864 0.374 15,298.890

5 7029.66 10,544.49 81,727.3 8286.044 0.584 15,397.423

Table 4 Output variables for diameter ratio 0.75

Swirl velocity
(m/s)

h (W/m2K) Nu Qw �P (Pa) Pump Work
(W)

Heat transfer
(W)

0 7603.04 11,404.56 82,843.2 76.245 0.005 15,607.659

0.3 7599.10 11,398.65 82,835.2 96.595 0.007 15,606.152

0.5 7583.66 11,375.49 82,804.2 186.700 0.013 15,600.311

0.7 7574.73 11,362.10 82,786.2 274.637 0.019 15,596.920

1 7560.87 11,341.31 82,758.2 441.608 0.031 15,591.645

2 7533.71 11,300.57 82,702.9 1317.701 0.093 15,581.226

3 7559.17 11,338.76 82,754.6 2811.136 0.198 15,590.967

4 7642.97 11,464.46 82,922.8 4970.694 0.35 15,622.656

5 7742 11,613 83,117.6 7782.463 0.549 15,659.356

with 0.75 diameter ratio. The relation between the swirl velocity and the Nusselt
number is almost linear in the cases with diameter ratios 1 and 1.25. However, the
graph shows a peculiar trend in the change in Nusselt number with respect to the
change in swirl velocity. Up to the swirl velocity 2 m/s, the heat transfer coefficient
gets decreased and after that point, it starts to increase. This is because of the reduced
size of the inlet which could not transfer the swirl effectively to the heating pipe at
low swirl velocities. Further, as the inlet is smaller in diameter, the effect of swirl is
insignificant than the other two cases.
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Fig. 2 Effect of swirl velocity on heat transfer coefficient andNusselt number aD1/D2 = 1 bD1/D2
= 1.25 c D1/D2 = 0.75

4.2 Heat Flux and Pressure Drop

As the flow becomes swirl, the pressure drop keeps on increases as the turbulence
in the flow domain gets increased. From Fig. 3a–c, one can infer that the increase in
pressure drop due to swirl in all the three cases are more or less equal.

However, significant difference in heat flux could be observed among the cases
with three diameter ratios. Further, Fig. 3c reports the maximum heat flux where the
diameter ratio is 0.75. Hence it shows that increase in diameter ratio leads to reduced
heat transfer.

A comparison is also made between the cases with the three diameter ratios in
view of heat flux and pressure drop. The pressure drop gets increased as the diameter
ratio is reduced. But by considering the heat flux, pipe with a smaller diameter ratio
serves better as shown in Fig. 4. However, there is no significant change in heat flux
between the diameter ratios 1.25 and 1.

Figure 5 shows a consolidated view of the effect of swirl as well as the diameter
ratio in the percentage of change in heat flux. The percentage of change is calculated
from the heat flux in the case without swirl. From the graph, it is evident that the case
with higher diameter ratio (D1/D2 = 1.25) is very sensitive to the swirl component
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Fig. 3 Heat flux and change in pressure drop for various swirl magnitudes a D1/D2 = 1 b D1/D2
= 1.25 c D1/D2 = 0.75

Fig. 4 Heat flux and change in pressure drop for inlet diameter ratios (Vs = 0)
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Fig. 5 Percentage of change
in heat flux for various inlet
diameter ratios and
magnitude of swirl

of flow and the heat flux increased up to 3.23% for the case without swirl. Whereas
insignificant change is observed (i.e., 0.33%) when the diameter ratio is 0.75.

4.3 Pressure Drop and Increase in Pump Work Required

Byway of increasing the heat transfer with the swirl component in the flow, a signifi-
cant pressure drop is observed in the pipe. As the induced swirl results in an increase
in heat transfer and increase in pressure drop, there should be a pay off between those
two parameters. The increased pump work required to overcome the pressure drop
resulted by swirl is calculated by

Wp = ṁ�P

ρ
(9)

where ṁ is the mass flux through the pipe, �P is the drop in pressure in addition to
the case without swirl and ρ is the density of water.

It is obvious from Fig. 6a, b that the increase in heat transfer due to swirl velocity
is considerably higher than the pump work required to overcome the pressure drop
caused.
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Fig. 6 a Change in heat transfer and b additional pump work required for pressure drop
compensation

5 Conclusions

In this study, numerical analysis is performed by two-dimensional axisymmetric
swirl model to investigate the effects of swirl flow in a stepped pipe on convective
heat transfer. By the increase in swirl velocity, the increase in Nusselt number is
very minimum in the case of diameter ratio 0.75 and it is around 5 times and 10
times greater in the cases with diameter ratio 1 and 1.25 respectively. Further, the
relationship between the swirl velocity and the Nusselt number is almost linear in
the cases with diameter ratios 1 and 1.25. Irrespective of the diameter ratio, the trend
of pressure drop remains the same in all the three cases with respect to the swirl
velocities. But the effective heat flux increases with reduced diameter ratio. With
mere axial velocity and zero swirl velocity, it is observed that there is no significant
change in heat transfer rate as well as pressure drop between the diameter ratios 1 and
1.25. But the increase in the heat transfer as well as pressure drop is significant in the
case of 0.75 diameter ratio. The effect of swirl is not much influencing the case with
0.75 (i.e., 0.33% increase from the casewithout swirl), themaximumNusselt number
recorded in this case (11,613) is far higher than the other two configurations. Hence,
the heat transfer takes place effectively when the diameter ratio is smaller. However,
it is less responsive for the swirl. Conversely, the heat transfer is not as effective
as the diameter ratio is higher. But it is highly sensitive for the swirl flows and the
heat transfer could be enhanced by swirling flows in such cases. This work may be
extended to improvise the heat transfer in specific applications such as absorber tube
in solar concentrating collectors in future.
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An Integrated Approach by Using
Various Approaches for a Green Supplier
Selection Problem

A. V. A. R. Durga Rao, A. K. Chaitanya, T. Seshaiah, P. Bridjesh,
and Sivakrishna

1 Introduction

At present, numerous undertakings want to fortify their item quality and innovation
and should zero in on the incorporation of upstream and downstream of the whole
inventory network with the goal that clients, providers, and important associations
have continuously nearer collaboration. Along these lines, the nature of providers is
related to the activity of the store network and furthermore incredibly impacts the
achievement of endeavors. Toward this path and looks to preferablymanage the phys-
ical and data streams traded between every one of the entertainer in a store network.
In this way, endeavors ought to decide provider execution assessment records depen-
dent on their own ascribes, essentials, and encounters to discover adjusting providers.
Subsequently, it is needed to join a green natural insurance record into provider execu-
tion assessment lists. Green inventory network includes cost, quality, plan, material
sourcing and choice, fabricating measure, delivery of the end result to the buyers.
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2 Literature Survey

Makina, 2006 et al. [1] provider determination is a basic buying of an activity for
some establishments. The present purchasers demand more affordable, great items,
on-time conveyance, and superb after-deal administrations. Later work identifies
with evaluating natural parts of communications with a provider. Chih-Chao. 2016
et al. [2] implement the analytic network process method based on the analytic
hierarchy process method, and it is one of the greatest frequently used approaches.
Few problems are not solved in hierarchy model because the interrelationships of
criteria’s should be considered. Eyed Hamid Hashemi et al. 2015[3] In this paper,
green store network the board has gotten a lot of consideration from professionals
and specialists consider measures, for example, cost, quality and conveyance to
assess the provider’s presentation likewise considering the ordinary standards, for
example, natural issues utilize both financial and ecological rules like Resource
utilization, Pollution creation and Management responsibility. Atefeh et al. 2012 [4]
mainly focus on the environment and energy consumptionmainly depending on those
criteria/sub-criteria proposed onto an evaluation of ranking of providers. It has been
also applying various approaches of supplier selection to choose suitable supplier
including significant level of criterion and execution of those criterion essential based
on these parameters has been applying implemented on experts view.

Refer all the above papers; up to now we did not consider the cause-and-effect
relationship between criteria’s. The significant distinction among analytical hierarchy
(AHP) and entropy strategies are savvy examination grid is considered inAHPwhere
as in Entropy pair shrewd correlation lattice isn’t thought about it straightforwardly
ascertains loads on chief evaluations framework for example for every standard as for
every provider. This is primary bit of leeway of entropy strategy. So for calculating
the weights again, we are not considering the same pair-wise comparison matrix;
instead we are calculating weights by considering decision-makers’ rating given for
each supplier criteria in entropy process.

3 Proposed Methodology

3.1 DEMATEL Method

It is utilized to see multifaceted connections and build an organization connection
map between models. It relies upon an idea of pair-wise examination of dynamic
credits (options, standards). The qualities are in contrast with deference with relative
impact of each over the other. The principal objective of DEMATEL strategy is to
straightforwardly think about the connection between various factors of a convoluted
framework to decide immediate and roundabout causal connections and impact levels
between the factors.DEMATEL technique depends on the thought of digraphs,which
can isolate the thought about rules into circumstances and logical results gatherings
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Fig. 1 Flowchart for proposed methodology (DEMATEL, ENTROPY, and TOPSIS)

to outwardly notice within an unpredictable framework/issue. It expects a framework
containing a bunch of parts with pair-wise relations that can be assessed from Fig. 1.

Step 1: Collect and taking expert’s judgment and compute the average matrix Z.
Basically, two elements are to follow up the pair-wise comparison matrix how

much the master apparent factor I consequences for factor j is meant as Xij.

Zi j = 1

/
m

m∑
i=1

Xk
i j

Step 2: Compute the standardized preliminary direct-relation matrix X.
The controlled primary direct-relation matrix X = [Xij],
where matrix value ranges between [0, 1].

X = λ ∗ Z
⌊
Xi j

⌋
n×n = λ

⌊
Zi j

⌋
n×n

λ = min

⎡
⎣1/max 1 ≤ i ≤ n

n∑
j=1

Zi j , 1/max 1 ≤ i ≤ n
n∑

i=1

Zi j

⎤
⎦
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Step 3: Originate the total matrix (T).
The all-out impact lattice T is acquired in which I is a n x n personality network.

The component of tij signifies the aberrant impacts that factor I and j, and afterward
the framework T mirrors the complete connection between each pair of framework
factors.

T = lim
m→∞ = X1 + X2 + · · · + Xm =

∞∑
m=1

Xi

∞∑
m=1

Xi = X1 + X2 + · · · + Xm = X
(
I + X1 + X2 + · · · + Xm−1

)
= X (I − X)−1(I − X)(

I + X1 + X2 + · · · + Xm−1
)

T = X (I − X)−1

Step 4: Determine the rows and columns of matrix T

r = [di ]n×n =
n∑
j=1

ti jn×1C = [
C j

]′
1×n

=
n∑
j=1

ti jn×1

where is [C j ]′
denoted as transposition matrix.

Step 5: Set a threshold value (α).
Where (α) was computed by the average of the elements in matrix T

∝=
n∑

i=1

n∑
j=1

ti j/N

where N is the total number of elements in the matrix T.

Step 6: Construct a cause-and-effect relationship illustration.
The circumstances and logical results of graph are developed by planning all

arrange sets of (ri + ci, 〖r〗i− c_i) to imagine the intricate interrelationship and
give data to pass judgment.
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3.2 Entropy Method

This entropy loads are the proportions of vulnerabilities in the data planned utilizing
likelihood hypothesis and this data content of this property estimations of the other
options, assessing each credits handiness in identifying contrasts in the information.

Step 1: Standardize individually matrix

ri j = xi j

/√∑
x2i j (i = 1, 2 . . . ,m; j = 1, 2, . . . ..n)

ri j is standardized value of Xi j ,
Xi j is the measurement of ith another w.r.t to jth criterion,

Step 2: Compute the entropy value (e j ) of each decision criterion.

e j = −k
m∑
i=1

(
r∗
i j log ri j

)

where k = 1/(ln m) is a constant that assures 0 ≤ e j ≤ 1.

Step 3: Determine the target weight of every measure.

w j = 1 − e j

/
m∑
i=1

1 − e j

3.3 TOPSIS Method:

This proposed TOPSIS method is used to calculate weighted normalization matrix,
and eventually rankings are calculated.

Step 1: Create an assessment matrix by m alternatives and n criteria given by xi j .

Step 2: Calculate a stabilized decision matrix

ri j = xi j

/√∑
x2i j

Step 3: Construct the weighted-controlled decision matrix by weights.

vi j = wi j
∗ ri j
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Step 4: Regulate the optimistic ideal solution and negative ideal solution

v+ = {(
max vi j

)
,
(
min vi j

)}
v− = {(

max vi j
)
,
(
min vi j

)}

Step 5: Compute the parting measure. The separation of each alternative from the
positive ideal one is given by

s+
i =

√∑
(vi j − v+

j )2

Similarly, the parting of each alternative from the negative ideal one is given by

s−
i =

√∑
(vi j − v+

j )2

Step 6: Find out the comparative solution of s+
i with respect to s−

i defined as

C∗
i = s−

i /
(
s+
i + s−

i

)

Step 7: Rank the preference order.

4 Numerical Example

In this paper, a model of mathematical instance taking into by considering some
data from local manufacturing industries and few assumptions efficiency of the
methodology is evaluated.

Presumed practiced rating for suppliers.
Ten-point scales are chosen for attributes:
Cr1—Cost; Cr2—Quality; Cr3—Technology; Cr4—ResourceConsumption; Cr5—

Pollution Production; Cr6—Management Commitment.

Step 1: Gather specialist’s opinion and construct pair-wise comparison matrix.

Step 2: Calculate the regularized initial direct-relation matrix (X) values as shown
in Table 1.

Step 3: Originate the total matrix (T ) values as shown in Table 2 by using the below
relation, i.e. = X (I − X)−1
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Table 1 Regularized initial direct-relation matrix (X) values

Criteria Cr1 Cr2 Cr3 Cr4 Cr5 Cr6

Cr1 1 1.3333 2 1.8181 2.5 4

Cr2 0.75 1 0.5714 1.6 2 3.3898

Cr3 0.5 0.75 1 1.2121 8 1.8867

Cr4 0.55 0.625 0.825 1 0.4324 0.7619

Cr5 0.4 0.5 0.125 2.3125 1 3.4782

Cr6 0.25 0.295 0.53 1.3125 0.2875 1

Table 2 Originate the total matrix (T ) values

Criteria Cr1 Cr2 Cr3 Cr4 Cr5 Cr6

Cr1 −0.3727 −0.3993 −0.0292 −1.0907 −0.0766 −0.2188

Cr2 0.0096 −0.1135 −0.1954 −0.6615 −0.6234 0.1859

Cr3 −0.3411 −0.2510 −0.8134 −0.0617 0.5502 −0.3611

Cr4 0.0219 0.0116 −0.0066 −0.6539 −0.1088 −0.6085

Cr5 −0.0265 −0.1516 −0.0864 0.1623 −0.8098 −0.0328

Cr6 −0.0758 −0.0802 0.0291 −0.0071 −0.1362 −0.5837

Step 4: Work out the sums of the rows and columns of matrix (T ) values as shown
in Table 3.

Step 5: Establish a threshold value (α)

∝=
∑n

i=1

∑n

j=1
ti j/N

∝= −0.3727 + 0.0096 − 0.3411 + 0.0219 − 0.0265 − 0.0758

6
∝= −0.1307

Step 6: Build a cause-and-effect relationship diagrams as shown in Fig. 2a, b.
From the Fig. 2a, b observed that the following points are to be highlighted as shown
in below.

Table 3 Work out the sums of rows and columns of matrix T

Criteria↓ Dk Rk D + R D − R

Cost −2.1873 −0.7846 −2.9719 −1.4027

Quality −1.3983 −0.9840 −2.3823 −0.4143

Technology −1.2781 −1.1019 −2.3800 −0.1762

Resource consumption −1.3443 −2.3126 −3.6569 0.9683

Pollution production −0.9448 −1.2046 −2.1494 0.2598

Management commitment −0.8539 −1.6190 −2.4729 0.7651
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Fig. 2 Build a cause-and-effect relationship diagrams

• All criteria are interrelated to each other.
• Cr4, Cr5, Cr6 are affecting the other criteria.

Entropy Method: Decision matrix values as shown in Table 4.

Step 1: Regulate every criterion of matrix values obtained by the below relation as
shown in Table 5.

Table 4 Decision matrix values

Suppliers ↓ Criteria →
Cr1 Cr2 Cr3 Cr4 Cr5 Cr6

S1 4 4.75 5.875 5.125 5.125 5.5

S2 5.5 6.25 7 6.625 5.875 6.625

S3 4.75 6.25 7.375 5.875 4 5.5

S4 6.25 5.5 5.875 4 4.75 7

S5 5.125 4.75 6.625 6.25 5.125 4.75

Table 5 Criterion of matrix values

Suppliers ↓ Criteria →
Cr1 Cr2 Cr3 Cr4 Cr5 Cr6

S1 0.3453 0.833 0.3994 0.4055 0.4572 0.4146

S2 0.4748 0.5044 0.4759 0.5241 0.5242 0.4994

S3 0.4101 0.5044 0.5014 0.4648 0.3569 0.4146

S4 0.5396 0.4435 0.3994 0.3164 0.4238 0.5277

S5 0.4425 0.3833 0.4504 0.4945 0.4572 0.3580
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Table 6 Entropy value (e j ) of every criteria values

ej 0.4800 0.4818 0.4833 0.4782 0.4816 0.4806

1 − ej 0.5200 0.5182 0.5167 0.5218 0.5184 0.5194

ri j = xi j

/√∑
x2i j s

Step 2: Compute the entropy value (e j ) of every criteria values obtained by the below
relation as shown in Table 6.

e j = −k
∑m

i=1

(
ri j ∗ log ri j

)

Step 3: Calculate the impartial weight of every criteria values obtained by the below
relation as shown in Table 7.

w j = 1 − e j

/
m∑
i=1

1 − e j

TOPSIS Method:

Step 1: Create an assessment matrix by m alternatives and n criteria’s given by xi j .

Step 2: Calculate a regulated matrix

ri j = xi j

/√∑
x2i j

Step 3: Construct the weighted-normalized decision matrix values obtained by the
below relation as shown in Table 8.

vi j = Wi j
∗ ri j

Step 4: Regulate the + ve and −ve ideal solution values obtained by the below
relation as shown in Table 9 v+ = {(max vi j ),(min vi j )}v− = {(max vi j ), (min vi j )}.

Step 5: Calculate the separation measure from the + ve and −ve values given by as
shown in Table 10.

Table 7 Entropy value (e j ) of every criteria values

Wj 0.1669 0.1663 0.1659 0.1675 0.1664 0.1667
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Table 8 Weighted-normalized decision matrix values

Suppliers ↓ Criteria →
Cr1 Cr2 Cr3 Cr4 Cr5 Cr6

S1 0.0576 0.0637 0.0662 0.0679 0.0760 0.0691

S2 0.0792 0.0838 0.0789 0.0877 0.0872 0.0832

S3 0.0684 0.0838 0.0831 0.0778 0.0593 0.0691

S4 0.0900 0.0737 0.0662 0.0529 0.0705 0.0879

S5 0.0738 0.0637 0.0747 0.0828 0.0760 0.0596

Table 9 The + ve and −ve ideal solution values

v+ 0.0576 0.0838 0.0831 0.0877 0.0872 0.0879

v− 0.0900 0.0637 0.0662 0.0529 0.0593 0.0596

Table 10 Separation
measure from the + ve and −
ve values

Suppliers ↓ s+
i =

√∑
(vi j − v+

j )
2

s−
i =

√∑
(vi j − v+

j )
2

S1 0.0395 0.0405

S2 0.0225 0.0568

S3 0.0366 0.0432

S4 0.0541 0.0320

S5 0.0410 0.0388

Table 11 Relative closeness to ideal solution and rank sort preference values

H∗
i 0.5062 0.7162 0.5413 0.3716 0.4862

Rank 3 1 2 5 4

Supplier S1 S2 S3 S4 S5

Step 6: Determine the relative closeness to ideal solution and rank sort preference
values given by as shown in Table 11.

C∗
i = s−

i /
(
s+
i + s−

i

)

5 Results and Discussions

In this paper, five providers of an assembling organization are assessed depending
on the particular standards. The significant distinction among Analytical hierarchy
process (AHP) and entropy techniques are pair insightful examination network is
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taken intoAnalytical hierarchyprocess (AHP)while inEntropypair astute correlation
grid isn’t contemplated it straightforwardly ascertains loads on chief evaluations
lattice for every rule individual to every provider.

. The positioning utilized for a dynamic issue, including quite a few subjective
and quantitative rules and quite a few alternatives. It measures the data content in the
characteristic estimations of the other options, subsequently assessing each credits’
handiness in distinguishing contrasts in the information. As per results (Table 11),
S2 is the best provider among different providers.

6 Conclusion

In the proposedmethodology,we usedDEMATELmethod for identifying cause-and-
effect relationships between criteria using pair-wise comparison matrix, i.e., criteria
to criteria, and by using Entropy method, weights are calculated. Finally, TOPSIS is
used for ranking the suppliers. Among the variousmethods used for ranking, TOPSIS
is one of the efficient methods because only in this method weighted normalization
is done for decision-maker rating matrix, which is not done in any of the available
ranking methods. Hence from the above evaluation process, we can conclude that
the proposed methodology is much more reliable due its additional benefits which
are not present in other methodologies for choosing a green supplier.
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Testing the Engine Performance
with Cotton Seed Oil Biodiesel

G. Senthilkumar , S. Lakshmi Sankar, and M. Purusothaman

1 Introduction

Even though the present-day automobile vehicles may not run completely with bio-
fuels, the research on the other side keep on moving in emerging trends [1, 2]. The
inclusion of additives remarkably contributes to the emission parameters in varying
scales. Biodiesel produced from CSO is considered sustainable in far with other
competitive combinations [3–5]. The significant amount of CSO addition to the base
fuel impacted on the engine performance in a meaningful means [6, 7].

2 Engine Testing Procedure

The engine utilized for research is shown in Fig. 1. The engine was operated with
mechanical loading for the measurement of engine performance with the mentioned
fuel samples. The readings were taken in such a manner than always steady-state
conditions were ensured to minimize the unaccounted errors during the process of
reading.

3 Result and Discussion

The engine was tested for the power developed at the crank shaft, consumption rate
of the tested samples and Thermal Efficiency obtained with pure diesel, B5, B10,
B15, B20 and B25 were discussed in the following sections. The BP in diesel engine
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Fig. 1 Test engine set up

increases with increase in compression ratio [8, 9]. Variation of brake power is given
in Fig. 2.

Fig. 2 Brake power with load
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Fig. 3 BTE with load

The biodiesel has good advantages than diesel in terms of brake power. Figure 2
depicted the variation ofBPwith load for different biodiesel combinations in compar-
ison with the base fuel. At lower load of 3 kg, it was reported that BP for B5 combi-
nation was increased by 3.74% due of reduced friction and increased mean effective
pressure 15, 16. At peak load of 9 kg, it was reported that BP for pure diesel was
increased by 7.69%as compared toB10due to the frictional effects [10, 11].Variation
of BTE of diesel, CSO blends (B5, B10, B15, B20, and B25) is given in Fig. 3.

From the above graph, it be evident that the BTE is in direct variation with the
input load [12, 13]. The least BTE was obtained at no load conditions. There was
17.24% increase in BTE for B20 for the increase in BP at this load [14]. At 3 kg,
21.42% diminution in BTE was obtained for B10 but at at 9 kg, B25 was observed
with 2.86% increase in BTE than pure diesel because of increase in BP at this load.

Figure 4 shows the impact on TE by the input power. There was an exponential
increase in TE with load. The variation in TE at peak load for all the fuel blends was
not having any significant variations [15].

At lower compression ratio, the BSFC was higher due to incomplete combustion.
The fuel consumption rate for diesel, CSO combinations is presented in Fig. 5.

The quantity of BSFC decreased drastically with inverse proportion to the input
power. Except no load conditions, it was reported that the BSFC was less than
0.5 kg/kW h for all the CSO combinations and pure diesel [5]. At the beginning
of combustion, the crank angle was controlled by the injection timing. The charac-
teristics of diesel-based fuels spraymainly influenced by rate of fuel injection, nozzle
design and injection pressure. For a specified injection timing, the direct injection
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Fig. 4 TE with load

Fig. 5 BSFC with load

diesel engine showed an optimum BSFC at a specific Start of Injection (SOI) with
speed and fuel supplied per cycle being fixed.
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4 Conclusions

The CSO blends contributed significantly in the aspects of performance of engine
tested and the following conclusions could be summarized as:

1. The thermal efficiency of CSO blends was increased at an average of 10–15%
in comparison with raw fuel.

2. For B5 and B10 CSO blends, the fuel consumption rate was considerably less
at the given load conditions.

3. The Presence of DHFA influenced the engine characteristics in a remarkable
manner.
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A Study on the Combustion
Characteristics of Dieseline Blend
in HCCI Engines

P. S. Srivathsan, Praveen Ramanujam, K. Prasanth,
and S. Soma Sundaram

1 Introduction

Diesel engines are known for performance and high overall efficiency among the
various internal combustion (IC) engines available in the world, for the commercial
use. In diesel engines, liquid fuel is injected into the highly compressed air. The
injected liquid fuel undergoes atomization, vaporization and finally mixes with air
at the molecular level. The mixture then undergoes combustion at spots where the
local equivalence ratio falls into the combustible limit. The combustion process takes
place until the end of the expansion stroke. The process ofmixing controls the engine,
so the diesel engines are called as purely mixing controlled [1]. The heterogeneous
mixture of the diesel engine leads to the formation of NOx as well as soot. The
formation of NOx is highly inclined to the high-temperature combustion process.
The sole way of reducing the NOx emissions is to reduce the in-cylinder combus-
tion temperature and increasing the injection pressure [2] without compensating on
the performance standards of the engine. The characteristic emission of the diesel
engines is the soot emissions caused by lack of mixing of fuel with air molecules.
The fuel molecule undergoes gas-phase reactions to form a single ring-like structure
(benzene). The benzene undergoes hydrogen abstraction carbon addition (HACA)
mechanism to form a highly ringed structure called polycyclic aromatic hydrocarbon
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(PAH) [3, 4] containing around 20–25 carbon atoms. The formed PAH undergoes
nucleation, coagulation, condensation and the surface reactions to form a soot particle
of 10–100 nm size. The NOx and particulate emissions have to be controlled simul-
taneously. High level of mixing and low combustion temperature can bring down the
characteristic emissions of these engines.

Weaver et al. [5] reviewed natural gas/diesel technology and determined potential
advantages of high efficiency, lower NOx and particulate emissions. The high-energy
ignition provided by the diesel fuel rendered a reliable ignition source for the natural
gas charge.Most of the fuel was combusted under lean premixedmode, and therewas
comparatively low flame temperature, probably lower NOx emissions in comparison
with the diesel. As the combustion took place in premixed mode, soot production
was reported to be significantly lower than the diesel engines. The emissions were in
lower side using natural gas/diesel, and this technology provided to be an attractive
alternative for the pure diesel.

Epping et al. [6] reviewed HCCI engines and their potential benefits on high effi-
ciency and low emissions. In HCCI, the charge was mixed thoroughly leading to
low particulate emissions. As in diesel engines, the charge was compression ignited
leading to higher efficiency. The concept of using multiple fuels to achieve higher
efficiency and lower emissions has been carried out by others too [7, 8]. Generally,
the high-reactant fuel would initiate the ignition, which would ignite the homoge-
nous mixture of the low-reactant fuel. The homogenous mixing of the low-reactant
fuel would result in the lower concentration of soot, while the segmentation of the
combustion leads to the reduced combustion temperature and thus reduced NOx
concentrations.

The main objective of this work is to carry out numerical simulation on the
combustion and emission characteristics of a particular fuel blend—gasoline and
diesel—as these fuels are commercially available. The gasoline and diesel blends are
chosen as the low-reactivity and a high-reactivity fuel, respectively, for the simula-
tionwork. The specifications of the engine considered for the simulation are obtained
from literature [9]. The results predicted from the simulation of the HCCI engine
running under pure diesel fuel have been validated against the experimental results
available from literature [9]. In the forthcoming section, CFD results generated from
the simulation of gasoline and diesel blends have been portrayed for various gasoline
compositions and various air–fuel ratios.

2 Simulation Details

A diesel engine operating in HCCI mode possessing a Mexican hat-type combus-
tion chamber has been modelled using Pro/ENGINEER tool. Since the combustion
phenomena need to bemodelled, a sector mesh has been generated using a tool called
STAR-CD. The models have been incorporated in order to capture the in-cylinder
physics of the combustion process. The mesh of the sector used for the simulation
is portrayed in Fig. 1. The entire cell count for the sector mesh is 0.22 million cells.
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Fig. 1 Mesh of the
computational domain
considered for the simulation

The mass, momentum and energy conservation equations [10] are being solved. In
addition to the above models, species conservation equations are being modelled
to capture the in-cylinder combustion process [11]. The detailed chemistry has been
incorporated by the progress variable library model multi-fuel (PVM-MF) to capture
the physics of the in-cylinder combustion process [12]. To determine the progress of
the combustion process, the combustion progress variable equation is also solved.
The output from the PVM library file consists of the derivative of the combustion
progress variable which is the source term of solving the transport equation of the
progress variable. The turbulence has been modelled using RNG k-epsilon model.

The temporal domain is discretized with varying time-step size. Since the exper-
iments [9] carried out had set the power stroke from 720° to 900° crank angle, simu-
lations have been carried out for a time period between 650° and 900°crank angle.
The time period between 650° and 700° crank angle and between 750° and 900°
crank angle has been discretized with 0.05°. However, for the time period between
crank angles 700° and 750°, where combustion occurs and gradients are steeper,
discretization has been done with a 0.025°. To validate the simulation methodology,
a simulation, with diesel as the fuel, has been carried out. The variation of the cylinder
pressure with respect to the crank angle is plotted in Fig. 2. The results predicted
from this study are found to be comparable with the experimentally measured values
of Bing Hu [9] with a deviation of 1%. It can be seen that the solution obtained for
three different mesh conditions, 0.1, 0.22 and 0.66 million is almost similar. Albeit,
there is not much deviation in the results, and the mesh with 0.22 million has been
selected for further calculations.
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Fig. 2 Variation of
in-cylinder pressure for
various crank angle positions

3 Results and Discussion

The numerical simulations on the engine have been carried out by varying the
percentage of the gasoline in the gasoline–diesel blend from 50% of gasoline to
80% of gasoline. Additionally, the air–fuel ratio of the mixture has also been varied
from a value of 50 to 80. The results from the numerical simulation are discussed in
detail in this section.

Figure 3 portrays in-cylinder average pressure and temperature for various air–
fuel ratios in the order of 50, 60, 70 and 80. From these figures, it can be seen that
the average in cylinder pressure and temperature is high for lower air–fuel ratio.
In the case of 50% gasoline, as the air–fuel ratio keeps on increasing, the mixture
gets leaner and peak temperature and pressure decrease. At lower air–fuel ratio, the
diesel fuel takes up the heat reducing the ignition delay. The diesel fuel evaporates
and mixes with air forming a combustible mixture, and in turn, the mixture ignites
the gasoline air charge. At higher air–fuel ratios, the amount of diesel fuel is very
low, and it fails to ignite the gasoline air charge, which results in lower temperature
and pressure.

Similar trend is seen when the concentration of the gasoline is increased in the
diesel–gasoline blend. In case of 80% gasoline, since the amount of diesel is less,
the heat release in the initial combustion process will be low, and this heat will fail to
ignite the gasoline mixture. However, in low air–fuel ratio conditions, the overall fuel
content is high and combustion occurs. Still, the peak pressure and peak temperature
achieved in the 80%gasoline content are less than that of 50%gasoline content. Thus,
there is a reduction in the peak pressure and peak temperature as the concentration
of the gasoline is increased in the gasoline–diesel blend.

To look into the phenomenon of combustion, the contours of temperature are
plotted in a plane for various crank angles in Fig. 4. To get the gasoline air charge
ignited, it requires an ignitable mixture. In the case of 50% gasoline, the diesel fuel
occupying 50% of the total fuel starts to ignite by taking up the heat and starts to
evaporate and mixes with the air molecules and forms an ignitable mixture. Once the
diesel mixture gets ignited (Fig. 4a), the flame gets spread into the main combustion
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Fig. 3 Variation of pressure and temperature for various crank angles with gasoline content 50%
a–b and 80% c–d at different air–fuel ratios

chamberwhere the gasoline charge is ready for the combustion process. FromFig. 4a,
it can be perceived that the high temperature occurs after 5°–10° after top dead centre,
indicating the gasoline mixture has started to combust. The case tends to be similar
for other air–fuel ratios.

In this case of 80% gasoline (Fig. 4b), the gasoline content is higher than the
previous case. More heat source is required to burn the gasoline charge, but the diesel
fuel is low to completely ignite the mixture. The temperature rise by the ignition of
this diesel is comparatively lower to that of the previous case. From Fig. 4, it can be
further seen that not only the maximum temperature of the 50% gasoline is higher
but also the spread of this higher temperature is in larger area. At a crank angle of
20° after the top dead centre, for the case of 50% gasoline, the high temperature is
spread throughout the combustion chamber, while in the case of 80% gasoline, it
is not so. This would lead to poor combustion characteristics for the blend of 80%
gasoline.
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Fig. 4 Contours of temperature in a plane at various crank angles for an air–fuel ratio of 50 with
a 50% gasoline and b 80% gasoline

4 Conclusion

CFD simulation on gasoline and diesel blend has been performed under HCCI condi-
tions with varying air–fuel ratio and gasoline compositions. Four different air–fuel
ratios (50, 60, 70 and 80) were tested for varying gasoline compositions (50%, 60%,
70% and 80%).
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On the analysis of the predicted simulation results, the air–fuel ratio and the
gasoline content are found to be inversely proportional to each other. Under high
gasoline content, in turn, the air–fuel ratio must be low, so that the small amount
of diesel content provides the required heat source of the gasoline charge to be
combusted. At very low gasoline content, the engine can be operated under lean
mixture conditions similar to the normal diesel operating conditions.

In the present work, the effect of swirl on the process of combustion has not been
analysed. The inclusion of swirl is bound to enhance better mixing of the diesel and
air; at the same time, it can also create localized high-temperature regions. Hence,
studies carrying out the effect of swirl in this combustion phenomenon have been
considered for future.
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Comparative Analysis of Transformer
Less Bi-directional DC–DC Converter
and Conventional Converter for Battery
Charging-Discharging Applications

Radhika Swarnkar and R. HariKrishnan

1 Introduction

With the development of modern society, fuel and environmental crisis has becoming
increasingly important for research. Tomatch the growingdemandof electrical power
around the world, there is a need to increase electrical power generation.Mainly, grid
supply is AC in nature, but nowadays most of the electrical loads like computers,
mobile, LEDs consume DC power, so DC microgrid is in main focus due to less
losses. Series-parallel batteries combination fulfil the requirement of high gain output
voltage. If any imbalance occurs in battery management system that would result in
high battery stress, low reliability and battery life becomes short. Earlier, battery
size was huge so occupy more space, expensive, heavy weight costly. Therefore,
replacement of such batteries combination is necessary. A single battery equipped
with new modern design of converter topology is required.

There are many ways for designing a bi-directional dc-dc converter (BDC) which
is contend in various literatures [1]. BDC helps in maintaining uninterrupted power
supply. Two input and two output BDC converter with six switches for electric
vehicle application is discussed in [2]. Voltage stress, losses and complexity are
very high due to too many switches used in this topology. H-bridge BDC with feed
forward control loop is discussed in [3]. Two back-to-back boost converters with four
switches are used for symmetric gain is discussed in [4]. Isolated unidirectional dc
converter for fuel cell vehicle [5] allows power flow in only one direction. Isolated
converter topology having line frequency transformer when connected with utility
grid creates frequency mismatch so, this transformer is replaced by high frequency
transformer (HFT). HFT has good properties like galvanic isolation which creates
safety, reduced high frequency switching loss and compact size. Isolated BDCs
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of different topologies are compared for aircraft applications in [6]. Transformer
less converters are lightweight and cheaper compared to isolated BDC [7]. Non-
isolated BDC with inductor capacitor reduces inductor current [8] as compared to
conventional switched capacitor and switched inductor. The transformer less BDC
restricts the use of high power transfer application equipments because there is no
protection between the two high power conversion circuits. In this paper, transformer
less BDC with three MOSFET switches [9] is simulated in MATLAB and compared
with conventional buck-boost converter. The paper is organised in nine sections as
follows. Section 2–4 describes modelling of DC Microgrid and renewable sources
of energy. Section 5 and 6 describes different converter topology and its working
with battery. In Sect. 7, simulation results are shown. In Sect. 8, comparison of both
converters via simulation is shown. In Sect. 9, conclusion of the work is mentioned.

2 DC Microgrid

Isolated DC Microgrid has no connection with utility grid and renewable energy
sources (RES). IsolatedMicrogrid outputwithRESpower depends onweather condi-
tion and load demand requirement. So, it is necessary to integrate battery with BDC
for a stable DC microgrid operation as well as for uninterrupted power supply [10]
which is illustrated with connection diagram is depicted in Fig. 1.

3 PV Cell Modelling

Photoelectric Effect is the key principle operation of PV cell. In this effect, sun rays
of certain wavelength fall on panel which causes current to flow in a metal plate that
is connected on top and bottom of the panel. This current and potential difference on
PV cell produces required power. PV panel output mainly depends on two factors,
i.e. solar irradiance and temperature which is explained by Eq. (1).

IPH = ISC + Kt (TC − Tref)
λ

1000
(1)

where, IPH = photovoltaic current, ISC = short circuit current, TC = ambient temp.,
T ref = reference temp., Kt = constant, λ = wavelength.



Comparative Analysis of Transformer Less Bi-directional DC–DC … 937

Fig. 1 Connection diagram of DC Microgrid system

4 Wind Turbine

Wind is another renewable source of energy throughwhichwecangenerate electricity
with the help of wind turbines. In general, wind passes over the blades generates lift
and exerts a turning force. Gearbox helps in maintaining the speed of the generator
and converts the kinetic energy into electrical energy. Then, the electrical output
power goes to a transformer, which transforms into the appropriate voltage for the
power collection system. Equation (2) shows wind power is given by K.E. of flowing
air per unit mass.

Captured power from wind, P = 1

2
ρAV 3Cp(λ, β) (2)

where, ρ = density of air, V = wind speed, A = blade area, Cp = coeff. of power, λ
= ratio between speed of blade-tip and speed of wind, β = pitch angle.
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Fig. 2 Conventional buck-boost converter design

5 Conventional Buck-Boost Converter

Traditional step-up (boost) and step-down (buck) converter design consists of single
MOSFET switch, one inductor and one capacitor and load as shown in Fig. 2. This
converter operates as charging mode with duty cycle less than 0.5 and as discharging
mode with duty cycle greater than 0.5. Here, 32% pulse width for buck (charging)
operation and 80%pulse width for boost (discharging) operation are considered. And
inductor value of 1 mH and capacitor value of 50 µF are considered. Conventional
buck-boost converter is connected with battery for charging and discharging and acts
as bi-directional converter. In mode 1, switch is ON current flows through inductor
L and stores energy and capacitor discharges its energy to load. In mode 1, circuit
behaves as buck converter. In mode 2, when switch is OFF inductor L discharges its
stored energy to load and capacitor C. In mode 2, circuit behaves as boost converter.

6 Battery Associated with Transformer Less BDC

Connection and operation of transformer less buck-boost converter between battery
and load is discussed below. For battery charging application, high step-up/down
BDC is used [9].

6.1 Connection Circuit of Transformer Less Converter

The circuit connection diagram of transformer less BDC with battery [9] is shown
in Fig. 3. In this circuit, there are three power electronic switches (I1, I2, I3), four
capacitors (Ca, Cb, Cab, Cba), two inductors (La, Lb) and batteries at port-P and
Q. The gate pulse (G1, G2, G3) are given to power electronic switches (I1, I2, I3),
respectively. The converter gate drive circuit decides in which direction power to
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Fig. 3 Circuit connection diagram of Transformer less BDC with battery

flow. Gate pulses G2 and G3 are operated simultaneously, whereas G1 pulse is given
alternative to G2 and G3 pulses.

6.2 Power Flow in P to Q Port

In the boost or discharging mode of operation, P port as battery and Q port as load
are considered, and load has a resistance of R1. This converter has to be operated
always at Zero Voltage Switching (ZVS), otherwise switching loss and sparking may
occur across high frequency switches. Two operating states that is State 0 and State
1.

In State 0: In this state, Switch I1 is in ON position, whereas I2 and I3 are in OFF
position. Current flow from AICA and IGFEDI (see Fig. 3). Equations are derived
from this state as shown below:

{
VLa = V1

VLb = VCa − V2 + VCb
(3)

{
iCa = iCb = −ILb
iCab = ILb − V2

R1

(4)

In State 1: In this state, switch I1 is in OFF position, whereas switches I2 and I3
are in ON position. Current flow in state 1 is from AIDCBA and AGFEDCBA (see
Fig. 3), and the following equations are derived as below:

{
VLa = −VCb = V1 − VCa

VLb = −V2 + VCb
(5)
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{
iCa = iCb = ILa−ILb

2
iCab = ILb − V2

R1

(6)

Gain GPQ is expressed in Eq. (7):

GPQ = V2

V1
= 2D1

1 − D1
(7)

6.3 Power Flow in Q to P Port

When load demand decreases then automatically voltage across load becomes higher
than the source. In this situation, power flow direction is from port-Q to port-P and
load acts as source and source acts as load. Switches I2 and I3 act as main switch,
whereas switch I1 act as sub switch.

State 0: Current flows in state 0 from FGCIDEF and CIHBC (see Fig. 3). Switch
I1 is in ON position, whereas I2 and I3 is in OFF position.

State 1: Switches I2 and I3 are in ON position, whereas I1 is in OFF position.
Current flows from FGABHIDEF and FGCDEF (see Fig. 3). Gain GQP is shown in
Eq. (8).

Gain at Q to P is given by, GQP = V1

V2
= D2

2(1 − D2)
(8)

7 Simulation Results of BDC Converters

The operation of BDC converter and conventional single switch buck-boost converter
is simulated and validated using MATLAB/SIMULINK. The parameters taken for
the simulation of the transformer less converter is listed in Table 1.

DC Microgrid integration with battery and BDC is depicted in Fig. 4. Gate pulse
for I1, (I2 and I3) for P-Q operation is depicted in Fig. 5. Duty cycle for this P-Q
operation is 0.7.

Duty cycle for this Q-P operation is 0.6 is depicted in Fig. 6.
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Table 1 Parameter
specifications in proposed
converter

S. No Parameter specification Value

1 Battery nominal voltage 85 V

2 Inductors L1, L2 300 µH

3 Capacitor C1 2 ∗ 20 µF

4 Capacitors C2, C4 2 ∗ 20 µH

5 Capacitor C3 3 ∗ 20 µH

6 Switching Freq., Fs 100 kHz

7 Resistance R1 100 �

8 Resistance R2 0.3 �

9 Battery internal resistance 0.0018462 �

Fig. 4 Simulink circuit diagram of DC Microgrid with battery and BDC

G1

(G2, G3)

Fig. 5 Gate pulse G1; ( G2, G3) for switches I1, (I2 and I3)in P to Q operation
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G1

(G2, G3)

Fig. 6 Gate pulse G1; (G2, G3) for switches I1, (I2 and I3) in Q to P operation

8 Comparison Between Transformer Less BDC
and Conventional Converter

In Fig. 7, transformer less dc-dc converter has output voltage of 550 V in boost mode
in comparison with conventional converter which has 450 V. This shows transformer
less converter has better response in boost mode. In Fig. 8, transformer less converter
has output voltage of 68 V in buck mode in comparison with conventional converter
which has 65 V. This shows transformer less converter has little bit poor response
in buck mode. The voltage gain of 3 switches dc-dc converter has better result than
conventional one, and this is depicted in Figs. 9 and 10. Voltage stress of conventional
converter is more in comparison with transformer less BDC during operation.
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Fig. 7 Output Voltage waveform during P-Q operation (Boost mode or discharging mode)
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Fig. 8 Output Voltage waveform during Q-P operation (Buck mode or charging mode)
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Fig. 9 Voltage gain comparison during boost operation
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Fig. 10 Voltage gain comparison during buck operation

9 Conclusion

Transformer less BDC converter works more smoothly as compared to conventional
converter with less voltage stress on switches and high voltage gain in boost mode
and buck mode. Both converters are used for isolated DC microgrid application in
the present work. Simulation is done on MATLAB and results are extracted from
scope. Transformer less BDC can also be used in Electric Vehicle application during
regenerative braking power is fed from motor to battery for saving energy. As a
future scope, hardware designing and analysis can be done for real time results. Also,
different topologies of dc-dc converters for different applications can be considered
for future work.
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Comparative Enviro-Economic Analysis
of Transparent Water Heating Systems
and Conventional Systems

Kirti Tewari and Rahul Dev

Abbreviations

Abp Area of black paint (m2)
As Area of south wall of storage tank (m2)
Atop Area of top wall of storage tank (m2)
AE Area of east wall of storage tank (m2)
Aw Area of west wall of storage tank (m2)
It(t) Intensity of solar radiation on collector (W/m2)
Is(t) Intensity of solar radiation on south wall of tank (W/m2)
IE(t) Intensity of solar radiation on east wall of tank (W/m2)
Iw(t) Intensity of solar radiation on west wall of tank (W/m2)
Itop(t) Intensity of solar radiation on top wall of tank (W/m2)
M Mass flow rate of water (kg/s)
Mtw Total mass of water in all collector tube (kg)
MTW Water mass in tank (kg)
n Life of MDSWH
Nt No of collector tubes
Rii Inner radius of inner tube (m)
Rio Outer radius of inner tube (m)
Roi Inner radius of outer tube (m)
Roo Outer radius of outer tube (m)
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Tcw Water temperature in tank (°C)
Thw Water temperature in tube (°C)
Thwo Initial water temperature in tubes of collector (°C)
Tcwo Initial water temperature in storage tank (°C)
Ta Ambient temperature (°C)
C/Cw Specific heat of water (J/kg K)
Eout-En Solar energy output per annum (kWh)
Eout-Ex Solar exergy output per annum (kWh)
Esolar Solar energy retrieved by the system per annum (kWh)

1 Introduction

According to the annual report of Government of India-Ministry of New and Renew-
able Energy (2015–2016), there is withal a gap of 7006MWbetween availability and
requirement of power which can be fulfilled by the renewable energy resources. The
solar energy can serve as a divine source of meeting energy demands as the world
energy demand for power is 15 TW, and the 120,000 TWpower can be captured from
solar energy only (estimates from DOE report “Solar Energy Utilization”) which is
far more than the energy requirement of the world [1].

Solar water heating is one of the solar technologies attaining explicit attention as
it has the potential to provide 70% of the commercial as well as residential sanitary
hot water demand [2]. The present study aims at grabbing the maximum possible
amount of solar radiation falling on the solar water collector and utilizes it to heat the
water using an insulating transparent material. Insulating transparent materials offer
heat flow resistance and alleviate the light transmission and have very low thermal
conductivity [3]. Kaushik and Sumathy [4], Plazer [5], Berardi [6] and Hollands
et al. [7] carried out detailed study on the optical properties of these materials. Some
of the transparent insulating materials are mineral wool, glass fiber, calcium silicate
and alumina silicate having the thermal conductivity of 0.0325, 0.035, 0.0407 and
0.057, respectively [8]. From literature survey, it is equally evident that the use
of transparent insulating materials tank improves the efficiency of water heating
systems. These material plays a vital role in increasing the daylight performance
and solar gain [9]. However, economic performance and environmental benefits of
these material need further investigation. Recently, Tewari and Dev [10] presented
a novel type of solar water heater named as modified domestic solar water heater
(MDSWH) made of transparent insulating materials (acrylic, FRP and thermocol)
integrated with the glass-to glass PV module, having a flat absorbing area as FPC
and evacuated tubes and tank (as ETC). Trapezoidal-shaped storage tank instead of
cylindrical shape increases the surface area-to-volume ratio. In present study, glass-
to-glass PV module has been removed from the system to make it even more price-
friendly and environment-friendly for the domestic uses and to provide even more
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elevated water temperature. The water heater is named as thermocol-FRP-insulated
domestic solar water heating system (TDSWHS).

2 Thermocol-FRP-Insulated Solar Water Heating System

As discussed in previous section, TDSWHS is a combination of the transparent
storage tank and a modified solar collector (shown in Fig. 1), installed at the rooftop
of the solar energy laboratory of theMED,MNNITAllahabad, Allahabad, UP, India,
facing due south. The design of TDSWHS is similar to the MDSWHS with PV
module, only the solar module is removed and hence the mechanism involved in the
heating of water is same (can be referred from Tewari and Dev [10]). Installation of
PV module results in the reduced solar fraction by an average of 58.19% from top
surface and 25.41% from the storage tank as shown in Fig. (2a–b).

Tewari and Dev [10] carried out detailed mathematical modeling to carry out the
theoretical performance analysis. Following this method, equations for the water
temperature in TDSWHS have been calculated as.

Temperature of water in storage tank:

Ttw = 1

β+ − β−

[
g1(t)

{(
1− e−c+t)

c+
−

(
1− e−c−t)

c−

}

+ g2(t)

{
β+(

1− e−c+t)
c+

− β−(
1− e−c−t)
c−

}

Fig. 1 Photograph of TDSWHS installed at MNNIT Allahabad
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Fig. 2 a Hourly variation of solar fractions at different walls of tank and collector for TDSWHS.
b Hourly variation of solar fractions at different walls of tank and collector for MDSWHS with PV
module

+ T cwo(e−c+t − e−c−t ) + T two(β+e−c+t − β−e−c−t ) (1)

Temperature of water in collector tube:

Tcw = 1

β+ − β−

[
g1(t)

{
β+(

1− e−c−t)
c−

− β−(
1− e−c+t)
c+

}

+ β+β−g2(t)

{(
1− e−c−t)

c−
−

(
1− e−c+t)

c+

}

+ T cwo(β+e−c−t − β−e−c+t ) + β+β−T two(e−c−t − e−c+t ) (2)

Various intermediate expressions for thermal modeling of TDSWHS can be
referred from Tewari and Dev [10].
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2.1 Instantaneous thermal efficiency of TDSWHS

ηth = Qthermal∑
(AI )

= mCW (Ttw − Ttwo)

Abp It (t) + AS IS(t) + ATop ITop(t) + AE IE (t) + AW IW (t)
(3)

The formulation of output thermal energy is calculated as shown in Eq. (4)

Qthermal = mC(Ttw − Ttwo) (4)

2.2 Exergy Analysis

Exergy balance of TDSWHS can be written as follows:

Exergy inflow
(∑

Exin
)
− Exergy outflow

(∑
Exout

)
= Exergy destroyed

(∑
Exd

)
The solar radiant exergy equation derived by Petela [11] has been used to calculate

the input solar radiation:

Exin = AI

[
1− 4

3

(
Ta
Ts

)
+ 1

3

(
Ta
Ts

)4
]

(5)

Exout = Qthermal

(
1− Ta + 273

To + 273

)
(6)

where Ts denotes the sun temperature (K), and second law efficiency has been
evaluated by:

ηex = 1− (Exd)
/
(Exin ) (7)

3 Comparison of TDSWHS with Conventional System
(FPC)

Figure 3 validates the theoretical results obtained from the mathematical modeling
with the experimental results for a particular day of May 2017. Maximum tempera-
tures of 75.3, 74, 70.9 and 68.8 °C have been obtained for the theoretical hot water
temperature of the tube, theoretical storage tank water temperature, the experimental
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Fig. 3 Comparison of water temperatures in the tubes and the storage tank of TDSWHS of 100L
and 200L with the conventional system of 200L for a particular day of May 2017 on hourly basis

hot water temperature of the tube and experimental storage tank water temperature,
respectively. The figure also compares the performance of TDSWHS with the 200L
conventional FPC (Model No TEZE02008—TATA BP SOLAR INDIA LIMITED)
installed there. The temperature of water in the storage tank of TDSWHS of 200L
has been inferred from the experimental results obtained for 100L TDSWHS, and the
figure suggests that the heat collection period of FPC is smaller than TDSWHS. The
heating continued till 17:00 h in TDSWHS it, while in FPC, heating get suspended
after 14:00 h. The floor covered area for the same capacity of FPC and TDSWHS is
2.16 and 1.22 m2, which indicates that covered floor area has been saved by 43.5% in
TDSWHS. Moreover, the overall heat collection area has been increased by making
use of transparent storage tank and collector for heating of water. In this manner, it
can be concluded that heat collection area (collector and storage tank), as well as
heat collection time, has been increased in TDSWHS, and the heat losses (inherent
in conventional designs) have been minimized to a greater extent as the temperature
is maintained at more elevated temperature than FPC all day long. For obtaining
the same temperature of water, FPC lags behind the TDSWHS by approximately
1:30 h–2:00 h for the same capacity of water.

The maximum temperature of 52.5 °C has been obtained experimentally at
16:00 h. Theoretical and experimental thermal energy gain and efficiency has also
been compared for summer as well as winter months and listed in Table 1. Results
have been found to be satisfactory with the error in the range of 3.9–7.2% for thermal
energy gain and efficiency. The linear characteristic curve for TDSWHS and the

Table 1 Thermal energy gain and efficiency of TDSWHS

Date Parameters of TDSWHS Experimental Theoretical Error %

05/05/17 Thermal energy gain (kWh), η (%) 4.72, 79.81 5.06, 83.71 7.2, 4.8

10/12/17 Thermal energy gain (kWh), η (%) 3.92, 60.52 4.20, 62.86 7.1, 3.9
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Fig. 4 Comparison of
instantaneous efficiency of
TDSWHS with the
conventional system

conventional solar water heater have been plotted in Fig. 4, and equation for their
correlation has been developed. The slope is negative depicting the heat loss rate of
the collector [12].

TDSWHS has been compared with FRP, and former is obtained to have better
results. Now, the TDSWHS is being compared with MDSWH with PV module
[10] as shown in Table 2. It can be concluded from the table that with same water
carrying capacity and floor area requirement, TDSWHS producing water 5.7 and
5.0 °C hotter in collector tubes and storage tank, respectively, than MDSWH with
PV module with 27.1% lower cost of the setup. The embodied energy of TDSWHS
is also 500 kWh lower than MDSWH with PV module which clearly indicates that
TDSWHS consumes lower energy and considering the degrading condition of atmo-
sphere due to the emission of carbon andother pollutants, the importance of embodied
energy cannot be dismissed. The thermal efficiency of TDSWHS is also higher. Thus,
it can be considered as most environment friendly setup which is providing hotter
water, higher thermal efficiency and lower cost.

Table 2 Comparative study
of MDSWH with PV module
and TDSWHS

Parameters MDSWH TDSWHS

Capacity of tank 100L 100L

Tube radius 0.01 m 0.01 m

Volume of water in one tube 0.000314m3 0.000314m3

Collector area 0.61 m2 0.61m2

Maximum water temperature in
tubes

75.7 °C 81.4 °C

Maximum water temperature in
tank

74.7 °C 79.7 °C

Thermal energy gain (Qthermal) 821.1 kWh 836.83 kWh

Thermal exergy (Ex)sssss 109.56 kWh 100.3 kWh

Cost Rs. 22,130 Rs. 17,130

Embodied energy 1213.04 kWh 713.04 kWh

Carbon emission per year 1.854 tCO2 e 1.707 tCO2 e
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4 Enviro-economic (Environmental Cost) Analysis

For 1 kWh electricity production from coal, 0.982 kg of CO2 emits into the envi-
ronment [13]. However, considering the losses occurring due to transmission and
distribution and poor domestic appliances losses to be 40% and 20% respectively,
the CO2 emission becomes 2.04 kg and on annual basis of energy, CO2 mitigation
can be stated as:

ϕCO2 = ψCO2×Qthermal

1000 = 2.04× 836.83

1000
= 1.707 tCO2e (8)

And in terms of exergy,

ϕCO2 = ψCO2×Ex
1000 = 2.04× 100.3

1000
= 0.205 tCO2e (9)

JCO2 = ϕCO2 × jCO2 (10)

where ψCO2 is CO2 equivalent intensity for generation of electricity and JCO2 is
Carbon credit earned.

While jCO2 is the price of one tone of CO2, i.e., 14.5 US $ [14]. Annual energy
production cost in the terms of energy and exergy for TDSWHS has been found to
be Rs. 4184.15 and Rs. 419.15, respectively. CO2 emission reductions in tons per
years are 1.707 and 0.205 as shown in Table 3. Environmental cost for 15 years
of life span has been calculated in two different ways (i) As per Elzen Den et al.
[15], the international carbon price varies from 13 $/tCO2 to 16 $/tCO2 for the low
subscription and high subscription scenario. Thus, following Hakan et al. [16], the
intermediate value of 14.5 $/tCO2 has been taken. As per the current carbon price,
i.e., 13.50 euro per ton on 11/05/2018. The cost has been calculated as Rs. 24,964.36
(371.27 US $) and Rs.27, 753 (412.55 US $) for case (i) and (ii) respectively in the
terms of energy and Rs. 2998.06 (44.58 US $) and Rs. 3333.04 (41.51 US $) in the
terms of exergy.

Table 3 Enviro-economic analysis of TDSWHS on the exergy and energy basis

Thermal energy Thermal exergy

Annual energy production cost Rs. 4184.15 Rs. 419.15

CO2 mitigation (tones/year) 1.707 0.205

Environmental cost
(carbon credit) for
15 years of lifespan

jCO2 jCO2 = 14.5 US$
= 13.50euro
On 11/5/2018

Rs.24,964.36 (371.27
US$)
Rs.27,753 (412.55
US$)

Rs.2998.06 (44.58
US$)
Rs.3,333.04 (41.51
US$)
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5 Conclusions

1. TDSWHS performs better than MDSWHS with PV module as well as FPC,

(a) Under sameweather conditions, TDSWHSprovides 12.9 and 5 °C higher-
temperaturewater thanFPCandMDSWHSwith PVmodule, respectively.

(b) TDSWHS is observed to have higher solar fraction (34.1%), water
temperature than MDSWHS.

(c) TDSWHS abates the carbon emission into the environment by 0.147 tCO2

e per year than MDSWH with PV module. CO2 mitigation in the terms
of energy and exergy has been found to be 1.707 and 0.205 tons per years
respectively.

(d) The setup cost and embodied energy of TDSWHS are 27.1% and 41.2%
lower than MDSWHS with PV.

2. TDSWHS provides maximum water temperature of 68.8 and 70.9 °C in the
storage tank and collector tubes, respectively, for 100L capacity.

3. Net energy and exergy gain of 836.83 kWh and 100.3 kWh, respectively, have
been obtained for the year 2017.
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Harvesting Electric Energy from Waste
Vibrations of an Electric Motor Using
the Piezoelectric Principle

Nitin Yadav and Rajesh Kumar

1 Introduction

The conventional sources of energy are decreasing continuously, and the world’s
energy requirements are increasing exponentially because of population, higher
comfort level requirements, and the human race in automation and technology.
The continuous increase in these requirements of power prompted the development
of systems that can generate energy from waste. Efforts are continuously made to
decrease the wastage or reuse the waste energy (if hard to stop wastage) for some
useful purpose.

Every dynamic machine and even static structure have some vibration at its struc-
ture and base [1]. This vibration is absorbed by the dampers or directly passed to the
foundation. These vibrations are not desired in many cases. In condition monitoring,
the level of vibration represents the condition of the system [2–4]. These vibration
studies include the sensors which convert vibrations into an electric signal. Some of
these sensors use a piezoelectric element for sensing the vibrations [5–8]. Piezoelec-
tric elements are the special type of materials that produce an electric potential when
they get deformed because of mechanical force or vibrations [9–11]. So, piezoelec-
tric elements are used at many places (e.g., human body [12–16], fluid flow [17–21],
and vehicles [22–27]) for energy harvesting. If used appropriately, the piezoelec-
tric elements can be used in harvesting a significant amount of electricity from the
vibration of machines.

In the present work, the harvesting of electric energy from a vibrating motor
has been demonstrated using the piezoelectric element. The piezoelectric element is
mounted at the base of the electricmotor under the idle running and loaded conditions
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of amotor by attaching a grain-grindingmachine and a chaff cutter. The power output
from a single piezoelectric element is small. So, two piezoelectric elements are used
to generate more electric output. Further, a study has been conducted in a labora-
tory environment to analyze the effect of single piezoelectric and two piezoelectric
elements on total power output.

2 Experimental Setup

For generating electric energy frommotor vibrations, a diaphragm-type piezoelectric
element lead zirconate titanate (PZT) with nickel alloy electrode of diameter 27 mm
(shown in Fig. 1) is placed between the electric motor base and its foundation. The
output from the piezoelectric element is alternating current (A.C.) which is converted
into direct current (D.C.) using a full-bridge rectifier circuit. The output of the full-
bridge rectifier ismeasured using amultimeter. Figure 2 shows the schematic diagram
of a complete system under field conditions whose pictorial view is shown in Fig. 3.

An experimental setup as shown in Fig. 4 was designed to conduct experiments
in laboratory conditions. A specially designed fixed structure holds the piezoelectric
element. The piezoelectric element is excited (vibrated) with the help of a mini
shaker (model K2004E01, make: TMS). The mini shaker has a striker which will

Fig. 1 Schematic of the piezoelectric diaphragm

Fig. 2 Schematic diagram
of the piezoelectric energy
harvesting from a vibrating
motor
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Fig. 3 Actual picture of
piezoelectric
energy-harvesting system for
motor

Fig. 4 Schematic diagram
of the piezoelectric
energy-harvesting system for
series and parallel study in
the laboratory

strike the piezoelectric element at different frequency and amplitude. The amplitude
and frequency of mini shaker vibration depend on the signal supplied by the function
generator. This function generator (model no. 33220A, make: Agilent) is capable
of generating sinusoidal, step, and different noise waves. The sinusoidal wave with
a frequency range of 1–20 Hz and amplitude range of 10–150mVpp is supplied to
the mini shaker in the present work. The classic bridge rectifier and the multimeter
are connected to read the output. Schematics of different combinations (series and
parallel connections) of two piezoelectric elements are shown in Fig. 5.
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Fig. 5 Systematic diagram
of series and parallel
arrangements of
piezoelectric elements

3 Results, Output and Discussion

Results are obtained fromvibrating electricmotor by placing piezoelectric element(s)
between base and foundation under three conditions (a) idle runningmotor, (b) motor
under a load of a grain-grinding machine, and (c) motor under a load of a chaff
cutter machine. The output from the piezoelectric element is measured with the help
of a multimeter in terms of current and voltage. The result shows that the output
voltage continuously increased in the beginning. So, the output voltage and current
are measured after stabilizing the readings. The output from the different conditions
is measured and reported in Table 1.

Table 1 shows that the output voltage from both loading conditions, i.e., when
motor operating grain-grinding machine and when motor operating chaff cutter
machine is 26.8% and 83.5% greater than when motor running in idle condition,
respectively. Similarly, compared to themotor running in an idle condition, the output
current is increased by 50% when the motor was connected to the grain-grinding

Table 1 Output of single piezoelectric under different operating conditions of motor

Output Motor operating condition

Motor running
under idle
condition

Motor operating
grain-grinding machine

Motor operating chaff cutter
machine

Actual output Increase in
output as
compared to
idle running
condition (%)

Actual output Increase in
output as
compared to
idle running
condition (%)

Voltage (volt) 0.97 1.23 26.8 1.78 83.5

Current (µA) 10 15 50 27 170

Power (µW) 9.7 18.45 90 48.06 395
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machine, and an increase of 170% in the same was observed when the motor was
operating the chaff cutter machine. The reason for high output in loading conditions
is that vibrations from other appliances powered by the motor get summed up with
the vibrations of the electric motor which yields high-level vibration at the base of
the motor. Maximum power (48.06 µW) is generated when the electric motor is
connected to the chaff cutter because a sudden high-amplitude vibration is produced
during the cutting operation. Further, to increase the power output, the two piezo-
electric elements are connected in parallel and series, and finally, output is recorded
under all the three loading conditions. The output from the different conditions is
shown in Table 2.

Table 2 reveals that the output in double piezoelectric is significantly higher than
the single piezoelectric element. The output given in Table 2 suggested that the
output voltage in series connection is more than a parallel connection because charge
generated in both the piezoelectric elements are added in the circuit and generate a
larger potential difference as an output. The results given in Table 2 also indicate
that the output current in parallel connection is more than in the series connection
because of charge generated in both the piezoelectric elements are added in both
circuits and generate more charge particles at output nodes. The maximum power
generated from the motor is 151.81 µW when it operates the chaff cutter machine,
and the piezoelectric elements are arranged in parallel connection. The output power
obtained from the single piezoelectric element is compared with the power output
obtained from two piezoelectric elements in all three said conditions and given in
Table 3.

Further, data have also been recorded under laboratory conditions for a single
piezoelectric element as well as for two piezoelectric elements when connected in
both series and parallel combinations. The mini shaker is used to generate vibrations
that excite the piezoelectric elements. The amplitude and frequency of the generated
vibrations can be varied in the mini shaker itself with the help of a function generator
(model no. 33220A, make: Agilent). In a specific set of experiments, the frequency is
varied from1 to 20Hz keeping amplitude constant at 90mVpp.During the other set of

Table 2 Output of double piezoelectric elements under different loading conditions of motor

Output Motor operating condition

Motor running
under idle
condition

Motor operating
grain-grinding machine

Motor operating chaff cutter
machine

Actual output Increase in
output as
compared to
idle running
condition

Actual output Increase in
output as
compared to
idle running
condition

Voltage (volt) 0.97 1.23 26.8% 1.78 83.5%

Current (µA) 10 15 50% 27 170%

Power (µW) 9.7 18.45 90% 48.06 395%



960 N. Yadav and R. Kumar

Table 3 Comparison in power output of single piezoelectric element compared to double
piezoelectric elements under different loading conditions (all the values are in µW)

Output power Motor operating condition

Motor running
under idle
condition

Motor
operating
grain-grinding
machine

Motor operating
chaff cutter
machine

Single piezoelectric
element

9.7 18.45 48.06

Double
piezoelectric
elements

Series Actual 15.62 48.32 102.96

% more than
single
piezoelectric

61% 161% 114%

Parallel Actual 22.04 63.84 151.81

% more than
single
piezoelectric

127% 246% 215%

experiments, the amplitude is varied from10 to 150mVppkeeping frequency constant
at 15 Hz. The output voltage and current from piezoelectric elements are rectified
using the classic bridge rectifier and recorded with the help of a multimeter. Figure 6
shows the output from the piezoelectric element under different input excitation
conditions.

Figure 6a shows the effect of excitation amplitude on output voltage when the
frequency is constant. The graph shows that output voltage, while piezoelectric
elements connected in series and parallel are more than the output from a single
piezoelectric element. Further, the output voltage in the case of a series connection
is more than in a parallel connection. The maximum voltage output from a single
piezoelectric and two piezoelectrics in series and two piezoelectrics in parallel is
3.11 V, 3.89 V, and 5.18 V, respectively. Graphs shown in Fig. 6c show the output
current under the same conditions. The current output graph shows that a maximum
current of 96 µA is generated when two piezoelectric elements are connected in a
parallel combination. The current output from single piezoelectric and two piezoelec-
tric elements in the series is 56 µA and 72 µA, respectively. Similarly, Fig. 6e shows
a plot of power output and excitation amplitude at a constant frequency 15 Hz. The
graph shows that power generated from the two piezoelectric elements is almost twice
than the single piezoelectric element. The maximum power generated is 373.44 µW,
when two piezoelectric elements are connected in parallel combination. The power
generated in the case of single piezoelectric and two piezoelectric elements in series
connection is 174.16 µW and 326.16 µW, respectively. Graphs shown in Fig. 6b,
d, f, show output voltage, output current, and output power when the piezoelec-
tric element is excited at a constant amplitude of 90mVpp, and frequency is varied
from 1 to 20 Hz. The output voltage graph (Fig. 6b) shows the maximum output
of 4.79 V from the series connection, and the current graph (Fig. 6d) shows the
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Fig. 6 Plots of output entities corresponding to different vibration inputs a Output voltage versus
excitation amplitude at constant frequency bOutput voltage versus excitation frequency at constant
amplitude c Output current versus excitation amplitude at constant frequency d Output current
versus excitation frequency at constant amplitude e Power output versus excitation amplitude at
constant frequency f Power output versus excitation frequency at constant amplitude

maximum output of 73 µA from the parallel connection. The power output graph
(Fig. 6f) also shows that the output fromboth series and parallel connections is almost
twice that of the single piezoelectric element when excitation amplitude is constant,
and frequency is varied. The maximum power generated from a single piezoelectric
element, series connection, and the parallel connection is 89.17 µW, 196.39 µW,
and 222.65 µW, respectively. Hence, the results show that the parallel connection
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improves the total current output, the series connection enhances voltage output, and
the parallel connection results in maximum power output.

The output in experiments is more than actual conditions because of variation
in boundary conditions, vibration conditions (variation in amplitude and frequency
of vibration), and additional noise vibration in actual conditions (but excitation is
uniform in laboratory conditions). The results conclude that the use of piezoelectric
elements under electricmotor andother similarmachines shows favorable technology
in the field of energy harvesting which will absorb waste vibrations and produce
electricity as output.

4 Conclusion

Piezoelectric elements play a significant role in harvesting energy from vibrations
of dynamic machines. In the present work, the piezoelectric element is mounted on
the motor base, and output is recorded in the form of voltage, current, and power.
The output from the electric motor is recorded under three different conditions of
a motor such as (a) idle running, (b) loaded with a grain grinding machine, and (c)
loaded with a chaff cutter machine. The power output from the piezoelectric element
(PZT diaphragm) when the motor was connected to the grain-grinding machine and
chaff cutting machine is 18.45 µWand 48.06 µW, respectively, which is higher than
the power obtained under condition when the motor was running idle. Further, to
increase power output, two piezoelectric elements are arranged in different ways. The
power outputs from the two piezoelectric elements when the motor was connected
to the chaff cutting machine were 102.96 µW and 151.81 µW in series and parallel
connections, respectively, which is much higher when the motor was running in idle
condition and operating a grain-grinding machine. Laboratory and field experiments
reveal that with an increase in force, the output parameters including power increase
continuously. The results also show that the voltage output is maximum in a series
combination, on the other hand, current and power output aremaximum in the parallel
combination. The power generated from the piezoelectric elements can operate small
electronic gadgets may be of use to the farmers. It is also useful in industries having
big electric motors and similar machines that generate vibrations.s
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Thermal Decomposition Kinetics
of Medical Non-woven Fabrics Wastes:
Model-Fitting Method

Uthayakumar Azhagu and Anand Ramanathan

1 Introduction

Living standard improvement causes large waste generation, which is unavoidable
for developing and developed countries [1]. The medical field waste generation has
increased daily because of hygiene healthcare and COVID-19 like pandemic situ-
ations [2]. Healthcare service persons need to wear protective kits such as gloves,
gowns, masks, and drapes when in contact with patients to prevent infection spread
[3]. Generally, textiles employed in the medical and healthcare field categorize as
disposable and reusable cloths [4]. Based on COVID-19 pandemic situation obser-
vation, disposable single-use fabric usage doubled because of biological and infec-
tious virus hazards. In the medical field, reusable woven cloth usage is drastically
reduced because reusable cloths need to be sterilized and appropriately laundered
to remove the pathogenic and harmful virus effects [4]. The textiles for medical
purpose selection are based on the following aspects: government guidelines, protec-
tion, the comfort of usage, economic concern, and psychological tastes. The repet-
itive washing of reusable cloths may require massive energy consumption and vast
wastewater to the environment. While disposable non-woven textiles have defending
advantages over woven materials, it must be disposed of immediately because of
bio-hazards. Instead of reusable cloths, many healthcare and surgical hospitals are
moving toward single-use disposable non-woven fabrics [5].

Non-woven fabrics rawmaterials are polypropylene, polyethylene, polyester, and
blends. Disposable non-woven fabrics are cost-effective, but safe disposal is diffi-
cult. Conventionally medical wastes are incinerated directly, which solves only safe
discard and landfill reduction [6]. Direct incineration of hospital waste emits various
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Fig. 1 Life span of medical disposable non-woven fabric

air pollutants such as hydrochloric acid, Polychlorinated dibenzo-para-dioxin, Poly-
chlorinated dibenzofuran, and toxic metals (lead, cadmium, and mercury) [7].
Environmental and energy recovery options are not concentrated in incineration [8].

Non-woven fabric has good energy content because derived from fossil oil (non-
renewable resources). The best solution to resolve conventional incineration demerits
is pyrolysis [9]. Pyrolysis is a thermochemical recycling technique in which thermal
degradation converts waste into fuel and chemicals in an inert atmosphere. Thermal
degradation depends on the heating rate, operating temperature, and feedwaste chem-
ical composition. As a result of pyrolysis, oil, combustible gas, and char are obtained.
Life span of medical disposable non-woven fabrics are shown in (Fig. 1).

Thermal degradation kinetics of medical waste carried out by thermogravimetric
analysis (TGA) data. TGA data gives an idea of chemical decomposition (concen-
tration change) based on temperature change [10]. The model fitting method is level
headedly well for polymer pyrolysis reaction kinetic study and gives an acceptable
kinetic result with the experimental. During polymers thermal degradation, thermal
decomposition kinetics results probably show that temperature affects the pyrolysis
reaction mechanism [11]. In this paper, the Arrhenius equation parameters are calcu-
lated by the model-fitting method with various reaction models. The kinetic analysis
results could identify the optimum operating conditions and exact activation energy
requirement for medical non-woven fabric waste pyrolysis reaction.
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2 Materials and Methods

Medical waste is waste generated from healthcare centers and hospitals [12]. World
Health Organization (WHO) guides us to categorize medical waste as general,
infectious, hazardous, and radioactive waste. This work concentrated on infectious
non-woven fabric waste from healthcare centers.

2.1 Medical Waste—Non-woven Fabric Waste

Non-woven fabrics are used in medical productive equipment: medical gowns,
napkins, tissue paper, diapers, sanitary wipes, bed covers, pillow covers, and other
disposable products [13]. Non-woven fabrics cut waste collected from the personal
productive equipment (PPE) kits from medical. Blue color non-woven fabrics waste
shredded into less than 1 mm size pieces and sample preparation for TGA analysis.

2.2 Thermogravimetric Analysis

The medical non-woven sample thermal decomposition was carried on a thermo-
gravimetric analyzer (Perkin Elmer TGA 4000) at the heating rate of 10 °C/min
with a 0.020 L/min nitrogen supply. Samples were prepared for TGA by shredding
non-woven fabric medical waste from multiple locations. In this study, 10 mg of
the finely shredded sample was uniformly spread in an aluminum crucible. Thermal
degradation analysis is done between 30 and 700 °C. From TGA results shows the
mass change for the concern temperature change.

2.3 Kinetic Study

The rate of reaction can be generally described by rate law as [14]

r = K (T ) f (x) = dx

dt
(1)

x = (W0−W )

(W0−W∞)
(2)

The pyrolysis reaction rate depends on the operating temperature and heating rate.
Hence, the Arrhenius equation is used to determine the rate constant [11].

K (T ) = Ae
−Ea
RT (3)
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Apply Eq. (3) in Eq. (1)

dx

dt
= Ae

−Ea
RT f (x) (4)

where

W0,W∞ Initial and final mass of the reactant (mg).
W Reactant mass at a particular time (mg).
f (x) Reaction model.
Ea Activation energy.
A Pre-exponential factor or frequency factor.
A and Ea are commonly known as the Arrhenius parameters.
R Gas constant (kJ/kmol k).
T Operating temperature (K).

Heating rate β = dT
dt (K min−1).

Hence, β dx
dT = Ae

−Ea
RT f (x).

Rearrange the above equation it becomes

dx

f (x)
= A

β
e

−Ea
RT dT (5)

Above thermal degradation, kinetics expression can apply to the pyrolysis process
[15]. Arrhenius parameters need to calculate by using the thermogravimetric analysis
result.

Model-fitting method. Coats–Redfern (CR) approach expression: Take integra-
tion of Eq. (5) and rearrange [16].

ln
g(x)

T 2
= ln

AR

βEa
− Ea

RT
(6)

Integral reaction model g(x) =
x∫

0

dx
f (x) .

Reaction model. Different thermochemical reaction models are listed in Table 1.

3 Results and Discussion

Sending non-woven fabrics waste to landfills exacerbates environmental problems
and energy loss due to the high energy content of non-woven fabric wastes. Pyrolysis
is a process that can effectively convert polymer waste into fuel and chemicals.



Thermal Decomposition Kinetics of Medical Non-woven Fabrics … 969

Table 1 Different reaction models f (x) with their integral function g(x)[17]

Notations Reaction model f (x) g(x) = ∫ x
0

dx
f (x)

Reaction order

Fn Order of reaction (n �=
1)

(1 − x)n −(1−x)
(1−n)

(1−n) + 1
(1−n)

F1 First-order reaction (1 − x) − ln(1 − x)

F2 Second-order reaction (1 − x)2 (1 − x)−1 − 1

F3 Third-order reaction (1 − x)3 0.5(1 − x)−2 − 0.5

Diffusion models

D1 One-dimensional
diffusion

0.5x−1 x2

D2 Two-dimensional
diffusion

(− ln(1 − x))−1 −(1 − x) ln(1 − x) + x

D3 Three-dimensional
diffusion

3
2 (1 −
x)

2
3

(
1 − (1 − x)

1
3

)−1

(
1 − (1 − x)

1
3

)2

Nucleation models

P2/3 Power law 2/3 2
3 x

−1
2 x

3
2

Geometrical contraction models

R3 Contracting volume 3(1 − x)
2
3 1 − (1 − x)

1
3

R2 Contracting area 2(1 − x)
1
2 1 − (1 − x)

1
2

3.1 Thermogravimetric Analysis

The thermal decomposition of non-woven fabrics has three devolatilization stages
[16]. Devolatilization is the removal of volatile substances from a solid. Three steps
of thermal degradation are visualized in the TGA curve as shown in Fig. 2. The first
stage is a drying stage in which moisture and physically absorbed water evaporated
in the temperature range of 100–120 °C.

The second stage (150–38 °C) is the pre-pyrolysis stage, in which light and low
carbon hydrocarbons are vaporized. The third stage is the main pyrolysis stage here;
heavy hydrocarbons and volatile elements are wholly evaporated. Hence, the third
stage gives a healthy peak in the TGA curve. Finally, after 450 °C a small quantity
of non-volatile residues present in the crucible is known as fixed carbon and ash.

From the proximate analysis of the given sample, materials have a 98.5 weight
percentage of volatile matters. The remaining was fixed carbon. There is no
predictable moisture and ask content. The above TGA curve shows that moisture
and ash content is not up to measurable. The calorific value of medical non-woven
fabrics waste was 35.86 MJ/kg measured by bomb calorimeter.
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Fig. 2 Non-woven fabric TGA result (heating rate = 10 °C/min, N2 flow rate = 0.020 L/min)

3.2 Kinetic Parameters

In the model fitting approach (CR method), curve drawn between 1/T and ln g(x)
T2 .

The curve is then fitted by the line equation (Y =mX+C) to calculate the Arrhenius
parameters [18]. The line slope could calculate the activation energy, and then the
pre-exponential factor was calculated by simple substitution. Correlation coefficient
calculated to identify the fit quality is shown in (Fig. 3a, b & c).

The best reaction models are obtained based on the highest correlation coefficient
(R2) [11] value of the linear regression fit. Figure 3d show the excellent fittingmodels
for non-woven fabric wastes. Kinetic parameters of various reactionmodels obtained
by CR model fitting method is listed in (Table 2).

4 Conclusion

Non-woven fabric rawmaterials are derived from fossil oil; hence, it has good heating
value and volatility. Mostly direct incineration process is applied to destroy medical,
hazardouswaste. Energy recovery by the incineration process is shallow as compared
to pyrolysis and generates toxic gases like dioxin/furans. The most acceptable solu-
tion for the above energy and environmental difficulties is pyrolysis. The model
fitting approach with various reaction models of non-woven fabrics wastes pyrolysis
gives activation energy in the range of 82.5–449.1 kJ/mol. Based on the highest R2

value and plot, the optimal reaction model for non-woven fabrics pyrolysis reaction
is a one-dimensional diffusion model, a three-dimensional diffusion model, and a
power law (2/3) model.
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Fig. 3 Coats–Redfern approach: a one-dimensional diffusion–reaction model, b two-dimensional
diffusion–reaction model, c 2/3 power law reaction model, d comparison of Kinetic parameters for
various reaction models

Table 2 Model-fitting method (CR method) kinetic parameter for various reaction models

Notation Reaction model Activation energy
(kJ/mol)

Pre-exponential
factor

Correlation
coefficient (R2)

F1 First-order reaction 158.0 6.8E + 10 0.91

F2 Second-order
reaction

305.2 1E + 22 0.80

F3 Third-order reaction 338.4 6.7E + 24 0.68

F4 Fourth-order reaction 449.1 2.1E + 33 0.63

D1 One-dimensional
diffusion

225.7 2.2E + 15 0.98

D2 Two-dimensional
diffusion

82.5 125,341 0.98

D3 Three-dimensional
diffusion

287.6 1.6E + 19 0.95

P2/3 Power law 166.3 1.2E + 11 0.98

R3 Contracting sphere 151.0 7.6E + 09 0.97

R2 Contracting cylinder 137.9 5.8E + 08 0.94
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Exergy Analysis of R1234yf and R1234ze
as an Alternative to R134a in a Domestic
Refrigeration System

Guna Muthuvairavan, S. Soma Sundaram, and P. K. Palani

1 Introduction

During the second half of the twentieth century, our day-to-day utilization of modern
technological products increased. It is essential to enhance the amount of produc-
tivity and improvement in energy-related fields to cater the demand of the growing
society with the ceaseless energy [1]. Toward this, researchers developed various
ways of energy cycles in the past three decades to enhance energy sectors’ effi-
ciency. They illustrated two methods for the improvement of the thermodynamic
system. Earlier, energy analysis was a basic method used for investigation of any
process. It allowed us to compare the efficiency and process parameters by unveiling
energy utilization efficiency, in selective components of the process and/or cycle
with the currently attainable condition. A large quantity of heat is discharged by the
thermodynamic process associated with the vapor compression refrigeration system.
At a finite temperature difference, heat transfer takes place between the system and
surroundings, which is the primary origin of the irreversibility of the cycle. The
system performance is degraded due to the irreversibility. However, first law of ther-
modynamics does not present the data on, how and where the system performance
getting degraded.

The second method practiced by many researchers in recent years is exergy anal-
ysis. Exergy analysis is based on the second law of thermodynamics and it is consid-
ered to be a powerful tool for design, performance evaluation, and optimization
of energy system by determining the exergy destruction localities and finding out
the maximum achievable performance of the system. By doing so, one can get a deep
insight into each process in a realistic way, as well as further unforeseen approaches
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for improvements in the system. The exergy method usually analyzes each compo-
nent of any complex system separately, which will identify the principal sites of
unavailable energy, so that potential advancement can be carried out in those sites
[2].

Global warming and ozone depletion are major concerns associated with heating
ventilation and air conditioning (HVAC) equipment worldwide. This commenced to
drop theharmful refrigerants andmake away for newsuitable refrigerants as per inter-
national conventions Montreal (1987) and Kyoto protocol (1997) from time to time.
Montreal protocol phases out substances including chlorofluorocarbons (CFCs),
hydrochlorofluorocarbons (HCFCs), hydrofluorocarbons (HFCs), and halons which
deplete the ozone layer. First, they phased out the CFCs and then halons; now the
stepwise reduction of HCFCs and HFCs consumption is being carried out. HCFCs
and HFCs release greenhouse gas emission which causes global warming. These
substances have been ruled out as per the Kyoto protocol treaty. With this regard,
even though the ozone depletion potential (ODP) value of 1,1,1,2-tetrafluoroethane
(R134a) is zero, it is having 1400 globalwarming potential (GWP) valuewhich is still
lower than the already phased-out CFCs. The consumption of HFCs is growing in
developing countries like India. Subsequently, the parties ofMontreal protocol agreed
on the phasedown for HFCs like R134a in 2016, which then came into force in 2019.
Before that, many researches began to propose hydrocarbons (HCs) such as R600a
(isobutene) and R290 (propane) which had very little GWP and zero value ODP [3,
4]. Another set of refrigerants such as R1234yf (2,3,3,3-tetrafluoro-1-propene) and
R1234ze (trans-1,3,3,3-tetrafluoro-1-propene) hydrofluoroolefins (HFOs) become a
sustainable solution in the near future [5–8]. The objective of the present study lies at
evaluating the performance of these alternate refrigerants and analyzing their oper-
ating conditions in residential applications for better performance than conventional
one [9].

2 Mathematical Formulation

Thermodynamic performance differs for different refrigerants since their different
properties. The amount of exergy losses arises in each part of the system which is
not alike [2]. To measure the exergy destruction or losses in the system, energy and
exergy analysis is to be performed. The following presumptions are made in the
present calculations.

1. Potential and kinetic energy changes are neglected.
2. Friction loss and other minor losses in the fluid flow domain are not counted.
3. Steady-state condition prevails in all the components of the system.
4. Condenser and evaporator pressure losses are neglected.

The input conditions used in theEngineeringEquationSolver are shown inTable 1.
Coefficient of performance (COP) is measure of VCR system performance based

on first law of thermodynamics; it can be expressed as
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Table 1 Input conditions for EES simulation

Mass flow rate of refrigerant mr 1 kg/min

Effectiveness of liquid vapor heat exchanger ε 1

Evaporator temperature T evap 263 K

Condenser temperature T cond 323 K

Ambient state temperature T0 298 K

Ambient pressure P0 100 kPa

C.O.P = QE /WC

C.O.P = (h1−h4)/(h2− h1) (1)

To get the deep insight of the component which undergoes severe destruction of
available energy, exergy destruction of each element of the system can be expressed
as [3]

Exergy destruction in evaporator (Ede):

Ede = Ex4 + Qe(1−T0/Tr )−Ex1

Ede = mr ( h4− T0s4) + Qe(1− T0/Te)−mr ( h1− T0s1) (2)

Exergy destruction in compressor (Edcomp):

Edcomp = Ex1 +W−Ex2

Edcomp = mr (T0(s2−s1)) (3)

Exergy destruction in condenser (Edcond)

Edcond = Ex2−Ex3

Edcond = mr ( h2−T0s2)−Qc(1−T0/Tc)−mr ( h3−T0s3) (4)

Exergy destruction in throttle valve (Edthrottle):

Edthrottle = Ex3−Ex4

Edthrottle = mr ( h3− T0s3)−mr ( h4− T0s4) (5)

Total exergy destruction (
∑

Ed):
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∑
Ed = Ede + Edcomp + Edcond + Edthrottle

Exergetic efficiency (ηexergy):

ηexergy = Qe/Wc(1− T0/Tr ) (6)

3 Results and Discussion

3.1 Coefficient of Performance

While increasing the evaporator temperature from 263 to 293 K, for a condenser
temperature of 313K, theCOP is increasing as shown inFig. 1a, irrespective of refrig-
erant used, as discussed in various literatures [2–4, 7]. Pressure ratio in the compressor
decreases with increase in evaporator temperature and causes the decrease in work
input and increase in volumetric efficiency of the compressor, and due to increase
in enthalpy of vaporization at higher evaporator temperature, cooling capacity of
the system increases. Hence, both the effects of these two factors result in the COP
value to increase as shown in Eq. (1). For the given range of evaporator temperature,
R600a and R1234ze refrigerant offers a relatively higher COP than conventional
R134a refrigerant, as they have high latent heat of vaporization [10]. However, R290
and R1234yf have slightly lower COP value than R134a.

In contrast to the evaporator temperature effect, the COP value for all the refrig-
erant decreases [2] as shown in Fig. 1b with rise in condenser temperature for a fixed
evaporator temperature of 263 K. Figure 1b clearly implies that for the given range of
condenser temperature, R600a refrigerant records relatively higher COP than other

Fig. 1 Effect of a evaporator temperature and b condenser temperature on coefficient of
performance (COP)
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Fig. 2 Effect of a evaporator temperature and b condenser temperature on refrigeration effect

refrigerants such as R290, R1234yf, and R1234ze. The performance of R600a is
at par with that of R134a for the VCR system. However, R1234yf refrigerant has
comparatively lower COP value than conventional R134a.

3.2 Refrigeration Effect

While increasing the evaporator temperature, the refrigeration effect of the system
increases for all the refrigerants. From Fig. 2a, it is perceived that R290 is showing
better refrigeration effect followed by R600a, R134a, R1234ze, and R1234yf for a
fixed condenser temperature and given evaporator temperature range since enthalpy
of vaporization at the particular operating condition is more for R290 [6].

By increasing condenser temperature, the refrigeration effect of the system
decreases for all the refrigerants. From Fig. 2b, it can be found that R290 displays
a higher refrigeration effect for chosen condenser temperature range (303–323 K)
followed by R600a, R134a, R1234ze, and R1234yf for fixed evaporator temperature
of 263 K [6].

3.3 Total Exergy Loss of the System

At higher evaporator temperature, the temperature difference between the evaporator
and the surrounding refrigerated space is lowered which reduces the chance of irre-
versibility that occurs in the systemwhich is very much essential in designing a VCR
system based on the second law of thermodynamics [2–4].
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Fig. 3 Effect of a evaporator temperature and b condenser temperature on total exergy loss of the
system

Among the selected refrigerants, R1234ze and R1234yf exhibit relatively lower
total exergy loss than the traditional R134a refrigerant as well as its contempo-
rary replacement refrigerants such as R290 and R600a refrigerants to a great extent
as shown in Fig. 3a. When condenser temperature increases, the total exergy loss
also increases as shown in Fig. 3b, which is not desirable one. Because at higher
condenser temperature, the difference in temperature between system working fluid
and surrounding air is increasing that causes the higher chance of irreversibility.
Again here, R1234yf and R1234ze refrigerants show better results than other
refrigerants [11].

3.4 Exergy Efficiency

Among the selected refrigerants chosen for this analysis, the refrigeration systemwith
R600a refrigerant showing higher exergy efficiency and R1234ze is behaving very
close with conventional R134a refrigerant as shown in Fig. 4a. Even though R1234ze
is having lower exergy efficiency than R600a, it is performing very close with tradi-
tional R134a refrigerant as shown in Fig. 4b. For both condenser and evaporator
temperature ranges, R1234yf is having lowest exergy efficiency [7].

4 Conclusion

A computational model based on the exergy destruction using EES is developed
to analyze coefficient of performance, refrigeration effect, the total exergy loss, and
exergy efficiencyof the refrigerantR134a and its alternatives:R600a,R290,R1234yf,
and R1234ze for the various ranges of evaporating and condensing temperatures are



Exergy Analysis of R1234yf and R1234ze as an Alternative … 981

Fig. 4 a Effect of evaporator temperature on exergy efficiency. b Effect of evaporator temperature
on exergy efficiency

evaluated. The results conclude that R600a, R290, R1234yf, and R1234ze refriger-
ants in comparison with R134a perform well for domestic residential applications
within evaporator temperature (263–293K) and condenser temperature (303–323K).
The following conclusions have been made:

It is suggested to operate the refrigeration systemwith higher evaporator tempera-
ture and lower condenser temperature asmuch as possible since both these conditions
result in increase in coefficient of performance and cooling effect and decrease in
total exergy losses.
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For the given range of evaporator temperature, R600a and R1234ze refrigerant
shows relatively higher COP than conventional R134a refrigerant for the VCR
system. For the given range of condenser temperature, R600a refrigerant dispenses
comparatively higher COP than other refrigerants. R290 is conferring a better refrig-
eration effect for a given evaporator temperature as well as the condenser temperature
range. Even though, the refrigeration system with R600a refrigerant shows higher
exergy efficiency thanHFOs (R1234ze andR1234yf), however, HFOs (R1234ze and
R1234yf) exhibit lower total exergy loss than the contemporary refrigerants such as
R290 and R600a as well as the conventional R134a refrigerant to a great extend for
the lower capacity refrigeration system of 0.4 to 0.7 ton of refrigeration (TR).

Although the performance parameters for R1234yf and R1234ze fall short than
that of R134a as per the first law of thermodynamics, its eco-friendly properties and
low exergy loss for lower capacity refrigeration system such as domestic refrigeration
system offset the gap and make it a suitable alternative for R134a.
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Enhancement of Natural Convection
Heat Transfer in Cylindrical Enclosure
with Internal Heat Source

Sarthak Gautam, Mohd Juned Khan, Areeb Khan, Vivek Sharma,
Fahad Farid, and Anil Kumar Sharma

1 Introduction

Natural convection heat transfer is also known as free convection or passive heat
transfer mode. This mode of heat transfer has been a subject of research during the
past decades due to its wide applications, such as in cooling of electronic equipment,
nuclear reactors, aircraft cabin, heating and ventilation in building, etc. In case of
nuclear industries, natural convection heat transfer plays a significant role. Heat
removal by natural convection and its intensification increases significantly the safety
of a reactor. Nowadays, the main heat transfer in nuclear reactor is being proposed
by natural convection mode. After reactor shutdown, there is enough heat generation
in the nuclear fuel due to radioactive decay called as decay heat that may lead
to further melting of the fuel if this heat is not removed. In case of fast reactors,
this decay heat is removed by natural convection to retain the core intact. In case
of hypothetical core meltdown accident, the nuclear reactor core may melt away
due to mismatch of heat generation and heat removal. The arrangements have been
made to settle down core debris on a plate within the main vessel of the reactor.
These collecting trays are called core catcher. Main function of core catcher is to
retain, support, and cool the heat generating core debris via natural convection.
For effective cooling of these core debris, central cylindrical chimney is placed
in these trays that help in an efficient cooling of core debris. Jasmin Sudha et al.
[1] studied multi-layer core catcher concept for future fast reactors to enhance the
safety of the reactor by maintaining the main vessel integrity even for the severe
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accident scenario. David et al. [2] reported simulations of passive heat removal
after severe reactor accident in FBR. In their simulation, they found that the natural
convection in the debris bed sets in, and decay heat is removed by the side wall
of the enclosure. An investigation of the turbulent natural convection with multiple
internal heat sources placed in liquid sodiumwas carried out by Sharma et al. [3]. The
heat source was distributed uniformly on three plates with constant heat generation
rate, and they came to the conclusion that entire core can be safely retained within
the vessel. Post-accident heat removal was numerically and experimentally analysed
by Das et al. [4] and focussed on molten fuel coolant interaction and grid plate
melt followed by relocation of fragmented fuel. CFD simulations of heat transfer
enhancement using multi-tray were carried out by Sharma et al. [5]. This study was
focussed on the cooling capability of the design concept of core collection trays with
multiple cylindrical chimneys. Sharma et al. [6] studied influences of cylindrical and
annular central openings through the core catcher assembly to assess their relative
heat transfer performances. A numerical study of natural convection from a localised
heat source was carried out by Anil Kumar Sharma and Balaji [7]. Vidhyasagar and
Sharma [8] analysed cooling of core debris using multiple passive jets in a liquid
metal pool. They studied the influence of different orientations and angles of passive
cooling pipes. The central chimney was found to have profound influence in the heat
removal from heat source. Vidhyasagar et al. [9] proposed a modified core catcher
plate by providing circular cooling pipes in the top collection plate. Anil Kumar
Sharma et al. [10] studied natural convection of low Prandtl fluid in an enclosure
with locally distributed heat source. Their study was focussed on assessing the heat
distribution capacity of single and multi-trays in respecting the thermal limits on the
collection trays. It is clear from the literature review that significant work has been
carried out in recent past for enhancement of natural convection heat transfer from
degraded core in nuclear power plants with different design options and cylindrical
central chimney configuration. In the present study, the influence of four different
configurations of openings/chimney is considered for effective heat removal along
with cylindrical chimney. Best configuration among all feasible options is suggested
for further analysis for actual plant conditions.

2 Computational Model

The source plate at the bottom of the cylindrical enclosure is circular in configuration.
The computational axisymmetric models of the different configuration used in the
present study are shown in Fig. 1. The top and bottom walls of the enclosure are
considered as adiabatic, and side lateral wall is considered as sink at isothermal wall.
The source plate is considered as hot isothermal wall placed in two different fluids
viz air and liquid sodium.
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Fig. 1 Computational models

3 Governing Equations and Solution Methodology

The geometry under consideration is two-dimensional and axis symmetry as depicted
in Fig. 1. The fluid is assumed to be incompressible, and the flow is laminar. The
Boussinesq approximation is assumed to hold good, and all other thermo physical
properties outside of density are assumed to be constant with respect to pressure and
temperature.

The governing equations of fluid flow and heat transfer are as follows.
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Table 1 Comparison of
Nusselt number for different
grid sizes

Mesh size Nusselt number Percentage deviation

40 × 40 10.43 –

60 × 60 10.51 0.785%

80 × 80 10.55 1.150%

(a) Continuity:

∇ · �ν = 0 (1)

(b) Momentum:

ρ
[�ν · ∇�ν] = ρ �g − ∇ p + μ∇2�ν (2)

(c) Energy:

ρcp(�ν · ∇T ) = k · ∇2T (3)

3.1 Solution Methodology

A commercial CFD solver ‘FLUENT’ is used to solve the discretized equations. This
uses control volume method approach to discretize the equations. The second order
upwind scheme is used for convective terms and energy equation. PISO algorithm is
used for pressure–velocity coupling.

4 Grid Sensitivity Analysis

The comparison of the Nusselt number for different grid sizes is given in Table 1.
It can be noted from the table that the on change in grid does not give significant
variation in the Nusselt number. Thus, the obtained results are grid independent.
Therefore, the further analysis is carried out by considering grid size of 60 × 60 for
this case. Similar exercise is repeated for all the cases studied.

5 Validation Studies

In this section, the fluid flow and heat transfer characteristics given in benchmark
solution of De Vahl Davis [11] inside a square cavity are repeated. Nusselt numbers
were calculated by considering the heat transfer rate at hot plate and compared with
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Table 2 Variation of present results with benchmark solution

Rayleigh number Nusselt number De Vahl
Davis [11]

Nusselt number present
study

Percentage deviation
(%)

103 1.118 1.124 0.715

104 2.243 2.270 1.2

105 4.519 4.486 1.4

106 8.800 8.76 0.45

Fig. 2 Isotherms and stream function for Ra = 106 of present study with Davis [11]

benchmark solution as given in Table 2. It is found that percentage deviations of the
results are not large enough to consider. All the variations are less than 1.4%.

Also the contours of isotherms and streamlines are shown in Fig. 2 for Ra = 106.
On comparing the contours of De Vahl Davis [11] benchmark solution, it can be
observed that the contours of isotherms and stream functions do not differ signif-
icantly and show similar behaviour. These results give confidence to analysis and
interpretation of data and confidence inmodel developed to predict natural convection
in the cavities.

6 Result and Discussion

6.1 Case Study with Air

In this section, the results obtained by taking air as the fluid flowing inside the
cylindrical enclosure are highlighted. Heat transfer characteristics and fluid flow in
the enclosure are brought out for all the cases of openings considered. Table 3 below
shows the heat transfer rates obtained.

Table 3 Heat transfer rate for different configurations with air as a fluid

Solid core plate Circular cavity Cylindrical Funnel Inverted funnel

0.955 W 6. W 6.868 W 6.832 W 6.816 W
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Fig. 3 Isotherm and velocity vector for solid and circular opening in source plate

Fig. 4 Isotherm and velocity vectors for cylindrical chimney and funnel shaped chimney

From the isotherm for a case of solid source plate without any chimney, it is
observed that the highest temperature prevails on the top pool of the source Fig. 3.
The contour shows the temperature variation near the source plate. The temperature
below the source plate is seen to be low as compared to upper part of the enclosure.

Figure 3 also gives the velocity vector on the right side along with isotherms. It
is clear from it that the maximum velocity of 0.155 m/s is obtained close to the top
of the enclosure in case of solid source plate. The velocity vectors emerge from the
source plate and move upwards towards the top. As the top wall is assumed to be
adiabatic, the velocity vectors change its direction and move towards the side walls
of the enclosure. The velocity is very low below the source plate, and there is no
motion of fluid is seen.

In the case of circular cavity, it can be observed from its isotherm that the bottom
of the source plate, which earlier had no considerable change in temperature, shows
temperature variation there as well. Heat rejected near the circular cavity flows
towards the bottom of source plate through the circular cavity, which leads to change
in temperature at the bottom. In velocity vector contour for circular opening, it is
observed that velocity vectors emerging from the source plate go towards the top,
but some of it passes through the cavity and moves towards the bottom, changing
the stagnant behaviour of fluid at that place. Maximum velocity of magnitude 9.8 ×
10−2 m/s is observed near the top of the enclosure and also in the circular cavity, and
the velocity is quite high.
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For a case of cylindrical chimney, the isotherm, as depicted in Fig. 4, indicates that
the temperature inside the chimney is lowwhichmeans that the fluid above and below
the chimney is inter-mixed and shows similar behaviour. Hence, the stratification of
temperature is removed considerably. Highest temperature is noted at the source
plate.

Velocity vector contour, as shown in Fig. 4, clearly indicates that the fluid enters
the cylindrical chimney and moves upward. Above the source plate, the fluid goes
and then taking a turn near the top due to adiabatic wall. Maximum velocity is noted
near the top of the enclosure of magnitude 1.04 × 10−1 m/s.

For case of funnel shaped chimney, the isotherm, as depicted in Fig. 4, on right
hand side indicates that there is a mixing of fluid inside the chimney, but it is lower
as compared to the cylindrical one. The bottom area of funnel is less due to which
there is not enough movement of fluid below the source plate towards the upper side
of the cylindrical enclosure. In velocity vector contour as shown in Fig. 4 for funnel
shaped configuration, it clearly indicates the enhanced movement of the fluid on the
source plate and fluid moves towards the bottom; but as the area of the chimney at the
bottom is not large enough, there is a rise of velocity magnitude near the bottom. It
can be seen from the contour that the maximum velocity is observed at that position
of the chimney, and its magnitude is 1.23 × 10−1 m/s.

For case of inverted funnel chimney, the isotherm is depicted in Fig. 5, and we
can observe that the fluid entering the chimney from the source plate loses its heat
as it reaches the bottom of the chimney due to large area of bottom of chimney and
significant mixing with the bottom fluid.

In velocity vector contour as shown in Fig. 5, it can be seen that most of the fluid
goes up towards the top, and maximum velocity is observed there with magnitude of
1.53 × 10−1 m/s. The fluid entering the chimney from top has comparatively lower
magnitude that the fluid at the top.

From the above table and contours, it can be easily observed that all the configura-
tions of chimney including the circular cavity give approximately same heat transfer

Fig. 5 Isotherm and velocity vector contours for inverted funnel chimney
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Table 4 Heat transfer rate for different configurations with liquid sodium as a fluid

Solid core plate Circular cavity Cylindrical Funnel Inverted funnel

6677.413 W 7550.637 W 7567.725 W 7670.643 W 7618.367 W

rate. On the basis on above table, it can be said that use any of the above configura-
tions leads to effective heat removal from the plate. The source plate must have an
opening on it throughwhich themixing of fluid takes place in the bottom region of the
cylindrical enclosure as well. The opening eliminates the temperature stratification
and gives motion to the bottom stagnant fluid.

6.2 Case Study with Liquid Sodium

In this section, the results obtained by taking low Prandtl fluid inside the enclosure
are highlighted. The low Prandtl fluid used in present study is liquid sodium, which
is generally used as coolant in fast reactors due to its excellent heat transfer charac-
teristics. The results of heat transfer from the source are shown in the Table 4. It is
clear from this that the heat transfer is excellent as compared to air.

The following figures display the contours obtained for different configurations
of chimney with liquid sodium. Isotherms and velocity vectors for solid plate and
with circular opening in the source plate are depicted in Fig. 6. From isotherms, for
a solid plate indicates that the whole fluid has almost same temperature. From its
velocity vector contour, it can see that the fluid near the top wall moving towards side
wall and near the side wall moving towards bottom has highest velocity of magnitude
5.81 × 10−2 m/s. It is evident from velocity vector that fluid near the top wall, which
is adiabatic, takes a turn towards side wall which is final sink.

For a case of circular cavity, the isotherm indicates that the source plate close to
the cavity has higher temperature as compared to outer side of plate. The fluid near
the chimney has higher temperature and moves upwards. The fluid at the bottom
side of the core is mixing with the fluid of high temperature, thus decreasing the
temperature effectively.

Fig. 6 Isotherm and velocity vector for solid and with circular opening in source plate
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Fig. 7 Isotherm and velocity vector contours for cylindrical and funnel shaped chimney

For a case of circular opening, the fluid in the enclosure has highest velocity of
magnitude 5.66 × 10−2 m/s and moves upward (Fig. 6). The fluid takes a turn near
the top wall and transfers the heat to the side lateral wall of the enclosure. The fluid
just below the chimney gets heated up and starts moving upward, thus increasing the
motion of fluid in the below the source plate.

For a case of cylindrical chimney, the isotherm as depicted in Fig. 7 on right
hand side indicates that fluid at the bottom is getting sufficient space to move up
which decreases the temperature of fluid effectively. Also, the bottom fluid is playing
significant role in decreasing the temperature of fluid near the side walls.

The maximum velocity of fluid is found to be 5.71 × 10−2 m/s at the lateral
walls of the enclosure. The fluid is moving up through the chimney and takes a
turn towards the lateral walls to remove heat through it. The proper mixing of fluid is
displayed near the side walls which decreases the overall temperature near the source
effectively.

For a case of funnel chimney, the isotherm indicates that the top centre area of
the reactor has lower temperature as compared to the other configurations. Different
patterns of temperature are observed in the chimney. Also, the bottom low tempera-
ture fluid also helps in decreasing the high heated fluid near the lateral walls. From
its velocity vector contours as shown in Fig. 7, it can be observed that the maximum
fluid velocity of magnitude 5.51 × 10−2 m/s is at the bottom of the chimney, due
to the less area. The upper side of the chimney spreads the fluid to a larger area
therefore, decreasing the surrounding temperature. Due to this motion of fluid at the
bottom of chimney, the rest of the bottom fluid gains significant velocity and starts
interacting with the high-temperature fluid near the corners.

In case of the inverted funnel chimney, the fluid at the bottom is participating
actively to enhance mixing of the fluid. The colder fluid at the bottom of chimney
moves up and improves coolability. However, it is observed that the funnel shaped
chimney increases the heat removal from to the sink to a much higher extent than any
other configuration. Hence, a funnel chimney is suggested tomaximise heat removal.
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7 Conclusion

Present study focussed on the detailed analysis on the different chimney configura-
tions by selecting two different fluids, air and liquid sodium. The elaborate valida-
tion and verification of the computational model used in the study are carried out.
The detailed heat transfer and flow characteristics are investigated in five different
chimney configurations. It is found that the use of chimney enhances the rate of heat
transfer from the source irrespective of the fluid used. For air, any plate which has at
least one opening in it can be selected to maximise the heat removal from the plate.
However, for liquid sodium, the funnel chimney configuration gives the best results
to maximise heat transfer rate.
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