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Preface

This book is a compilation of the accepted papers of International Conference on
Innovations in Cyber Physical Systems (ICICPS 2020), held at HMR Institute of
Technology and Management, New Delhi, India, during October 22–23, 2020.

The growing integration of cyber (computing and communication) and physical
(sensing and actuation) components has paved the way for the creation of sophisti-
cated designed systems. These technologies (also known as Cyber Physical Systems
or CPS) have enabled a wide range of applications such as smart power grids, self-
driving cars, telehealth and smart cities. Advances in CPSwill offer new capabilities,
as well as greater adaptability, scalability and usability, considerably exceeding what
is currently available in embedded systems. The major goal of the book is to provide
latest research findings on fundamental tools, applications, systems, test-beds and
field deployments of Cyber Physical Systems.

Industry 4.0 will continue to be an intrinsic element of many technolog-
ical, managerial and business practices. ICICPS 2020 was organized to stimulate
researchers, academicians and students towards it. The papers were selected after
careful examination by the Technical Programme Committee after obtaining the
views of the reviewers. The technical programme committee, reviewers, general
chair, programme chair, data presenter, proof readers and designers, all of them
contributed significantly in publishing the research findings in a single document for
ICICPS 2020 post proceeding book.

The editorswould like to offer their heartful gratitude to allmembers of the ICICPS
2020 committee for their tremendous effort. Finally, the editors would really like to
thank all of the authors for his or her contribution to this book.

Patna, India
Patna, India
Ghaziabad, India

Prof. Jawar Singh
Prof. Sudhir Kumar

Prof. Umakanta Choudhury
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Cyber Physical System of Smart
Three-Phase Induction Motor and Its
Security Measures

Kundankumar Rameshwar Saraf and P. Malathi

Abstract Three-phase induction motor is widely used in industry due to its rugged-
ness, reliability, efficiency, and less cost and small maintenance feature. This motor
can be affected by various electrical, mechanical, and environmental faults. This fault
causes performance degradation, unexpected heating, direction reversal, heavy shock
problem in the motor. This research presents the Cyber Physical System of smart
three-phase induction motor to detect certain faults and operate the safe switching
of motor on occurrence of fault. This system automatically detects the temperature,
vibration, humidity, and imaginary input voltage. Various sensors are connected in
the vicinity ofmotor to detect these parameter changes. This system can be controlled
by SMS and by accessing thewebpage over a remote location through the Iinternet. If
any of these parameter goes beyond the predefined limits, it will immediately switch
OFF the three-phase induction motor. This system will then send the reason of turn
OFF to the user by SMS.When the disturbed parameter achieves its specified accept-
able range the three-phase induction motor will be restarted immediately. User can
also perform the switching operation of three-phase induction motor using internet
over a remote location. This research also discovers the possible security threats on
each layer of this system. The security measures to overcome all these threats are
presented in detail.

Keywords Application control layer · Aware execution layer · Data transport
layer · SMS ·Wi-Fi
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1 Introduction

Cyber Physical Systems (CPS) monitors the behavior of physical processes and
generates the required actuating actions in order to execute the application correctly.
CPS consists of physical components such as sensors, actuators, RFID Tags, etc.
Aware execution layer contains all these components [1]. These components can
communicate with each other through the Internet. Data transport layer allows
the communication between these components. To control the behavior of these
components, application control layer generates the commands.

1.1 Smart Three-Phase Induction Motor

Three-phase induction motor has high ruggedness, reliability, efficiency, and less
cost and maintenance. Due to these features, this motor widely used in industry [2].
During the operation of this motor, various faults can be encountered. It may include
electrical faults such as over and under voltage, over loading, single phasing, phase
reversing, etc. This motor can be susceptible to mechanical faults such as rotor or
stator winding failure; bearing fault, etc. The external fault can occur in motor such
as over vibration, external moisture, over or under temperature, drastic humidity
change. All these faults may affect the performance of three-phase induction motor
[3]. It may cause a fire in the motor. It may also cause the temporary or permanent
failure of operation. Hence, to overcome these faults, it is better to design a smart
three-phase induction motor that has various sensors to detect these parameters and
switch OFF the induction motor on the occurrence of a fault.

This paper presents theCyber Physical Systemof the Smart Three Phase Induction
motor. This system is controlled by PIC 18 F452 microcontroller. This system can
detect multiple faults in the motor.

1.2 Block Diagram of Smart Three Phase Induction Motor

As shown in Fig. 1, the three-phase induction motor is connected with three-phase
relays. These three-phase relays are controlled by a PICmicrocontroller. This system
has two supplies in which a single-phase supply controls the operation PIC micro-
controller, GSM modem, and sensors. Three-phase supply is connected to three-
phase induction motor. The 5 V constant D.C. power supply is provided to the PIC
microcontroller and ESP 8266 Wi-Fi controller. This can be implemented using a
single-phase A.C. supply, step down transformer, bridge rectifier, filter capacitor, and
LM7805 regulator. Microcontroller is further interfaced with 16 * 2 LCD display,
GSM modem SIM 800, temperature sensor LM 35, vibration sensor ADXL 335,
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Fig. 1 Block diagram of cyber physical system of smart three-phase induction motor

humidity sensor SY HS 230. ESP 8266 Wi-Fi controller is connected with a PIC
microcontroller to control the motor operation through the Internet.

1.3 Operation of System

This system can be operated in two ways: either by SMS or by the Internet. This
systemhas a toggle switch bywhich it is operated in twomodes of operation. Initially,
user can select the mode GSM module. To turn OFF the motor user can send SMS
2# to the GSM module. After safe starting of motor, user can change the position
of the toggle switch to move into mode 2. In this mode, motor can be started and
stopped through the Internet over a remote location as shown in Fig. 2. In this
mode, allmicrocontroller detects physical fitness ofmotor. Formeasuring this fitness,
temperature sensor LM35 detects the temperature near the motor. Vibration sensor
ADXL335 detects the vibrations of the motor. Humidity sensor SY HS 230 detects
the humidity near themotor. Rheostat is connected to a PICmicrocontroller to change
the imaginary voltage of motor. In actual environment, motor voltage can only be
changed by changing the voltage of each phase of three-phase supply. This will
increase the cost and size of this system. Hence in this system, only virtual voltage
change is considered to show over voltage and under voltage fault in the motor.

The top view of the proposed Cyber Physical System is shown in Fig. 3. This
figure shows the fault-free condition of this Cyber Physical System. In this condition
the temperature, humidity, and imaginary voltage aremeasured by sensors and shown
on LCD display, webpage www.threephaseinductionmotorcps.in.

http://www.threephaseinductionmotorcps.in
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Fig. 2 CPS control through internet

Fig. 3 Normal condition of the system in the second mode

The 3� induction motor will automatically turn OFF when temperature, vibra-
tion, humidity, and imaginary voltage go beyond the predefined limit. GSM modem
SIM800 sends SMS to the user in following cases,

(1) If the temperature goes below 5 °C and above 55 °C the temperature sensor
LM35 will detect the under temperature and over-temperature condition and it
will send the response to the PICmicrocontroller. Figure 4 shows the condition
of over temperature.
The SMS received by user in this condition is shown in Fig. 5.

(2) In case of over vibration of motor vibration, sensor ADXL 335 will detect it
and send the response to the PICmicrocontroller. Figure 6, shows the condition



Cyber Physical System of Smart Three-Phase Induction Motor … 5

Fig. 4 Condition of motor off due to over temperature

Fig. 5 SMS received by the user in case of over temperature

of over vibration.
The SMS received by the user in over vibration fault is shown in Fig. 7.

(3) In a similar manner the condition of under temperature, under humidity,
over humidity, under voltage, and over voltage occurs, if the value of these
parameters near the motor goes beyond the acceptable limits.
The user-defined acceptable ranges of input voltage, vibration, temperature,
and humidity are shown in Table 1. In each case, motor will send the SMS of
turn OFF condition to the user. When the parameter arrives, its optimum value
motor will automatically turn ON and send SMS of motor ON condition to the
user. The range of various parameters in this system are given in Table 1.
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Fig. 6 Condition of Motor OFF due to over vibration

Fig. 7 SMS received by user in case of over vibration

Table 1 Range of various parameters

Sr. no Name of parameter Maximum acceptable value Minimum acceptable value

1 Input voltage 239 V 161 V

2 Vibration 29º angle –

3 Temperature 5º Celsius 50 °C

4 Humidity 2º Celsius 60 °C
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2 Three Tier Architecture of CPS

Cyber Physical System has three tiers of architecture which includes the following
layers [4]. Figure 8 shows three-tier architecture of CPS.

Aware execution layer: This layer contains all types of physical equipment
including RFID tags and readers, actuators, and sensors. This layer is responsible
for access perception to the physical data environment. It also implements control
commands of the system. In this system, aware execution layer will contain three
sensors such as temperature sensor LM35, vibration sensor ADXL 335, humidity
sensor SY HS 230, and one rheostat.

Data transport layer: This layer performs information exchange and real-time
communication through the Internet. It uses the Internet of private network, local
area network, or communication network. It can also use other data transmission and
interaction networks for communication. It has massive information processing and
management ability. In this system, insteadof the Internetwired connectionof sensors
with PIC controller is used to transmit the sensing signal to PIC microcontroller.

Application control layer: This layer receives information from the data transport
layer. It generates control commands based on preset rules and judgment of control
semantics. This layer also provides feedbacks in the form of control commands to the

•The sensors of proposed system

•Security Threats - Affected by DoS attack, physical attack, line

fault, electromagnetic leakage and interference etc.

•Security Measures - Biometrics technology privacy protection

technology, near field communication technology, secure

routing technology, safety data fusion technology and secure

positioning technology

Aware 
Execution 

Layer  

• The internet of proposed system 

• Security Threats - Affected by DoS attack, black hole attack, 
wormhole attack, sybil attack etc.

• Security Measures - Point to point and end to end encryption 
mechanism

Data Tranport 
Layer

• It takes information from data transport layer.

• It generate and implement the control command. This will
control the proposed CPS.

• Security Threats - Affected by DDoS attack, user privacy
leakage, unauthorised access, malicious code injection

• Security Measures - Enhancement in system access control
policy, encryption and authentication mechanism, network
forensic

Application 
Control Layer

Fig. 8 Security threats and security measures of three-tier architecture of CPS
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physical unit through the data transport layer. This layer combines the Cyber Physical
Systemwith industrial applications. It is used to generate intelligent solutions such as
smart transport, smart grid smart agriculture, etc. In this system, control commands
to switch the motor ON and OFF are provided by the PIC microcontroller through
three-phase relays connected with three-phase induction motor.

The details of all the attacks mentioned in Fig. 8 are given below,
Physical attacks: In this attack, the attacker causes any physical damage to CPS.

For example, if in proposed physical damage to any sensor will stop the sensing of
the corresponding physical parameter.

Equipment failure: It results in abnormal behavior of equipment due to external
unaware force or unexpected environmental conditions or aging effect. It also
partially or fully reduces the performance of equipment.

Line fault: It occurs due to the short circuit connection of conductors.
Electromagnetic Leakage: It creates electromagnetic signal radiation through

physical equipment, ground, signal lines, or power lines.
Electromagnetic interference: This attack causes disturbance in communication

due to electromagnetic signals.
Denial of service attacks: By this attack network bandwidth is highly consumed

by an attacker. Target system flooded by fake requests and it declines to provide its
services.

Routing attacks: In this attack, attacker sends fake routing information to forging
the routing process. This attack produces wrong routing interference.

Aggregation node attacks: Attack on this core node of data transmission can
create a threat to the confidentiality of data.

Directionmisleading attacks: Packet received bymalicious node changes source
and destination address of the packet. Due to these packets delivers to the wrong path
which results in network routing confusion.

Blackhole attack: In this attack, the attacker creates a fake channel to receive the
routed packet.

Trap doors: In any network, trap door is a secrete way of gaining access by
exploiting its vulnerabilities or any loopholes in a network. Attackers can perform
the attack using such trap doors.

Sybil attack: In this attack malicious node appears as a multiple node. This will
damage the system network.

Wormhole attack: In this attack, multiple malicious nodes are used for data
tapping. Data transmission can also be blocked by this attack. Leakage of user
privacy: The privacy collector in this layer collects various private data of the
user to provide optimum performance. This data leakage will lead to attack on
confidentiality.

Unauthorized access: In this attack, attacker gains unauthorized access to the
network which leads to private data loss.

Malicious code: Unnecessary code in the system which creates a reverse
connection to the malicious server causes loss of user’s private data.

Flood attacks or Distributed Denial of Service: In this attack, multiple compro-
mised systems are used to attack the target by flooding it with false requests.
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These will create a denial of service for genuine requests. It blocks normal network
communication.

The control command forged attack: Attacker generates the false control
command in the application control layer. This command will provide complete
system access to the attacker and performs the breaching of data.

3 Conclusion

This research creates a CPS of smart three-phase induction motor. This system
detects various physical faults and performs the switching of the motor accordingly.
This system also protects the CPS against various possible threats. This system is
surrounded by various sensors such as temperature sensor tomeasure the temperature
of three-phase induction motor, humidity sensor to measure the humidity near the
motor, vibration sensor to detect the over vibration of the motor. Imaginary voltage
switch (rheostat) is placed in this system. The maximum and minimum acceptable
limits of all the parameters are predefined for this system. This motor can be operated
using the Internet or through SMS. Once the limit of any parameter crosses above or
below the acceptable value, this system will automatically turn OFF and the corre-
sponding SMS is sent to its user. This SMS will explain the reason of turn OFF the
system. Once the disturbed parameter reaches its acceptable limit, the system will
automatically turn ON. This motor will automatically perform the switching based
on varying environment and physical conditions. Also, this system sends the corre-
sponding SMS to the user using a GSM modem. Users can also control this system
through the Internet over a remote location. In the later part of the paper three-tier
architecture of Cyber Physical System along with all possible threats to each layer
are described. This paper also describes security measures to prevent or overcome
all these threats.

4 Future Scope

This research considers only environmental faults and vibration faults in three-phase
induction motor. The improved system can be designed to detect and overcome the
other electrical and mechanical faults in this motor. It will improve the performance
of the motor and reduces the heating and direction reversal problems.
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Conventional and Fuzzy Proportional
Integral (PI) Speed Controller
of Induction Motor Drive

S. Madunisha, P. R. Dharshani, M. J. Archana, R. Saranraj,
and P. Parthasarathy

Abstract Electrical drives assume a significant job in quickly developing in the
modern time, and speed control of drive is additionally significant. Speed varying
drives were a significant piece of intensity framework, microelectronic, power plant,
etc. Ordinary controlling strategies for electrical drives required scientific formulae
of the process which was exceptionally monotonous, that fathomed by man-made
consciousness which consists of hard and delicate calculation.Man-made conscious-
ness has discovered huge application inmost practical frameworks (i.e., motor drive).
As no scientific framework is required for fake astute framework, productivity and
unwavering quality of drives increment, cost and weight of drives decline. Soft
starting devices are generally utilizedwith the electronic engine, gives better working
attributes, and improved control. Delicate starters additionally diminishes mileage
impacts on the engine and their related drive frameworks which thusly lessen upkeep,
preserve vitality, and have a huge influence in improving framework execution so the
lifts, siphons, lifts, and transport lines can be worked all the more adequately with a
delicate starter.

Keywords PI controller · Induction Motor · Fuzzy sets

1 Introduction

The profitability of assembling industry, advancement in processing plant roboti-
zation are required to improve due to scientific technology development. In the
assembling process, variable speed drives assume a significant job and possess a
significant part as far as transport lines, and fiber handling units. In earlier days, DC
motors are used but now AC motors are used as they are less expensive profoundly
decreased size, and improved unwavering quality than DC drives. DC drives can be
structured according to the application required with the wide assortment of AC-DC
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converter accessible, anyway, enlistment engine drives have been demonstrated to
be in excess of a counterpart for DC drives in superior applications. Typically, these
motors are fixed speed drives, yet there are two techniques to change the turn speed
of ACmotors. The first is to utilize a frequency change converter to change the speed
and the second is by utilizing separate windings for various paces. Utilizing separate
windings for various speeds isn’t a fitting technique as it won’t give precise speed
control and is likewise exorbitant. For exact control, a frequency change converter is
prudent as it can run a three- and single-phase AC drive at a wide range; however, the
exhibition of drive ordinarily corrupts as it is utilized external its ideal operational
speed.

2 Soft Startıng

Beginning torque assumes a significant job if there should be an occurrence of
driving high-inertial burdens. Generally switch on of the thyristor depends on the
gate terminal signal but switch off is independent of the gate signal and dependent on
circuit conditions. For thyristor drives, a commutation device is required in order to
perform turn off action along with turn on gate signal [1]. A few investigations were
done to upgrade the beginning charcterisitcs of motor [2–5]. In beginning condition,
slip is equivalent to solidarity by considering the equal circuit of motor, supply-side
impedance has themost reducedworth, as a result of that a high ebb and flow is drawn
by the engine during turning over period, in this manner, it is constantly prescribed to
utilize the drivers which limit the beginning ebb and flow [6–8], and when the engine
turns over legitimately, the high torque issue were experienced by adding additional
weight on the accessories of motor.

To overcome the beginning current and high torque issues, there are different
kinds of frameworks accessible. Some of them are:

• Direct on-line (DOL) starter,
• Star-delta starter,
• Frequency change starter, and
• Soft starter.

Up to 8 kW, DOL starter is favored for higher flows and type of start-up decrease
is required. In the star-delta course of action, the motor windings are connected in
star type so that beginning rise current and torque are controlled. Star-delta recur-
rence change technique converts AC voltage to DC. Voltage of wanted recurrence is
utilized, yet it is confounded and expensive too (Fig. 1).

A delicate beginning framework gives an amazing option requiring little to no
effort with a basic structure. It gives step-less engine control for example it permits
both the current and torque to be balanced with little augmentations. Shifting of time
taken to run the engine up to its ordinary working pace can be done using soft starters.
Figure 2 indicates the fundamental square outline of the delicate starter.
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Fig. 1 Basic AC voltage controller (Soft Starter)

Fig. 2 Simulink model—conventional PI controller of induction motor drive

Delicate starters permit motor to begin, speed can be change and stop with least
weights on the hardware, which should be possible by proper modification of the
supply voltage. A few strategies for the shut circle control method to accomplish
this have been created and introduced in [9]. Right now, a sensor is required to
procure the sign criticism. A few specialists have proposed and built up a technique
for ideal delicate beginning without sensing the speed for detecting of thyristors
voltages is particularly required [10, 11]. Drives with solid-state starter incorporates
the advantages of longer engine life, improved control torque; therefore, its area
of developments regions are expanding quickly Arduino is an open-supply device
with programming layout, client arranges the plans and makes microcontrollers and
microcontroller packs for building propelled contraptions. Arduino board plans use
a selection of microchips and controllers.
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3 Control Principle

The squirrel-cage induction motor has a few focal points like ease, nearly support
free, and solid activity; however, for high powerful executionmechanical application,
their control is as yet not all that simple due to their non-direct trademark furthermore,
the assortment of rotor resistance with working condition. Vector control prompts
autonomous control of torque and transition, however, with significant detriment that
is touchy to parameter varieties, thus the exhibition of customary controllers like
PID or PI falls apart. In this way, these days a definitive objective is to expand the
strength of the control framework,with the goal that it will turn out to be progressively
resistant to vulnerability. In spite of the fact that customary controls have entrenched
hypothetical foundations on solidness andpermit diverse structure goals, for example,
consistent state and transient qualities of shut circle framework, however, for that
privilege numerical model of the system should be known. On the other hand, while
using counterfeit control instruments it isn’t essential to know the logical model of
the system and besides the helplessness or cloud assortments in plant parameters
and structure can be dealt with even more suitably. A couple of works added to the
arrangement of crossbreed control plans [12].

Scaling factor in an intelligent controller is significant. Determination of appro-
priate qualities for scaling factors is dependent on the information about the cycle
to be controlled and now and then through experimentation to accomplish the most
ideal control execution. This is so on the grounds that not at all like regular non-fluffy
regulators to date rationale regulator on the grounds that changing the scaling factors
changes the standardized universe of talk, the areas, and the participation elements
of info/yield factors of fluffy rationale regulator., there is no very much characterized
technique for the good setting of scaling factors for fluffy rationale regulators. Yet,
the scaling factors are the principle boundaries utilized for tuning the fluffy.

Right now, control techniques (traditional and fake insightful) are acquainted and
applied with a backhanded field-arranged acceptance engine. In the first kind of
approach, an ordinary PI controller is acquainted all together with accomplished
speed control and beginning circumstance is watched. The structure of the PI
controller utilized is shown in Fig. 3 which is a normal equal PI controller.

This control methodology with better outcome in light of the fact that fuzzy
logic defeats the numerical challenges of demonstrating profoundly non-straight
frameworks. It reacts in a progressively steady manner to lose input parameters, its
change is exceptionally simple and entirely adaptable.

4 Simulation Results

Right now, contextual analyses have been performed. In both Simulink and Powersim
tool compartments of MATLAB programming are utilized. In the main contextual
investigation, a 38 KW motor is used.
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Fig. 3 Output waveforms—conventional PI controller of induction motor drive

Motor is turned over and constrained by a PI controller whose Simulink model
is shown in Fig. 2. Three stage voltages and flows are estimated and plotted in the
initial 3 s of its activity. Likewise speeding up bend and yield torque is examined.
The charts are shown in Fig. 3. Similarly for Fuzzy Logic Based controller whose
Simulink model and output is shown in Figs. 4 and 5.

Furthermore time reaction of quickening. For instance, the abundancy of current
with an exemplary PI controller is around 480 A during start up while with fuzzy
logic controller this worth decreased to 290A.

Fuzzy logic controller makes the framework innate to vulnerability in the event
that we watch the speed waveform in Fig. 6. At time t= 1.1 s in Fig. 6 regarding load
torque and rotor speed is analyzed in which fuzzy logic based PI controller performs
well when contrasted with a conventional controller, along these lines fuzzy-based
PI controller gives a powerful control.

Now a day’s soft computing techniques are worldwide usage in controlling drive
applications in that the more basic thing for the usage of controlling of the drive will
be fuzzy logic controller. In that fuzzy logic, the choice based decision will be taken
while setting the input based on normal output conditions.
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Fig. 4 Simulink model—fuzzy logic PI controller of induction motor drive

Fig. 5 Output waveforms—fuzzy logic PI controller of induction motor drive
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Fig. 6 Rotor speed comparison

5 Conclusion

An enlistment motor devours more vitality than it quite to play out its work not
exactly at full burden situation, that overabundance vitality transmitted in this type of
warmth. Presenting the man-made reasoning in framework can control plentifulness
of beginning current, spare the vitality and new savvy control structure is harsh
toward aggravation created outside or inside the framework. Furthermore, fuzzy
controller based control methodology shows better outcomes in light of the fact that
fluffy rationale beats the scientific challenges of displaying exceptionally non-straight
frameworks, the expense and multifaceted nature of the controller is diminished
and it reacts in an increasingly steady manner to uncertain readings from input
parameters. In the future some improvement methods can be used to streamline the
quantity of rule-based fuzzy logic controller, as time devoured in fuzzification and
defuzzification are especially relies upon the quantity of rules which thusly impact
the reaction of the controller.
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Privacy Protection of Biometric
Templates Using Deep Learning

Shefali Arora, M. P. S. Bhatia, Harshita Kukreja, and Soumya Jain

Abstract With the growing use of biometric authentication in real-world appli-
cations, there are growing concerns related to the privacy of biometric templates
enrolled in the database. Many algorithms have been proposed for the protection
of biometric templates, however, this leads to a trade-off between the security of
templates and matching performance. In this work, we propose a robust frame-
work for improving upon the existing biometric template protection techniques. The
proposedmethod uses one-shot enrollment for the mapping of images against unique
binary codes assigned to them. The binary codes are obtained by binarization of
image pixels. This is followed by the use of the SHA-256 hash function, and the
class labels are generated based on the hashes templates. This is followed by the
extraction of features using a deep convolutional architecture. During verification,
the predicted labels arematched against labels generated from the hashed templates of
the users stored during enrollment. The proposed framework is capable of achieving
state-of-the-art performance.

Keywords Biometric authentication · Template security · Hashing · Deep
Learning · CNN · Binary codes · Privacy · Templates

1 Introduction

Biometric recognition involves the use of human traits that are unique to an individual.
These traits can be the face, fingerprint, iris, voice, gait, and signature among others.
Out of these, the face is the one being used in a large number of applications for recog-
nition. Face recognition can take into account several features like facial measures,
facial feature shapes, eye color, etc., to provide better performance. It also provides
an advantage to those users who have lost fingerprints or have wrinkled ones. With
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the advancement in technology, the use of face recognition in providing authen-
tication has increased rapidly due to more reliability than conventional methods
like passwords, keys, and patterns. However, face templates demand a more secure
database than the conventional methods because a security breach in these templates
can reveal the identity of the concerned user. Also, it will turn out to be very costly
and time-consuming to reissue another template for the same.

This paper focuses on providing security to face templates. In our proposed
approach, we binarize the images and hash the converted strings. The hashed strings
are then passed as labels for each user and a Deep Convolutional Neural network is
applied using the proposed model/architecture. This is then evaluated on the Labeled
Faces in the Wild (LFW) Dataset and the Casia Web Face Dataset. The resulting
biometric template security system outperforms the state-of-the-art systems.

The rest of the paper is organized in the following sections. The related works
based on the biometric template security are discussed in Sect. 2. The methodology
used is presented in Sect. 3 and the results achieved using our framework being
comprised in Sect. 4. Further, Sect. 5 concludes the paper.

2 Related Work

Biometric Template Protection approaches can be broadly categorized as biometric
cryptosystems, transform-based biometrics, and a hybrid of the two methods.
Biometric cryptosystems [1, 2] were initially developed to bind biometric traits with
a cryptographic key or generate a key directly. However, with some amount of helper
data about the templates in the biometric cryptosystem [3], it can also be used as a
template protection system by matching the information to query biometric features
and obtain a cryptographic key. Error-correcting codes are further used in biometric
cryptosystems to handle the intra-class variations. The cancelable approach, on the
other hand, applies a transform function to the biometric template, and only the trans-
formed template is saved in the database [4]. Two possible approaches can be used,
salting, and non-invertible transform. Salting is invertible; the original biometric
template can be recovered with access to the key and the transformed template. A
non-invertible transform is, however, one-way and is computationally hard to invert
even if the key is known. A technique using more than one of the basic approaches
out of these is called a hybrid scheme. The authors [5] proposed a cryptographic
solution of a one-way hash to provide high template security and also addressed
the re-enrollment problem in case the templates were compromised. In terms of
matching performance, they outperformed the existing state-of-the-art systems by
7%. To overcome the trade-off between matching performance and template secu-
rity, the authors [6] proposed deep CNN along with random projection to boost the
inter-class variations, lower the extracted feature vector dimensionality and reduce
the intra-class variations. This is an example of the hybrid approach for template
security. In [7], a deep hashing component was used along with a neural network
decoder to generate a binary code. A further step in this approach was taken by [8]
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which proposed a multimodal authentication system using feature-level fusion to
demonstrate finer results. To tackle the similarity attacks, Deep Secure Quantization
was developed by [9].

3 Methodology Used

3.1 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are one of the most suitable neural networks
for images. Our CNN model employs several components like Kernel, activation
function, Pool, Fully connected layers, and softmax function.

A kernel is a filter that is passed over the image to transform it. Subsequent feature
map values are calculated consistent with the subsequent formula. Given input image
f and kernel h, convolution can be represented as follows(m and n denote the indexes
of matrices).

G[m, n] = ( f ∗h)[m, n]
∑

j

∑

k

h[ j, k] f [m − j, n − k] (1)

ReLu (The rectified linear unit) has been used as an activation function. It will
return 0 in case of any negative input, and will return the positive value back.

f (x) = max(0, x) (2)

Pooling layers are used for downsampling feature maps by summarizing the pres-
ence of features in patches of that feature map. Two types of pooling layers are max-
pooling and average pooling. Maximum pooling calculates the maximum values in
each patch of each feature map.

FC Layer is a final connected layer that takes inputs from previous layers to
calculate a final probability. The goal of convolution and pooling layers is to extract
features from the images and the final layer(s) are used to classify those features. It
has a typical equation:

f
(
WT · X + b

)
, where f is an activation function. (3)

Softmax functions are multiclass sigmoids, so they can be used to determine
probabilities of multiple classes. It is defined as

σ
(
z j

) = ez j
∑K

k=1 e
zk

(4)
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Fig. 1 Privacy-preserving framework

Here z is the input vector, and σ(z) is the output class probability. It is particularly
useful in multiclass classification when the input has to be one, and only one class.

The methodology of privacy preservation of templates, followed by biometric
authentication is depicted in Fig. 1.

3.2 Assignment of Binary Codes and Hashing Using
SHA-256

At the time of user enrollment, unique codes are generated for each user by binarizing
the imagepixels. These binary codes are not exposed to the user and are further hashed
using the SHA-256 algorithm. The use of hashing would ensure the security of the
templates, thus preserving the privacy of enrolled users. The main steps involved in
the SHA-256 algorithm are:

1. Given a message M to be hashed, the first step is to form a padded message M’.
This consists of the message along with padding. The length is a multiple of
512.

2. The padded message M’ is parsed into N blocks of size 512 bits. Each block is
an input block of 32 bits, and there are 16 blocks in number.

3. Finally, a hash of length 256 bits is initialized (there are 8 blocks in number,
each of size 32 bits). The initial hash value is set by taking the first 32 bits of
the fractional parts of the square roots of the first eight prime numbers.

3.3 Data Augmentation

Data augmentation is useful in the case of biometric data because of the limited
number of training samples and these would be fed to deep architectures to get a
good performance. As one-shot enrolment is done, one binary code is assigned for
each user. This is followed by data augmentation to increase the number of training
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Table 1 CNN architecture used

Name Type Number
of filters

Filter
size

Activation

Conv1,2
Pool1

Conv
Max-pooling

16 3 × 3
2 × 2

ReLu

Conv3,4
Pool2

Conv
Max-pooling

32 3 × 3
2 × 2

ReLu

FC1 Fully connected 256 1 NA

FC2 Fully
connected

1024 1 NA

FC3 Fully connected Number of enrolled users 1 Softmax

Fig. 2 CNN architecture in the proposed framework

samples. Data augmentation is done for each face image using various operations
like flipping, re-scaling, shearing, etc. These would be fed to the deep Convolutional
Neural Network for extraction of features.

3.4 Feature Extraction Using CNN

The different layers of the CNN architecture are depicted in Table 1. Figure 2
visualizes the architecture.

3.5 Performance Metrics and Verification

The model is trained and tested using the validation set approach. We reserve 60%
of the dataset for training and the remaining 40% for validation. We also repeat the
experiments on other splits (80–20 and 20–80, however, results obtained using 60–40
split are the best).

To evaluate the performance of the system, the trained model is tested on input
images and the results obtained in this paper are evaluated in terms of False
Acceptance Rate (FAR) and Genuine Acceptance Rate (GAR).
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4 Results

4.1 Datasets Used

The following datasets have been used to evaluate the performance of the privacy-
preserving framework:

(1) Labeled Faces in The Wild: The database contains around 13,000 images of
faces collected from the web. The faces have been given labels i.e. the names
of those persons. 1680 of the people pictured have two or more distinct photos
in the data set.

(2) CASIA Web face dataset: It is annotated with 10,575 unique people with
494,414 images in total. This is the second largest public dataset available
for face verification and recognition problems.

4.2 Performance Achieved

The experimental results are shown in Tables 2 and 3. The Genuine Acceptance Rate
of the proposed method with one-shot enrolment is evaluated in Figs. 3 and 4. These
graphs help to visualize the values achieved using different optimization algorithms
like Adam and Stochastic Gradient Descent.

The results achieved can be compared in terms of the performance metric used,
with frameworks proposed in the existing studies. Table 4 shows this comparison.

Table 2 Results achieved
using the proposed framework
and Adam optimization

Database Enrolment type GAR (in %)
(Adam)

FAR (in %)
(Adam)

CASIA–Web
face

One-shot 99.56 1.2

LFW One-shot 99.31 1.5

Table 3 Results achieved
using the proposed framework
and SGD optimization

Database Enrolment type GAR (in %)
(SGD)

FAR (in %)
(SGD)

CASIA–Web
face

One-shot 99.20 1.6

LFW One-shot 98.97 1.82
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Fig. 3 Results achieved using Adam optimization

Fig. 4 Results achieved using SGD optimization

Table 4 Comparison with
existing studies

Method GAR

Hybrid method [2] 90.61%@1FAR

MEB [3] 90.13%@1FAR

DCNN [4] 96.53%@0FAR

Deep belief network [10] 94.3%@1.2FAR

PCA [10] 95%@4.3FAR

Hausdorff distance [10] 92.4%@5.2FAR

Adversarial learning without perturbations 99.90%@2.75FAR
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5 Conclusion and Future Work

Cancellable biometric template generation using deep learning and cryptography
fulfills the requirement of securing user privacy. Securing biometric templates over
the cloud is important as a number of applications these days make use of these
services, with a lot of user data involved. In this paper, the improvised DeepCrypt
framework combines the use of deep convolutional neural networks along with a
secure cryptographic hash function to store biometric templates on the cloud server.
This technique is useful in obtaining cancellable and secure transforms, without
degrading the performance of the authentication system. The results achieved are
superior as the genuine accept rates of up to 99 percent are achieved. This ensures
the privacy of enrolled individuals.

As a part of future work, we would extend our work on the protection of other
biometric modalities. We will extend the provision of template security in other
environments capturing biometric traits in uncontrolled environments. We plan to
work on more such algorithms using deep networks on traits like gait, dynamics of
keystrokes, etc.Wewill alsowork on improving the security of existing cryptographic
functions for hashing of biometric templates.
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A Comparative Analysis of Clustering
and Biclustering Algorithms in Gene
Analysis

Diksha Mehta, Shriya Sehgal, Tanupriya Choudhury, and Tanmay Sarkar

Abstract While dealingwith high-dimensional biological data, subsets of genes that
have similar behaviour under someconditions but behave independently under others,
are frequently found.Discovering such co-expressions can aid in uncovering genomic
knowledge such as gene networks or gene interactions. A great deal of research is
being carried out on the algorithms of these approaches for decades, especially for
array mining in gene expression analysis in the field of computational biomedical. In
this paper, we compare the results of K-means, traditional clustering algorithm and
OPSM (Order-preserving submatrix problem), a biclustering algorithm on a gene
expression dataset on the basis of different parameters and examine the benefits of
co-clustering over traditional clustering methods in different applications.

Keywords Genomic knowledge · Array mining · Gene expression analysis ·
OPSM · K-means

1 Introduction

In today’s era, associated with increased computational power and the abundance
of readily available data, data analysis and its interpretation is a major challenge
faced. Data mining is an effective tool to gather relevant insights from raw data. It
means finding unknown relationships, like similarities and anomalies, and getting
patterns from the humongous batches of data to glean meaningful knowledge. This
extracted information can further be utilized in getting a wholesome meaning from
large databases particular to an area, where it can guide in decision making.
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There have been numerous data mining techniques developed and being
researched for years now. Of these techniques, Clustering, Biclustering and Triclus-
tering are some of the most prominent ones. The advent of these tools and
their comprehensive utilization in a variety of applications like the stock market,
medicines, computational biology, image processing, food process technology and
many more fields has led to their massive popularity. In this article, we compare
the performance of a clustering algorithm, K-means [2] with that of a biclustering
algorithm OPSM (Order-preserving submatrix problem) [6], by identifying poten-
tially meaningful relationships among genes and/or experiments in the genomeDNA
microarray dataset [10].

Section 2 gives a brief theoretical background on the fundamental concept of both
the data mining techniques. A detailed description of both the algorithm of interest
and the dataset used can be found in Sect. 3. Whereas Sect. 4 expresses the results
examined on gene expression datasets for all the aforesaid algorithms, the conclusion
of our analysis is hence presented in Sect. 5.

2 Background

2.1 Clustering

Clustering is a method of grouping the data points based on similarity into functional
and relevant subclasses called clusters [1]. Objects in one cluster have more anal-
ogous characteristics with each other than with those in the other clusters. It is an
unsupervised learning technique with no predefined classes and training examples.
The quality of the cluster is determined by the selection of the clustering algorithm.
Figure 1 summarizes the classification of clustering algorithms.

Fig. 1 Classification of clustering algorithm
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Fig. 2 Basic concepts of the clustering and biclustering technique

2.2 Biclustering

Biclustering is the concurrent clustering of rows and columns in a data matrix to
identify data points that are co-regulated across a subset of conditions but not neces-
sarily across other conditions. Figure 2 explains the fundamental distinction between
clustering and biclustering techniques.

3 Methodology

3.1 Clustering: K-Means

K-means[13, 14] is an unsupervised, deterministic and iterative technique [2] that
divides the dataset into K distinct clusters. It is one of the most traditional and
widely used clustering algorithms for its simplicity and speed [3, 4, 15, 16]. The
fundamental idea behind this technique is to define K centroids placed at different
locations randomly and associate every data point closest to its closest centroid.
Once that is done, the new centroids [17–20] are calculated and the data points are
re-binded to their closest centre. This step is iterated until the centroids do not change
their positions anymore. The main aim of the algorithm is to minimize the squared
error function shown in (1) [5]. The flowchart of the algorithm is shown in Fig. 3.

J(Y) =
c∑

i=1

ci∑

j=1

(∥∥xi − yj
∥∥)2

(1)

where ||xi−yj||: Euclidean distance between xi and yj.
ci: The number of data points in the ith cluster,
c: The number of centroids.
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Fig. 3 Flowchart of the K-means algorithm

3.2 Biclustering: Order-Preserving Submatrix Problem

Order-preserving submatrix problem [6], or OPSM, is a greedy algorithm that is
used to search for biclusters with ordered rows by defining them as order-preserving
submatrices [7]. It constructs them by iteratively making partial biclusters, scoring
by probabilities, and growing until a fixed size. It is an NP-complete problem [8].

Definition 1 Taking a matrix A with n x m data, R as rows, and C as a column, D=
(RD, CD) is a cluster which is a submatrix of A is considered to be an OPSM if there
is any permutation of CD. The fundamental aim is to find all the significant OPSMs
in the data matrix A.

All Common Sequences (ACS), which is a variation of Longest Common
Sequence (LCS) [9], from every two sequences in the dataset, are determined to
find the similarity between them and to form the candidate patterns with random
length. The algorithm to find ACS is shown in Algorithm 1. The database is scanned
for the calculation of the row support for the patterns whose length is 2 for finding
every frequent sequential pattern of length 2. Then a prefix tree is constructed and
frequent sequential patterns, with length 2, are stored [6]. The tree is traversed and
the node is inserted in the branch based on the A priori principle. The support is
calculated again for obtaining frequent sequential patterns with length 3. This algo-
rithm runs iteratively till all OPSMs satisfying the minimum support threshold could
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Fig. 4 Flowchart of order-preserving submatrix problem algorithm

be found. In this process, if a larger support threshold is not used to prune, then the
results will contain all the deep OPSMs. Figure 4 shows the overview diagram of the
algorithm.

Algorithm 1: To find deep OPSMs in the gene expression dataset

Input: Sequences P and Q
Output: A - Set of ACS of P and Q

1. for i = 0 to |P| do
2. N[i] = 0
3. IN[i]=-1
4. end
5. for i = 1 to |P| do 
6. for j=1 to |Q| do 
7. if Pi=Qj then
8. IN[i]=j
9. end
10. end
11. end
12. for i in |P| do 
13. for j in i do
14. if IN[i] != -1 & IN[i] > IN[j] then
15. N[i] = N[i] U (N[j] + Pi)
16. end
17. end
18. A = A U N[i]
19. end
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Table 1 Tabular representation of microarray dataset

ORF alpha 0 alpha 7 alpha14 …. diauf diaug

YBR166C 0.33 – 0.17 0.04 …. 0.14 −0.27

YOR357C −0.64 −0.38 −0.32 …. −0.97 −1.79

YLR292C −0.23 0.19 −0.36 …. −0.43 −1.06

YGL112C −0.69 −0.89 −0.74 …. −0.43 −1.51

YIL118W 0.04 0.01 −0.81 …. −0.51 −1.4

…. …. …. …. …. …. ….

YLR160C 0.07 −0.04 0.12 …. 0.41 −0.1

3.3 Dataset

Data from DNA microarray which is expressed in genome-wide expressions from
[10] is used as a dataset. This dataset was formed by running 79 experiments (Alpha
factor arrests and release, Elutriation, cdc15 arrest and release, sporulation, heat
shock, DTT shock, cold shock, diauxic shift, etc.) on 2467 annotated yeasts cells.
These experiments were conducted and recorded at different time points (Table 1).

In Table 1, 2467 rows are representing different yeast cell genes and 79 columns
representing 79 elements of gene expression vectors, which contain the expression
levels of a particular yeast cell gene in all the conditions in which data is recorded.

4 Result Analysis

To compare the concept of Clustering and Biclustering or Co–Clustering, the above-
explained algorithms are used to cluster the microarray data and analysis is done
with the help of visual depictions like Heat Map and Graphs. BICAT [11], i.e.,
The Biclustering Analysis Toolbox is used to perform the comparative analysis of
ORDER-PRESERVING SUBMATRIX (OPSM) biclustering algorithm [6] and K-
means clustering algorithm [2].

4.1 Data Preprocessing

Preprocessing includes normalization and discretization. Normalization is a tech-
nique that is applied to dataset values in order to bring all the values to a common
scale while avoiding range distortion. After normalization, discretization is done in
order to bring continuous data to discrete values.

Before applying algorithms on the microarray dataset, its preprocessing is done.
In Fig. 5, original data is shown in the form of a heat map where red represents up-
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Fig. 5 Original data heat
map

Fig. 6 Normalized data heat
map

regulated genes while green represents down-regulated genes and black represents
unchanged expression. Then genes are normalized using mean centring (0, 1), its
output is shown in Fig. 6.

Finally in order to reduce noise discretized data is formed out of normalized data,
i.e. conversion of real values of cells expression vectors into discrete binary values
by keeping 10% of 1’s using up-regulated patterns discretization scheme. Figure 7
represents its heat map representation.

4.2 K-means Clustering Algorithm

This section provides the results in the form of clusters formed after the implemen-
tation of K-means Algorithm [2] using BICAT [9] on the DNA microarray dataset.
The random gene method was taken as an initialization method along with Pearson’s
correlation distance as the distancemetric. The number of clusters, i.e. k= 10.During
the process, any formed empty clusters were dropped.

Figure 8 is a graphical representation of clusters formed by applying K-means on
genome data. These graphs represent gene expressions of four different clusters of
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Fig. 7 Discretized data heat map

Size: (370, 79) Size: (282, 79)

Size: (360, 79) Size: (228, 79)

Fig. 8 Expression profiles of 4 out of 10 clusters formed

genes formed during the clustering process. The graph is plotted by having all the
conditions on the x-axis versus gene expressions on the y-axis.
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4.3 OPSM Biclustering Algorithm

This section provides information about biclusters formed after the implementation
of the Order-Preserving Submatrix Algorithm (OPSM) [6] using BICAT [9] on the
DNA microarray dataset [10].

Figure 9 is a graphical representation of biclusters formed by applying OPSM on
genome data. These graphs represent gene expressions of four different clusters of
genes formed during the biclustering process. The graph is plotted by having all the
conditions on the x-axis versus gene expressions on the y-axis. Sizes of biclusters
increase with the increase in iterations as it is visible in Fig. 9.

After the implementation of two algorithms, it is observed that K-means is limited
to regular shape clusters, i.e., size of all clusters formed are the same, while OPSM is
capable of producing irregular shapes. Both algorithms do not handle outliers [12].
The time complexity of OPSM is O(nm3l), where n is the number of genes and m is
the number of samples and l is a number of partial models maintained [8] whereas
the time complexity of K-means is O(n) with n as the number of genes. K-means
can be categorized as a partitioning clustering algorithm and OPSM falls under the
category of the greedy algorithm of biclustering.

Size: (2, 14) Size: (18, 9)

Size: (404, 5) Size: (2178, 2)

Fig. 9 Expression profiles of 4 out of 10 Biclusters formed
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5 Conclusion

We have presented a comparative study of the methods, models, and practicality of a
clustering and biclustering algorithm for array mining in gene expression analysis in
the field of computational biomedical. K-means, a traditional clustering algorithm,
along with OPSM, based on frequent sequential patterns to find OPSMs and deep
OPSMs, are presented.Analysis of the result of these algorithms indicates thatOPSM
obtains more biologically significant clusters as it groups the genes which share
expression patterns over different conditions as well and hence, outperforms K-
means. However, concerning the higher time complexity in the case of OPSM, K-
means is preferred in cases where condition-based clustering is not required due to
its simplicity.
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Fuzzy Logic Method Based MPPT
Controller for Solar Energy Generation

Sunny Deol, Shrawan Ram Patel, and Tanupriya Choudhury

Abstract The power demand has been rising gradually because of various industrial
developments, population growth. To fulfill the demand of power is a challenging
factor for power generation based on fossil fuel alone and the various environmental
issues like carbon footprint. To fulfill the demand of power consumption in the
world, alternative energy sources can be used. In this paper, the operation of a photo-
voltaic cell is performed under different conditions of environment. Using fuzzy logic
controller, the MPPT controller has been developed based on the performance of PV
cell. A fuzzy logic based algorithm is proposed in this paper for tracking optimal
power. Modeling and analysis of various subsystems and components has been done
in this work. We have tested the models toward validation and connected various
models to form an MPPT model that has optimum power.

Keywords MPPT · Fuzzy logic controller ·MATLAB/Simulink

1 Introduction

In the present context, looking to the increment in environment pollution and intro-
duction in energy crisis, the renewable energy sources are in high demand because
of their characteristics of negligible level of pollution [1]. The Sun is the largest
resource of solar energy i.e. easily available over the globe [2]. The increment in
energy consumption is observed because of development of industries and human
consumption. Due to this, the usage of sustainable and renewable energy sources has
been increased exponentially. The researchers are investing technological invest-
ments in the field of Energy efficiency optimization. On the other hand, for Power
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generation purpose, the usage of fossil fuels is decreasing now a day.Depending upon
the demand at the load side, the best way to power generation improvement is done
by means of combination of more than one energy sources in which the contribution
of each load is varied. In the present scenario, there are different methods available to
develop a maximum power point tracker in their vast range of applications in terms
of cost, speed, efficiency and hardware usability [3].

Photovoltaic solar cell is a hot topic now a days and it will replace non renewable
sources like fossil fuels in the upcoming time. To attain this kind of change-over, the
power cost per kilowatt-hour for PV must be competitive with the energy sources
like fossil fuel. Now, to convert solar irradiance into electricity, the efficiency of PV
modules is only 12–26% that is very low in the present scenario [1]. The efficiency
of GaAs solar cells has 29% efficiency while the efficiency of Silicon solar cells is
only 12–14%. Additionally, Because of decrement in solar insulation, temperature
of PV module or load conditions, efficiency can be dropped. For this purpose, there
is a requirement of an MPPT controller. The function of MPPT is to perfect tracking
of the variation of operating point where delivery of maximum power takes placing
to enhance the PV module’s efficiency [4].

1.1 Introduction to Fuzzy Logic

Fuzzy Logic deals with imprecision, uncertainty, partial truth, vagueness etc. during
the reasoning process. It helps for making decision with incomplete and imprecise
information. The theoretical structure of a digital logic can be considered like a
basis to formulate the various conceptual definitions without realizing it in real time
systems [5]. The value of digital logic is either true or false. The digital logic deal with
two states only viz. high and low. In the present scenario, most of the thoughts are
of fuzzy in nature rather than digital. So the real world problems cannot be modeled
by means of digital logic [6, 15–20] (Fig. 1).

Fig. 1 Fuzzy logic controller block diagram
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Fig. 2 Fuzzy logic system structure

In a decision making processes or in a specific situation, the nature of real world
problems are imprecise and complex [7]. During decisionmaking process, the vague-
ness problem may arise because of lack of unreliable information. Prof. L. A Zadeh
introduced the concept of Fuzzy logic to resolve these situations.

To resolve vagueness issue, real life situations based model can be developed by
means of fuzzy logic [8]. In real world, while making any decision, these types of
models are intolerant of hesitations and ambiguities. Thus, to form a more realistic
model, a more generalized approach is used termed as IFS (Intuitionistic Fuzzy Set).

Fuzzy logics are related with reasoning algorithms belong to the Artificial Intel-
ligence. These logics are used for imitation of human thought patterns as well as
abilities of decision making in machine learning [9].

Fuzzy logics perform the various tasks by rectifying the rules that are the
combination of inputs by experts and the desired outputs [10] (Fig. 2).

1.2 Fuzzification

The process of conversion of a crisp input date into a fuzzy data by means of knowl-
edge base information is called fuzzification [11]. Variousmembership functions viz.
triangular, gaussian, trapezoidal are used in fuzzification. First of all, the decompo-
sition of a specific linguistic variable takes place in the form of composite linguistic
terms. In an air conditioner, temperature is used to define room’s temperature that
can be further defined in terms of general linguistic like “cold” or “hot”. Therefore,
the temperature (T) is served have five fuzzy sets in terms of linguistic variable
temperature as follows: TOO COLD, COLD, WARM, HOT, and TOO HOT.

The linguistic terms are the individual features of this decomposition that repre-
sents a part of total values of temperature. The membership functions are used to
convert non-fuzzy input into fuzzy value [21, 22].
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Fig. 3 MF for fuzzy logic system

1.2.1 Membership Functions

The way of expressing the level participation of individual inputs graphically is
known as membership function. A particular value is allocated to the inputs by the
membership function that also serves as a function of overlap among the inputs.
By doing so, the output response also manipulated by membership function. “Con-
figuration” or shape is a critical determining factor of membership function. These
shapes are triangular, Gaussian, sigmoid, generalized bell or trapezoidal [12]. The
range of degree of membership function lies between 0 and 1. Different types of MF
are shown (Fig. 3).

1.2.2 Fuzzy Rules

The output variables are controlled by fuzzy rules. A theoretical background created
by fuzzy logic based systems for making logical assumptions among inaccurate
terms of reference. This is called approximate reasoning in fuzzy logic technological
systems [13]. There are different subjects and verbs for fuzzy logic are used such
as fuzzy operators and fuzzy sets or rule statements like “if–then”. The “if–then”
statements are also known as hallmark of the fuzzy logic.
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1.2.3 Interference Engine

The process of deriving novel information from existing information is known
as interference [14]. There are two popular methods to obtain interference viz.
Takagi–Sugeno- Kang andMamdani. EbrahimH.Mamdani developed theMamdani
approach in 1975 which is used to rectifying the behaviour of a boiler and steam
engine.

1.2.4 Defuzzification

The process of changing the output of interference engine (i.e. fuzzy in nature) into
an exactly defined output (crisp) using membership functions is known as defuzzi-
fication [15]. There are different examples of defuzzification process such as Mean
of Maximum (MOM), Centroid of Gravity (COG), First of Maxima and Last of
Maxima, Weighted Average, Bisector of Area (BOA). The defuzzification process
is performed by choosing a convenient defuzzification strategy i.e. based upon the
application’s properties.

2 Methodology

We have designed the FLC based MPPT for PV cell and simulated the same using
MATLAB Simulink software to obtain the output of various power components i.e.
used in this report. We have obtained the simulation [23–25] results in detail for the
FLC based MPPT system.

2.1 Membership Functions Defined for FLC

We have chosen three subsets for input and output variables, viz. small, medium and
high. We have adopted trapezoidal shapes for the membership functions. The range
of input membership variables (PV voltage and PV current) has been modified. The
range for output of fuzzy logic controller i.e. duty cycle has been kept between zero
and one (Figs. 4, 5 and 6).

2.2 Control Rules

According to analysis of system behaviour, fuzzy control rules have been extracted.
Different conditions have been assumed.
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Fig. 4 Input variables ‘Current’

Fig. 5 Input variables ‘Voltage’

Fig. 6 Output variables ‘duty cycle’
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Initially, with duty cycle D = 0, the tracking process has been started. We have
then measured the converter input voltage (Vm) and current (Im) and observed the
duty cycle on which maximum power of the converter can be extracted according to
the predicted values of fuzzy sets. This process has been repeated continuously until
the system becomes stable. The description of Rules in Fuzzy controller is shown
in Fig. 7.

We have designed and simulated the fuzzy logic algorithm based controller using
MATLAB Simulink software (Fig. 8).

The graphical representation of the rule base (Fig. 9).

Fig. 7 Rules designed for fuzzy controller

Fig. 8 Fuzzy logic design using Matlab/Simulink software
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Fig. 9 Graphical representation of rules based on Fuzzy Logic

The rule viewer is shown in Fig. 10 which describes the operation of fuzzy logic.
FIS file was created after the modification of fuzzy controller in MATLAB. The

performance of the fuzzy controller has been observed at different values of inputs
as shown in Fig. 11.

The overall system has been combined and simulated using Matlab (Fig. 12).
The readings of input power as well as output power have been taken at solar

irradiance viz. 1000, 800, 600, 400, 200W/m2. And the duty cycle has been observed
on the same values of irradiation.

3 Analysis and Result

The simulation results of Fuzzy based MPPT controller [26] is shown (Table 1).
The Pi-Chart representation of Duty Cycle with Irradiance (W/m2) is shown in

Fig. 13.
Representation of Efficiency with Output and Input Power is shown in Fig. 14.
The Fig. 15 shows the relationship betweenOutput Powerwith Irradiance (W/m2).
The graphical representation of different parameters is shown in Fig. 16.
The average efficiency of the converter has been observes as 94.49%. Therefore,

it is clear that, by using the fuzzy controller based MPPT; the maximum power can
be extracted from photovoltaic module.
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Fig. 10 Rule viewer
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Fig. 11 The fuzzy controller Simulink model

4 Summary and Conclusion

With FLC (Fuzzy Logic Controller), the completeMPPTmodel has been created and
wehaveused it tomatch the rules andmembership functions of Fuzzy logic controller.
As per our work is demonstrated, the Photovoltaic model is practically accurate and
it can be used tomodel solar panel with the help of applying information i.e. available
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Fig. 12 Simulink model for Fuzzy System

Table 1 Tabular representation of simulation data

Irradiance (W/m2) Pin (W) Pout (W) η = Pout
Pin

(%) DC

1000 257.7 252 252
257.7 = 0.98 0.65

800 209.7 200.9 200.9
209.9 = 0.96 0.65

600 150.9 142.7 142.7
150.9 = 0.95 0.59

400 98.98 92.5 92.5
98.98 = 0.92 0.49

200 48.86 44.4 44.4
48.86 = 0.91 0.35

24%

24%21%

18%
13%

Duty cycle
1

2

3

4

Fig. 13 Pi-chart representation of duty cycle with irradiance (W/m2)
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Fig. 14 Representation of efficiency with output and input power
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Fig. 15 Relationship between outputs power with irradiance (W/m2)
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Fig. 16 Representation of different parameters

in the data sheets of manufacturer. Additionally, we have observed that FLC based
Controller offers superior performance as compare to other MPPT with reference
to speed, MPP oscillations and sensitivity to parameter changes. It is possible due
to separately designed and assigned rules of FLC in various operational regions,
ensuring in extremely successful large signal as well as small signal operation.
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The simulation results also stat that one can extract additional energy in large
amount from a PVmodule using a FLC basedMPPT. These results identified a poten-
tial improvement in energy efficiency in PV power system. Ultimately, improvement
in energy efficiency parameter is a cost saving measure i.e. completely guaranteed.
In the near future fuzzy logic based MPPT algorithm could be implementing using
a single chip microcontroller. Furthermore, the FLC circuit could be designed that
can make use of power control circuit with the help of MPPT chargeable batteries. In
general, we conclude that we have implemented FLC based MPPT for a PV power
system very well, but still more work can be done by converting lab prototype into
a product i.e. available commercially.
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A Proposed Approach to DDoS Attacks
Detection on SDN Using Machine
Learning Technique

Saumitra Chattopadhyay and Ashok Kumar Sahoo

Abstract Software-defined network (SDN) is becoming very popular because of
numerous advantages it offers, such as scalability, centralized management, better
performance and other parameters. However, it suffers from many security threats
including DDoS attacks. These attacks are performed more on the controllers of
SDN, which is the most important component in this new network architecture.
When a DDoS attack is performed in the controller it becomes over-engaged and its
power to communicate with network applications and devices is reduced drastically.
Due to this overloading, the switch flow tables become exhausted and the overall
network performance suffers and reduces to a bare minimum, and even stops at
many times. In the proposedwork, an approach toDDoS attacks in a software-defined
network is described. About 130,000 feature vectors will be acquired from SDN for
experimentation under normal traffic and expectedDDoS-based traffic. Using feature
selection methods, a proposed data set will be created. The nature of the feature
selection method is to shorten the training time and prediction time, simplification
of models and facilitate the interpretation of results. The original feature vector
set and the data set filtered by the feature selection method will be trained with
classifiers, namely naïve Bayes (NB), k-nearest neighbor (k-NN), artificial neural
network (ANN) and support vectormachine (SVM).The test resultswill be compared
against existing researches. The aim of the experiments will be to obtain efficient
results in terms of DDoS detection in SDN and pruning of time and processing loads.

Keywords DDoS · SDN · SVM · k-NN · Artificial neural network · Naïve Bayes

1 Introduction

Existing network infrastructure has been improved several times to solve the
challenges of bandwidth, speed, accessibility, cloud computing and virtualization.
Software-defined network [1] is one of the latest network architecture that is based on
the decoupling of physical plane and control plane [2] which manage the networks
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by means of software. The most prime component of this SDN-enabled network is a
controller which is also considered to be the brain of SDN. These network architec-
tonics with separated control planes generate many queries regarding network relia-
bility, extendibility and network throughput in contrast tomore traditional distributed
systems.

The primary objective of the control plane is to direct the transmission devices
present in the data plane. The most important component called controller is present
here. The controller is considered to be the processing unit of the SDN. All network
devices present in the data plane carry the function of packet forwarding based on
the set of rules in the controller plane. The application plane interacts with various
components present on the network base through the controller.

Network devices present on the particular network are controlled by an appli-
cation software system. The software applications are either Northbound or South-
bound application program interfaces. The SDN controller interacts with the network
services which are operating on the application layer with the help of Northbound
API and interacts with the network devices on the data layer with the help of South-
bound API. There are many protocols used in these interfaces like the OpenFlow
protocol [3].

In SDN all decision-making is performed in the controller and not in individual
devices it can be optimized [4]. On the other side, any fault or attack in the controller
will affect the entire network. SDN has many types of active and passive threats.
At least seven popular threats have been identified in SDN [5]. The most important
among all is DDoS attacks. The DDoS attack is performed mainly in two places:
the first is in the controller and the second in the flow table entries of the OpenFlow
switch.

The DDoS attack is performed in the controller in the transmission link between
the data plane devices and the controller. This creates a huge amount of packet flow
in the direction of the switch on the data plane. When the packets are checked at
the OpenFlow switch and if a mismatch (misflow) is identified then the incoming
data are stored into the flow buffer. After this, they are taken to the SDN controller
with a message containing packet-in data to create a new principle. As a result, the
memory, processor and bandwidth of the controller become choked and, as a result,
the whole network becomes not available. Also, the overall network performance
declines drastically. Moreover, the OpenFlow switch and the network link between
the controller and other devices in the data plane are severely affected after the
occurrence of the attack [6].

The DDoS attack affects the network devices in the data plane through their flow
table. After the attack, data frames are forwarded to the OpenFlow switch with an
unknown source identifier. The SDN controller creates a specific regulation for data
packets and forwards them to an OpenFlow switch, and the flow table entries are
created. As a result, after some time, the flow table entries become full and no new
entries are allowed. As of now, no more new rules can be created, so the packets may
not be forwarded. Now, any new incoming packets dropped as the buffer in the flow
table are exhausted because of the attack [7]. Overcoming a DDoS attack in an SDN
network is more complex than in the case of the traditional network.
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At this point, we propose that early detection of these attacks can reduce the
damage caused and proper countermeasures can be taken. Also, we propose that
machine learning [27–32] models provide the best SDN management and security
features.

This research paper is divided into five different sections. In the second section, a
brief review of the DDoS strikes on an SDN controller and distributed DoS attack on
the OpenFlow switch along with the description of the SDN platform, features and
security flaws is provided. In the next section, the details regarding the process are
taken to study the machine learning [27–32] models in the discovery of the DDoS
attacks in a software-defined network, and the various proposed experiments and
experiments conducted by earlier researchers in this regard are discussed. In the
results and discussion section, a framework and experimentation are proposed for
future work. However, in this section, a discussion on existing results in this area
will be presented also from existing researchers in this area. In the last section, the
concluding remarks were made and future scopes were discussed.

2 Related Works

Here we will look into the various studies taken up related to DDoS attacks on SDN.
Data flow decision-making work is now performed by the controller and is no longer
performed at the switch level. That is the reason the controller is called the brain
of SDN. The controllers in SDN are capable of implementing the top-level rules
and also create, modify and add new rules for the data plane devices. Controllers
implement these rules by communicating with the devices with the help of secure
channels using OpenFlow protocol. These channels play a very crucial role and any
problem in this disrupts the connection between the controller and the data plane
devices.

As discussed earlier, one of the major attacks in SDN architecture is a DDoS
attack. There are three main areas where the attackers try to attack. It tries to deplete
the resources of the controller, swallow the transmission capacity of the channel and
load flow tables of the switch with wrong entries. Therefore, it becomes very difficult
for the controller to distinguish between legal and illegal traffic.

The task of theOpenFlow switch is to find a perfectmatch in the flowby examining
the header of the packet. If it is unable to identify amatch, the flow packet is advanced
to the controller after wrapping the header of the message packet including the
Packet_IN message. After this, the controller returns the FLOW_MODmessage [8].
The more is the number of packets dispatched to the controller of SDN, the greater
is the controller resource exhausted. As a result, the new genuine packets receiving
at the network are not able to be executed and the whole SDN collapses.

The authors [9] found out that many existing solutions to stop DDoS strikes are
not much effective. The authors have conducted an investigation to study the effects
of misbehavior and also on new flow attacks on a software-defined network. They
have collected traffic information from data plane devices at the periodic interval and
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then on this data set, they applied machine learning [27–32] for the classification of
various algorithms to study the abrupt change in data traffic at the time of the attack.
The researchers considered the Packet_INmessage packets transferred between SDN
controller and data plane devices at the time of the attack as the base. The algorithms
to be used for classification are SVM, NB, k-NN and ANN.

The researchers in [10] identified the DDoS attacks on SDN by evaluating the
count of the arriving packets at the time of the attack. When some of the packet’s rate
of arrival at the controller becomes more than the predetermined threshold value, an
inspection unit was activated. It uses a support vector machine to ascertain the DDoS
attacks.

The authors in [11] proposed a model which uses bidirectional recurrent NN
applied at each layer (application, control and data) of the SDN to identify and block
DDoS attack. Even though this proposed model has a very high accuracy rate in the
case of real-time detection and mitigation of the DDoS attack, but its accuracy is
reduced in the case of large networks having multiple controllers’ setups. Also, this
has other problems like degrading the network performance and disruption of the
controller device synchronization.

The DDoS attack most frequently tries to target the OpenFlow switch and the
corresponding flow table as it contains many vital network information related to
accessing control, administration and transmission parameters of the network [12].
In most cases, the attacker first tries to gain unauthorized access to the target SDN
network and then tries to stop the network services so that authorized users cannot
access the network. The attacker exploits the fact that the OpenFlow switch has
limited storage and cannot store all the rules at a time. So as and when the new
packets arrive from a spurious source, new rules have to be created and appended to
the OpenFlow switch. The attacker floods the SDN network with many packets in
a very short period of time from an unknown source address. The controller creates
the new rules for these communicating messages and sends them to the SDN flow
table. As the flow table has a very less capacity for storage, it becomes overflow
soon after the DDoS attack is initiated. As a result, no place is left available in the
flow table for the new regulation entry and the network services stop. There is also
another memory called flow cache memory in the OpenFlow switch. Once a packet
is received in the input port it is sent to the cache memory [13] and it is matched with
the rules in the flow table. If it matches then the packet is sent from the cachememory
directly to the exit port of the OpenFlow switch. In the case of a non-matching, it
is sent to the SDN controller with a Packet_IN message. After this, the controller
sends back the packet to the OpenFlow switch with OFPT_FLOW_MOD message.
When a massive number of message packets are sent to the OpenFlow switch by
attacker nodes, the message packets are sent to the cache memory and the rules from
the controller are also stored for these packets in the flow table [14]. As explained
earlier this fills the flow table and also the buffer due to this the new packets from
the authorized legitimate users are dropped [15].

The researchers in [16] collected network traffic data from the data plane devices,
and the values associated with DDoS attacks were collected from the flow table of
the OpenFlow switch. The SVM algorithm [33, 34] was used to ascertain the DDoS
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attack. This approach has the advantage of a very high detection accuracy rate and
has the disadvantage of a low accuracy rate in the case of an ICMP attack.

Xue et al. [17] in their approach state that we have to take care of many security
parameters where multiple switches are managed by a controller. It also states that
pre-SDN switches create more threats than the OpenFlow compatible switches. It
also conveys that DDoS attacks have to be managed properly if the SDN architecture
has to be implemented on a large scale. It uses SVM implemented by a genetic
algorithm to detect the DDoS attack.

The authors in [18] suggested the use of a pattern recognition algorithm to be
properly trained with the previous network attach data sets. It has used a Bayesian
classification network, decision tree, naïve Bayes classifiers and C4.5. It also states
that user recognition can help the SDN controllers to write new regulations more
effectively and quickly, prevent DDoS attacks and increases network efficiency.

This study mainly emphasized DDoS attacks in SDN architecture and proposed
the best solutions to detect attacks and minimize its impacts as quickly as possible.
The purpose of this research is to develop DDoS attack detection systems after going
through the existing studies on high-accuracy rate artificial intelligence techniques
for SDN structure. The early spotting of the DDoS strike in the data plane plays an
important role in the SDN controller and the switches for the efficient working of the
network and the detection of authorized traffic before an actual attack takes place. If
identification of unauthorized traffic on the controller is detected, it will be simpler
for the SDN controller to implement a new set of regulations to the flow table of
SDN switches situated in the data plane to counter the early strike. This comes up
with an ideal solution for preventing the attack.

The researchers suggest and recommend the use of extraction of important features
and various feature selection techniques with pattern recognition models to protect
against DDoS attacks. According to their experiments, they are very confident about
a concrete solution toward the detection of distributed DoS attacks in SDN.

3 Feature Selection Techniques and ML Techniques

As discussed in the introduction, the aim of this paper is to propose an effective
machine learning approach to ascertain DDoS attacks. Machine learning uses the
theory of probability and statistics to predict something on the basis of training
vectors. In the related works in the above section, a number of such methods have
been exploited bymany researchers in this area. The researchers have used a variety of
machine learning approaches to solve this problem. To conclude, it is recommended
that the use of SVM,k-NN, naïveBayes and artificial neural network-based classifiers
outperformed the performance. Therefore, in the current study, such classifiers are
selected for the experiments.

The heart of any machine learning algorithm is an efficient data set in terms of the
number of records and the dimension of each record. These factors also influence the
cost factors such as time and processing. It is therefore a requirement to reduce the
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number of dimensions of each record for efficient and timely processing of feature
vectors.

In addition to the collection of feature points for classification, it is also important
for the selection of important features and discarding unimportant features for the
experiments. This is called the feature selection process. In the proposed research,
wrapper and embedded feature selection methods are considered. The wrapper
feature selection technique gives more importance to the feature-based performance
of classifiers. The other method focuses to use wrapper and filter techniques to opti-
mize the learning algorithms used. The beauty of each feature selection method is
its utility in different algorithms. As it is a pattern recognition problem, there is no
scope for missing data. Only two class labels are present here, attack on DDoS or
no attack. This is the simplest case of pattern recognition called binary classifica-
tion. In the filter-based feature selection, the relief filtering technique influenced by
instance-based learning is considered.

For the feature subset, the option is a greedy structure. Sequential forward selec-
tion search algorithm (SFS) is considered as its capability of selection of excellent
feature subset, including another wrapper postulated feature selection techniques.
Among others, Lasso or L1 algorithm is considered as it supplements a penalty
against complexity for curtailing overfitting degree and drastically improving the
effectiveness of the proposed model.

3.1 Filter-Based Feature Selection

This method contributes to achieving optimal results using statistical techniques. By
using a relief algorithm, a reduced feature set is to be created. In the data set, the relief
algorithm establishes the relation between samples in the data set within instances
of its own class and other classes. The distance of sample within the data set and
instances of data sets will lead to the creation of a model and enforce the feature
selection process [19, 20].

3.2 Wrapper-Postulated Feature Selection

This feature selection algorithmselects themost important ideal attributes on the trial-
and-error basis in the classifier. Once the flawless subspace of features is achieved,
the task is said to be finished and the moderated data set has been created. This might
prove more successful than other statistical methods; however, it is fully dependent
on classification algorithms. The primary disadvantage is speed. In consideringmany
fold facts, the sequential forward floating selection algorithm is proposed. The same
direction will be used till the subdivision accuracy reaches a higher figure [19, 20].
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3.3 Embedded Postulated Feature Selection

This is a feature selection algorithm that is included in the classification process.
These are based on the selection of feature set by identification of feature sets that will
provide the best recognition accuracy to the model. These algorithms take advantage
of both filter and wrapper-based techniques. Here, a learning algorithm is used which
takes advantage of the variable selection process and concurrently performs selection
and classification [19]. The Lasso algorithm eradicates the weights of unimportant
features. In this manner, the selection of a reduced set of features takes place [19, 20].

3.4 The Support Vector Machine (SVM)

SVM [21] is a pattern recognition model based on supervised learning. It uses classi-
fication and regression for analyzing the obtained patterns. It is a binary classification
model but can be extended to any number of class labels. It is not a linear classifier
and uses a hyper-plane that is perfectly separated into two classes.

3.5 Naïve Bayes (NB)

It is one of the earliest but powerful classification techniques and predicts input vector
to appropriate class based on the principle of probability [20, 21]. Here, a sufficient
number of training data is provided to the system. However, it computes the model
every time when one needs to perform the classification task. Therefore, it is slow as
compared to other classifiers and also known as a lazy learner. It uses the concept of
prior, likelihood and posterior probability concepts for predicting the class labels of
the test data set. The performance of this classifier also depends on more number of
training data.

3.6 Artificial Neural Network (ANN)

It is an efficient tool for classification problems based on the biological neuronmodel
of a human body. Neurons are a basic building block of this particular classification
model. Due to limitations of processing, a limited number of artificial neurons are
used for calculation and hence restricts its perdition than actual human beings. In
the ANN model [21–23], one input layer depends on the number of dimensions of
the input vector from the data set (training or testing), one or many hidden layers
depend on the problem statement and one output layer depends on the number of
output classes. Between input layer and hidden layer, hidden to hidden layers (if any)
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and hidden layer to output layer, fully connectionist weights are randomly provided.
When training data is provided to the model, it will stable the connection weights
between the layers to provide maximum throughput.

3.7 K-Nearest Neighbors

It is applicable to regression and classification problems. Implementation of this
algorithm is quite easy, and it follows a supervised machine learning technique.
When a new data vector is appearing in the n-dimensional space of the k-NN model
[23], its distance from all k neighborswill be calculated. Its class label will be decided
on the basis of distance measurement. It belongs to a class with the lowest distance
among all the neighbors.

4 Experimental Setup and Collecting Data from SDN

The following setup is required to carry out the experiments. A number of personal
computers (at least six in number) will be acted as virtual machines are required.
As most of the network-related research is based on Unix platforms, the PCs should
have “Ubuntu” latest version, at least 1 GB primary memory. One CPU should have
“VirtualBox-KVM”, two VM switches, one Open vSwitch, sFlow, and InfluxDB
set up in the same machines. These are required to be well connected to carry out
experimentation.

To gather data points (training and testing data sets), all network-related metrics
are to be collected from the OVS switch. This can be done by using sFlowDocker
image at normal traffic and at themoment of attack traffic. JavaScript can be employed
to collect network metrics with a timestamp on an InfluxDB image.

Transmission control protocol (TCP), internet control protocol (ICMP) and user
datagram protocol (UDP) are to be used to create an “hping3” packet generator using
a DDoS attack data set. The “hping3” toolbox is present on a PC in the network and
is defined as a striker, while some other PC is to be selected as the victim. The
victim PC should have the IP address 10.0.0.6 with a payload size of 512 bytes and
2000 PPS (packet per second) packet rates for each of the three protocol-oriented
flooding attacks. It might influence the figure of flow mitigation from a controller
with more than 1304/s, which could be 6996 entries in the flow table. The commu-
nication capacity of the controller might be overwhelmed due to the induced DDoS
strike packet alongside the processing, controller, CPU capacity, and bandwidth and
communication capacity. The controller might create attacking packets; hence the
capacity of flow table entries can be exhausted. The experiments will be conducted
for all three protocol packets (TCP, ICMP and UDP) for about a quarter of an hour
on about 65,000 samples, and all are network-related traffic flow when DDoS attack
will be planned. Two personal computers are also to be deployed to record the flow
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of normal traffic in the above protocols and also to be consisting of about the same
amount of samples as required for the attack. Therefore about 130,000 samples are
required for the experiments. The following feature sets are to be considered in order
to collect samples.

• If_in_pkt: Packets coming to the system
• If_out_pkt: Packets going out of the system
• Hits: Number of outgoing packets from the system
• Masks: To display the statistics of the mega flow mask.
• Miss: If a packet appears as a transmission device like a switch or a router, a match

is sought in the flow table. If the incoming packet is not matching with any flow
input, the packet will be forwarded to the controller to a new set of flow rules.

• Open_Flow_From: This is the flow modification message interpreted by the
controller.

• CPU_Util: The computer executes and calculates the incoming data with help of
mathematical operations. If the value is high, it indicates the computer executes
above the normal level.

• Magt_Int_In_Pkt: Input packets at control plane.
• Magt_Int_Out_Pkt: Packets going out of the control plane.
• Open_Flow_To: Primary message sent by the controller.
• OVS_Flow: Total number of flows in data pathway.
• OVS_Lost: The number of dropped packets.
• Class: The traffic class of data. The supervised learning classes are normal, ICMP

Flood, UDP Flood and TCP Flood.

The data set as described above will also be reduced by some of the feature
selection methods. After proper collection of data set vectors, these data sets will
be provided to classifiers such as support vector machine, artificial neural network,
naïve Bayes and k-nearest neighbor.

After proper collection of data sets, the next step is classification. The data sets are
divided into training and testing sets. The experiment or classification will be held in
two phases. In the first phase, testing and training of classifiers will be carried out by
all data set features collected so far. The data sets are divided into training and testing
by the method of k-fold cross-validation [24, 25]. The feature selection method will
be used in the second phase. Some of the following feature selection methods like
Lasso algorithm, relief or any other feature selection method will be used on the
basis of most effective in the entire data set. The performance of feature selection
methods will be examined by all the classifier algorithms as described above.

5 Experimental Results

First, twofold experiments will be carried out: normal traffic movement of data and
traffic movement of DDoS attack on SDN architecture. No feature selection method
will be used in this study. The parameters of evaluation are accuracy, sensitivity,
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specificity, precision and F1_Score (Eqs. 1–5). These parameters will be obtained
from the confusion matrix of all classifier performance. The definitions of each of
them are as under:

Accuracy = Correct Predictions

Total Predictions
(1)

Precision = Number of true positives

Number of true positives plus the number of false positives
(2)

Sensitivity (or Recall) = Number of correct positive predictions

Total number of positives
(3)

Specificity = Number of correct negative predictions

Total number of negatives
(4)

F1 Score = 2× Precision× Sensitivity

Precision+ Sensitivity
(5)

In the experiments carried out by [26] using all four classifiers, accuracy is reported
to be 91–96%, sensitivity is in the range of 87–94%, specificity is about 96–98%,
the precision range is 90–97% and, finally, the F1 score is 90–95%. In the proposed
research, the range of results is expected to be more than that has been reported in
the experiments [26].

Most of the results can be analyzedwith the help of a confusionmatrix. The results
which can be obtained from the experiments are through all the classifiers applied
(k-NN, SVM, ANN and naive Bayes) with or without feature selection. Therefore, a
large number of results will be obtained and required to be analyzed by a number of
parameters like accuracy, precision, sensitivity, specificity, precision and F1 score.
Some of the probable combinations of results are expected and described below.

• Confusion matrix of k-NN classifier without feature selection
Four different types of traffic data will be considered in one of the experi-
ments, namely normal, TCP, UDP and ICMP. The confusion matrix size will
be a 4 × 4 matrix, and it will be analyzed with the above five parameters. In the
experiments [26], the true-positive rates reported are in the range of 91.00–99.6%,
and false-negative results range from 0.4 to 14.4%. In our proposed method, we
are expecting more appropriate results.

• Interpretation of filter-based feature selection method results with ML models
In the proposed experiment we expect the estimation of all five parameters on all
four classifiers with varying feature sizes. The experiment carried by [26] used
10, 6, 6, 8 as feature sizes from the data sets for SVM, k-NN, ANN and naive
Bayes respectively. They reported the results as shown in Table 1.

• Confusion matrix of k-NN classifier with feature selection
Four different types of traffic data will be considered in one of the experiments,
namely normal, TCP, UDP and ICMP. The confusion matrix size will be a 4 × 4
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Table 1 Results obtained by
[26] with help of filter-based
selection method

Parameter Result range (%)

Accuracy 92.28–97.15

Precision 91.62–95.07

Sensitivity 89.02–95.88

Specificity 96.99–98.68

F1 score 90.20–96.92

matrix, and it will be analyzed with the above five parameters. In the experiments
[26], the true-positive rates reported are in the range of 91.7–99.8% and the false-
negative results range is 0.2–8.3%. In our proposed method, we are expecting
more appropriate results.

• The wrapper-based and embedded feature selection method performance
In the proposed experiment we expect the estimation of all five parameters on all
four classifiers with varying feature sizes. The experiment carried by [26] used
10, 6, 6, 8 as feature sizes from the data sets for SVM, k-NN, ANN and naive
Bayes respectively. They reported the results as shown in Table 2.

• Confusion matrix of the k-NN classifier with wrapper-based method.
Four different types of traffic data will be considered in one of the experiments,
namely normal, TCP, UDP and ICMP. The confusion matrix size will be a 4 × 4
matrix, and it will be analyzed with the above five parameters. In the experiments
[26], the true-positive rates reported are in the range of 94.0–99.6% and the false-
negative results range is 0.4–6.0%. In our proposed method, we are expecting
more appropriate results.
In the proposed experiment we expect the estimation of all five parameters on all
four classifiers with varying feature sizes. The experiment carried by [26] used
10, 6, 6, 8 as feature sizes from the data sets for SVM, k-NN, ANN and naive
Bayes respectively. They reported the results as shown in Table 3.

• Confusion matrix of the k-NN classifier with embedded technique.
Four different types of traffic data will be considered in one of the experiments,
namely, normal, TCP, UDP and ICMP. The confusion matrix size will be a 4× 4
matrix, and it will be analyzed with the above five parameters. In the experiments
[26], the true-positive rates reported are in the range of 84.1–99.4% and the false-
negative results range is 0.6–15.9%. In our proposed method, we are expecting
more appropriate results.

Table 2 Results obtained by
[26] with help of
wrapper/embedded-based
selection method

Parameter Result range (%)

Accuracy 91.44–98.30

Precision 88.11–97.72

Sensitivity 87.82–97.73

Specificity 97.26–99.45

F1 score 87.89–97.70
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Table 3 Results obtained by
[26] with help of all four
classifiers

Parameter Result range (%)

Accuracy 91.44–98.30

Precision 88.11–97.72

Sensitivity 87.82–97.73

Specificity 97.26–99.45

F1 score 87.89–97.70

In the second last experiment, a comprehensive result analysis will be done with
the feature selection methods (normal features, filtered, wrapped, and embedded)
with varying number of features and five different parameters (accuracy, precision,
sensitivity, specificity, F1 score). From the result table, some conclusions can be
drawn for the implementation of the proposed research. However, it is expected to
select the highest number of feature selection method as an implementation model.

At the last, one more compressive table will be prepared to compare the results
obtained with the results obtained by previous researchers in the field.

6 Conclusions

Machine learning systems can be amalgamated with software-defined networks to
detect DDoS attacks. Systems with high accurate results can be designed with the
help of machine learning algorithms and these systems can be successfully deployed
in practice also. However, the implementation is not easy. There are various difficult
ways to collect a huge amount of training and testing data. Experiments are to be set
up with varying feature selection techniques and the varying number of features to be
selected. After exhaustive experiments, a ray of hopemight be obtained to implement
the model in real time. There is a requirement to integrate the SDN network with
machine learning systems to work together against DDoS attacks on SDN.
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Model Analysis of Collaborative-Based
Recommender System

Tanuj Pawar, Vaishali Sharma, Parul Kalra, and Deepti Mehrotra

Abstract With the data growing in abundance amount and usage of social media
increasing day by day, the features of Youtube videos, video streaming apps, e-
commerce sites etc. have been an important concern for the companies. Every user
wants the recommendation according to his or her choice. Therefore, it becomes very
important for these applications and sites to have an efficient recommender system
that not only recommends the result as per the user but also do not overlay excessive
burden on the applications. In this paper, we would be analyzing the collaborative-
based recommender system algorithms like (Pearson, cosine and matrix factor-
ization) that are used under the different models of collaborative-based recom-
mender systems. Following on the basis of which, we have proposed a generic book
recommender system that works under the collaborative-based architecture.

Keywords Collaborative filtering · Recommender system · User-based · Book

1 Introduction

The constantly growing offering of online learning materials to students is making it
more difficult to locate specific information from data pools. Personalization systems
attempt to reduce this complexity through adaptive e-learning and recommendation
systems [1]. Nowadays most e-commerce companies are using recommendation
systems to lure buyers to purchase more by offering items that the buyer is likely to
prefer [2]. Book recommender systems are used by companies like Kindle, Google
Books, Audible etc., to the customers to offer them the desired book theywant to read
so that they are lured to use the product. Recommender systems utilize user ratings to
precisely order the results. For providing accurate results, the system depends upon
the number of ratings assigned to each item (as in result). This requires a large group
of users to provide ratings to the populace of items. This data is number-crunched by a
collaborative filtering engine to associate similar clusters of users and predict the best-
next recommendation. It results in an accurate rating; however, the system behavior
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is static toward learning the latest aggregation after it has reached the concentration
level. Collaborative filtering recommender systems evaluate users’ ratings in order to
give thembetter recommendations [3]. The data then becomes obsolete and results are
less accurate. Artificial intelligence methods developed at the beginning of research
are nowbeing applied to information retrieval systems [4]. The recommender systems
are basically of three different types: collaborative filtering [5, 6], content-based and
hybrid approach [7, 8]. While collaborative filtering is an advanced and proven
methodology to predict better recommendations, the system should weigh more on
an individual to upscale the accuracy of the existing recommender system. The only
disadvantage that lies for collaborative-based recommender systems [9, 10] is that
these do not work well for sparse data which means data contains zero values in
maximum numbers. But as it is earlier said it all depends on the type of use scenario
we are dealing with.

2 Related Works

The use of this recommender system started way back when the internet started
to become commercialized, like when the internet started to become a part of life.
Ever since the internet websites and applications got commercialized, recommender
systems became the key part of the framework. A recommender system tries to
suggest the right product to the right person at the right moment. Well, at least the
ad-targeting agencies have made their business track and tell if the user is ready
for their hundreds of advertisements. The recommendation system’s everlasting role
is to provide quality. A web-based learning environment has led to the creation
of a big number of digital learning materials that offer various topics. Learners
spend much time browsing and filtering information that suits their needs. Limited
time can prevent learners from finding useful learning materials. One of the most
successful techniques to solve the problem is the recommender system which can
select items the user is interested in from a large amount of data [11]. Collaborative
filtering is considered the most promising method for the recommendation because
it recommends items based on the common interests of users [12].

While collaborative filtering is an advanced and proven methodology to predict
better recommendations, the system should weigh more on an individual to upscale
the accuracy of the existing recommender system. The following report dives into the
shortcomings of the existing recommender system: how the new collaborative recom-
mender systems are proving to be a permanent methodology; and how rewarding
the recommender system is on each correct or even incorrect recommendation that
may help elevate an individual’s preferences. The algorithms that are applied under
collaborative filtering are Pearson correlation and k-NN-based approach. All these
methods are easy to understand and also provide accurate results. The only disad-
vantage that lies for collaborative-based recommender systems is that these do not
work well for sparse data. Model-based algorithms were proposed to tackle a portion
of the weaknesses of memory-based strategies [13]. With currently existing systems,



Model Analysis of Collaborative-Based Recommender System 71

recommendations are based and given through pre-defined rules, and a definitive set
of observed patterns is derived through the assessment of user interaction with static
content. This provides good recommendations which might not always be relevant,
and do not get updated with changing norms and user interests. Other recommenda-
tion concepts included are stereotyping, item-centric recommendations and hybrid
recommendations [14].Onemain goal of thework is to analyzewhich particular chal-
lenges of news recommendation (e.g., short-item lifetimes and recency aspects) have
been well explored and which areas still require more work [15].When this wealth of
data is leveraged by recommender systems, the resulting coupling can help address
interesting problems related to social engagement, member recruitment and friend
recommendations [16]. In this paper, we will analyze the accuracy of collaborative-
based recommender systems working on two different models. Following which we
will be formulating a generic book recommender system that will be dynamic in
nature. Usage of technologies like Django and Python among certain others helps
to create a working prototype of a new kind of recommender system. This system is
made to provide accurate results to the user and can definitely work very well in the
field of recommender systems.

3 Experimental Setup

In this section, we basically will be going through the architecture of a recommender
system. In this research, we will be either working on implicit data or a dynamic
dataset. While working on an implicit dataset we will need to preprocess the dataset
so as to remove all the errors from thedataset.Goingon to the next step focuses onuser
collaborative filtering. It further processes the system by using associate rule mining
techniques, and finally, in the result section, it generates the recommendations for the
users. Under the two collaborative-based models, we will be analyzing the model-
based techniques and memory-based techniques for which accuracies are calculated
based on their recommendation approach. Fig 1 lays the framework of the generic
recommender system model.

Fig. 1 Outline of book recommender system



72 T. Pawar et al.

Fig. 2 Results of Pearson correlation with an implicit dataset

The recommender system has been in use now in every field, whether it is social
networking websites or any application available in Android or IOS. The growth of
a recommender system is tremendous, like every time we visit an Amazon site we
see different ads and various types of recommendations. So the answer for where all
these things coming from is the recommendation system. But behind these recom-
mendations, there are a great set of algorithms, and machine learning is used to
make a system work efficiently. In this project, we have built a book recommender
system that is based on various algorithms and machine learning techniques. But
before going forward it is very important to understand the workflow of our model
so that it is easy to understand each and every step more clearly and precisely.
Figure 2 gives us a detailed view of the architecture of this model. Now it’s time to
understand each step in a more elaborative way so that it is easy to understand. The
collaborative-based model basically works on an assumption that it takes for granted
that people who liked the item in the past will also like the item in the future. It basi-
cally uses mathematical formulas to calculate the closeness between the two items.
The collaborative-based model is further divided into model-based and memory-
based. The memory-based model basically uses mathematical formulas to calculate
the closeness between the two items like cosine similarity and Pearson correlation.
On the other hand, the model-based approach uses machine learning algorithms to
identify the ratings. Basically, this approach is very much useful when the user has
not rated the item at that time this approach comes in handy. In the final step, we
have built the user interface of the book recommender system using the k-means
algorithms. On the website, the user can see the reviews of a particular book, see
different ratings of various books and also can log in to write a review for a particular
book. The website can also give suggestions to a particular user after signing into the
website. Recommender systems have come a long way from hard-coded systems to
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machine learning systems, the times when every user was recommended the same
content in the past.

3.1 Collaborative Filtering

Recommendation systems or recommendation engines are used to give suggestions
for different types of items. The use of recommendation systems is growing at a
tremendous rate. Recommender systems are nowadays used by every other social
website or by applications like YouTube, Audible, Kindle etc. It generally takes an
input in the form of items and applying different algorithms and machine learning
algorithms generates the result. But the items they recommend are basically based
on our behavior, which means these sites or applications track our usage behavior
and then recommend us the suitable items. But the foremost question arises how
these sites collect our usage preference. The answer is simple. They basically with
the help of cookies trace our data and our browsing history. Collaborative-based
recommender systems have results that are accurate and fast. Also, such type of
system is easy to understand. The only disadvantage in these types of systems is that
a very large amount of data is needed to recommend the user their accurate choice.
Also, it is not much scalable.

3.1.1 Memory-Based

This is the first type of collaborative-based method; it basically finds users based on
cosine similarity and Pearson correlation and then takes their average vote ratings.
It also generates the results based on two types: user-item filtering and item-item
filtering. In user-item filtering, basically, the users rate a particular set of items, and
then on the basis of that rating, it finds similar users who had given a similar rating
to the user or had a similar kind of history. On the other hand, in item-item filtering,
the results are based on the item like the rating given to that item and users who
have liked that item. On the basis of that results are generated. Figure 2 shows that
the system predicted the top 5 books based on the correlation score, so this basically
is the Pearson correlation approach in which it displays the top 5 books similar to
the book that has been input by the user. This has been executed with the help of a
Python script and here we have provided the output for the user-item-based filtering.

The conclusions for amemory-basedmodel are that no systemormachine training
is required; no optimization is needed; it is a simple approach and also easy to
understand. It is also very useful for those datasets that are implicit, meaning datasets
that are already stored as it works on them much faster as compared to the dynamic
dataset. But it’s not very useful when we have sparse data that actually occurs in
real-life world problems, which means it is not so much scalable.

Pearson correlation is a linear correlation between two variables, say (x and y).
Figure 3 displays the formula of Pearson correlation formula, which is very important
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Fig. 3 Pearson correlation formula

Fig. 4 Cosine similarity
formula

to understand as it is the backbone of the memory-based model. (x) is the values in
the first set of data and (y) is the values in the second set of data. Another important
similarity for the model-based recommender systems is the cosine-based similarity.
Figure 4 displays the cosine-based similarity that we are going to use in the model-
based recommender system. Both the formulas, that is the Pearson correlation and
cosine-based similarity, are useful for building a model-based recommender system.

3.1.2 Model-Based

The model-based approach also comes under collaborative-based recommender
systems or models. This approach comes very much in handy when the data is sparse
or the user has not rated a certain number of items. Thismodel basically usesmachine
learning algorithms to give recommendations. These type of approaches are very
useful for datasets which are sparse in nature, whichmeans dataset that hasmaximum
zero values. This model-based approach is further divided into clustering-based,
matrix factorization-based and deep learning. All these approaches have various
types of algorithms under them. But in this project, we have applied the matrix
factorization-based algorithm from which we have applied the SVD algorithm.

Memory-based algorithms explore the user-item rating matrix and make recom-
mendations based on the ratings of item i by a set of users whose rating profiles are
most similar to that of user u. Basically, this algorithm is used when the users have
not rated the books properly or have not given any ratings. It is very widely used
in Netflix or Amazon Prime since there are users who have rated the items, but we
want to know what rating they will give to those items which have not been rated by
them. In this project, we have taken the sample rating of users and books, and the
rating which not has been rated is denoted by zero as shown in Table 1.

The following algorithm is applied in Python language from which the results
have been generated (Fig. 5). As we can see that the zero-rating means where the
user has not given rating are now filled-with values calculated using the model-based
approach. Now according to the result, we will be analyzing the prediction accuracy
of matrix factorization.
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Table 1 Rating matrix between user and books

Book/User B1 B2 B3 B4

User1 5 3 0 1

User2 4 0 0 1

User3 1 1 0 5

User4 1 0 0 4

User5 0 1 5 4

Fig. 5 Result of matrix factorization

4 User Interface

This is the final section of this paper where on the basis of the collaborative approach
we have created a user interface of our book recommender system. It has been created
with the latest technologies like Django Framework, Python and SQLite. The user
can create their login, rate a book and then get recommendations on the basis of that.
It is pretty much dynamic in nature and interacts with the user dynamically. Figure 6
shows a glimpse of our generic book recommender system.

For code go check: https://github.com/Tanujp7/Book_Recommender_System.git.

5 Results

As per the analysis, both the (Pearson and cosine) algorithms are applied to the
dataset and their accuracy is calculated as highlighted in Fig. 7. Therefore, as per the
graph, both the Pearson and cosine algorithms have almost the same similarity index.
Pearson comes into handy when we want to analyze the similarity of how correlated
are two persons among the commonly selected data item. On the other hand, cosine
similarity is useful when we want to analyze how two persons have rated a particular
item and have the similarity between themselves. In a similar manner, we have also
analyzed the accuracy for the results of matrix factorization, which is highlighted in
Fig. 8. Here, we can see how proximately the matrix factorization has predicted the
ratings for the users for which there were zero ratings provided. Hence, it proves how

https://github.com/Tanujp7/Book_Recommender_System.git
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Fig. 6 User interface page
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Fig. 7 Accuracy of Pearson and cosine-based similarity

dynamic it is and adapts to the actual environment with accuracy. Concluding this,
we have proposed a generic-based recommender system that works on the algorithm
of k-means clustering.

6 Conclusion

The usage of recommender systems has increased drastically like it has become an
important asset for every business. It plays a pivot role in getting the needs of the
user and hence improving the usage dynamically. This paper focuses to analyze the
accuracy of the models of the collaborative-based filtering recommender systems.
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Fig. 8 Accuracy of matrix factorization

Finally, a user interface system is presented, which works on the architecture of
collaborative filtering. Also, the user interface that has been proposed interacts with
the user dynamically.
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Low-Cost Obstacle Detection
and Avoidance Robots with Swarm
Intelligence

Abhijit Das, Divesh Pandey, Aman Sharma, Nitish Jha, Anurag Pandey,
and Uma Gautam

Abstract In robotics, it is very important to adapt to the real-time variations taking
place in the surrounding for executing a task. It is not only required for the robots
designed to be robust but also they must be easy to implement, power-efficient and
affordable for wider adaptability and application. Such robots can be used with ease
by anybody and anywhere for detecting obstacles where it is difficult for a person
to reach. Swarm robots can have a wide variety of uses in agriculture, surveillance,
mining, etc. due to their cheapmanufacturing. Swarm intelligence can bemade use of
in the case of multi-robotic practices where coordination among a number of mobile
robots is required which perform tasks autonomously without human intervention.
In recent years, it has been observed that multi-robotic systems are substituting
single robots because of the factors that multi-robotic systems are very time-efficient
and have become much more affordable than before. This paper delivers a frame-
work of swarm intelligence implemented into robot clusters for detecting obstacles
and avoiding them in a master–slave configuration. Swarm robots are based on a
progression strategy that relates to social insects. Swarm intelligence-based robots
are a rapidly emerging field. This work highlights the approach of making swarm
robotic systems easy to implement, economical and power-efficient, making them a
possible objective for further advancement.

Keywords Swarm intelligence ·Mobile robots ·Multi-robot systems ·
Master–slave ·Wireless communication

1 Introduction

Today, it has become common for engineers working in different fields, varying
from material metallurgy to robotics, to take concepts from the environment [1].
Robotics is an area of advancement which surrounds the research, planning and
execution of robots, while a robot can be described as an encoding device able to
accomplish certain listed duties or procedureswhich are being allotted by the operator
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or otherwise the programmer. Swarm robotics can be described as making the use
of robots with swarm intelligence to avoid obstacles and complete tasks swiftly. A
swarm is a big cluster of people or insects, specifically ants, honey bees etc. Swarm
intelligence can be described as AI-based concept comprising cooperative activities
of distributed and auto-controlled structures. Swarm intelligence is closely related
to swarm robotics and they both happen to be initially inspired by the actions of a
group of ants.

Swarm robotics is based on the basic principle of natural inspiration and their
prominence is on the dispersed local control and communication among huge
numbers of miniature robots [2].

In today’s age of modernization, movable robots are seen as one of the main
attentions of many researchers. There is a massive field in which robotics has been
applied, like automation education, agriculture, medical etc. The major intent of our
task is to evade an obstruction, which totally depends upon the input contributed
through master bots. The implementation of natural swarm intelligence has applied
to bothmaster and slave robots.Whenever themaster robot confronts any obstruction
then the data of obstruction has been sharedwith slave robots, and the infrared sensors
are used which range from inches to some feet. Any obstruction in the pathway has
been sensed by IR sensors and their signal is sent to the controller, established
upon the data from the sensor clear path is guided by the controller. Similar data
is shared with the slave robot so that it gets through the obstruction as the path
followed by the slave robot will be similar to the path of the master robot. This
information sharing among the slave robots assists in the reduction of time and as
well the hard work needed by slave robots for evading the obstruction; ultimately
results in reducing cost and time. Protection of the surrounding is significant for
the developers in all areas. The recent report shows the flock of robots used in the
place of fireworks for celebration in future Olympic events. It plays a very important
role in reducing air pollution, and we can also attain entertainment purposes with
it. Else ways, the workload can easily be divided between a flock of small robots
instead of a single robot; efficiency and accuracy are also improved. Former studies
continue more on the concentration of the practice of trouble-free active robots that
completely communicate remotely toward the surrounding. Additionally, in this era,
swarm robotics study has advanced far-off from those boundaries to inquire the
necessity of insensible robots which can coordinate openly and can also teach them
to execute a definite function and to symbolize their surroundings. The popularity
of mobile robots is increasing gradually in this era. Connecting robotics with bio-
inspired management and grouping to attain insect-like actions is a new research
area.
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Everybody recognizes robots and their applications today in different areas. There
are a lot of different uses regarding swarm robotics, for example, pulling or pushing
numerous objects, farming, foraging, mining, cooperative tracking, inspection and
saving operation in a tragedy such as property collapse, fire hazards etc. A system-
atic explanation for these operations is given. First, to make synchronization better
between the robots, we use Arduino to build communication. Secondly, to improve
our end-result, we are going to carry out a test of obstacle avoidance for server robots
via Arduino and IR sensors and finally apply the swarm intelligence (SI) in obstacle
avoidance with the help of a wireless communication system.

The primary robot is supposed to be equipped with better sensing as well as
actuating devices having exceptional ability to control computing functionality and
control. Along with that, it happens to be capable of giving instructions throughout
the system while the secondary robots can only trail those instructions because of
their restricted sensing capability. That’s how, a master–slave flock testing can be
produced with an aim, e.g., collision avoidance or line following etc. Our major
aim comprises building a dispersed radiocommunication control arrangement in
which master–slave coordination techniques be made use of for performing superior
robot grouping processes. This study is from the very beginning in the direction of
attaining the ultimate swarm-oriented trail succeeding to movable robots consisting
of wheels. We offer a structure that comprises mobile robots for chasing the path
along with maintaining their arrangement as well as evading hindrances. An easy
way is established while supposing ideal communication among movable bots for
cooperatively executing the required task which can be controlled depending upon
the situation. To exchange information securely, every robot transfers information
inside excellent scope for attaining synchronization. The cluster of robots executes a
certain duty while rearranging themselves corresponding to their definite aim. This
research paper has been planned as follows: Section 2 describes all related discov-
eries. Section 3 reviews the swarm behavior inspired by nature. Section 4 describes
the implementation of the scheme and flowchart, with Sect. 5 emphasizing the result.

2 Related Works

Couceiro et al. [3] established the concept of “A low cost education platform for
SwarmRobots” for preserving inexpensive design for robots,which stands for Swarm
of economic robots exclusively targeting technical learning along with swarm of
robots. Jevtic et al. [4] established the concept of “Swarm Intelligence and its applica-
tions in SwarmRobotics” that can presumably be an exciting substitute for traditional
access to robotics due to their problem troubleshooting ability. Lee et al. [5] estab-
lished the concept of “Improving energy efficiency in cooperative foraging swarm
robots using behavioral model” that uses behavior representation on the subject
of task distribution and search space distribution for developing energy effective-
ness. AriSantoso et al. [6] established “A New Obstacle Avoidance Method for
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Service Robots in Indoor Environments” in which procedure for avoiding obsta-
cles is followed for assistance robots in internal surroundings while making use of
ultrasonic and optical sensors. Hedjar et al. [7] recommended a concept for “Real
Time Obstacle Avoidance for Swarm of Autonomous Mobile Robots” providing a
conflict-resistant trial preparation by means of indefinite optimizations merged with
a controller doing one-step-ahead projections. Ankit et al. [8] established a concept
for “Obstacle Avoidance Robotic Vehicle Using Ultrasonic Sensor, Android And
Bluetooth For Obstacle Detection”. In this, several mechanisms are used to sense
an obstruction and evade it. Nurmaini et al. [9] introduced an “Intelligent Low Cost
Mobile Robot and Environmental Classification”, a self-governing moving robot
comprising FKN is planned that is formed for an inexpensive application platform.

Self-governing moving bots comprise the ability of collaborating among further
many bots for improving functionality during co-operative execution of different
tasks. Besides, on the basis of job characteristics, a distinct club of moving bots
which comprise diverse observing and executing abilities are appointed to complete
the task. For making it easy, the procedure of synchronism in the supportive action is
deserted which has to be accomplished via communication structure otherwise. The
sample product arrangement is not only concerned with the implementation stage
but is also important in the development stage. The moving robots which are in the
implementation stage achieve distinct responsibilities by using shared communica-
tion. The stationary robotic agents offer support to moving bots for achieving the
objective. While primary formation, every robotic agent provides assistance to the
other companion robots for the mutual achievement of a general task. In other forma-
tion, each agent robot executes their tasks by determining the problem between all
agents to perform their tasks.

Agent robots are classified into two types: one is “Coordinator” while the other
is “Cooperator”. Cooperative robots which work as a coordinator are responsible for
identifying the trouble that isn’t achievable for a single robot to implement. Coordi-
nator uses several agent robots for performing tasks co-operatively by compromising
with another robotic agent during communication. The work of the coordinator is
to determine the helping agent robots from the candidate agent robots which are
responsible for executing tasks assigned to cooperators. The task that is executed
by the coordinator is the development of path design so as to implement the mutual
work of all cooperators through data exchange, in which the path design then gets
distributed among all cooperators for executing their role considerately. If in any case
the coordinator fails and is not capable of accomplishing the preferred objective, then
the coordinator transfers the function to any other robotic agent which then performs
a similar function. Communication is a very important aspect of this process.



Low-Cost Obstacle Detection and Avoidance Robots … 83

The routing codes are formed to remove numerous problems linked to the lifespan
of battery, for example, sustainability, survivability, flexibility, adaptive character
and much more [10]. During the formation of sensor communication channels so
as to interact wirelessly, for researchers, many factors exhibit different meanings
comprising the fixed energy of scalability, latency, network lifespan, nodes, etc.

3 Swarm Behavior Inspired from Nature

During the process of allotting actions of dispersing over to a category of comparable
progressing robots, there is a sequence of complications that are of utmost value,
which are recorded/registered. First, the collection of the symmetrical structure of
progressing robots in the set. Secondly, alignment and positioning of every single
robotwhile showing commitment to assigned universal objective. Thirdly, interaction
amongst robots when they are positioned in a cluster. Fourthly movement perception
in the cluster composition and the last is sustaining stability in a cluster while in
motion control.

During the past decade, a number of researchers have been attracted toward remote
sensor techniques. Specialist professionals aremainly focused on one of the principal
issues that are taking into account remote sensor system so as to build a commu-
nication algorithm for interacting wirelessly. Revolutionizing these communication
algorithms can cause troubles such as—difficulty, survivability, flexibility, and elas-
ticity and battery life in wireless transmission techniques. Path planning algorithms
allotted for wireless methods are generated by means of a precise job of solving the
problems. For performing constructive interaction amongst mobile robots, control-
ling protocols are selected where retaining a number of essential emphases in our
mind. These are restricted power utilization when transferring data between nodes,
to decrease the information damage amongst nodes caused by too much traffic. Data
can be assembled in packets. Latency time is defined as the total time required
for a bundle of data to transverse from one to another node. Present swarm-based
approaches can be classified into three categories.

3.1 Ant-Based Approach

The way in which ants work influences the optimization of the ant colony, which
further explains performing difficult tasks together by a cluster of ants, for instance,
making a nest and searching. In this approach, programs are created on the basis
of individual evaluations which are executed with some certain final objective to
fulfill some of the conditions which can be delayed, energy level and velocity. These
aspects are perfectly plannedwith paths being foundout.Hence, this designedmethod
has numerous ways to avoid being overcrowded, producing an increase in the data
transfer speed and reducing the data damage.
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3.2 Bee-Based Approach

There are approaches inspired by the honey bee searching practices. The honey bee
has a small number of resemblances with routing in a computer system. This method
is equipped with three kinds of honey bee experts; namely spy bees, collector bees
and hunter bees. For taking the data packet to a certain node, collector honey bee
searches for apt hunter honey bees for that; other than that, for searching the path to
other targets, spy honey bees are responsible. There is a substantial amount of data
bundles for hunter honey bees to convey to the sink node.

3.3 Slim-Based Approach

Heterotrophic living organisms use a slim mode approach being considered unicel-
lular and are a parasite. There are concrete resemblances amongst such parasitic
organisms, ant’s colony construction and wireless communication which can be
observed easily. Fault tolerance, organizing themselves and flexibility with the
surroundings are prerequisites for wireless communication which resembles the
working objectives characterized by the clusters of ants. The standard is invigorated
by slime-based organisms. Making use of the vector-valued algorithms to coordi-
nate and control information stream by using a technique to overcome information
load when sent to a number of sink nodes which depicts fault tolerance along with
autonomy.

4 Implementation Scheme and Flowchart

To acknowledge any plan or an idea, implementation plays a major responsibility.
The execution of swarm robots is indistinguishable from general robots, apart from
the decrease of overall size, time and expense. This research paper is established on
the synchronized movement of movable robots, which comprises twice stages: one
of them is assembling of the hardware and the next is encoding via Arduino IDE.

The fabrication of hardware includes building chassis, mounting sensors accord-
ingly and utilization of the power source.Our utmost goal is to establish a short-radius
transmission system among themaster and its slave so as to attain the required results.
The master robot drives the slave robot to execute essential activities. Two methods
are executed through communication and coordination amongst mobile robots. First
method detection of objects and then transferring the protocol of avoidance. Prior to
the execution stage, inspecting for the availability of various modules is the primary
step. Next is the working status of every module in the perspective of their correct
functioning and as per our need is the following stage, for attaining required results
at the termination.
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Fig. 1 Master robot

The utmost essential and important process is to carry out the required job effec-
tively by establishing interaction among various robot units. In this we are using two
robots, one being the master robot and the other one is the slave robot. It can be seen
in Fig. 1, infrared sensors are mounted on the master robot along with Arduino UNO,
RF module (433 MHz), Motor driver IC (L293D). For moving the robot, motors are
connected with the motor driver which provides the suitable voltage required for the
correct functioning of 9v geared motor. Robot receives input from the eyes which
are the front-mounted infrared sensors being used by the brain, i.e., Arduino UNO,
of our project for making decisions. For receiving and transferring data among the
robots, Arduino makes it possible. The slave robot uses the data directly from the
master robot making it less of a need to acquire the infrared sensors by the slave
robot other than which it consists of all the similar components.
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Fig. 2 Swarm robot interfacing

Figure 2 shows the interfacing and programming of the master robot. Essentially,
the master robot moves in an area consisting of an obstacle, where obstacles are
avoided by the master robot with the help of the input from infrared sensors and the
Arduino UNO of the master robot and then transfers the information of the obstacle
to another robot. The transferred information makes the slave units re-define their
paths and trail the lead of the master to reach their destination. Electric charge is
converted into torque with the help of DC motors connected to the motor driver
which makes the robot move. For better torque output for movement of the robot
chassis, we use DC geared motor which reduces wheel rotation in return. The motor
is directed mounted with the gearbox to it. For robotic application, we are using
L293D motor driver circuit that is ideal to drive and operate both the DC motors
independently effortlessly toping at a peak current of 2A.
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A microcontroller integrated development environment is a prerequisite for
executing the program.ArduinoUNO is anAtmega328microcontroller that executes
the task of establishing a network among master and slave robots as well as control-
ling the locomotion of the robots as a whole. For transmitting and receiving data, the
radio frequency transmitter and receiver are bondedwith the encoder and the decoder,
respectively, which are interfaced to the Arduino’s of the respective master and slave
robots. When an obstacle comes in front of the master robot, the infrared sensor gets
the reflection to the photodiode from the surface of the obstacle. The robot takes its
decision and sends it to the slave. The slave acts upon the received data immediately
saving time, power, etc. For this to work, the components are interfaced as given in
Fig. 3 followed by the code fed into the Arduino UNO via an IDE.

Code

Fig. 3 Connection diagram
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#define B1 4 

#define B2 5 

#define B3 6 

#define B4 7 

int count=0; 

void setup() { 

  // put your setup code here, to run once: 

Serial.begin(9600);//Serial Communication begins. 

pinMode(10,OUTPUT); 

pinMode(11,OUTPUT); 

pinMode(12,OUTPUT); 

pinMode(13,OUTPUT); 

//For RF Communication with Slave Bot. 

pinMode(B1,OUTPUT); 

pinMode(B2,OUTPUT); 

pinMode(B3,OUTPUT); 

pinMode(B4,OUTPUT); 

//Analog Pins for reading data from IR sensors. 

pinMode(A0,INPUT); 

pinMode(A1,INPUT); 

}

//Defining functions for movement of Master Bot. 

void moveRobot(String motion){ 

  //For Moving Forward. 

  if(motion == "Forward"){ 

    digitalWrite(10,HIGH); 

    digitalWrite(11,LOW); 

    digitalWrite(12,HIGH); 

    digitalWrite(13,LOW); 

    Serial.println("Forward"); 

  } 

  //For Moving Backward. 

  if(motion == "Backward"){ 

    digitalWrite(10,LOW); 

    digitalWrite(11,HIGH); 

    digitalWrite(12,LOW); 

    digitalWrite(13,HIGH); 

    Serial.println("Backward"); 

  } 

  //For Turning Left. 

  if(motion == "Left"){ 

    digitalWrite(10,HIGH); 

    digitalWrite(11,LOW); 

    digitalWrite(12,LOW); 
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    digitalWrite(13,HIGH); 
    Serial.println("Left"); 
  } 
  //For Turning Right. 
  if(motion == "Right"){ 
    digitalWrite(10,LOW); 
    digitalWrite(11,HIGH); 
    digitalWrite(12,HIGH); 
    digitalWrite(13,LOW); 
    Serial.println("Right");
  } 
  //To Stop.  
   if(motion == "Stop"){ 
    digitalWrite(10,LOW); 
    digitalWrite(11,LOW); 
    digitalWrite(12,LOW); 
    digitalWrite(13,LOW); 
    Serial.println("Stop"); 
  } 
}

void loop() { 
  // put your main code here, to run repeatedly: 
   /*Storing value of Pin A0 in Right connected to IR 1. 
    */ 
   int Right = analogRead(A0); 
   /*Storing value of Pin A1 in Left connected to IR 2. 
    */ 
   int Left = analogRead(A1); 
   //Choosing 600 as Threshold Value given by IR.    
   if((Right < 600) &&(Left < 600)){ 
    //No Obstacle detected by sensors. 
    moveRobot("Forward"); 
    //Transmitting data to Slave Bot. 
    digitalWrite(4,HIGH); 
    digitalWrite(5,LOW); 
    digitalWrite(6,HIGH); 
    digitalWrite(7,LOW); 
   } 
   if((Right > 600) &&(Left > 600)){ 
    //Obstacle detected by Both sensors. 
    if(count<5){ 
    moveRobot("Backward"); 
    digitalWrite(4,LOW); 
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    digitalWrite(5,HIGH); 
    digitalWrite(6,LOW); 
    digitalWrite(7,HIGH); 
    delay(1500); 
    moveRobot("Right"); 
    digitalWrite(4,LOW); 
    digitalWrite(5,HIGH); 
    digitalWrite(6,HIGH); 
    digitalWrite(7,LOW); 
    delay(1500); 
    moveRobot("Forward"); 
    digitalWrite(4,HIGH); 
    digitalWrite(5,LOW); 
    digitalWrite(6,HIGH); 
    digitalWrite(7,LOW); 
    delay(2500); 
    moveRobot("Left"); 
    digitalWrite(4,HIGH); 
    digitalWrite(5,LOW); 
    digitalWrite(6,LOW); 
    digitalWrite(7,HIGH); 
    delay(1500); 
    count++;/*Using this value to stop robot if there is no way for Master Bot to move 
any further ahead. 
             */ 
    Serial.println(count);
    } 
    else{ 
    moveRobot("Stop"); 
    digitalWrite(4,LOW); 
    digitalWrite(5,LOW); 
    digitalWrite(6,LOW); 
    digitalWrite(7,LOW); 
    } 
   } 
   if((Right > 600) &&(Left < 600)){ 
    //Obstacle detected by Left sensor. 
    moveRobot("Right"); 
    digitalWrite(4,LOW); 
    digitalWrite(5,HIGH); 
    digitalWrite(6,HIGH); 
    digitalWrite(7,LOW); 
    delay(1500); 
    moveRobot("Forward"); 
    digitalWrite(4,HIGH); 
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    digitalWrite(5,LOW); 

    digitalWrite(6,HIGH); 

    digitalWrite(7,LOW); 

    delay(2500); 

    moveRobot("Left"); 

    digitalWrite(4,HIGH); 

    digitalWrite(5,LOW); 

    digitalWrite(6,LOW); 

    digitalWrite(7,HIGH); 

    delay(1500); 

   } 

   if((Right < 600) &&(Left > 600)){ 

    //Obstacle detected by Right sensor. 

    moveRobot("Left"); 

    digitalWrite(4,HIGH); 

    digitalWrite(5,LOW); 

    digitalWrite(6,LOW); 

    digitalWrite(7,HIGH); 

    delay(1500); 

    moveRobot("Forward"); 

    digitalWrite(4,HIGH); 

    digitalWrite(5,LOW); 

    digitalWrite(6,HIGH); 

    digitalWrite(7,LOW); 

    delay(2500); 

    moveRobot("Right"); 

    digitalWrite(4,LOW); 

    digitalWrite(5,HIGH); 

    digitalWrite(6,HIGH); 

    digitalWrite(7,LOW); 

    delay(1500); 

   } 

 } 

5 Results

The foremost challenge in small robots is organizing an economical energy consump-
tion so as to make the most use of a battery for a longer period of time. Our
system minimizes energy consumption with respect to other existing systems by
using low-power data transmission components.

Formost cases, highprocessingpower is essential for swarm robots.Our suggested
structuremakes use of anArduinoUNOmicrocontroller that is capable of doing every
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Table 1 Cost distribution for
master and slave robots

List of components: Cost

Arduino UNO—2 Nos 1000

RF transmitter and encoder module—1 No 600

L239D motor driver circuit—2 Nos 450

DC motors—4 Nos 400

Wheels for motors—4 Nos 100

Castor wheels—2 Nos 40

Chassis board—4 Nos 100

Wire stripper 50

M3 nuts and bolts 150

Breadboard 100

Connecting wires and miscellaneous 150

Total 3140

essential task which is required from detection and locomotion to operation and data
transmission among master and slave robots.

The total cost of the entire assembly is minimized by shortlisting the compul-
sory components which can perform the required tasks. Cost is further reduced by
mounting sensors only on the master robot but no compromises are made with the
overall functioning of the robots. This increases the efficiency of the system to work
for longer periods and the batteries will last longer. Hence it can be seen that energy,
cost and computational power, all have reduced significantly. Upgradeswill be highly
economical and repairs can be made easily due to less complexity.

Table 1 shows the cost distribution of these low-cost functional robots. These
components are readily available in the market.

6 Conclusion and Future

Technology is wide-spreading very swiftly, with technological advancements taking
place every day around the world. Without evolving with the growing technology,
one will definitely be left behind. A situation has come where it has become impos-
sible to survive without technology. The environment has always been an inspiration
that plays a vital role in exploring and inventing the latest technologies. This paper
also inspires form a natural phenomenon that is replicating the activities of insects
with the help of swarm robots which is quite similar to the implementation of tasks
individually in a cluster collectively so as to complete a bigger objective as in the case
of a group of ants. The robots make use of the algorithms programmed into them for
detecting the obstacle and avoiding it. The master robot implements the operation
and further transmits the data to the slave robot wirelessly so as to make the slave
robot aware of the position of the obstacle and hence avoiding the obstacle instantly
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without delay. It becomes very difficult for an individual to complete a complex task
on one’s own than being distributed among a group of people who can do it with
greater efficiency. So, swarm robotics has a long way to go and will play a major
role in the scenarios to come.

Future work will include mapping robot’s position in real time in an economical
and power-efficient way so as to continue the aim of making robots more affordable
for people around. A deeper dive would be taken into making the robots autonomous,
and improvement of the overall robot function making it much more result-oriented.
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Quality Evaluation of Fitness Centres
Using Gap Analysis

Pushpendra Neniwal and Vikas Kapoor

Abstract The number of gymnasiums is increasing day by day in India due to
the laziness of people and advancements in automation industries. Indian Gyms are
expanding their facilities in terms of the increasing number of equipments, improved
quality of service (QoS), customer satisfaction etc. The expected and perceived QoS
has been compared in this paper. The gap analysis has been performed using the
SERVQUAL questionnaire in terms of ‘Responsiveness’ as well as ‘Tangibility’. It
means ‘Actual Service Performance’, ‘Promptness’, ‘Always be willing to help’ and
‘Respond to the Customers’ got to be focused upon.

Keywords SERVQUAL · Indian Fitness Centre · Analysis

1 Introduction

The Indian service sectors are surrounded by different industrial services, viz., hospi-
tality, trade, construction, healthcare etc. Also, the service sectors have played a very
important role in raising the Indian economy [1]. Most of the highly qualified Indian
workers are working at a very low salary. Therefore, quality-based service sectors are
easily available in India [2]. Since IT industries demand long sitting hours, exten-
sive desktop working and a sedentary lifestyle, the massive population of ITES
professionals are drawn towards gyms, health and fitness centres [3, 20, 21].

2 SERVQUAL in Fitness Industry

The most important role in various strategies available in the market has been played
by QoS evaluation [4]. To estimate the QoS, the SERVQUAL model has been used
by different users across the globe [5]. The five aspects of the model are shown as
follows.
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3 Instruments of the Study

We have used a questionnaire as a tool for data collection. SERVQUAL instrument
has been used to prepare a questionnaire to measure the satisfaction of the customer.
The questionnaire has been distributed among 50 members.

4 Dimensional Analysis with Gap Score

The gap analysis [17,18,19] has been used to identify the difference between Percep-
tion and Expectation (P–E) [6]. This difference has been obtained with the help of
SERVQUAL with 22 attributes and 50 samples. If the difference is found negative,
then it clearly states that there is a shortfall in the quality of service.

a. Tangibles at the service centres
Figure 1 shows the difference between Perception and Expectation (P–E) for
the tangibles dimension.

b. Reliability level
Figure 2 shows the difference between Perception and Expectation (P–E) for
the reliability dimension.

c. Responsiveness level
Figure 3 shows the difference between Perception and Expectation (P–E) for
the different levels of responsiveness.

d. Level of assurance
Figure 4 shows the difference between Perception and Expectation (P–E) for
the different levels of assurance with the largest manifesting in ‘Courteous with
Customers’ (−1.18) and the smallest being ‘Feel safe in Transaction’ (−1.14)
which must be generally addressed (Fig. 5).

e. Empathy levels
Figure 4 shows the difference between Perception and Expectation (P–E) for
the different levels of empathy. The largest gap was ‘Understand the specific
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Fig. 1 (P–E) for the tangibles dimension

Fig. 2 (P–E) for reliability

needs of customer’ (−1.34) while the smallest gap was ‘Convenient operating
hours’ (–0.84).
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Fig. 3 Responsive levels

Fig. 4 Different levels of assurance

5 Comparison of Consumer’s Perceptions
and Expectations of the Health and Fitness Centre

Regarding expectation among the dimensions, ‘Responsiveness’ has got the highest
mean score of 6.290 and is ranked first. This basically indicates how important and
crucial attributes under Responsiveness are for maintaining sustainable fitness centre
management and development [7]. The remaining four attributes assurance, empathy,
reliability and tangibility rank second, third, fourth and fifth, respectively (Table 1).

This is a real experience that the customers [14,15,16] have whenever they use
the service, even it can be compared to another fitness centre. Whenever they are
satisfied with the way the fitness centre is handled and managed then it means that
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Fig. 5 Different empathy levels

Table 1 Perceptions and expectations comparison of the health and fitness centre

Dimension Expectation Perception (P–E)

Mean SD Rank Mean SD Rank Mean Rank

Tangibility 5.855 0.746 5 4.980 1.155 4 −0.87 5

Reliability 6.052 0.736 4 5.000 1.247 3 −1.052 4

Responsiveness 6.290 0.864 1 4.855 1.210 5 −1.435 1

Assurance 6.245 0.826 2 5.085 1.134 1 −1.160 2

Empathy 6.116 0.848 3 5.036 1.184 2 −1.080 3

Aggregate mean 6.109 4.993 −1.115

they expect a lot from the fitness centre. The measurement is perfect for determining
the best sustainable fitness centre development. If customers are not satisfied it means
that they prefer other fitness centres [8]. In this regard ‘Assurance’ scored the highest
mean score of 5.085 and stood first as compared to the remaining four attributes.
The finding ranked empathy, reliability, tangibility and responsiveness second, third,
fourth and fifth, respectively (Fig. 6).

Table 2 shows the calculation of gap score, which is calculated using the following
equation.

GAP SOCRE = PERCEPTION − EXPECTATION (1)

Table 3 shows the calculation of weighted SERVQUAL scores which is calculated
as follows.

Weighted SERVQUAL Score = Average for Each Dimension × Importance Weight (2)
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Fig. 6 Gap score for each dimension

Table 2 Gap scores calculation

Dimension Statement Expectation score Perception score (P-E)

Tangibles 1 6.32 4.92 −1.40

2 5.74 5.00 −0.74

3 6.38 5.10 −1.28

4 4.98 4.90 −0.08

Reliability 5 6.16 4.82 −1.34

6 6.42 5.12 −1.3

7 6.26 5.14 −1.12

8 6.08 4.98 −1.1

9 5.34 4.94 −0.4

Responsiveness 10 6.02 4.86 −1.16

11 6.30 4.84 −1.46

12 6.54 4.76 −1.78

13 6.30 4.96 −1.34

Assurance 14 6.04 4.88 −1.16

15 6.42 5.28 −1.14

16 6.22 5.04 −1.18

17 6.30 5.14 −1.16

Empathy 18 5.82 4.84 −0.98

19 6.34 5.50 −0.84

20 6.04 4.78 −1.26

21 5.96 4.98 −0.98

22 6.42 5.08 −1.34
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Table 3 Weighted SERVQUAL scores calculation

SERVQUAL
dimension

Average for each
dimension (Table 3)

X Importance weight
(Table 4) (%)

= Weighted score

Reliability −1.05 x 32 = −0.336

Responsiveness −1.43 x 22 = −0.314

Assurance −1.16 x 19 = −0.220

Empathy −1.08 x 16 = −0.172

Tangibility −0.87 x 11 = −0.095

TOTAL −1.137

AVERAGE
(Total/5)

−0.227

Equation (2) shows the weighted SERVQUAL score.

6 Recommendations and Conclusion

6.1 Findings of Talwalkars Health and Fitness Centre

After getting the questionnaires filled up, a follow-up was carried out, wherein the
respondents were asked a specific question about how they would like the quality
improvement to happen [9]. Some specific findings obtained from that follow-up are.

1. Trainer tends to focus more on female clients as compared to male clients.
2. During the peak time approximately 60members and 6–8 trainers are available,

but still, customers are not fully satisfied [10].
3. Many complaints are there from changing room regarding security purpose.

Some members complain that the key of the lockers does not work and some-
times they forget the shoes, clothes etc. but the following day they don’t find
them. Such thefts or pilferage should be checked.

4. There is no focus of the trainers on the cardio area. Trainers have more focus
on bodybuilding [11].

5. Many clients say that trainers make personal relations or become friendlier
even beyond the gymwith some particular client, so they take personal interest
when these clients are doing workouts.

6. In the cardio section of the gym, only 1–2 trainers are available but they do
not take a personal interest to train the members.

7. Repairing a machine is another issue in Talwalkars. One member says, his
complaint about the cardio cycle machine was not attended and the machine
went unrepaired for months [12].

8. Hygiene problem occurs most of the time in this gym. If one member is using
the machine for exercise, sometimes he leaves a lot of sweat but to clean the
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perspiration from a machine or bench takes 15–20 min and other members
suffer.

9. During the joining, they take full body measurements. After that, they promise
to schedule monthly measurements but they do not actually do so for the
clients [13].

10. There is no follow-up after doing the workout month after month. No one takes
interest in how much the client lost or gained in a particular time duration.

11. The employees pressurize the clients to refrain from spreading (bad points) or
criticism regarding their health centre with their friends.

7 Conclusion

In this study, the largest gap (Perception–Expectation) is found in the ‘Responsive-
ness’ dimension, So a larger focus should be on the responsiveness dimension. It
means that ‘Actual Service Performance’, ‘Promptness’, ‘Always be willing to help’
and ‘Respond to the Customers’ need to be focused upon.

The weighted average score of P–E ≥ 0 will be considered as satisfactory or
good service as perceived by the customer. It specifies questions targeted to capture
the five dimensions. It is suggested, as appears from the responses arrived by the
weighted average P–E score, that compromised perception of response is slightly
towards satisfaction. It does not show full satisfaction.
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Load Balancing Issues in Cloud
Computing

Priyanka Agrawal, Subhash Chand Gupta, and Tanupriya Choudhury

Abstract Load balancing is done to distribute the network traffic over various
servers. This is done so that one server does not get overloaded and its resources do
not run out. This also increases the efficiency of the application and it also increases
the availability of the application for users. This is done by a load balancer. It is a
device used for load balancing that is for distributing traffic over the server. In today’s
world cloud computing is growing day by day and the major concern is to increase
the efficiency and performance of applications, and load balancing is one way to
increase the performance. But there are several issues involved in load balancing.
This paper discusses those issues involved in load balancing and how load balancing
is done in different types of applications.

Keywords Load balancing · Load balancer · Cloud computing · Performance

1 Introduction

Cloud computing is a technology growing day by day and is widely used by many
large-scale organizations to handle their data. It hasmany features and a considerably
reasonable rate in terms of money because of which it has become so popular in such
a short span of time.

Cloud computing [4] is basically an on-demand delivery of IT services that are
provided over the internet through some providers who own their own cloud, like
Amazon Web Services, Microsoft Azure etc. Cloud computing [6] is not just easy to
use but also very secure and easy to maintain as compared to the traditional way of
storing the data physically.
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The speed at which cloud computing [33, 26] is getting researched there is not
much time left that every organization will use this technology no matter small-scale
or big organizations.

Load balancing is one of the most important features of cloud computing [22, 11]
and is very important for the successful work of an application as it prevents the appli-
cation from getting crashed. Load balancing is the process of distributing the network
load over different nodes to prevent them from getting overloaded. The device which
is used to perform the load balancing process is called a load balancer. There are both
hardware load balancers and software load balancers. There are different types of
load balancers discussed in this paper. The main objective of the paper is to discuss
various issues and challenges faced during the process of load balancing and few
techniques for dealing with it. Load balancing is a process of distributing the load,
and if the load is not distributed randomly across nodes there are many algorithms
used to find how the load will be distributed among the nodes. A few of them are
discussed here. So, this paper covers basic knowledge of cloud computing, one of
its main features, which is load balancing, and how it is performed through what
device and in which ways, and issues and challenges faced during load balancing.

2 Literature Review

Cloud computing is a service basically an on-demand delivery of IT services provided
over the internet by a third-party vendor. For example, AmazonWebServices (AWS),
Microsoft Azure, Google Cloud, IBM Cloud etc.

It provides services to customers over the internet with various facilities. It allows
the user to store their data in the cloud rather than storing the data physically as used
to be done in traditional ways. It is not necessary for the user to store all the data in
the cloud and there are different models in which the user can store the data.

There are many features of cloud computing:

(1) On-demand, self-service: The user can store data on their own without human
help and this will reduce the labor cost for the owner.

(2) High range of network: The data can be accessed anywhere over the internet,
thus solving the problem of carrying physical files everywhere.

(3) Resource pooling: Using a multi-tenant model, the resources can be sent to
multiple consumers.

(4) Rapid elasticity: The services provided can be scaled based on the demand. It
can be both increased and reduced.

There are different models of cloud computing and the model is considered to
be most efficient when its resources and services are used in the best possible ways.
And this efficient utilization can be done when the resources are employed properly
and managed properly.



Load Balancing Issues in Cloud Computing 107

A. Different Models of [3] Cloud Computing

(1) Private cloud: In this, enterprises have their own infrastructure, and the
applications are deployed on their own data centers.

(2) Public cloud: In this, the services used are delivered by a third-party
vendor and can be accessed anywhere over the internet.

(3) Hybrid cloud: This type of cloud is a combination of the above-mentioned
two types of clouds, which means some things are private and some are
public.

(4) Multi-cloud: In this, at one time two or more public clouds can be used
or multiple private clouds.

B. Cloud Computing Services
There are three cloud computing services:

(1) Software as a service (SAAS)
These are the vendor-provided applications accessible over the internet.
This is directly for the end-users. For example, Gmail.

(2) Platform as a service (PAAS)
In this, the vendors provide the platform on which the user develops the
applications. This is for the software developerswho can develop software
on the platform provided. For example, Google app engine.

(3) Infrastructure as a service (IAAS)
In this, the vendors provide the infrastructure, that is the hardware, which
includes servers, resources and the storage space for application develop-
ment. This is for the infrastructure architects who just need all the hard-
ware and resources for developing the application. For example, Amazon
S3, Amazon EC2.

C. Issues in Cloud Computing
Ethical Issues
Cloud [2] computing faces somemajor ethical issues like security, integrity and
privacy because it is the duty of the service provider to secure the customer data
stored in their data centers.

(1) Security
This includes confidentiality, integrity and availability of data through
secure systems. Security is a major issue in the cloud computing envi-
ronment because data stored in the data centers are highly prone to
unauthorized access. So, important security measures should be taken.

• Confidentiality and Privacy
Confidentiality means that only a person who is authorized can view
the data and no one else. In cloud computing, there are very high
chances that the data can be accessed by unauthorized as there is
sharing of same resources like memory or storage or network and this
thing can lead to a breach of data confidentiality.
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There have been several issues of unauthorized access which makes
the privacy of the customer the biggest issue.
The meaning of privacy exactly is that the information owner is the
one who decides who all can view their information. A privacy breach
is a major issue in cloud computing as the data is stored at several
locations in different regions because of which there are high chances
of a privacy breach.

• Availability
Availability means that the data stored or the software should be acces-
sible in a usable condition when in demand. Availability also means
that the system should be available in all conditions even if there are
some problems with security, but the providers cannot guarantee this
because cloud computing needs the internet to work, and if there is
some problem with the internet it will affect the cloud environment.
So, this also becomes a major issue.

• Integrity
This means that only the people who are authorized can alter or make
changes in the data and the software or hardware stored in the data
centers.
There are several users who are sharing the same resources so
authentication is very important in a cloud environment to maintain
security.

(2) Strategy Issues
Cloud computing is a different type of environment and its introduction
into the system will bring a major change in the organization’s existing
IT system.
One of the main change occur in the system is the reduction in the size of
IT department as nowmost of the work is done by cloud service provider.
This can also lead to a decrease in jobs as now most of the work is done
by cloud and very little work is left, like documenting work or issues
resolving.
This is of concern because sometimes the employees do not accept the
cloud environment as there are chances of losing their jobs.
There is onemore issue that the organization should have, which is skilled
labor to handle the cloud environment. The effect of the cloud on an
organization and how well the management addresses the issue to its
employees tell about the success or failure of cloud computing.

(3) Technological Issues
Implementing a cloud environment requires up-gradation of the existing
systems of an organization so as to have a large amount of data and files.
This process involves buying new technologies according to the cloud
and discarding the old ones which are not needed in the new systems.
The main issue with this is that the management has to decide an efficient
way of adding this without putting too much cost into it.
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This will not be a major issue if the organizations are able to buy all the
necessary technologies.

(4) Customization
This is an important issue because every organization likes to modify
or customize its products and schemes as it is believed that this makes
it different and unique from others. But customizing the products is an
issue for the service provider as the resources are shared by everyone and
different customers require different services.
Customization is an important issue as uniqueness is very important for
an application to win over other applications, and hence it is important
for the customer to choose the service provider wisely depending upon
who provides customization or not.

D. Load Balancing
Considering large applications one server is not enough to handle all the requests
as the server gets overloaded very quickly, so to fulfill this requirement the orga-
nization distributes the load overmultiple servers and this is called “load balanc-
ing”. This helps in increasing the efficiency of the application and prevents it
from getting crashed. It also makes the application more available to the user
and helps in processing more requests quickly.
Various algorithms are used to distribute load through the load balancers to
various servers according to the specifications of servers.
For the users, this is not something visible to them. It’s just that their requests
should be processed quickly even if there is a large number of requests.
For example, consider a shopping site that has a large number of users and
during sale time the users increase even more and using the application at the
same time. In this case, if there is only one server then it will get overloaded
very quickly and also might crash resulting in the failure of the application,
So to prevent this, load balancing is used which distributes the traffic over
multiple servers so that each request can be processed quickly without harming
the application.
So load balancing is generally used for high traffic sites and it is also used for
domain name system (DNS) servers and for FTP file transfer protocol sites.
Major tasks performed by load balancing are:

• Distributes traffic over servers
• Minimizes the request-response time
• Increases efficiency of the application.

E. Load Balancer
To perform this load balancing, some device is required and the device used is
the load balancer.
This load balancer with the help of different algorithms distributes the traffic
over servers and it makes sure that each server handles only the number of
requests it can handle and does not get overloaded.
Working of Load Balancer [8, 30, 31]
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(1) An application receives a request which has to be passed onto the server.
(2) A load balancer is between a client and a server. So now the load balancer

receives the request and based on the algorithm applied it forwards the
request to the servers according to their capacities.

(3) The server then receives the request and gives back the response to the
client through the load balancer.

(4) When the load balancer receives the response it checks the details like IP
and gives a response to the client that matches it.

(5) And this process is repeated again and again until the application is closed.

F. Benefits of Load Balancer

• Required and best for high-traffic applications where a large number of
queries has to be processed.

• It increases resource utilization and reduces response time.
• Makes the application accurate and smooth and keeps the users satisfied as

there are quick responses and they don’t have to wait for results.
• Flexibility: It makes the application flexible, which means the servers can

be added or removed according to the requirement of the application and
this feature also helps during maintenance of servers as when one is under
maintenance the load gets distributed to other servers without affecting the
performance of the application.

• Scalability: This is similar to flexibility where servers can be added if the
traffic increases, and when servers are added they get included in the process
and traffic distributes smoothly.

• Redundancy: While the process is going on and if any server fails, quickly
the traffic gets divided among other servers without getting known by the
user that any server has failed.

G. Types of [9] Elastic Load Balancers

(1) Application Load Balancer:
This [27] load balancer works at the application layer (HTTP/HTTPS).
Application load balancers support dynamic host port mapping. This load
balancer also performs health checks and see if any node is experiencing
any issues and based on the health check result it distributes traffic.
This type of load balancer uses listeners which are used in applications
to react to specific events and the listeners route the requests according
to the content of the requests.

(2) Network Load Balancer:
This load balancer works at the transport layer (TCP). It can handle a
large number of requests, like millions of requests in one second.

(3) Classic Load Balancer:
This works either at the transport layer (TCP) or application layer
(HTTP/HTTPS). Classic load balancers require a fixed connection
between the load balancer port and the connection instance port. With
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classic load balancers, traffic can be distributed over single or multiple
availability zones.

H. Hardware and Software Load Balancing

(1) Hardware Load Balancers
Hardware [12] load balancers consist of physical hardware and distribute
the traffic based on the number of connections with each server and the
performance of those servers.
These types of load balancers are used in properly developed firms and
they need to be maintained and updated regularly as new security patches
need to be installed. These are better than software load balancers as they
offer more range of features but it requires trained staff for maintenance
and management. Because these load balancers are hardware-based they
are less flexible and scalable and that is why sometimes they result in
over-provisioning of load balancers.
The hardware load balancers are generally implemented on the transport
layer (layer4) or the application layer (layer7) of the OSI model of the
network.

(2) Software Load Balancers
These are easier to deploy and also cost-effective and more flexible. But
being flexible requires more work that needs to be done in setting this up.
In this, it is easier to make changes.
Software load balancers are available as solutions that need to be installed.
These types of load balancers generally combine multiple scheduling
algorithms to distribute the network traffic.

I. Load Balancing Model
There is an architecture model for clouds having varying loads. This model is
used for best load distribution among different virtual machines.
The first [1] level of load balancing is performed at the physical machine (PM)
and the second level is performed by the virtual machines (VMs) (Fig. 1).
The request generator generates the user request which is basically tasks given
by users and these tasks need computation resources for execution. Then the
next part is the data center controller which is in charge of task management
between machines.
Then the load balancer present at level 1 checks which VM can be allotted
to the task given by the user. The load balancer at the first level balances the
given workload on the physical machines by further distributing the load among
the designated virtual machines. The second level load balancer balances the
workload among various virtual machines associated with a specific physical
machine.

J. Load Balancing Classification
Figure 2 shows how load balancing algorithms are classified. They are basically
divided into two types:
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Fig. 1 Load balancing model

Fig. 2 Load balancing classification
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(1) Static Approach
This approach is designed during the design and implementation phase
of the system. Load balancing done through this approach divides the
network traffic equally between all the servers.

(2) Dynamic Approach
This approach works on the present situation of the system while doing
load balancing and it is best suitable for large distributed applications like
cloud computing applications.
Dynamic load balancing is further classified into two categories:

• Distributed approach.
• Non-distributed or centralized approach.

3 Load Balancing Issues in Cloud Computing

1. Fault Tolerance
This is one of the most [15] important metrics of load balancing and also one
of the issues of load balancing. This means that the load balancing algorithm
should be performed properly in case of any node failure, and even if a node
fails it should not affect the load balancing process. This issue needs to be
resolved and it is expected that load balancing algorithms should have a good
fault tolerance approach. A fault-tolerance policy is expected to identify the
fault, then solve it, and thus improve the efficiency of an application.
Some types of faults are:
Network faults: These occur over the network when there is a packet loss or
problems with the destination node.
Physical faults: These are hardware faults.
Process faults: These faults occur during the process because of a lack of
resources.
Service expiry faults: These faults occur when the service time of any resource
expires.
There are two types of fault tolerances:

Reactive fault tolerance

Reactive fault tolerance this decreases the effect of failures while an application
is running and when the fault starts occurring frequently.

Proactive fault tolerance

This fault tolerance avoids recovery from faults or failures by identifying them
before only and then immediately replacing the defected parts with better
working parts.

Fault Tolerance Techniques [14, 33]
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Fault tolerance [21] techniques are also specific to the type of fault tolerance.
Fault tolerance techniques for reactive fault tolerance are:

• Check Pointing
This technique is generally used for large applications which run for a long
time. While updating or creating the applications several marks like check-
points are made in the program whenever any changes are made so that
when the application runs and any failure occurs then the application can
be restarted from the previous checkpoint only instead of again and again
starting from the beginning.

• Replication:
In this technique, the tasks performed are copied identical or replicated on
different resources so that even if any particular resource fails the task is
performed and the expected output is obtained.

• Job Migration:
In this technique, if any task gets failed due to any reason then that task can
be immediately shifted or migrated to any other machine.

• Task Resubmission:
In this technique when a task gets failed then the job remains undone, so the
application is made to run again and the task failed is resubmitted to another
resource or maybe the same resource for getting executed.

• S-Guard:
This technique is based on the rollback recovery process.

• Retry:
This technique is the most simple and easy technique as in this the failed task
is retried again and again on the same resource to get completed.

• Rescue Workflow:
In this technique the task is performed till the time it can be performed
without thinking about failure.
Fault tolerance techniques for proactive fault tolerance:

• Self-Healing:
In this technique, the big tasks are divided into several smaller parts which
are running on different virtual machines and when many parts of an appli-
cation are running on a different machine it automatically handles the failure
problems.

• Software Rejuvenation:
In this technique, the system is restarted periodically as set and the system
restarts with a fresh start and a clean state.

• Pre-emptive Migration:
In this technique, the application is under continuous monitoring and
analyzed regularly and is based on a feedback control strategy.
So, using these fault tolerance techniques the application can be made fault-
tolerant and one of the issues of load balancing is resolved resulting in
increasing efficiency of the application.
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2. Virtual Machines Migration
A virtual [28] machine is like an emulator which is created using the software.
It uses the physical resources of the system like RAM, CPU but it is separated
from the other software of the system. These virtual machines generally called
as VMs are also considered as an instance of OS which runs in isolation in the
system.
There can be multiple virtual machines running on a single physical system.
Each virtual machine consumes its resources and hence making the physical
system getting overloaded, and in such cases, the traffic has to be transferred
dynamically to another system without getting noticed by the user. And this
process ofmoving one virtualmachine over anothermachine is calledmigration.
In virtualization, the machine can be seen as a set of files or a file. Earlier when
migration was performed between two physical systems the VMs had to be
stopped and the needed resources are to be allocated to the new physical system
and all the files related to that virtual machine are to bemoved to the new system.
There are two important properties of virtual machines:
Encapsulation
Hardware independence
These properties are responsible for the migration process that is for the
movement of a virtual machine from one physical system to another.
This migration process should not be visible to the user and also this process
should be quick. If the process takes time due to any reason then the user may
feel service unavailable and this is not right. Virtual machine migration allows a
continuous transfer ofmemory, storage and network fromone system to another.

Virtual [24] Machine Migration Requirements

Load balancing:
The virtual machines are generally migrated from an overloaded host to a less
overloaded system to prevent the crashing of applications.

Maintenance:

The virtual machines are generally migrated to maintain the network balance,
increase the fault tolerance and properly maintain a system.

Recovery from the host failure:

The virtual machines are migrated to recover from the network failure that
occurred due to the overloading of the host system.

Types of Virtual Machines Migration

Cold Migration

This is an old type of migration; in this, the virtual machine is first stopped
at one system, and then it is started again only when the migration process is
finished and the VM has been transferred.
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Live Migration

This is a technique used for load balancing. In this type of migration, the virtual
machine neednot be stoppedwhile transferring, and it is continued to run.Migra-
tion is performed with very a less downtime. The transfer of virtual machines
refers to the transfer of resources also like memory, storage etc. Out of all the
resources, memory transfer is the most time-consuming.
The parameters [16] considered while doing live migration are:
Downtime: This is the time atwhich the services of a virtualmachine are stopped
and are not available to the user.
Migration time: This is the total time which is required to transfer the virtual
machine from source to destination system without affecting the availability of
virtual machine to the users.
The cost of the live migration process is considerable but it cannot be ignored
especially at times when the availability and responsiveness of virtual machines
are strictly concerned and governed by the service level agreements (SLA).
Pre-copy: In this type, memory is transferred first, and then the execution is
transferred.
Post-copy: In this type, the execution is transferred first and then memory is
transferred.
Advantages of virtual machine migration are:

• Server consolidation
• Hotspot and cold spot migration
• Load balancing

3. Scalability
This is the process of either increasing or decreasing the number of nodes in a
system according to the requirement.
Cloud computing [32] offers many advantages to organizations but one of the
main advantages is scalability.
Before cloud was introduced, adding extra servers was a great problem as new
hardware is to be installed andmaintained.More space is required for servers and
this increases the cost heavily, and not just that the downtime is also increased.
In such cases as the time in whichmore servers are installed the previous servers
had to be shut down.
For businesses which are growing slowly, this is not of much concern, but for
business growing quickly it increases infrastructure costs heavily for them.
When data is stored physically scalability is always a concern, as a lot of factors
have to be considered, but with the cloud, you can start small, and as the busi-
ness grows data storage is expanded without increasing any hardware at the
organization and making scalability easier. And one specialty of the cloud is
it follows a pay-as-you-go pricing strategy, which means the money has to be
paid only for the storage used.
For example, consider [10] you have a small startup company doing an average
business and then you get a chance to publicize your product on a very large scale
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and in front of a huge audience. As a result of this, your website has increased
the number of users and a large number of people are trying to place orders. But
can your existing infrastructure handle this increase in network traffic? If you
have a scalable infrastructure there will be no problem as you can increase the
number of servers according to the traffic without thinking about the space and
pricing but if you don’t have a scalable infrastructure then the site will become
slower and eventually might stop, thus resulting in knocking off the customers
instead of attracting them.

Types of [29] Scaling in Cloud Computing

Vertical Scaling (Scaling up)

This method of scaling means adding more power to the existing system. This
could be in the form of adding more CPU processors or increasing RAM or
more storage. In this, no code is altered and no new infrastructure is added.
Vertical scaling is also finite, so after a point limit is reached.
In such cases, the application has to be powered down and resized which results
in downtime and extra maintenance, so this requires advance planning.
The disadvantage of this is performance decreases as the compute capacity
remains the same as there is no change in the infrastructure even if storage or
RAM is increased.

Horizontal Scaling (Scaling out)

This method of scaling means adding more infrastructure to the existing
infrastructure and connect them so that they work smoothly.
This requires complex architectural designing which is a very time-consuming
and labor-intensive process that requires a lot of people. But this is infinite
scaling, which means that an infinite number of instances can be added to
increase the performance.

Diagonal Scaling

This is a combination of both horizontal and vertical scaling, which means the
benefits of both types of scaling can be used in this.
First, they are scaled vertically till the time it reaches the infrastructure capacity
and then new resources are added to a server that is connected to the system and
this process repeats continuously.
This type of scaling is most effective in organizations that are handling various
workload volumes.
Scalability can be maximized by using load balancing. Load balancers offer a
strategy of scaling the system by distributing the load across various nodes to
utilize resources. Load balancer takes all the requests and then distributes the
request to different nodes based on their capacity.
Load balancers work in a similar way as a scaling group, just the difference is
it does not create or delete instances; it distributes the traffic across multiple
instances.
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4. Load Estimation Policy For Load Balancing

• The first issue in this is to decide which method is to be used to estimate the
workload on each node separately.

• The workload of a node is determined by various parameters:
(1) Total number of processes allotted to a node.
(2) Total resources required by all these processes.
(3) It also depends on the speed of every processor.

• Many load balancing algorithms use the total number of processes to increase
efficiency.

• In many cases the actual load of a node varies depending upon the remaining
time of that process on the node. And this remaining time can be measured
in many ways.

• A considerable method for load estimation is by measuring the CPU
utilization of the nodes.

5. Process Transfer Policy for Load Balancing
This policy is basically used to transfer the processes from heavily loaded nodes
to comparatively less loaded nodes.
There is a limiting value ofworkload for each nodewhich is knownas a threshold
value and there are many algorithms that use this value to determine whether
the node is heavily loaded or lightly loaded.
The threshold value of a node can be determined by two policies:

• Static policy
In this policy, there is an already defined threshold value that is based on the
processing speed of the node.

• Dynamic policy
In this policy the threshold value is calculated based on the average number
of processes on a node and a predefined constant.
Below the threshold value, the node accepts the processes, but above that
threshold value, the node does not accept the process; instead, it shifts the
process to a less loaded node.

6. Location Policy for Load Balancing
These policies are used for selecting the destination nodes on which the process
will execute.
These policies are:

(1) Shortest method
In this method, nodes are chosen randomly and checked for their load.
The process is transferred to the node having the minimum value of the
load.

(2) Threshold method
In thismethod, a node is chosen randomly and checks if the node is capable
of taking the process and if yes then the process is transferred; if not then
another node is chosen.
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(3) Biding method
In this method, each node broadcasts requests for bids, and then other
nodes respond with bids. The offer best suited for the process is chosen.

(4) Pairing method
In this method each node randomly asks another node to become a pair
and share the load, but if the asked load rejects to be in pair and the node
asks another node randomly again.

7. Single Point of Failure
There [26] are various algorithms that follow the non-distributed approach and
in such algorithms, the decision is taken by the central node. In such cases, if
the decision device that is the center device crashes, then it affects the entire
cloud computing environment and the load balancing process.
And thus it is required to develop algorithms that do not work on just one node
and that one node only controls the entire cloud environment and load balancing
process (Fig. 3).
Consider a scenario in which many servers are connected to a single router or
switch and then that router is connected to the application server where users
can access it.
And if the router fails then no single system can be accessed by the users. There
is one more problem if many single servers get attached to the router then there
comes the problem of lack of resources.
Amazon’s EC2 cloud service has suffered this kind of problem for few days
resulting in the loss of data and service due to the problem of a single point of
failure.
Hence it becomes very important to remove the issue of a single point of failure
to maintain and continue the services provided by the cloud.

Fig. 3 Single point of failure
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Elimination of Single Point of Failure

High availability clusters and different types of redundancies can be used to
remove a single point of failure (SPOF). High availability clusters are a group
of systems that acts as a single system and has a very low downtime, but adding
too many HA clusters is also not good as it complicates the load balancing
process. If used in limited numbers they are very useful also.
In a load balancing process if a system fails then immediately the load gets
transferred to the other server. Similarly, if there are multiple switches attached
to multiple servers then the failing of one switch will not affect the entire appli-
cation as some other switch will take its place maintaining the functioning and
availability of the application.

Types of Redundancy

1. Logical Redundancy

In this multiple application, servers are used instead of one and this helps
in removing the problem of a single point of failure from the architecture
of applications. There are many software flaws and the service provider
should have enough resources to identify, solve and isolate those flaws.
Using logical redundancy also increases the chances of cyber-attacks so
they should be handled properly by features of cloud-like multi-factor
authentication.

2. Physical Redundancy
In big systems, no hardware or software should completely depend on a
single hardware system, so in this, the SPOF can be removed by using high
availability clusters. Single-way communication between the components
of clouds should be avoided in order to implement physical redundancy.

3. Avoiding Data Loss
n caseswhere a single hardware instance holds all the data of the application
and if that single instance crashes or fails this results in loss of data. To
prevent this data replication method can be used.

4. Data Replication
This means replicating or copying the data in multiple servers which
ensures data availability to the users. While replication there are two types
of copies made one primary copy and multiple secondary copies. All the
operations are performed on the primary copy but if in any case, it is not
available then a secondary copy from a server is treated as a primary copy,
and operations are performed.

5. Heterogeneous Nodes
Generally, in the systems, there are homogeneous types of nodes but in
cloud computing the user requirements changes rapidly and constantly
because of which it is required to use heterogeneous types of nodes
for maximum resource utilization, minimum response time and efficient
performance.
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Hence still a lot of research is going on in developing algorithms and
techniques which work on heterogeneous nodes.

6. Storage Management
Storing data in a cloud environment has already resolved the problem of
storing data in a traditional way which was not just costly but was very
difficult to maintain as well and requires a big amount of labor for mainte-
nance. Cloud allows the user to store data efficiently and easily. The major
concern here is how the data can be stored in the cloud efficiently with
effective storage and also fast and easy access. For this, the cloud gives
an opportunity of keeping replication of data to maintain data consistency.
But still, a lot of research is going on full data replication and its policies. In
such cases, partial replication can be sufficient and efficient, so still some
efficient load balancing techniques need to be developed which works on
partial replication.

7. Automated Service Provisioning
The main feature of cloud computing is its elasticity or flexibility. This
means that the services are assigned and then delivered automatically. Or
in other words, it can be said that services are assigned and released auto-
matically. The main challenge and issue here are howwe can use or release
the resources by maintaining the same efficiency as traditional systems and
also using the resources optimally and effectively.

8. Energy Management
The [18] main advantage of energy management which encourages the
use of a cloud environment is economy of scale. Power saving is the most
important aspect where many different types of resources are provided by
a minimal number of providers instead that everyone possesses their own
separate private services.
The challenge here is how can we use the resources and also keep an
economically acceptable performance.

3.1 Issues in Load Balancing Algorithms in Cloud
Computing

Static Versus Dynamic Algorithm

An algorithm is based on the state and nature of the system it has to be applied. These
algorithms can be static or dynamic.

Static algorithms are the algorithms that work on the previous state of the system
and not the current state of the system and that is why these types of algorithms
face major problems in case of resource failure or task failure as they don’t have any
information about the current tasks running and the resources being used.

Dynamic algorithms are the algorithms that work on the current state of the system
without considering the previous knowledge of the system. These algorithms are
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better than static algorithms as they may be a little complex but they are considered
more efficient and have more fault tolerance.

Geographical Distribution

This [20] is used in large applications where applications and users are in different
regions separated geographically. Tomaintain or increase the efficiencyof the system,
well distribution of resources over the system in cloud computing is required. This
kind of geographical distribution is very important in a cloud environment where
there are multiple users accessing data from different places.

Algorithm Complexity

The performance of the system can affect the complexity of any load balancing
algorithm. Sometimes it is seen that the algorithm is complex but it is efficient and
performs well.

On the other hand, sometimes the algorithms which are not complex are not very
efficient or may give poor performance and is not fault-tolerant.

So, system requirements should be considered as a major factor in choosing the
type of load balancing algorithm. It should be decided whether system requirements
are important or the complexity of the algorithm.

Traffic Analysis Over a Different Geographical Area

For load balancing algorithms that work on real-time systems, it is very important to
identify first the flowof traffic over different regions and then balance the load accord-
ingly. There are different regions over the globe separated geographically which have
different time zones and peak hours because of which network load generally varies.
So the load balancing algorithm applied should be capable of handling the traffic
in those peak hours to obtain increased throughput and achieve maximum resource
utilization.

Load Balancing Execution Algorithm

Load balancing is basically a method to distribute network load over various
computers to maximize resource utilization. Recent studies have shown that resource
utilization and load balancing are one of the major issues of cloud computing.
The algorithms discussed can handle load balancing and provide better resource
utilization.

4 Methodology

Algorithms Used for Load Balancing

(1) Round-Robin Algorithm:
This is [31] the most widely used algorithm in load balancing in cloud
computing. The reasonwhy it is most widely used is that it is easy to implement
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and use. In this let’s suppose there are two servers attached to a load balancer
and waiting for requests. When the first request has arrived the load balancer
allots the request to server1 and then when the second request arrives the load
balancer forwards it to server2. And because there are only two servers, so
server2 becomes the last server andwhen request three arrives the load balancer
forwards it automatically to server1, then the fourth request to server2 and so
on. The requests are forwarded in a cyclic manner.
As it is seen, this method is very simple but still it cannot do well in certain
cases and situations (Fig. 4).
For example, consider if server1 has a higher CPU, RAM and other specifi-
cations than server2. So server1 should be able to handle more requests than
server2. But a load balancer running on round-robin algorithm will not handle
the server accordingly, so it will forward the requests in a cyclic manner only
even when the two servers have different capacities. As a result, server2 will
get overloaded faster and can even go down.
So, this algorithm is best suited in the scenario in which the servers present are
of identical specifications.

(2) Weighted Round-Robin Algorithm:
To overcome the above-stated problem, there are many other algorithms out of
which the weighted round-robin algorithm is selected.
Considering the same example in which server1 has higher specifications than
server2, so this algorithm will assign more requests to the server having higher
capabilities. Weighted round-robin algorithm is similar to round-robin algo-
rithm as it forwards the request in a cyclic manner but the difference is that it
allots a greater number of requests to the server having higher specifications
(Fig. 5).
But the question is how the load balancer will know which server will have
higher capacity and the answer iswe need to tell it explicitly to the load balancer
the weights of each server when we set that up.

Fig. 4 Round-Robin algorithm
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Fig. 5 Weighted Round-Robin algorithm

For example, consider server1’s capacity is three times more than server2, so
give server1 a weight of 3 and server2 weight of 1.
Sowhen the requests start arriving, the first three requestswill be sent to server1
and the fourth request will be sent to server2. Further, if more requests arrive
they will be sent in the same manner as in round-robin in a cyclic manner.
Capacity is not the only reason to choose a weighted round-robin algo-
rithm. Sometimes it is used when we want fewer number of connections
than an equally capable server because maybe server1 is running important
applications and we don’t want to overload it easily.

(3) Least Connection Algorithm:
There can be cases where two servers can have exactly the same specifications
but still one server gets run out faster than the other.
One reason for that could be clients connecting to server2 stay connected with
the server for a much longer time than server1.
This can result in piling up the total connections for server2, whereas the total
connection for server1 remains the same as they are getting connected and
disconnected over a shorter period of time. And in the end, the resources of
server2 run out faster.
It can be seen from the figure that clients 1 and 3 of server1 are already
disconnected but the clients of server2 are still connected (Fig. 6).
In such cases, the least connection algorithm is used. So considering the last
example when client 6 attempts to connect, the load balancer will check the
server having the least number of connections and looking at that clients 1 and
3 are already disconnected, whereas clients 2 and 4 are still connected and the
load balancer will forward the client to server1 even though it was supposed
to be forwarded to server2 (Fig. 7).

(4) Weighted Least Connections Algorithm:
Like the round-robin algorithmhadweighted round-robin, in a similarway least
connections algorithm has weighted least connection algorithm. It introduces
a weight component on each server which has to be specified before only.
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Fig. 6 Least connection algorithm

Fig. 7 Least connections algorithm

Now in this, the load balancer takes into consideration two things:

• Weight of the server
• Number of clients currently connected to each server.

(5) Random Algorithm:
Like the name in this algorithm, the load balancer matches the clients and
server randomly by using a random number generator.
If the load balancer gets a large number of requests, then it distributes the
requests evenly to the servers. So just like round-robin is suitable for servers
having identical specifications this is also suitable for servers having similar
specifications like CPU, RAM, etc.

(6) Active Clustering:
This [30] is a modified version of the random algorithm. This algorithm works
by grouping a similar kind of nodes together and then the working of the
application is done on those groups.
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In this way, this method increases resource utilization as it uses high resources
efficiently and thus increases the throughput and performance.
In this method, a technique is used called a matchmaker, which basically helps
in the grouping of nodes. When a process is initiated it starts searching for the
next matching node by a matchmaker which satisfies all the criteria and should
also be not exactly similar to the previous one.
When a matching node is found out the process gets started and as soon as the
process finishes the nodes get separated and with this method load balancing
is performed efficiently.

(7) Performance Optimized Algorithm:
This algorithm is also known as the optimized resource time algorithm. In
this algorithm, the service provider chooses the data center according to their
response time and the data center that has the best response time is chosen. This
algorithm is very good and it also increases the performance of the application
and makes it more efficient.

(8) Throttled Algorithm:
This algorithm [23] is mainly developed for the load balancing of virtual
machines, i.e., VMs.
In this, the throttled load balancer maintains a table that contains the index of
all the VMs with their states, that is, if the virtual machine is available or busy.
The state of each virtual machine is checked because a new request can be
allotted to the virtual machine only when the previous one gets completed.
Now when a new request arrives the load balancer checks the entire table and
the first virtual machine having the available state is chosen and its index is
sent back to the controller who then assigns that request to the selected virtual
machine.
But if there is no suitable virtual machine found then to tell the controller about
it a -1 is sent, and in such cases, the request is queued until any virtual machine
becomes available.
The notification of the allocation of new virtual machines and de-allocation of
old virtual machines after their completion of the request is sent to the load
balancers by the data center controller.
Figure 8 shows the process of throttled load balancing.

(9) Modified Throttled Algorithm:
This [25] is a modified version of the existing throttled algorithm which takes
into consideration two things:

• The availability of virtual machines for the requests.
• Uniform sharing of load among all the virtual machines for the current

requests.

This is considered better than the existing throttled algorithm and also seen as
an efficient method for load balancing as it considers both the response time
and uniform load sharing of requests.
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Fig. 8 Throttled algorithm

In terms of response time as compared to the existing round-robin or throttled
algorithm, this is considered a better algorithm. In terms of the overall distri-
bution of load, round-robin is considered efficient but this modified algorithm
proves to be more efficient in uniform distribution of load and also with better
and less response time.
So, this algorithm proves to be more efficient than existing algorithms for load
balancing.

(10) Active Monitoring Load Balancing Algorithm:
This [13] algorithm is also known as an equally spread current execution load
balancing algorithm.
This algorithm is quite similar to the throttled algorithm with only a little
difference in maintaining the table.
In this, the table contains the id of each VM along with the number of requests
currently allocated to a particular VM.
Now when a new request arrives the load balancer scans the entire table and
the virtual machine which has the least number of requests allocated and
which has the lowest load is chosen to allocate the new request and its ID is
sent to the controller which in return notifies the load balancer about the new
allocation of request.
Now there are also chances that there is more than one virtual machine having
the same least allocated load; in that case, the active monitoring load balancer
uses the first come first serve (FCFS) method to choose the virtual machine.



128 P. Agrawal et al.

Fig. 9 Active monitoring
load balancing algorithm

After this request gets completed, the controller again notifies the load
balancer about the de-allocation of VM to reduce its count.
Figure 9 shows the process of active monitoring load balancing.

5 Conclusion

This paper is based on load balancing issues in cloud computing which is a very wide
topic and is still unexplored. This topic can be further researched in many different
ways. Cloud computing is like a service provided by a third-party vendor which has
an end number of facilities provided to users in different forms.

It has various models in which ways cloud services can be used. Cloud services
are of three types, which are SAAS, IAAS and PASS.

Cloud computing has various features and its one feature load balancing is
discussed in this paper. Load balancing is performed by the load balancer and there
are mainly three types of load balancers.

This paper majorly focuses on the issues faced during load balancing and various
algorithms used in load balancing to minimize the issues as much as possible.

Major issues faced are fault tolerance, scalability, virtual migration, single point
of failure, response time, storage management, energy management and many more
discussed.

Few existing algorithms which are discussed are round-robin algorithm, least
connections algorithms, throttled algorithms and many others.
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This paper focused on the benefits and problems in a cloud environment,
various issues faced in load balancing and a few existing load balancing algorithms
implemented to resolve the load balancing issues and make the application efficient.

6 Result

The result which can be inferred from this paper is that load balancing which is
one of the biggest features of cloud computing has many issues which need to be
considered while incorporating cloud computing.
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Design of Smart Mirror

A. Hameedhul Arshadh, I. Dinesh, S. Ganesan, and J. Friska

Abstract People are spending a considerable amount of time in front of the mirror
every morning. We can make this time a lot more productive if we can show the
information like appointments and news for the respective day during this time. This
is the concept behind the smart mirror. The design of smart mirror is implemented
using Raspberry Pi, MagicMirror2 API, and Google Assistant API. There are many
smart speaker devices are available in the market. The main drawback is that it only
has audio output which makes it quite difficult to use. To make it more usable, we are
adding a visual output with an LCD screen to the existing smart speaker system. This
screen is placed behind the glass which is covered with a one-way acrylic sheet. This
makes the setup to blend in with the environment. The external frame of the mirror
is made out of a wooden chamber. Normally it just looks like a regular mirror but the
difference is that it displays details regarding weather forecast, temperature, time,
and web applications, calendar, schedules, etc., in the mirror itself. The Raspberry Pi
connects to the Internet and retrieves all the necessary data from the MagicMirror2

platform then it is displayed on the mirror. To make this mirror more functional
Google Assistant is added to the mirror. To interact with the mirror a set of speakers
and a microphone are added to the mirror. This adds a whole bunch of features like
making conversations with mirror, getting smart answers for questions, controlling
smart IoT devices over a Wi-Fi network, and many other features. This way we can
get all the benefits of a smart speaker while eliminating its biggest problem.

Keywords Smart home · Smart mirror Google assistant ·MagicMirror ·
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1 Introduction

1.1 Smart Home

Please Smart home is the common theme that is taking center stage in the modern
days. Smart home technology, also known as home automation technology which
provides homeowners a whole host of features like security, comfort, convenience,
and energy efficiency by allowing them to regulate smart devices, often by a sensible
home app on their smartphone or other networked devices. Smart home devices are
working with the Internet-of-Things (IoT) to provide the above-mentioned features.

1.2 Origins of the Smart Home

Since the release of X10 in 1975, a communication protocol for home automation
devices. This kick-started the whole idea of the smart home. X10 used 120 kHz
radio frequency (RF) bursts of digital information onto the existing electric wiring
of the home to programmable outlets or switches. These signals contain commands
and convey the commands to the corresponding devices. These commands are used
for controlling how and when the devices operate. X10 was a one-way technology
when it was debut, which made a scenario where the smart devices can actually take
commands but cannot reply back to the central network. Later two-way X10 smart
home devices became available which allowed a two-way communication between
the smart devices and the central network. Then Zigbee and Z-wave protocols made
its debut which made it convenient to create smart home devices. Then Google and
Amazon came upwith their smart homeAI-enabled platforms. These platformsmade
a revolution in smart home devices. These platforms enabled the devices to use the
power of AI to manage smart home devices which made it very convenient to use.
Since then the number of smart home devices is increasing at a rapid pace. Nowadays,
Google Home and Amazon Alexa are the benchmarks of smart home devices.

1.3 Smart Mirror

Smart homeproducts likeGoogleHome andAmazonEcho have been very successful
over the past years. But they haven’t been updated over the period of these 5 years.
NowLenovo is taking action to create a smart home devicewithGoogle assistantwith
an integrated display that looks like a tablet computer. These tablet-like structures
don’t blend well with the home environment. In order to solve these issues, smart
mirror concept is proposed. Normally we spent somewhere between 20 and 30 mins
Infront of the mirror every day. Smart mirrors make these 20–30 mins even more
productive by showing important details in the mirror itself. Smart mirrors hide the
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display cleverly under a mirror in order to make it blend in with the environment. At
normal glace, the setup will look like a normal mirror which can be used for all the
things that a person normally does with a normal mirror. But due to the added smart
features and display underneath the mirror, it can show various details when needed.

1.4 Applications

Smart mirror has so many applications which make it superior compared to its smart
speaker counterparts. Thismakes the smartmirrormore likable than its smart speaker
counterparts.

Some of these applications are listed below

• Greeting the person with a message
• Controlling smart devices over a Wi-Fi network
• Giving daily newsfeed in the mirror
• Giving date and time details in the mirror
• Showing reminders, appointments, etc. in the mirror along with Audio and video

streaming.

2 Existing System

There are very few smart mirror systems that come close to the feature set offered
by our smart mirror. One such system is offered by Lenovo. It has all the features
such as Google Assistant integration and display for media streaming purposes. But
it falls short because of its form factor. As Lenovo’s offering is in the shape of a
tabletop tablet computing device. Lenovo does this to ensure the portability of the
device but due to form factor, it couldn’t quite blend in with the environment that it
is placed. Another major disadvantage of this being its price. It comes at a price of
15,000 INR which makes it the most expensive smart home device available in the
market. Due to this its sales figures are pretty low.

Most of the other systems offered by top vendors likeGoogle andAmazon come in
smart speaker format. They aren’t be equipped with a display. They have a processor
and a speaker in their setup. Due to their complex AI algorithms, voice recognition
from both Google and Amazon is very accurate. They are constantly updating their
algorithms to improve their service. They can be used for streaming audio directly
from online platforms like play music, Spotify, Apple music, etc. but they can’t be
used for streaming videos as they don’t have a screen. The only way to interact with
the speakers is by using the voice. The outputs will also be given in the audio format
as well. If the person fails to hear any words from the assistant, once again they
have to start the process from the first. This plays as the major disadvantage of these
kinds of smart speaker devices. One major benefit with these kinds of smart speaker
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devices is that it is relatively cheap and it serves as a good Bluetooth speaker as well.
A good smart speaker can be purchased from 4000 INR.

There are some smart mirrors that are made by people as a DIY project. They lack
the finesse and functionality compare to other offerings from top vendors. This is due
to the less sophisticated proprietary AI algorithms used in these mirrors. Another big
disadvantage is that many of these vendors don’t update their algorithms as they are
not for commercial purposes.

3 Proposed System

In our final design,weuseRaspberryPi,Google assistantAPI, andMagicMirror2 API
to create the smart mirror. We have included a display mounted behind the mirror.
This allows the time, date, and weather to be displayed constantly in the mirror
along with a screen that scrolls through the headlines. These details are directly
fetched from the MagicMirror2 API. These details will be constantly updated by
the MagicMirror2 developers. Raspberry Pi is running on Raspbian OS which is a
Linux-basedOSdeveloped specifically for Raspberry Pi hardware. The integration of
Google assistant in the mirror makes it efficient in terms of speech recognition. This
also provides many features such as using the regional language for interacting with
the mirror, to give reminders based on the events that you have stored in your Google
calendar, and so on. Actual physical construction of the mirror has a wooden frame
and a two-way mirror. The two-way mirror film-coated glass creates a durable and
functional mirror. Speakers andmicrophones are added to themirror setup to provide
VUI. Speakers are connected using 3.5 mm audio port available in the Raspberry
Pi. The USB microphone is plugged into any one of the USB ports available in the
Raspberry Pi. The power for the whole setup is taken from the standard wall plug
(240 Volts). As this has media streaming facility in it, you can directly stream media
from your smartphone to the mirror. Overall, the design that was created serves to
create an environment that promotes efficient daily preparation, allows easy access to
weather information and news headlines, and provides a user-friendly and enjoyable
mirror experience. As we are using open-source hardware and software, the cost of
the device is kept low.

The major advantage this has over others systems is that we are using Google
assistant API which is an AI-enabled platform and has the most accurate speech
detection among all theAI-enabledAPI platforms available. Similarly,MagicMirror2

is one of the best smart mirror open source API platforms available. This is pretty
evident from the literature survey that we have done. So, we are using MagicMirror2

API over its competitors.
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4 Block Diagram of the Proposed System

The Raspberry Pi acts as the processor that takes care of all the processing required.
Raspbian OS is booted in the Raspberry Pi (Fig. 1). To provide the mirror with smart
features like asking queries, making conversation with the mirror, etc., we are using
Google Assistant API. This Google Assistant API is loaded in the Raspberry Pi by
creating and running the API in a Python Virtual Environment. To show the details
like time and date, we are using MagicMirror2 API. This provides a high contrast
background which helps greatly in providing the mirror effect. User can interact
with the mirror by using voice commands. Speech signal is taken in real time by the
microphone and given to the speech-to-text algorithm. This speech-to-text algorithm
is a part of the Google Assistant API. This algorithm converts the speech signals
into words. Google Assistant matches these words with the words in the database
to provide an intelligent answer for the queries. The answers are converted back to
speech signals and played through the speaker.

4.1 Design Flow of the Proposed System

The design flow is explained in the above-given diagram (Fig. 2). The whole process
starts by installing the operating system on Raspberry Pi. There are many operating
systems are available for Raspberry Pi but we are using Raspbian OS for its ease of
use and native support for many APIs. To run Google assistant we need to create
a python virtual environment within which the Google assistant will run. Once the
python virtual environment is created then we can install the Google assistant API
in the Python virtual environment that we have created. Then to use the VUI we
have to enable access for the Google assistant to make use of the microphone and

Fig. 1 Block diagram of the proposed system is given above in the picture
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Fig. 2 The above figure shows the design flow of the proposed system of smart mirror

speaker that we connected to the Raspberry Pi. Once the permission is enabled, we
have to check whether the microphone and speaker are working correctly. If they
are working correctly, we can install MagicMirror2 API in the Raspberry Pi. Then
we have to make it run simultaneously whenever the Raspberry Pi boots up. This
can be done by making file with the commands needed to run both these APIs while
booting up and invoking the file automatically whenever the Raspberry Pi boots up.

4.2 Flow Chart of the Operation of Google Assistant

Google assistantwill not listen to the environment actively (Fig. 3).Wemustmanually
trigger theGoogle assistant. To triggerGoogle assistant a hot word is used. Generally,
this hot word is hey Google or ok Google. Google lets us customize these hot words.
But we are going with the default hot words. When the user says the hot word, it
triggers the Google assistant to listen to what the user is saying. Then speech to text
algorithm comes into play. This converts the speech signals into texts. Right after
this conversion is done Google assistant searches its database and web for the query
raised by the user.

First, it searches in the database to provide answers. If the answer to the query is
not found in the database, it immediately initiates a Google search for the query on
the Internet. Once the answer to the query is found, it dictates the smart answer for
the query to the user with the help of text to speech algorithm and a speaker. After
dictating the whole answer, it waits for the user to say the hot word again. This is
how Google assistant provides smart answers to user queries.
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Fig. 3 Above figure shows the way the Google assistant’s operation for queries

4.3 Context Awareness of Google Assistant

Google assistant also has a special feature called context-awareness. When the user
asked a query about something and he wants to further queries on the same context,
Google assistant smartly detects this and instead of starting the process from the first,
it can pick it up from where it left off.

For example, if you want to know about Mr. Gordon Ramsay, the user can say
“Ok Google, tell me something about Gordon Ramsay”. If you want to know the
height of him, we don’t have to start the query from the first like “How tall Gordon
Ramsay is?” instead of that we can directly ask “how tall is he?”. Google assistant
automatically detects the fact that you are asking about the same person whom the
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user have initially asked about. These kinds of smart features makes Google assistant
a perfect choice for the smart mirror.

5 Components Used

These hardware and software components are combined together tomake a functional
smart mirror.

5.1 Raspberry Pi

Raspberry Pi is a card size computer. The entire single-board computer measures
just 3.35 × 2.2 × 0.67 inches on its length, breadth, and height, respectively. It has
built-in wireless connectivity with Wi-Fi and Bluetooth 4.1. Raspberry Pi can be
powered by using a 5 volts 2.5 Amps USB adaptor. The Raspberry Pi 3 B+ has a
quad-core Broadcom BCM2837B0 and a Cortex-A53 processor clocked at 1.4 GHz.
It has full 64-bit support and offers more power than previous iterations of the pi. It
has a built-in 1 GB of ram and can be used with microSD cards varying from 8 GB
to 32 GB. It has USB ports to connect peripherals like keyboard and mouse with
the Raspberry Pi board. It also has an HDMI port for connecting displays with the
Raspberry Pi board. This Raspberry Pi is used as the processing element of the smart
mirror.

5.2 LCD Display

We need to show the information directly on the mirror itself. For this purpose, we
are using an LCD display. OLED displays are the perfect solution for these kinds of
smart mirrors because the unused pixels remain off which saves power and provides
deep blacks. But they are very expensive compared to its LCD counterparts hence
we are using an LCD display. LCD display is connected with the Raspberry Pi board
using the HDMI port available in the Raspberry Pi board.

5.3 Speakers

Smart mirror uses VUI. In a VUI the resultant output for any query is in the form of
an audio reply. To playback this audio reply we need speakers. Any normal speaker
that use 3.5 mm audio port can be used. The speaker must be small enough to fit in
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the mirror while being enough loud so the person near the mirror can be able to hear
the playback properly.

5.4 USB Microphone

The input to themirror is given using speech commands. To get the speech commands
from the user we need amicrophone.We are using USBmicrophone for better clarity
and ease of use.

5.5 One-Way Mirror and Wooden Frame

The 1-way mirror sits on top of the LCD display. To create a 2-way mirror and 2-
way acrylic sheet is stacked on top of the glass. A two-way mirror is a glass that is
reflective on one side and clear on the other, giving the appearance of a mirror to
those who see the reflection but it allows the people on the clear side to see right
through, as if at a window. The wooden frame acts as the housing that keeps all the
elements together.

5.6 Google Assistant API

Google Assistant is an AI-enabled virtual assistant developed by Google. It is avail-
able on mobile and smart home devices. Google Assistant is available in so many
languages from English to most of the Indian regional languages. Google is now
letting the developers to create devices that can use the Google Assistant services
through Google Assistant API.

5.7 MagicMirror API

It is an open-source modular smart mirror platform. It is free and maintained by
a big group of enthusiasts. It also allows third-party developers to build additional
modules. There are so many smart mirror APIs are available. But MagicMirror2 API
is regarded as the best for smart mirrors made with Raspberry Pi. It can help to show
the details like real-time weather, news feed, calendar, and time.
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Fig. 4 The above diagram shows how the hardware components are placed inside the frame of the
mirror

5.8 Raspbian OS

Raspbian OS is a Linux-based operating system specifically made for Raspberry Pi
hardware. It helps to run the Google Assistant API and MagicMirror2 API to run on
the Raspberry Pi hardware.

5.9 VNC Viewer

VNC viewer gives the access to control the Raspberry Pi remotely from other devices
like computer or mobile phones. Once the device is placed in the frame, we can’t
change much in the mirror. In case we want to change or update the software running
on the Raspberry Pi we can use this VNC viewer to take manual control over the
smart mirror (Fig. 4).

6 Installing the Software Components

6.1 Installing Raspbian OS on Raspberry Pi

Raspbian OS is the operating system on top of which the MagicMirror2 and Google
Assistant API are going to run. Installing Raspbian OS is one of the basic needs to
get started with Raspberry Pi. Raspberry Pi uses microSD card as its hard drive.

The entire OS has to be loaded on the microSD card and then inserted into
Raspberry Pi.
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The microSD card that is selected as the hard drive must have the following
minimum requirements.

• The minimum size of the card should be 16 GB
• To have higher read and write speeds class 10 type microSD is preferred as it can

provide speeds up to 10 MB/s.
• microSD card should be formatted before loading the OS on the microSD.

Once the microSD card is formatted, it is ready to boot up with Raspbian OS.
Initially, we have to download the latest version of theRaspberry Pi Imager and install
it on a PC. Then we have to connect the microSD card to the computer through card
reader. Once the memory card is detected in the Raspberry Pi Imager, we have to
select the Raspbian OS from the given list. Then we can start the loading process by
using WRITE option given in the Raspberry Pi Imager. Once the writing process is
completed, the microSD card is ready to plug into the Raspberry Pi. Now, we have
to insert the microSD card into the Raspberry Pi board. Then the Raspberry Pi will
be booted with Raspbian OS.

6.2 Installing Google Assistant API

Installing Google assistant on a Raspberry Pi host is the most important and time-
consuming process in building a smart mirror. To successfully boot up Google
assistant in a Raspberry Pi host the following 6 step process is used.

• Registering for the Google API

First, we have to register for the access to Google Assistant API. This is done by
logging into the Google assistant website and registering the device on the site.

• Setting up your Audio for Google Assistant

We can interact with the Google Assistant using voice commands. Hence this has
to be setup before downloading Google assistant on a Raspberry Pi host. In this
step, we are setting up the audio input and output through microphone and speakers,
respectively.

• Downloading and setting up Google Assistant

Now we have to download the Google assistant repositories into the Raspberry Pi
host. Before this, a python environment is created in the Raspberry Pi host for the
Google assistant to run on. To access the Google repository each time we are asking
queries we have to give the authentication credentials given to us while registering
the model.
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• Authorizing your Raspberry Pi for the Google Assistant

To access the Google repository each time we are asking queries we have to give the
authentication credentials given to us while registering the model.

• Using the Google Assistant on the Raspberry Pi

Then by using the push-to-talk method Google assistant is checked with various
queries to check whether the system has any bugs or not. If everything is working
fine then we can move on to the final installation process.

• Getting the Google Assistant to start on start up

Wewant Google assistant to toggle onwhenever the device boots up. This is achieved
by saving the initiation push to talk command in a file and invoking the file during
boot up by including it in the boot up folder.

6.3 Installing MagicMirror2 API

Installing MagicMirror2 API on a Raspberry Pi host is very easy. Due to this easy
installation and feature set, it is preferred over other smart mirror APIs. We have to
open the terminal on the Raspberry Pi host. Then the following command is typed.

bash -c “$(curl -sL https://raw.githubusercontent.com/MichMich/MagicMirror//
installers/raspberry.sh)”.

Once this command ran successfully, we have a system that has magicmirror2

API on a Raspberry Pi host. Now we have to create another file with commands to
run this API during the bootup just like how we did for Google assistant. Now we
have a system that has both Google assistant and MagicMirror API running on it.

6.4 Installing VNC Viewer

Installing VNC viewer on a Raspberry Pi host is a very simple and straightforward
task. The executable file to install VNC viewer on a Raspberry Pi host is available
on the official website of VNC viewer. All that we have to is to download the VNC
viewer in the Raspberry Pi host and click run. To control the Raspberry Pi host
through VNC viewer the controller system must also be installed with VNC viewer
along with both the devices connected to the same Wi-Fi network.

https://raw.githubusercontent.com/MichMich/MagicMirror//installers/raspberry.sh
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Fig. 5 Above figure shows the smart mirror in operation

7 Result

The mirror screen shows the details such as current date and time (Fig. 5), weather
report for the day, weather forecast for the upcoming week, live news, greeting
message, and upcoming holidays (Fig. 6).

The operation of the mirror is uploaded in the given YouTube link below: https://
youtu.be/VJzVHWJt3Xo.

8 Conclusion

The Smart Mirror designed in this project will provide the user with an enhanced
mirror experience. By making use of multiple displays, the user can stay updated
on the time, weather, and news headlines while preparing for the day with the fully
functional Smart Mirror. Although there are other smart mirror technologies that are

https://youtu.be/VJzVHWJt3Xo
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Fig. 6 Above figure shows the operation of Google assistant for the queries we asked

available, the Smart Mirror created in this project stresses saving cost and flexible
usage. Through an easy-to-use interface, the mirror can be easily setup to display
data that conforms with their desires. The mirror is able to connect to the Internet and
parse the proper data to display. The integration of Google Assistant means it can
answer various queries with smart answers and also can do Google search whenever
the user demands it. While the Smart Mirror will need to be more polished and have
a few changes like adding waterproofing before it can be a viable product to be sold,
but the Smart Mirror made in this project meets all the design goals set forth before
the project and has all the elements that would be needed for a fully functional Smart
Mirror product.
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Smart Villages: Application
of Internet-of-Things in the Development
of Rural India

Bushra Sabir, Arsalan Hameed, Mohd Faizan, Vibhav Kumar Rawat,
and Mohd Tariq

Abstract In rural development Internet of things have great importance as future
technologies depend on the Internet of things (IoT) as it helps in interfacing all
communication technology with each other as the population is increasing year by
year so, it is becoming a big task to run the functions smoothly, with the help of
IoT our tasks turn out to be so simple and efficiently such as its first function is
to collect the large data from both sensor and remote devices, the second function
is to evaluate the receive data and perform suitable actions accordingly. This paper
mainly focuses on the initiative about smart villages, by studying their problems in
villages and then discussed the solution for those problems. Moreover, it ensures
the improvement in the excellence of life in villages by using smart technologies by
providing two-way communications with the help of IoT. This small step can help
the peoples of rural areas for development and it is the recognized fact that if our
rural areas get established then the whole nation will be truly developed.

Keywords Arduino Uno · GSM module ·Web Application · IOT · Strain gauge ·
Ultrasonic sensors

1 Introduction

The main feature of IoT is to set out the worldwide network of some trillions of
objects collected from the worldwide context which can be easily communicated
with the end-user where it can be used with smart devices by the internet and can
solve many problems regarding farming [1, 2]. Therefore, IoT is defined as it is the
network of physical objects or “things” embedded with electronics technologies,
software, sensors, and network connectivity that enables these objects to collect and
exchange data. A “Thing” in the context of the Internet-of-Things is a physical or
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substantial entity that has a distinctive identifier and the ability to transmit data on a
large network. The things consist of web-enabled devices that collect, send, and act
on data that is getting from sensor, processor, and communication hardware either
by Bluetooth module (operates from several meters away from the setup) or by
ESP-8266-wifi module (operates from a remote location). These devices are often
called smart devices, Users can communicate with these devices to set them up give
them instructions or access the information, but the majority of the work is ended by
the device on its behalf. The Internet-of-Things life cycle can be understood in four
stages which are “collect”, “communicate”, “Analyze”, and “Act”, firstly devices and
sensors collect data from everywhere such as from our homes, offices and secondly
sends information through the network to a respective destination such as to a cloud
platform, a private data center, and a home network and after this, the third stage is to
examine the information from the data such as visualizing the data, building reports,
and the last stages are to perform a suitable action such as communicate with another
machine, send a notification (SMS, email, text message, alarm) and communicate
with another system. Similarly, IoT connects all the possible devices either hardware
or software [1]. India is a developing country wherever the population is jumping
up, because of this the prerequisite grown-up for the use of accessible assets in the
finest feasible way [3–5].

2 Smart Irrigation System

Agriculture is a major concern in India because more than half of our economy
depends on farming and in agriculture water plays a major role and necessitates
incredible quality [5]. So, irrigation system is necessary for agriculture especially in
summer where water scarcity is more, they do not depend on the rainy season for
irrigating the crop many methods are used such as sprinkler system, drip irrigation,
ditch irrigation, etc. due to these types of irrigation water wastage is normal. Some-
times surplus water or less water is given to the soil is a big difficulty. Due to these
issues, a smart irrigation system is introduced in the existing one, smart means which
is very well known familiar with the environmental aspect which affects agriculture
[6–9]. In smart irrigation system, wireless sensors are commenced in different modes
such as soil moisture sensor (which deal with the quantity of moisture present in the
soil), temperature and humidity sensor (which detects the temperature and humidity
of the surrounding) along with these sensors a microcontroller Arduino Uno and
WIFI module ESP-8266 are used. Arduino Uno continuously check the temperature,
soil moisture level from the given threshold value moreover, it adjusts consequently
and the WIFI module is interfaced with the microcontroller which provides commu-
nication between the system and user by sending a message via SMS or by IOT
android app which sends minute to minute live information to the farmer related to
their crops with the help of this data, for example, the moisture content is little, the
temperature near surrounding goes high microcontroller sends the signal the farmer
can switch “ON” the motor accordingly with the help of relay even a remote location
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after receiving the signal through the controller. At this moment in a time irriga-
tion system in a village characteristically involves human contribution, primarily the
farmers, at each phase of estimation of constraint and process of an electric pump. The
anticipated system automates irrigation through conventional motor using sensors
and enables distant monitoring. Figure 1a shows the basic idea of the smart irrigation

False

True

False 

True 

STAR
T

Read and detect data from the sensors
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Check humidity and temperature from the environment
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Fig. 1 a Smart irrigation system model. b Flowchart for smart irrigation system model
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System and Fig. 1b shows its flow chart.

3 Solid Waste Management

Due to rise of population among the city’s states, people face many environmental
related problems with increasing waste day by day, waste disposal is also a very big
apprehension for making villages clean as dustbins kept in open places are floating
as the waste amount or people dump their waste disposal in open areas without
knowing its terrible impact [10, 11].Because of this disposal in open areas the chances
of increasing diverse varieties of diseases and infections may be increased, proper
management is required to keep away from some deadly diseases the requirement of
a waste management system is required for the villages as it will become a solution
which alerts via SMS via GSM module is fitted at dustbin hence the waste collector
department gets informed and theywill sendwaste collector vehicle to that respective
location. This application helps in remote monitoring of the real-time bin status by
using two sensors one is a waste-filled level and another one is a weight sensing
sensor. The Waste filling levels inside a bin are determined by the time taken by the
ultrasonic pulse to react back to getting reflected from waste material. The weight
estimation will be done by placing a conductor material whose resistance will be
change when its length changed was it subjected to applied stress and strain, four
strain gauges will consist of a wheat stone bridge so when the value of resistance of
average strain changes and the bridge becomes unbalanced and corresponding to its
output voltage is changed in same proportion and this voltage will be equal to the
weight of the waste, Fig. 2a shows the architecture of smart solid waste management
and, flowchart is shown in Fig. 2b. This architecture is divided into two parts one
is hardware part another one is software which links both hardware and software
communicate with the help of GSM module we can also use the WIFI module.

4 Cattle Farming

Dairy Farming is considered to be the subsequent most significant profession of a
farmer. The developed nations have more demand for milk in comparison to devel-
oping nations. To fulfill this increased demand for milk products improved technolo-
gies are required, to get better and healthier yield and this is possible by the use
of IoT-based techniques. It can overcome different traditional farming challenges
and increases milk. Last few years, milk has become a product with heavy price
fluctuations as it is the most demanding product in the market.

IoT facilitates farmers with wearable sensors devices to get a variety of data
sources such as data about feeding, calving, nutrition, insemination, and the milk
production process. The sensor-based system detects the illness of the cattle correctly
before milk production gets affected. The sensor can be placed in neck tail, or leg
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Cloud 

Informa�on

Fig. 3 Smart cattle farming using IoT

of the cattle to examine various activities of cattle such as health, feed consumption,
fertility management, and milk production and also wearable sensors also detects the
body temperature, illness, and disease of the animal-like salmonella, mycoplasma
which can affect the milk production as well as human health when they take it. By
using such technologies will formulate it simple for the people as all the things are
ended involuntarily by the devices as shown in Fig. 3.

5 Smart Education

India is a developing country that has been facing the need to improve its quality
of education in rural areas particularly due to inadequate teaching resources, the
requirement of funding for school, lack of study material, school infrastructure is
outdated [5, 12]. The idea of smart education provides all these facilities, its scope
covers the learning modes, activities inside the school or colleges it improves the
literacy rate in villages with the help of IoT-based smart classrooms is a way elegant
learning, the availability of connectivity such as WIFI couple with mobiles, tablets,
laptops, makes education system and communication easier, online learning, video
conferencing, likewise IoT have application in smart desk, connected sports, smart
libraries smart content delivery, student tracking, smart attendance record,
provide security of both teachers and students, smart workshops, etc. By use of
smart education, students can study smarter without any trouble, it provides:

(a) Interactive learning

To provide a comprehensive outlook to the children in procedure understanding of
new things which better acknowledging and interact with each other, i.e., teachers
and students, interactive learning plays a vital role as today’s learning process has
exceeded the limitations as now it is not only restricted to the amalgamation of images
and text but much additional than that.

(b) Educational Apps
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These kinds of applications play an important role as educational apps, logical game
apps which help to enhance logical thinking as well as enhance the knowledge of
the students. They are very helpful in learning as it is very portable to carry your
device along with you everywhere and one more advantage by learning from these
apps is that children become more familiar with smart devices so being ready for
future technology.

(c) Increasing Productivity

IoT-based education’s advantage is thatAn important time of study iswaste in schools
that don’t help in the aim of the study, for example, the presence of the students have
to be taken particular times a day, besides, this attendance record has to be sent to
the main office, here IOT plays as significant role by putting an end to the efficient
system as by using IOT-based devices, this data after collection can be sent to the
main office directly through servers automatically so it saves a lot of time.

(d) Security

Monitoring all the student activities is not a simple task but using innovations based
on the IoT Position of students can be audit anytime and their existence can be
divulged at any instant. There may be an option of emerging alarm in any frightening
situation also with a camera. This endeavor can help in avoiding accidents.

6 Health Monitoring

Heath is the measure issue that our country is facing these days and in this pandemic
the concern has increased a bit more. Urban areas have good facilities for health and
have both government and private hospitals. Rural areas lack good hospital facilities.
Villages have some state government hospitals but the facilities over there are not
so good and if the condition of the patient becomes serious, then they are referred
to the nearest city health centers. But in some cases, due to lack of education of
villagers they are not able to track their own health and sometimes a very small
disease according to their thinking can take their life and they even can’t consult
with the doctors or consult at their final stages. Using the application of IOT, track
can bemade on the temperature, pulse rate; heart rate, etc., [13, 14] on the villagers by
their villagemedical officers and each such sensor can be installed by the government
at each residential home. Now if anything goes wrong with them, using the android
app hospital staff can know the patient’s condition and treat on their level and if they
find the case out of their reach then they can also refer them to the city. This will
save the time of realization of the patient that he or she is ill and will be able to get
good treatment within time. Amonthly record can also be maintained by the hospital
staff of those who are aged and feel uneasy to come to hospital on a routine basis. A
sample health monitoring system is shown in Fig. 4.
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Fig. 4 Health monitoring system

7 Conclusion

A few years back the concept of IoT and Smart villages used to be studious as a
future likelihood but it has become realism today, thanks to technical elevations.
Many countries have placed the job of revolving their villages into smart villages to
many leagues, the excellent use of accessible resources is the requirement of the hour
even increasing population has curbed the assets and their usage. IOT combines the
interests of various technologies to recognize the idea of smart devices in villages.
This idea can be lengthened to cities as well, ameliorate the quality of life of inhab-
itants. The whole praise of progress is due to the progress in technologies that have
been put into the field. We have also research in numerous fields to an internet of
things and have given proposals accordingly.
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Online Resale Bike Price Prediction
in Indian Market

Bhagirath, Neetu Mittal, and Sushil Kumar

Abstract On the online resale platform customer sell and buy bikes after chatting
and physically visiting the bike owner site. The major problem customers face is
estimating the realistic price of bike as lots of factors drive the price of resale of bike.
Predicting the right price from the historic data is a bit tricky as data of pre-owned
bikes is highly complex and noisy in comparison with new product sale data. The
existing bike price predicting solutions are based on parameters fixed price range
for different parameters of bikes. The proposed work aims at the analysis of resale
data of classified platform OLX India and to develop a more accurate pricing model
for pre-owned bikes using two machine learning techniques viz. and Decision Tree
algorithms and Linear Regression. The evaluated predicted price results have been
compared with the actual prices to test the precision of the proposed technique.
The change in predicted and the actual prices have been judged by using statistical
parameters Mean, Variance and Standard Deviation. The values of these parameters
are very low for the Linear Regression technique as compared to the decision tree
technique. Thus, a higher degree of closeness of estimated prices with actual prices
is ensured.

Keywords Data analytics competency · Bike resale price · Machine learning ·
Decision Tree Regression · Price prediction

1 Introduction

Online resale market is the new way of selling and buying resale goods online. The
online marketplaces such as OLX, Quikr, and others have become the preferred
place for selling and buying resale bike online. The price of an old product depends
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upon multiple parameters such as age of the product, brand, conditions, and amount
of information provided in the portal, etc. Due to multiple attributes influence the
price prediction for old goods making it complex work. Even items of the same
kind may differ in real conditions. The variable transportation charges, location,
seller reliability, quality of product, appearance of listing, brand image, availability
of seller/buyer and communication channel, etc., are some of the factors that make
the old product price prediction complex. Thus, it is highly complex to quote the best
price at which buyer will purchase it. The seller’s unsold inventory increases due to
the right price estimation for buyers. Having realistic price is win–win condition for
both the seller and buyer [1]. The cost of maintaining resale is bit high for all the
historical bike sold in past [2]. The competition in seller behaviour is not beneficial for
consumers by price rise and product quality reduction [3]. The demand for resource-
efficient, energy-efficient, and low-polluting products and with higher resale value
has increased in the last fewyears [4]. Price engine can bemade but need to checkwith
good validation technique to prove the efficacy of model [5]. Product manufacturers
sufficient efforts in regulating resale price for making monopoly in the market [6].
Price margin can vary with respect to market supply and demand as well as the
location of the product [7]. The group pricing discouraging price discrimination
[8]. Professional financial advice can help in control efficient plans for selling and
buying [9] and also assist to create better-informed financial decisions [10]. The
current research into high price item has shown multidimensional which affect the
resale price [11]. A large amount of data can be used to build in the distributed
environment [12]. Buyer behaviour might be change with respect to gender and
social economical factors [13]. The proposed work is to create a resale bike price
prediction model for the Indian market by applying machine learning algorithms.
For machine learning modelling, it is very important to have sufficient historic data
availability. This study utilizes the transactions data of OLX India, one of the major
online resale organizations. The multiple models for each bike make have been
prepared with high degree of accuracy. The comparison of predicted and actual price
provided as output of Linear Regression and Decision Tree algorithm implemented
for the research. This paper is organized as follows: Sect. 2 shows the framework of
proposed methodology. Resale approaches and data summary have been discussed
in Sect. 3 and Sect. 4, respectively. In Sect. 5, algorithms have been discussed and
Model implementation in Sect. 6. Results and discussions have been presented in
section VII followed by conclusions.

2 Problem Statement and Challenges

India is a big country and bike market is also huge with respect to the percentage
of middle-class families. As the primary user of bike for transportation comes from
these groups only. Resale of bikes happened in online and offline, both the platforms.
There are two types of buyer and seller in both the platforms, business user and end
customer. Business users are experience users who buy the bikes in highly negotiated
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Fig. 1 Block diagram of theoretical model

price and resale it after doing refurbishing it for the sake of earning more margin
on sale. End customers are buyers who purchase the bike from other end customer
or from business users. Either case end customer could not able to estimate the
right price as the resale price of bike influenced by multiple factors. The resale
price is influenced by multiple factors such as market reference price, brand equity,
product depreciation, product satisfaction, and product logistics. The main source
for reference price is an online classified site and refurbished platform such as OLX,
Google, etc. When Bike depreciation is high then end-user sets lower resale price.
The depreciation is a major factor that influences the bike resale price and condition
of the bike. The Bike depreciation can be calculated as per the formula of insurance
companies for calculating.We have observed user usage behaviours also play critical
part in establishing resale price of the Bike. The condition of the Bike becomes
essential before quoting the resale price, it is manual work therefore it also involve
time and cost. The brand image also plays a critical role in bike resale price, for good
image of the brand it will help in putting high resale by customer. Brand image is
driven from the manufactures product quality, value of transaction, after sale service
and success in the market (Fig. 1).

3 Data Summary

In the proposedwork, the bike listing data of online resale platform has been used. On
the online resale platform, there are two types of bike ad data mainly, end customer
ad data and dealer ad data (Fig. 2).

Dealer ad data is more authentic and practical as compared to end customer ad
listing data. Dealers are businessman who are selling and purchasing Bike on daily
basis and they knew from their past experience what would be the ideal transaction
closer price after adding their margin. End customers most of the time could not able
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Fig. 2 Bikes price, mileage and year of manufacturing scatter graph

Table 1 Comparison of
linear regression and decision
tree techniques

Linear regression
technique

Decision tree
technique

Number of model
created

118 1

Training set 169,285 169,285

Mean absolute
error (MAE)

10,717 8751

Root mean
square(RMSE)

13,441 11,604

1-MAE/Mean % 80.19 86.91

1-RSME/Mean % 75.15 78.10

to estimate the right resale pricewhile posting their ad and suffer very less queries and
reply to their bike ad. Therefore, dealer bike listing data ismore appropriate and realist
to build any machine learning model for price prediction. The listing data contains
key parameters such as make, model, trim, mileage, year of manufacturing, city,
locality, fuel type and colours, etc. In Table 1, make, model, year of manufacturing
& age of bike are highly correlated, therefore only one variable in the model has
been considered as both the variables are providing the same information (Fig. 3).

Fig. 3 Variable correlation metrics



Online Resale Bike Price Prediction in Indian Market 161

4 Machine Learning Algorithms

In this work, 02 machine learning algorithms have been used viz. Linear Regression
and Decision Tree Regression algorithms have been used for reselling Bike pricing
prediction purposes.

4.1 Linear Regression

The Linear Regression is a basic model for mapping continuous dependant variable
and numerous independent variables. In Simple Regression Model, one dependant
variable with one independent variable has been used. In case there are several inde-
pendent variables this is called the Multiple RegressionModel. The relationships are
modelled using linear predictor function. A modeller should determine the relation-
ship between the independent and dependent variable. Further based on the result, it
has been fitted by a linear equation to perceived the data. The least-squares method is
the most common method for a tune regression line. This method minimizes the sum
of the squares of the vertical deviations from each data point to the line and calculates
the best-fitting line for the perceived data. The estimation of new model variable is
based on the training data. The least-square method is often used for fitting of Linear
Regressionmodels. In Linear Regressionmodel, the datamust satisfy certain criteria.
If the data does not follow these criteria, then the results could be misleading. The
dependant variable has an additive impact in the event of change in the independent
variable.

To develop the regression model, the objective is to find a regression line that
fits best through the distribution. The line nearest to the points is considered as the
best fit. Therefore, the distance between regression line and data points is reduced
by adjusting the parameters of the regression line. The original relationship between
independent variable x and dependant variable y may be represented by Eq. (1):

Y = B0 + B1.X + E (1)

where B0 is the constant intercept and B1 is the coefficient of relationship between
X and Y. The differences between actual and predicted values of the dependent
variables Y is denoted by E. To reduce the sum of the square of the errors, the Linear
Regression line is found by ordinary least square method. By differentiating error
with respect to parameters B0 and B1 and equating with zero will yield (Fig. 4).

Error =
n∑

i=0

(Yi − Y )2 (2)
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B0 = Y − B1.X and B1 =
n∑

i=1

(Yi − Y )(Xi − X)/
n∑

i=1

(Xi − X)2 (3)

4.2 Decision Tree Regression

This is a decision-supporting technique utilizing a model of decisions or tree -ype
graph and their possible results. The algorithm sorts in the tree from top to down to
classify instances. In the tree, each node corresponds to an attribute. The possible
values of attributes are indicated by descending branch. Testing the attributes is
specified by this node. The fixed set of attributes describe an instance. It is easiest
for the decision tree when each attribute takes on a small number of disjoint possible
values. The model can be extended further to real-value problems. The primary task
is to select the attribute to be tested at the root. The ability to classify the training
data by an attribute determines its performance.

The categorical data is changed into integer data. The model is trained using
different hyper parameters to produce the best estimation. The decision tree is made
by splitting the source, create the root node into child. The splitting process is based on
a set of dividing rules of classification features. This process is recursively repeated
for each derived subset. The process is accomplished when splitting provides no
value addition to the iteration. The final output is to maximize the information gain
at each split is mathematically defined by Eq. (4).

IG(Dp, f ) = I (Dp) −
[
Nleft

Np
I (Dleft) + Nright

Np
I (Dright)

]
(4)

where
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Fig. 5 Decision tree regression

f feature to perform split,
Dp, Dlef t and Dright data sets of parent and child nodes,
I impurity measure,
Np total number of samples at the parent node,
Nleft and N right number of samples in the child nodes.

The statistical test has been conducted to determine the performance of each
attribute. For each value of an attribute, the root node descendants are generated. In
a particular group, the sorting of training data is performed to a descendent. In a tree,
the best node is selected by repeating these steps by utilizing the training example for
each individual descendant node. The efficacy of separating the training examples
as per target classification is based on amount of information gain (Fig. 5). The error
is defined using weighted mean squared error (MSE) of the children nodes as given
by Eq. (5).

MSE(t) = 1

N

∑
i∈Dt

(y(i) − ŷt )
2 (5)

Here,

Nt number of training samples at node t ,
Dt taining subset at node t ,
y(i) true dependent value.

The ŷt is the predicted value mathematically given by Eq. (6).

ŷt = 1

N

∑
i∈Dt

y(i) (6)
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5 Model Implementation

Twomachine learning algorithms have been implemented in the proposedwork. Data
of classified platform play important role in selecting the mechanism and algorithm.
Online classified platform data for bike category has been used. Basic idea chose the
source of data very cautiously as end customers put a very high price for the used bike
due to lack of knowledge. For our case, we have taken resale listing data of experience
user and dealers. The resale bike variables can be divided into two segments, i.e.
manufacturer parameters and user usage-driven parameter. Manufacturer parameters
are mainly make, model, trim, year, etc., and user usage parameters are kilometre
driven, number of owners, condition, etc.

6 Data Preparation

From data correlation Matrix and market experience, critical parameters such as
make, model and trim are the most influencing the resale price of the bike. The whole
data is divided into data chunks based on make, model and trim of the bike to create
a model corresponding to each data chunk. The idea is to create multiple models
instead of a single model. By plotting the distribution of price of the resale bikes,
this has been found that data consists of noise and outliers. For outlier’s detection
and removal, the normal distribution approach has been used. All the data points
in the training set have been removed whose price < (mean – 2*standard deviation)
and price > (mean + 2*standard deviation). For data noise such as wrong value
type in column and format issue is tackled by standard typecasting and text mining
techniques. The derived variable such as bike age have also been created (Fig. 6).

Data Segregation                               

Training Set L0

Training Set L1

.

.

.

Training Set Ln

Bike Model Building                        

Model X0

Model X1

.

.

.

Model Xn

Bike Resale 
Listing Data 
(Classified 
Platform)

Bike Resale 
Dealer Data 
(Classified 
Platform)

Bike resale  
Price
Prediction

Data Pre-processing

Fig. 6 Model implementation process



Online Resale Bike Price Prediction in Indian Market 165

7 Performance Evaluation

7.1 Mean Absolute Error (MAE)

In this research mean absolute error (MAE) has been used to measures average
quantum of the errors in prediction set. This is the mean of the absolute differences
between predictions and actual observations for a sample under test. The MAE is the
average distance of identity line and each point. The MAE is one of the well-known
techniques to compare prediction with their actual values and mathematically given
by Eq. (4)

Mean Absolute Error(MAE) =
∑n

i=1 |Yi−Xi |
n (7)

where Y and X are predicted and observed values.

7.2 Root Mean Square Error

This method is used to measures the average magnitude of the error and further
calculate the quadratic. It is observed as the square root of the average of squared
differences between prediction and actual observation.

RMSE =
√∑n

i=1 (Y i − Ŷ i)
2

n
(8)

where, X and µ indicate observed and mean values.

8 Results and Discussion

This paper aims to analyse the resale bike data of online marketplace to develop
a relvent pricing model for pre-owned bikes by using two machine learning tech-
niques, i.e. LinearRegression andDecisionTree algorithms.On implementingLinear
Regression, 118 multiple models have been created, idea here to build one model
w.r.t each make and model. For Decision Tree algorithm, only single model has been
created. In the validation process both the models predicted price compared with the
listing price quoted by the customer on the classified platform.

The quantitative comparison of Linear Regression and Decision Tree Techniques
has been shown in Table 1, this has been observed the value of Mean Absolute Error
(MAE) for various models obtained from Linear Regression technique is 10717
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Fig. 7 a Comparison of % MEA and b RMSE for linear regression and decision tree techniques

Fig. 8 aComparison of%MEAofMean and b%RSMEofmean for linear regression and decision
tree techniques

whereas for single decision tree model MAE has decreased to 8751 (Fig. 7a–b).
The value of root mean square error from Linear Regression and Decision Tree
Techniques are 13,441 and 11,604, respectively. Further, the value of % of MAE
w.r.t mean for Linear Regression and Decision Tree Techniques are 80.19 and 86.91,
respectively. The % of RMSE w.r.t to mean for both machine learning techniques
are 75.15 and 78.10, respectively.

Table 1 shows the comparison between the Mean absolute error and Root Mean
Square Error and the same have been depicted as column chart in Fig. 7a–b. Similarly
comparative analysis of % Mean absolute error of Mean and % Root Mean Square
Error of mean for Linear Regression and Decision Tree techniques are presented as
column charts in Fig. 8a–b, respectively.

9 Conclusion

With the rapid expansion of modern technology, the localized market have been
replaced by online marketplaces with significant impact on social, environmental
and economic, etc. Online marketplaces are highly easy to access, convenient but
also include the risk of fraudulent users to show attractive unrealistic price. To attract
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online customers and make platform trustworthy, the correct price estimation of pre-
owned bikes is a very essential part of business. This paper aims to develop accurate
pricing models for pre-owned bikes by using OLX data and machine learning tech-
niques namelyLinear Regression andDecisionTree algorithms. Themultiplemodels
for various bike manufacturers have been prepared with higher accuracy. To judge
the accuracy of proposed technique, the predicted prices have been evaluated and
comparedwith actual price of pre-owned bikes. TheMAEandRMSEvalues obtained
with Linear Regression with multiple models and single Decision Tree algorithms
have been compared quantitatively and graphically. This has been observed that
MAE and RSME values are very high with Linear Regression technique. This indi-
cates higher accuracy with Decision Tree technique is obtained as compare to Linear
Regression technique. The correctness of estimated prices may be highly helpful to
attract more online customers and making platform more trustworthy.
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COVID-Based Edge-Drone Application
Approach

Ramneek Kalra and Vanshdeep Sahni

Abstract The unprecedented outbreak of the 2019 novel coronavirus, termed as
COVID-19 has brought new techniques/technologies which are emerging a lot in
today’s research industry including 5G, Internet-of-Things (IoT), Edge Computing,
Blockchain, etc., to more light. This is attracting more researchers across the Globe
to enhance the existing models shared through different platforms. In addition to
that, many have come across having humanoids/robots deployed into streets for
serving and public announcements, delivering medications or emergency support
onto doorsteps. These technologies are also helpingmany organizations across planet
to explore COVID-19 related useful solutions which can help to manipulate and
process data in real time. In this paper, authors are concentrating on integrating the
algorithmic approach of Edge Computing & Drone Technology which can enlighten
the challenges of parameters namely latency, connectivity, data processing, onsite
computation. etc. In addition to that, proposing an architecture for the design of Edge-
based integrated Drone use case for the containment zones detection with offline
data processing & computation and deployment of algorithm for thermal sensing.
This approach of making UAV bandwidth-independent architecture will create new
opportunities for exploring COVID Pandemic smoothness for every aspect of social
duties.
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1 Introduction

1.1 Edge Computing

Edge Computing deals with the deployment of edge devices near to the application
layer to process data on real-time basis using sensor Technology or through the
application of Microprocessors/Microcontrollers. This extends the already available
solution of Cloud Computing Architecture by sandwiching Edge Layer in between
of two other layers namely Cloud & Application Layer as depicted from Fig. 1.

Edge Architecture consists of the following layers:

– Application Layer: Application Layer is the physical layer where
user/administrator plays their vital role of reporting and analysis outcome. This
layer consists of different components including Smartphone, Laptop, System,
Website, Application, etc., through which output of data processing/analysis
from Edge Layer can be manipulated for Graphical User Interface (GUI). This
layer is also independent of any dependency on machines which make key
users as human. For example: COVID Related Android Application, Smart AC
Application, TV Remote Application, etc.

– Edge Layer: The second layer which is sandwiched between other two depicted
layer plays the most crucial role in processing the data without any bandwidth-
dependency as it is nearby to the Application Layer. This layer helps to sensify or
feel the surrounding data and to analyze the same without the use of the Internet.
This layer consists of different sensors, microcontrollers, microprocessors, etc.,
which play like five senses alike of a human being and most often called as
Edge Node. This may have less storage to store the real-time data produced by
Application Layer but enough to analyze the data to output the required results.

Fig. 1 Edge architecture
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For example: Arduino UNO, Raspberry Pi, Water-Level Sensor, Drone Board,
etc.

– Cloud Layer: The uppermost layer which is Cloud Layer plays the overall role
in maintaining the historical data if Edge Layer fails to do so for the dedicated
application. This layer plays a role of a Parent Server which is connected to
different Edge Nodes distributed from Edge Layer. For example: Water-Level
Sensor data per year of a river, bank data of fingerprint sensor per year of a bank
accountant, etc.

1.2 Drone Technology

Drone Technology as being promising domain deals out in fully Unmanned Aerial
Vehicle (UAV) Operations andManagement. During this pandemic situation, drones
can be very useful asset for any kind of seller or buyer. With respect to emergency
medical delivery as well, drones are helping numerous families for medication from
hospitals.

Concentrating on the deployment of hardware and software onto drone system is
far complex than operating it. These two aspects can be listed below:

– Drone Hardware: When it comes to the hardware aspect of a drone, it may
include components including a microprocessor (Raspberry Pi, Beagleboards),
sensors (GPS, Accelerometer, Altimeter), brushless motors, propellers, landing
gear, flight controller, Camera, etc. The connectivity of all same depends upon
the application that can be varied from Emergency First Aid Delivery as reflected
by [1], Grocery Delivery, Pizza Delivery, and many more.

– Drone Software: Drone has an operating system which is commonly termed as
Robot Operating Systems, specially used for deploying different types of soft-
ware as per application which is called as “Flight Slack or Autopilot”. For soft-
ware architectural layer, we have three layers namely, Firmware,Middleware, and
Operating System (Table 1).

Table 1 Software architectural layer distribution

Firmware This helps to access the machine code to processor for memory access

Middleware This includes the sensors functioning including flight control, navigation,
radio management, etc.

Operating system This layer consists of data analysis, decision-making, etc.
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2 Literature Survey

With numerous approaches from researchers, aspect of image processing through
drone infrastructure, deployment of light-weighted microprocessors/controllers,
implication of Edge Computing to achieve the dedicated outcome and many more
under the field of proposed work was earlier achieved but with lot of isolation from
the aspects of bringing all innovation together.

For the same contrast, [2] discusses a Raspberry Pi with an inbuilt camera which
was used to detect the suspicious activity of intruder in the restricted area. A camera
was used to take dynamic photographs and videos so that further analysis can be
done using tensor flow API. Authors in this proposes model which is good to use if
the drone has a flight altitude of 30 meters, and it is illustrated in their research work
that it can cover an area of 5 km2. (if provided a good lighting environment). The
major aspects of this model are that it can be used in extreme low light conditions
as well, but for that the pre-processing of the image will be required to adjust the
contrast and brightness. Another aspect includes the feature of manual control, the
Raspberry Pi can even be controlled manually using VNC application viewer which
makes the proposed research limited to the range of connectivity.

In the same context, [3] illustrates that there aremany techniques to detect humans
when they are moving and are not stable, but the most well-founded technique is
motion detection with “Kalman filtering” which finds the centroid of the human
body and further tracks it in other frames of the video stream. This approach is even
proved beneficial in detecting a fast-moving object. The video which is shot with
camera is resized to 960 × 1708 and is further given as an input to MATLAB IDE
for processing.

And, with the advancement of FogArchitecture to numerous industries, [4] shares
a “Spark oriented Fog architecture (SoFA)” is introduced which has provided an
insight to scale and to make system utilization higher. If we talk about embedded
systems, the power consumption and high system utilization is still a difficult task to
achieve with the usual fog architecture. To overcome this, SoFA has been introduced
which can help to overcome these problems as mentioned in their research work.
SoFA was proved to provide more scalability by using spark functionalities. Experi-
mental results claimed that for embedded systems the provided architecture (SoFA)
can provide scalable solutions with high power efficiency with up to 3.1× energy
efficient for word count benchmark when compared to common fog architecture.

With that, to fight with the pandemic, [5] has explained the various steps of
COVID19 spread and evaluated the various technologies such as IoT, unmanned
aerial vehicles, Artificial Intelligence, 5G, and blockchainwhich can help to attenuate
the adverse effects. The various methods that can help people to prevent themselves
were explained and how the government can control the spread in their area with the
help of technology that has been illustrated.

In reflection to drones& their challenges in implementation, [6] brings insights on
delivering goods to surveillance, theUAV’swhich are being used among various civil
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applications at present. The research has depicted the various classification, usage,
challenges, and future insights that can be faced while using UAV’s. SAR operations,
which is a primary use-case of UAV has been handled in the work and gave a proper
insight to path planning process to GPS co-ordination including image detection and
searching process which are the most important factors that are considered while
using UAV for surveillance.

In the consideration of safe landing of UAV, every aspect needs to be done that
[7] focuses. It depicts on the statistics of UAV’s including places that are forbidden
to fly, potential terror acts, flight, and many other factors that are liked to a safe flight
of UAV. Apart from these external vulnerabilities, authors have included the design,
manufacturing, operational, and maintenance factors as well with all the safety and
pre-planning to overcome the above situations.

On the other hand, there are some factors sharing to the Cloud Challenges which
[8] focuses by reflecting on various important factors like power consumption, energy
efficiency, and delay in comparison between traditional cloud and fog communica-
tion which follows the much advanced architecture. These factors including time,
backhaul, power, and coordination have been evaluated to prove the mathematical
observations with graphs.

While considering the integration of some prime factors for COVID19, [9] focuses
on the major factors like impact, quarantine, social impact, and preventive measures
which can help in prevention and tominimize the spread of it. Primary treatments like
measuring body temperature has been the most common and successful prevention
that can be taken while maintaining social distance. For which, the role of technolo-
gies in investigation has been a good help till now and a weight is put on UAV’s as
well for surveillance to minimize the human–human interaction as much as possible.
Drone technology is suggested to spray disinfectant so that minimum human inter-
action would be there with a higher work yield. Since the technology has reached
heights where no possible way is there for human capabilities to put effort. [10]
has taken it as a base and suggested methods in a way that UAV can be helpful in
monitoring and data analysis in a way that human efforts cannot do for a mobile
object. Various AI algorithms have been provided to do the basic tasks of UAV in
navigation, mission planning, and detection of moving objects.

Coming up with the integration of all discussed research work, UAV based in Fog
Architecture, reflection ofAutonomousVehicular Network (AVN) is also remarkable
to understand the reliability of UAV-based approach. Mughal et al [11] discusses
methodology to increase the reliability of AVN where it has been depicted that how
the decisions can bemade locally without sending them at cloud eventually changing
the latency. With the help of hypothesis, including the factors such as network usage
and scalability, testing is done and has been observed that the latency of proposed
fog-based architecture is far less than the latency of cloud-based architecture.
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3 Methodology

In this section, authors concentrate on the reflection of the algorithm to use Edge
Computing as an integrated technology for Drone Service for the highlighted
containment zones detection model.

3.1 Physical View

Through the aspect of using drone (UAV) singly, there are lot of un-avoided parame-
ters including Latency, Flight Time Delay, Battery Life, Data Processing, Decision-
Making, etc. To eliminate this problem, Edge Computing plays a crucial role for
strengthening the processingwithout using bandwidth over the Internet. This can only
be flexible after the deployment of nearby edge nodes and drone stations connected
using 5G spectrum.

Figure 2. depicts the general view of coverage by a single drone into a sub-regional
analysis for mapping street data.

Every drone camera is dependent upon the reach and the coverage of number of
houses in a street if reflected for the Sub-Regional View. This problem can be sorted
by deploying numerous Mini-Drones in different streets and having Edge Nodes
deployed for Data Storage and Processing. This eliminates the first crucial factor
namely Latency. Latency is the time delay due to less bandwidth coverage for data
upload and download in a normal network. This delay should be veryminimal for fast
decision-making and processing of data. This is commonly represented by Round
Trip Time (RTT) or the Time to First Byte (TTBT). The mathematical expression
for the same can be written as Eq. (1) below:

Fig. 2 Sub-regional view by
a drone in the limited image
processing
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Fig. 3 Physical view of network communication among edge stations

τ = α ∗ β/� (1)

where

τ represents time of the Flight Time of the drone (hour)
α represents Capacity of Drone’s Battery (mAh or Ah)
β represents the Battery Discharge during the Flight Time
� represents Average Amp Draw of the drone.

Once the Flight Time is manipulated which is one of the kinds of Latency, but
to explore the latency in the data processing, we need to consider the inner network
latency which is being discussed in Network View. In addition to that, Fig. 3 depicts
the network communication between block-wise distribution over a region.

As depicted, in the similar manner swarm of numerous edge/drone stations can
be connected for communication and data storage using a central Cloud Server. This
server can be linked to Users Application deployed over that region where detection
is being perceived.

3.2 Software View

Before having an overview on Network Communication in deep, establishing the
software architecture is more important and concerning. Drones in common, uses
Robot Operating System (ROS) which can be Linux, Noobs OS, Debian, etc.
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Fig. 4 Technology stack of proposed model

Maleki et al [4] discusses a unique application of Spark-oriented FogArchitecture
which leverages spark functionalities to establish higher system utilization, energy
efficiency, and scalability. Keeping the data distributed and processing on different
layer, model promises the Fog Layer integrated with Application Layer consistently.
Under the proposed model, we have used components as depicted by Fig. 4.

As per the different three layers from traditional Fog-Based Approach, different
components & functionalities have been included in the proposed model for
desired output. The algorithm which has been implemented for the dedicated
image-processing onto Fog Layer, has been illustrated in detail below:

Algorithm A.1: Image-Processing for Containment Zones Detection

1. Calibration: An input is taken as a camera image-stream which is further
considered for calibration in such a way that we can consider everyone on
the same plane and plot their actual position on a graph. To estimate the scale,
pixel density is considered to calibrate 6 ft distance and, in our camera, captured
photo (which can be on a certain angle as well).

2. Detection: R-CNN architecture is used to detect the humans in a picture, which
further produces image as an output with bounding boxes around the humans
detected as being referenced in [12].
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Fig. 5 Input test sample image 1

Fig. 6 Input test sample image 2

3. Measuring: Tomeasure and to plot the humans detected on a graph, the bottom-
central point as reference to plot their positions is considered. Every marked
point is then taken to calculate the distance between every other marked points.
Points with all the distances higher than 6 ft distance is marked as safe (in green)
and the rest as red.

With the mentioned algorithm, execution of test data samples like below is being
tested for required depicted results.

For proper parameterization of executed result from the practicality, we executed
the same script on Cloud Premises and on Raspberry Pi Microprocessor which will
be deployed while proper evaluation on premises.

Figures 5 and 6, illustrate the samples considered for test dataset with required
concerns of Social Distancing & containment zones.

4 Results and Conclusions

With the contrast of the primary objective, detecting the containment zones for any
violationusing the proposed algorithm for image/videoprocessing in real-timeoffline
has been achieved with around 98–99% accuracy as measured by the Mean Squared
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Error. The outcome for the same on some sample images can be depicted as below
from Figs. 7 and 8, respectively.

As depicted, conclusion points can be made as following:

Fig. 7 Sample 1: social distancing violation through captured drone image

Fig. 8 Sample 2: social distancing violation through horizontal view of drone
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– Social Distancing Parameter has been considered by processing real-time image
and video streaming onto Drone Infrastructure.

– Alert onto Containment Zone Violation by having the total count of heads and
red alerts detected by proposed algorithm.

– Transmission of detected statistics and location through GPS Sensor Data to the
nearby authorities for actions against violation.
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Challenges and Future Directions
for Privacy Dashboard Design
of Electronic Health Systems

Param Batavia, Purnima Ahirao, and Deepti Patole

Abstract Every individual has the right to protect and maintain the privacy of the
Personal Identifying Information (PII) and Protected Health Information (PHI). But
to avail health services, this PHI is essential to be shared with health service profes-
sionals. While doing so, the individuals must have a facility to make informed
decisions about PII and PHI. The proposed work explores this area of providing
better control to people in protecting their data. The paper explains the application
of privacy protection policy on electronic health care systems. It compares several
different Privacy By Design principles and selects the appropriate one. The features
and the protection that should be used to protect such a system are proposed in the
paper. The usage of a privacy dashboard is proposed to give the user complete control
over their data. Other data protection methods are suggested to cover other aspects
like minimization and data hiding.

Keywords Privacy by Design-PBD · Personal Identifying Information (PII) ·
Protected Health Information (PHI) · Privacy dashboard · Data protection · Health
card system

1 Introduction

When people envisioned the future, one-click diagnosis of disease based on history
and symptoms is expected. This has to be addressed as people are tired of repeating
tests and retelling history to every new doctor. These problems can be solved by a
countrywide electronic health card which is the need of the hour (especially during
the times of the pandemic). However, with the introduction of such a system, it
brings about thousands of privacy concerns in a person’s mind. “Will the system
ensure proper safeguard of the diseases I have suffered, and prevent leaking of such
essential data to anyone other than the doctors treating me”. For example, a person
visiting a physiatrist may not want the orthopedic to know about him having a mental
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health issue. Hence it is important to safeguard the interest of the user in sharing the
relevant data to the required person/doctor. The user needs to procure the right to
share parts of his information as and when required. The purpose of this research is
therefore to find out the best technologies being used across domains and to bring
them together and create a system that not only protects the user’s privacy but also
gives them control over their data. The current research reveals loopholes in data
protection policies and lacks in designing a completed data protection policy with
in-depth details and the engineering practices that can be applied to protect the
user data. This paper is organized to map functional requirements to each part of the
privacy policy. The paper first includes the literature reviewwhich decides the privacy
policy and philosophy to select them and then go through the engineering practices
currently being used. Then the study proposes a privacy dashboard and several other
data protection principles and how they can be implemented. In discussions, we
compare and contrast different methods that could have been used.

2 Literature Review

This research realizes that many software developers are not well equipped with
ways to implement privacy safeguards and thus the privacy concerns are lost in
fulfilling functional requirements. The main decisions made during the survey were
which data protection guidelines to follow, features of a typical dashboard, and
features in a typical health card system. The following papers by Danezis et al.
[1], Cavoukian [2], and Langheinrich [3] discuss various data protection guidelines
throughPrivacy byDesign.Danezis et al.mentions 8 data protection policies andgoes
on to give a basic description of the design patterns for each of the policies, the paper
discusses 8 privacy design strategies: “MINIMIZE”, “HIDE”,” SEPARATE”, “CON-
TROL”, “ENFORCE”, “AGGREGATE”, “INFORM”, and “DEMONSTRATE” [1].
Cavoukian (2011) provides a framework that can be used for reference to create
PBD software, the paper provides 7 core principles for PBD and their interpreta-
tions and possible implementations. The paper [2] is one of the first papers which
states the principles of PBD software. According to Cavoukian (2011), the 7 funda-
mental principles of PBD are Proactive, not Reactive, Privacy as the default, Privacy
Embedded into Design Privacy, Full Functionality, End-to-End Security, Lifecycle
Protection, and Respect for User Privacy above all [2]. This paper by Langheinrich
(2001) introduces the concept of Privacy, talks about the legal implications, and then
goes on to state about the properties a PBD should contain. The paper [1] majorly
deals with how to apply the principles of PBD to actual engineering practices but
gives major importance to data protection design strategies than the overall strate-
gies. The paper [2] deals with only the philosophies and 7 principles of PBD. The
major pitfall in Cavoukian (2011) is it discusses the possible meaning of philoso-
phies that can be open to interpretation differently by different people and due to
this there is a lack of mapping of philosophies to design strategies [2]. Langheinrich
(2001) deals with the legal aspects as well as the founding philosophies of PBD but
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lacks the suggestions of possible design patterns [3]. Considering all the factors the
privacy strategies described by Danezis et al. seem most apt to build a base on and
create a software environment for electronic health card systems. Martin and Kung
discuss and cover a broad overview of how to achieve privacy protection compli-
ance using various methods like PBD, PET, Risk Management, Automated Privacy
Management, Model-driven Design, and Requirement Engineering but the paper
just provides a brief overview of the mentioned touchpoints [4]. The paper [5] by
Schaar covers the implementation of the health card system in Germany in brief,
it covers several points like Voluntary Basis, Extends of Data, Right to Informa-
tion, and Ability to check. These topics are taken into consideration while creating
data protection methods for the proposed methodology. The aim is to expand on the
Privacy by Design Concept, software engineers use software security practices to:

• Prevent the introduction of vulnerabilities at its source into a product by better
coding

• Detect vulnerabilities from the system created
• Respond to the discovery of vulnerabilities by clients or hackers [6].

The ideal aim of this system is to prevent the creation of vulnerabilities using
better coding practices. Langheinrich et al. introduces the topic of privacy and segre-
gates the topic into 5 specific topics: personal behavior, territory, person, personal
communication, and personal data [7]. van Rest et al. provide an in-depth defini-
tion of Privacy By Design (complete and extended definition), Design Patterns, Data
Abstraction Layers, and the Law [8]. Several engineering practices are described
by Hoepman which deal with the implementation of PBD design patterns, in reality,
some key concepts are selected and improved upon in this study to suit the health card
system [9]. The paper [10] delves deeper by identifying the type of legal prerequisites,
rights of the user, and Data Taxonomy. The major actors in privacy invasion activ-
ities are the data subject(victim) and data holders or data processors. The proposed
system introduces the concept of privacy dashboards for websites. The features of
the methodology proposed are to cover the legal requirements and rights of the users
as discussed in the paper and suggest ideas for functional implementation.

3 Proposed Methodology

The methodology will be broken down into 2 sections. (1) Privacy Dashboard (2)
Data Protection Rules. In the privacy dashboard, we try to cover as many Privacy
Design Strategies we can via the implementation of PrivacyDashboards. The internal
data which is being stored are solved using the implementation of Data Protection
Practices for each policy. Figure 1 gives a brief idea about theData Protection Policies
or Principles [11].

The system demonstrates the application of Privacy ByDesign Principle and Data
Protection Policies through the application of the Electronic Health System.
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Fig. 1 Data protection policies and actors [11]

3.1 Privacy Dashboard Methodology

Privacy dashboards are meant to provide access to personal data in a structured and
interactive manner [14]. The implementation of the dashboard covers 4 out of 8 data
privacy protection principles. The principles covered are INFORM, CONTROL,
ENFORCE, AND DEMONSTRATE.

Privacy Dashboard is meant to accomplish the following tasks:

• Give informed consent to the user. It is meant to (INFORM) give an informative
overview of the privacy policy of the website. The dashboard should contain more
informative and easier to understand privacy policies instead of just NOTICE.
Some examples [12]:

– Visual iconography that can flag if a certain issue or practice is present
– Staging a walk-through the terms, step-by-step
– Gamification of the terms, being quizzed about what the terms are
– Storification of the privacy policy and character-based explanations of the

terms, through stories.

• Enable the user to view what data and how the data is being processed. The
dashboard should be able to give a standard overviewof the processes being carried
out in a graphical format. The data subject should be given the option of different
visualizations to view the stored data. They should be given a full overview of the
different entities of user data being used. There should be complete transparency
at the user’s end.

• Obtain information on the data controllers being used by the company.
• The right to complete erasure of the user data stored by the company
• The right to grant or withdraw consent on the privacy policy.
• The dashboard aims to provide access to DEMONSTRATE the actual compliance

with privacy policy and all the legal requirements that are applicable. The right
to share only a specific amount of data on case to case basis.



Challenges and Future Directions for Privacy Dashboard … 185

3.2 Data Protection Techniques

As shown in Fig. 2, the data privacy protection policy chart can provide a guideline for
providing a better data sharing option for the user. It can play a very important role in
providing better data-sharing features to the users. Below is an in-depth explanation
of the four types of privacy policies.

3.2.1 Data Minimization

Fig. 2 Data privacy protection policies/principles chart
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The most common design strategy is MINIMISE, which states that the size of
personal data that’s processed should be limited to the minimal. This strategy is
commonly used in Design Patterns like “select before you collect” and “anonymiza-
tion and use pseudonyms”.

Techniques used in Data Minimization

• Minimize the amount of data of the data holder collected. Any irrelevant data that
is not needed for the proper functioning of the system should not be collected.
Strategies like “select-before-collect” can be used.

• Minimize the amount of data being stored in one central location. This makes it
vulnerable to attacks which can lead to loss of all data or denial of service.

• Minimize/RemoveLinkability or Traceability: Itmeans that the data stored should
not directly lead to the real identity of the data subject. Measures like anonymity
and pseudo-anonymity should be carried out to prevent such situations.

• Minimize the amount of data being sent to data processors/holders. The data
collected should be divided into the user domain and the service domain. Only
data relevant and needed for operation at the data processor needs to be sent there.
The rest of the user data should be stored in their local device in some encrypted
manner.

• Minimize the number of data processors. A limit on the number of data processors
allowed to access the data.

3.2.2 Data Hiding

HIDE, states that any personal data, and relationships with other entities, should not
be visible in plain sight. The HIDE strategy is quite vital but frequently overlooked.
Within the recent past, many systems are designed using seemingly innocuous iden-
tifiers that later clothed to be privacy nightmares. Such identifiers include but not
limited to RFID tags, wireless network identifiers, and IP Addresses.

The design patterns that are commonly used in the HIDE strategy are a mixed bag
and different techniques used on the basis of use case. One frequently used technique
is of encryption of PII or any another essential data, both when stored, or when in
transit. Other used methods are mixed networks to hide traffic patterns or techniques
to unlink certain inter-related events like attribute-based credentials, anonymization,
and pseudo-anonymization.

Techniques that can be used:

• Encrypt the data before sending it to the service domain/data processors. The
encrypted data will be sent to the data processors and the key will be stored in the
local device.

• Anonymize the data. Removing identifications that can uniquely identify the user
wherever not needed or make change them to hide the identity of the user [13].
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3.2.3 Data Separation

SEPARATE, states that the processing of data should include a mixture of different
processors andmust be done in separate components.Usingmultiple different proces-
sors or storage for the data of a singular person avoids the creation of a complete user
profile even if the data is leaked. No established and ubiquitous Design Patterns.

Techniques that can be used:

• Separate the data collected into the service domain and user domain. Service
Domain consists of entities that are to be sent to the data processors. User Domain
consists of entities that are stored in the local device.

3.2.4 Data Aggregation

AGGREGATE, states that non-public data should be processed at the absolute best
level of aggregation andwith the littlest possible detail duringwhich it’s (still) useful.
Coarse-grained data means the info items are general enough that the knowledge
stored is valid for several individuals hence little information is often attributed to
one person, thus protecting its privacy.

Commonly used design patterns in the industry that belong to the present strategy
are the following: k-anonymity, differential privacy, aggregation over time (used in
smart metering), and dynamic location granularity (used in location-based services).

Techniques that can be used:

• Aggregate the data at different levels of abstraction and then send the data to the
processors.

3.3 Proposed Electronic Health Record System

Electronic Health Record Systems is truly the future of medical visits but there is a
dearth in the research carried out in the features and responsibilities of actors of the
system in case of privacy dashboards. The main contribution of the proposed study
wants to bring all the data protection policies together for the privacy protection of
Electronic Health Systems. There is a lack of techniques to be stated that can be
used to satisfy each part of a PDB system. In discussions, we have gone through the
adoption of EHS in countries and people’s confidence in such systems. Through the
techniques suggested above, we want to alleviate people’s fears.

Through the literature survey, it can be recognized that there is a lot of research on
the concepts of Privacy Dashboard and Privacy Presentation Methods individually
but there is still not much work done to understand how a generic privacy dashboard
can be adapted to suit the needs of an Electronic Health System. This study aims to
set a standard for the basic features that should be included in all EHS, while most
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of the features might seem intuitive but the legal protections mentioned under the
Health InsurancePortability andAccountabilityAct (HIPAA) should be covered. The
authors aim to cover all these aspects in this study and the list of features mentioned
is not exhaustive and limiting to them.

We can implement the techniques studied and will demonstrate potential usage in
an electronic health care system. A sample dashboard creation will have to protect
the following PII information.

• Biometric of ID
• User Identification Number
• Personal Details like Gender, Age, Address, Allergies, Blood Group
• Personal Health Records.

The Biometric of Id should be protected and un-hackable. There should be no
link between Identification Number, Personal Details, and the health records of the
person.

3.3.1 Privacy Dashboard Features for Electronic Health Record System

• A center display control to show all the essential information like Identification
Number and Personal Details.

• An informative way to show privacy policy and how information is being shared
with third parties like insurance companies, physicians.

• Different visualization and documents in human-readable form currently linked to
the card. Visualization can be used to extract essential information like prognosis,
medicines from doctor reports, and hospital charts

• A complete informational panel about the data processing activities being carried
out by third-party companies. The data processing activates here can be whether
calculating the premium or the risk index of any disease.

• The option to permanently delete and complete erasure of some or all medical
records from the system at the preference of data subject,

• An option to grant or revoke the privacy policy at the discretion of the data subject.
• The dashboard can be used to show in a noble way how their personal data is

being secured and how every legal obligation is being followed. An additional
feature to privileged users like government officials can be to check whether the
data controllers are not misusing the data or breaking any law.

• The data holders should have complete control on whom to share the data with
and which physician to share how much data with on a case to case basis.

• The privacy dashboard system should have an OCR (Optical Character Recog-
nition) system that will recognize all the PII data of the patient from scans like
X-Rays, CT-Scans, etc. The OCR will then carry out the anonymization process
by either blacking or coloring them out. To recognize such data, we can use
processes like keyword filtering or Regular Expressions [20]. We also propose
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standardization of medical image reports to easily recognize data and thus can be
easily censored.

Figure 3 shows the mapping of the functionality of the dashboard to each compo-
nent of the privacy policy and how we plan to satisfy them using the privacy
dashboard.

Figure 4 is a use case scenario that maps the responsibility of the data processors
and the services they must provide through the dashboard.

Fig. 3 Mapping of functionality to policy

Fig. 4 Use case for privacy dashboard
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3.3.2 Data Protection Policies That Can Be Applied to Electronic
Health Record

• Divide the entities in the service domain and user domain. The user domain
includes user and health-card. Service Domain consists of Government, Physi-
cians, Insurance Companies.

• Data sent to the Service Domain must be limited using “select-before-collect” or
“only-collect-necessary-data” policies should be used.

• Data like person identification number, important details like height, weight, and
medical records should only be collected and stored. Any other information such
as location or other items for targeted advertising must be avoided.

• Identification of data objects must also take place into consideration whether a
data is PII or non-PII. The user should have the option to control all the PII data
and such data should be stored locally only and be de-identified without sending
it to 3rd party controllers. Identification of PII data can be done using Keyword
Filtering and Regular Expression.We also propose the use of NER (Named Entity
Recognition) to identify such data as they provide better recognition rates in case
of typos over the 2 methods stated before, NER should be used to identify any
such PII data in medical records and removed before being sent. NER is one of
the things not being currently used in such systems and can greatly improve the
protection of PII data.

• The data holders should have complete control on whom to share the data with
and which physician to share how much data with on a case to case basis.

• Reduce the amount of data stored in a central repository. There should be more
than one data center where data is stored based on the proximity to the data holder.
This allows for faster access and not the complete leak of data if one center is
compromised.

• Use of encryption for “User IdentificationNumber”, this should not be sharedwith
the data controllers. It should be encrypted and sent to the concerned third-party
apps. Encryption should store the key for the encryption in the local device.

• Private health records must also be stored in an encrypted manner and can only
be accessed when the subject grants access to a certain data provider. This can
be achieved by storing the data at the local device and encrypting it and sending
it to the data processor. The key to be used can be provided, this data cannot be
accessed by unauthorized parties.

• If the data needed by an insurance company for a particular city for analytics,
then data should be stripped of all identification parameters and the aggregated
data should be directly sent to the processor instead of individual records. This
can be interpolated when the overall information of a user is required, a summary
of all the available or records for which access is granted is sent to the processor
instead of individual health records.

Figure 5 shows the mapping of the functionality that needs to be added to the
Privacy Protection Policies.
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Fig. 5 Mapping of approaches to privacy protection policies

4 Discussions

This section discusses the various concerns and aspects being presented and projected
around the globe for data privacy and data protection.

Figure 6 shows that while there is an upward trend of people being confident
about the safeguards put in place, there is still a large number of people who are

Fig. 6 Security trend among users downloaded from https://dashboard.healthit.gov/quickstats/
pages/consumers-privacy-security-medical-record-information-exchange.php [7]

https://dashboard.healthit.gov/quickstats/pages/consumers-privacy-security-medical-record-information-exchange.php
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concerned that their data is not secured. This study aims to decrease this trend by
improving the privacy policy by making it more understandable about the security
measures which are being undertaken. The steps included in the privacy dashboard
will alleviate people’s concerns.

Figure 7 shows the adoption of electronic health care systems in countries based on
their incomes. This clearly shows there are still a lot of countries where such systems
have not been implemented and thus have tremendous potential for growth, If the
system is mademore secure, foolproof, and ubiquitous. More than 83% of healthcare
professionals have admitted that EHR has helped them manage prescription order
entry, patient records, clinical notes, medications, problem lists, and view lab results
[16].

This goes on to show that Electronic Health Systems[EMR] are quite useful and
reduce the load of the physician on the administrative side and allows them to focus
on diagnosing and treating the patient. The same is also proved by Fig. 8 [17].

Fig. 7 Usage of EHS based on income downloaded from https://www.who.int/gho/goe/electr
onic_health_records/en/ [15]

Fig. 8 Tasks that will be reduced on the implementation of EHS downloaded from https://www.
selecthub.com/medical-software/emr/electronic-medical-records-future-emr-trends/ [17]

https://www.who.int/gho/goe/electronic_health_records/en/
https://www.selecthub.com/medical-software/emr/electronic-medical-records-future-emr-trends/
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Jeff Riggins, a health IT expert at Drury University, accurately states the problem
with current systems:Most EMR software is insufficient. Theywere built on obsolete
platforms with little budget and no thought dedicated to user experience. Most EMR
packages were initially billing systems and then the addition of additional features.
The planning phase for the development of features was largely overlooked because
the functionality of the systemwas all the government had created guidelines for. We
want to avoid this trend by making the EMR more user-centric as we have proposed
in our solution.

In 2019, healthcare firms have faced continued attacks from hackers causing large
number of data breaches and ransomware attacks. The financial cost of these breaches
is following a bad trend with data breaches expected to cost US$ 4 billion by the top
of the year [18]. One among the main samples of this was the AMCA Data breach
during which 25 million patient records were compromised, there are several large
scale data breaches, making data protection a serious concern. The anonymization
strategy and other strategies suggested are often wont to make the info safer albeit
there’s a breach, it can still stop very critical information like identification numbers
falling into the hands of wrongdoers.

The various techniques that are being currently used by hackers to illegally access
data are masquerading, unauthorized use, alteration and disclosure of services and
information, and unauthorized denial of service [19].

5 Conclusions

The Study mainly tries to propose an electronic health system that makes the user
feel secure and assure that the data is being properly safeguarded and in the right
hands. The privacy dashboard will provide an easy to understand and interactive way
in which a person can control their own data. The major drawbacks which we have
identified are the lack of research in the area of privacy dashboards in combination
with the sector of electronic health card systems. There is a deep lack of standards
to be set in this area while there are several laws for data protection in EHS, each
interpretation can have a different implementation, we have tried to establish bare
minimum features an EHS should contain. We have tried to import the concepts
of NER and OCR and fit them in places that can help in the protection of privacy.
Also, Privacy by design being the norm in this privacy concerning generation and
legal compliances there is still a lack of depth and ideas regarding the application
of PBD in different domains. The Proposed system tries to provide a list of possible
functional requirements of an electronic health system. Privacy dashboard provides
an “all in one” “drill into detail” and mobile-friendly properties appeal to everyone
this will give a sense of security to people. We also want to focus that more research
work should take place on the subject matter of improving the way privacy policy is
presented and the methods mentioned should be worked upon and made mandatory.
With the many benefits of the electronic health systems, it will continue to grow
and the most important factor of such systems is “Trust” between the provider and
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the user, making privacy dashboards and other data protection principles proposed a
necessity. In the future electronic health card systems, will replacemanual paperwork
and will be used by hospitals, private doctors, hospital staff, and patients themselves.
In discussions, we have shown the potential EHS systems can achieve and the need
of certain standards or bare minimum features that a system should ensure for data
protection. Some essential backup system should be designed to prevent complete
loss of access and services in the case the system is hacked or is undergoing a DOS
attack, this is essential to ensure that the critical care to patient is not denied.
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A Novel Approach for Morphological
Analysis and Inflections Based on POS
Tagging

Kanu Goel

Abstract Word processing with tokenization and part-of-speech (POS) tagging is
an integral component of computer linguistics. During the process of POS tagging,
morphological analysis is crucial for applications like information retrieval, language
modelling, machine translation, etc. Generating inflections that relate various forms
of a single word is an important step in morphological analysis. In this paper, a
novel approach of analysing word structure and generating inflections of nouns and
adjectives has been proposed. In this approach, an efficient method using xml-based
short notation has been implemented to store the generated inflected forms. A regular
expression-based numeral sequencing has been used.

Keywords NLP · POS tagging ·Morphology · Inflections · Nouns · Adjectives

1 Introduction

In case of any language words form an integral component of literature. Nouns and
adjectives are foremost parts of speech that derive the basic essence of flow and
meaning that a text conveys. Inflections associated with any word are basically its
different forms as given in Table 1. They can be used to convey agreement, number,
person, tense or any other information [1]. For any thorough linguistic study, it is
crucial to identify correct part-of-speech (POS) tags and have knowledge of word
inflections. The lexical information and the contextual information related to a word
are depicted by these two aspects [2]. In this paper, wemainly discuss the importance
of inflected forms of various part-of-speech (POS) tags and propose a novel approach
to generate and store inflections of nouns and adjectives.
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Table 1 Inflections for various categories of grammar

Part-of-speech (POS) Category of grammar Inflection Examples of inflected forms

Noun Number -s’ Car-> Cars, Card-> Cards

Noun Number -es’ Glass-> Glasses

Noun Case(genetive) -’s, -’ Tim-> Tim’s, Frankis->
Frankis’

Pronoun Case(genetive) -s’ It-> Its

Pronoun Case (reflexive) -self’ Your -> Yourself

Pronoun Case (reflexive) -selves’ Them -> Themselves

Adjective Degree of comparison
(comparative)

-er Sharp -> Sharper, Strong->
Stronger

Adjective Degree of comparison
(superlative)

-est Sharp -> Sharpest, Strong->
Strongest

Verb Aspect (progressive) -ing Sleep -> Sleeping

Verb Tense (past) -ed Walk -> Walked

Verb Tense (present) -s Laugh -> Laughs

Morphemeswhich are theminimalmeaningful elements of thewords are extracted
and the inflected forms are written in numeral notations in regular expressions.
Various approaches have been built in the past which focus on generating the correct
part-of-speech tags for given words as stated in Table 2. This study is believed to add
useful way of representing the language in precise notation. The purpose of this work
is to analyse infections in nouns and adjectives. This paper is organized as follows.
Section 2 describes the literature review of significant work in this domain. Section 3
presents the proposed approach. The implementation details of the proposed work
are given in Sect. 4 followed by conclusion and future scope in Sect. 5.

2 Related Work

In existing works, in [3, 4] the concept of part-of-speech has been described listing
various grammatical properties. Further morphological and grammatical rules are
detailed for rule-based POS tagging system [2]. The structure of words with their
morphological variations in English language form an integral part of the linguist
study [5, 6]. Various kinds of inflections related to adjectives along with their unin-
flected forms are given in the literature [7]. There have been other studies that have
worked to generate inflections of nouns namely nominative, genitive, accusative.
In the work [8], bottom-up procedure of characterizing inflected words is given.
They have also worked to generate inflections of nouns namely nominative, geni-
tive, accusative. Their feature-based approach for morphological analysis is quite
significant.



A Novel Approach for Morphological Analysis and Inflections … 199

Table 2 Predefined tags for
parts of speech forms

Tags Parts of speech form

CC Coordinating conjunction

JJ Adjective

JJR Comparative adjective

JJS Superlative adjective

NN Singular noun

NNS Plural noun

NNP Singular or proper noun

NNPS Plural or proper noun

PDT Predeterminer

PRP Personal pronoun

RB Adverb

RBR Comparative adverb

RBS Superlative adverb

TO To

UH Interjection

VB Base verb form

VBD Past verb tense

VBG Gerund verb

VBN Past participle verb

WDT Determiner-Wh

Various application-based works as in [9, 10] the authors have presented an
approach suitable to handle suffix-based sequences while increasing performance
of morphological dictionary for Assamese text corpus. Another work by Dasgupta
et al. [11], the authors have parsed compound words retaining inflections and also
resolvedword ambiguities. They have specifically worked for Bangla language using
feature unification-based parser.

3 Proposed Approach

In the proposed work the input text is processed to generate the inflections of the
words. Currently, the nouns and adjectives are undertaken into processing in this
work. The input words are tokenized and part-of-speech tag is found for the current
word. Singular and Plural are the two categories considered for nouns which further
labelled as proper nouns or not. On the other hand, in case of adjectives, they are
classified according to their degree of comparisonwhich can be positive, comparative
or superlative. All these steps can be mapped to Algorithm 1. In this paper three
different functions are described in separate algorithms for finding plural nouns,
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Fig. 1 Output inflections in
xml format

comparative adjective and superlative adjective. Algorithm 2 depicts the process of
formulating root word and its plural form both. Here, four different cases of writing
inflections of plural nouns, i.e. nouns endingwith ‘ies’, ‘ves’, ‘s’ and ‘es’ are extracted
and written in numeral short notation in XML output files. Next, in Fig. 1: Output
inflections in xml format case of comparative adjectiveswords endingwith two forms
namely ‘ier’ and ‘er’ are extracted according to Algorithm 3 and written in XML
file. Lastly, superlative degrees of adjectives are found using adjectives ending with
‘iest’, ‘est’ or ‘st’. Algorithm 4 states the steps of writing short numbered regular
expressions for superlative adjectives.

Results: The output obtained by processing a random input text string and gener-
ating inflected forms in XML notation is depicted in Fig. 1. The results are described
in the xml notation for all the morphological forms of the root words. Results for
nouns, adjectives with comparative and superlative degrees are shown in Fig. 1.
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4 Implementation Details

The proposed approach has been implemented using Python framework with NLTK
library. The output inflections generated from the root words are stored in the xml
format using the XMLHelper class. The xml form is generated so as to obtain
a presentable format of results. Various tagged notation is used to showcase the
morphological forms of the root words. The implementation can also be extended to
other words and various other POS tags.

5 Conclusion and Future Work

This paper focuses on analysing the inflections of mainly two parts of speech namely
nouns and adjectives. As morphological analysis forms an important component of
linguistic modelling, it becomes crucial to effectively store inflections of words. The
highlight of this paper is a novel approach to output the given root words along with
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their inflected forms in short numeral notation. In future, the proposed work can be
extended to find inflections of other parts of speech like verbs, adverbs, etc.
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Forecasting Cryptocurrency Time Series
Using Adaboost-Based Ensemble
Learning Techniques

Haritima Manchanda and Swati Aggarwal

Abstract In the domain of time series, cryptocurrency data is one of the most
complex data available with its inherent volatility and non-linearity, thus making the
task of analysis and prediction exceptionally challenging. The econometric models
such as ARIMA and ARMA fail to capture the non-linearity of data putting forth the
need to adopt othermodels for forecasting. In this paper, data of five cryptocurrencies-
Bitcoin, Ethereum, Litecoin, XRP, and Stellar is analyzed in an effort to predict the
next day closing prices of the respective cryptocurrencies. This goal is achieved by
applying the ensemble learning technique of AdaBoost to boost the weak learners
namely MLP, ELM, SVR, and LSTM all of which individually suffer from the
problem of overfitting. Comparing the results produced by these combinations with
the individual techniques, it can be proved that boosting gives significantly better
performance accuracy as compared to the individual learning methods. Adaboost-
LSTM gives the minimum MAPE of 3.6569, 6.1932, 13.1040, 11.0626, and 5.1058
for Bitcoin, Ethereum, Litecoin, XRP, and Stellar, respectively. Also, the consistency
of the results produced was tested by applying the same techniques on the opening
prices of cryptocurrencies. Adaboost-LSTM combination produced the minimum
MAPE of 2.0087, 2.5135, 8.8680, 2.0351, and 3.8633 for the five cryptocurrencies,
respectively.

Keywords SVR · LSTM · ELM ·MLP ·MAPE · Adaboost · Cryptocurrencies

1 Introduction

With each and every passing day, data fromdifferent information sources is organized
as time series tomake limitless choices based upon the studyof past data. In this paper,
an attempt is made to explore one such application of time series that is the cryp-
tocurrency time series data. As an alternative to the traditional centralized financial
ecosystem, cryptocurrencies have emerged as an interesting phenomenon because
of their rapid acceleration in market capitalization mounting to a revenue of about
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$100 billion in 2017 [1]. As of February 2020, there are about 2417 decentralized
currencies circulating in the market [2].

A considerable amount of work has been done to test the accuracy of the common
statistical models such as the Auto Regressive IntegratedMoving Average (ARIMA)
Model on the cryptocurrency time series [3, 4]. It has been proved that ARIMA fails
to capture the complexity of the data and assumes that the circumstances in which the
required data is collected remain the same throughout [5]. Therefore, to model the
non-linearity of the data other machine learning methods such as Artificial Neural
Networks (ANN), Support Vector Regression (SVR), and deep learning solutions
such as Long Short-TermMemory (LSTM)-Recurrent Neural Networks (RNN) have
been used [6]. Research has also been done to predict the accuracy of cryptocurrency
time series using Extreme Learning Machine (ELM) [7]. These models generally
prove to be better than the traditional econometric models yet they suffer from the
problem of overfitting. Therefore, it necessitates a need to introduce some methods
to solve the underlying problems and to obtain better results.

The objective of the research is to analyze cryptocurrency time series and devise
strategies to predict that with what accuracy the price of various cryptocurrencies can
be predicted. Over the past decades, a lot of research effort has been made to explore
and model the financial time series including the foreign exchange. But, not much
significantwork has beendone to study the time series of cryptocurrencies. Therefore,
the study and analysis of the cryptocurrency time-series data becomes extremely
important. Here, the effect of most commonly used models for time series analysis
such as ARIMA, SVR, MLP, and LSTM is tested on data of five cryptocurrencies.
Due to the volatile and unpredictable nature of cryptocurrencies, thesemodels overfit
the data. Adaboost is used to integrate the forecasting results of the individual models
to improve the performance of the models. Boosting would help to provide stability
by reducing the variance in results.

2 Literature Review

As the cryptocurrency time series are extremely non-stationary with a reasonable
amount of noise present, it becomes necessary to include their non-linearity into
the prediction models while forecasting. Therefore, studies have been conducted to
capture this non-linearity and complexity with varying degrees of accuracy. Linear
Regression has been used to explore the forecasting capacity of the blockchain
features on Bitcoin time series giving an accuracy of 55% for predicting one hour
ahead in the future [8].

The results generated byBayesian regression in the studybyShah andZhangwhile
being run on real trading datawith an aim to form a successful trading approach based
on Bitcoin time series provided a framework to almost double the investment in a
time period limited to 60 days [9]. Though many conventional models such as the
ARIMA model have been widely used and experimented, the neural networks have
proved to exhibit better predictive capabilities [3]. Nakano applied a deep learning
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approachwith seven layer neural network structure on a datawith technical indicators
to forecast the future return trend of bitcoin [10]. McNally used Bayesian optimized
RNN and LSTM to predict the Bitcoin price in USD and compared the results with
the standard ARIMA model. It was proved that with an accuracy of 52% LSTM
performed much better than the ARIMA model because of its ability to remember
the behavior of the series over a long period of time [6]. LSTM has the ability to
memorize long and short-term temporal information simultaneously [11]. In another
paper ELM has been used over the bitcoin time series data collected for a period
of three months giving the smallest Mean Absolute Percentage Error (MAPE) to be
2.657% [7]. Other approaches have been to be Support Vector Machine (SVM) [12]
and random forests [13] for forecasting.

Boosting refers to amachine learningmechanism of creating a precise forecasting
system from a comparatively weak machine learning model. The first empirical and
feasible boosting algorithm was developed by Freund and Schapire in 1997 [14].
Adaboost has been applied to severalmachine learning algorithms to boost the perfor-
mance. Adaboost based on multi-layer neural network has been used in a paper to
predict the accuracy of respiratory signal used further in certain medical researches
giving reasonable accuracy [15]. The Adaboost-LSTM ensemble learning technique
has been tested on a time-series data to predict the future Sea Surface Tempera-
tures (SSTs) proving that the combination of Adaboost-LSTM performed better than
LSTMandAdaboost applied separately. It even outperformed othermachine learning
techniques used such as SVR and the optimized Back Propagation Neural Network
model (BPNN). Another research has been done to forecast the internet traffic where
Adaboost-LSTM has given better results than LSTM applied separately [16].

3 Research Gap

Most of the work mentioned in the last section has been done on only one cryp-
tocurrency that is bitcoin, thus the consistency of the applied models on the plethora
of cryptocurrencies available in the market today cannot be established. Substan-
tial amount of research has been done to map ARIMA model and LSTM model on
Bitcoin data, even the comparison between the two has been drawn, but minimal
research has been done to test SVR and ELM models on cryptocurrency data. It has
been proved that ARIMA fails to capture the seasonality property accurately which
is an important component inherent in data, in turn producing inaccurate results. An
alternative to ARIMA, the Seasonal ARIMA (SARIMA) model has not been widely
tested on cryptocurrencies. Papers that examine SVR and ELM on bitcoin data use a
small sample size, thus reducing the influence and impact of study. Adaboost can be
used to prevent overfitting in the models, but it has not been used on cryptocurrency
time series before.

In this paper, data of five cryptocurrencies namely Bitcoin, Ethereum, Litecoin,
XRP, and Stellar is used instead of one to give a fair idea about the performance of
different models on a variety of cryptocurrencies available in the domain. Also, to
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test the consistency of the results, each model is applied and tested on the closing as
well as the opening prices of data. An in-depth study has been done to evaluate the
effect of SVR and ELMmodels on the five cryptocurrencies with a large sample size
of 1493 entries, thus validating their impact. Here, SARIMA model is used instead
of the ARIMA model to include the seasonality while measuring results. Therefore,
SARIMA,MLP,LSTM,SVR, andELMare tested on the data of five cryptocurrencies
and their results are compared. Further to reduce the effect of overfitting and to
stabilize the results, Adaboost is used treating the other models as weak learners.
The outcome of applying Adaboost with MLP, LSTM, SVR, and ELM is examined
and the results are compared.

4 Methodology

4.1 Data Pre-Processing and Analysis

Time series data of these five cryptocurrencies (Bitcoin, Ethereum, XRP, Litecoin,
and Stellar) is collected from a period of December 26, 2015 to January 25, 2020
fromcoinmarketcap.com [2] giving 1493 entries. The data has seven features namely:
Date, Open, Close, High, Low, Volume, andMarket Cap which were further normal-
ized. Figure 1 depicts the time series plot after decomposing the closing price feature
of the five cryptocurrencies into trend and seasonality components. It clearly shows
the presence of a seasonality component in data. Therefore, the machine learning
techniques that model this seasonality need to be used.

4.2 Prediction Techniques

SARIMAApproach. TheARIMA(p, d, q)model is unable to process the seasonality
component inherent in the data assuming that the seasonality if any in the time series
data has already been dealt with. Therefore, SARIMA or Seasonal ARIMA approach
which combines seasonality with ARIMA has been applied after converting the data
into stationary time series by one level of differencing. SARIMA (3,1,2) * (1,0,1,12)
is modelled on the closing price of five cryptocurrencies to predict the next day price.

MLPApproach. As the name suggests, Multi-Layer Perceptron consists of multiple
layers of perceptrons in a feedforward network architecture. Each layer of the model
consists of an activation function. Using ‘ReLU’ as the activation function for hidden
layers and ‘sigmoid’ for dense layer, the MLP was trained over 1044 samples and
tested for 447 samples. To improve the computational accuracy, Adaptive Model
Estimation (ADAM) method was used. Introduced and developed by Kingma and
Ba in the year 2014, ADAM works on adaptive estimates of lower order moments
resulting in gradient-based optimization and performs best on problem statements
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Fig. 1 Decomposition of cryptocurrency data
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that require the study of large data or data with a number of parameters [17]. Figure 2
depicts the graphs of predicted cryptocurrency closing price vs the actual closing
prices.

LSTMApproach. RNNsuffers from the problemof vanishing gradientwhendealing
with very large time intervals. LSTM is a specific type of RNN which was devel-
oped to model long term dependencies accurately. Therefore, they are an effec-
tive machine learning technique for dealing with long range time series data. After
scaling and reframing the series into supervised data, LSTM is applied on the five
cryptocurrencies to predict next day closing price. Along with ADAM optimizer
dropout regularization can be used to optimize the results by minimizing overfitting.
Figure 3 depicts the graphs of predicted closing prices vs the actual closing prices
after applying LSTM network with two hidden layers and 50 percent dropout rate.

SVR Approach. SVR primarily deals with fitting the error value in an accept-
able range, adjusting it to a certain degree rather than minimizing the total error.
Figure 4 depicts the graphs of predicted closing prices vs the actual closing prices
after applying SVR model.

ELMApproach. ELM represents a single layer feedforward network (SLFN) which
overcomes certain disadvantages of the traditional neural networks including the
problem of overfitting and slow training speed of the network. Proposed by Huang
et al., ELM is capable of adaptively setting up the number of hidden nodes in single
hidden layer and randomly adjusting the weights of input to the network, weights of
output from the network, and the hidden layer biases [18].

When the training set consists ofN samples of the form (x, t), where ‘x’ represents
the input and ‘t’ represents the target value at a particular time instance, a SLFNwith
‘m’ hidden neurons can be represented mathematically as in Eq. 1.

m∑

i=1

aiφ(wj x j + bi ) where i = 1, . . . , N (1)

Here,

• wi: weight vector to be assigned randomly, connecting the hidden node i to the
input nodes

• bi: threshold of each hidden node i
• αi: weight vector to be assigned randomly, connecting the hidden node i to the

output node
• φ: activation function

Forecasting using Adaboost. The main aim of boosting is to improve the fore-
casting accuracy of a training sequence of weak learners where each component
of the sequence compensates for the weakness characteristics of its predecessors.
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Fig. 2 Actual versus predicted price of cryptocurrencies after applying MLP
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Fig. 3 Actual versus predicted price of cryptocurrencies after applying LSTM

Adaboost is one such boosting ensemble technique where the adaptive data resam-
pling technique used helps to create a strong regressor by combining several weak
regressors.

Each training sample is designated a weight that determines its probability of
being selected for the training set for a weak regressor. The idea here is, the weights
of samples that are accurately estimated by the weak regressor are reduced and the
weights of samples for which the estimated values are deviated from the observed
values are increased. Therefore, this helps in selecting the data samples which are
poorly estimated by the previous regressor more often than the accurately estimated
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Fig. 3 (continued)

samples. These data samples are now fed to another weak regressor and their weights
are updated. Successive regressors focus on poorly estimated data samples from the
previous regressors. The whole process of data sampling and weight updation stops
when either the error rate of the regressor reaches certain threshold (defined by the
user) or maximum number of regressors are exhausted in this process.

5 Evaluation and Results

Table 1 depicts the cumulative results of MAPE calculated after applying SARIMA,
MLP, SVR, LSTM, and ELM on the cryptocurrencies data without Adaboost and
Table 2 depicts the cumulative results of MAPE calculated after applying the models
with Adaboost.

Comparing the results of Table 1 and Table 2 it can be seen that Adaboost—
LSTMgives the best results for all the cryptocurrencies. It signifies that the ensemble
learning combination ofAdaboost—LSTM is an efficient learning approach for cryp-
tocurrency financial time series giving appropriate accuracy in terms of the mean
absolute percentage error. Further, testing over five popular cryptocurrencies gives
an idea of its applicability on most of the cryptocurrencies present today. The results
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Fig. 4 Actual versus predicted price of cryptocurrencies after applying SVR
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Table 1 Cumulative results of closing price without Adaboost (MAPE) (In %)

Bitcoin Ethereum Litecoin XRP Stellar

SARIMA 38.1139 31.4681 33.4517 52.4274 87.4781

MLP 7.3182 16.4967 19.3749 23.2190 15.2266

LSTM 5.9584 10.6413 16.9251 12.2095 12.6672

SVR 5.7981 9.1852 13.6909 14.0875 4.5556

ELM 6.7801 7.0337 10.5909 25.3091 12.4287

Table 2 Cumulative results of closing price with Adaboost (MAPE) (In %)

Bitcoin Ethereum Litecoin XRP Stellar

MLP 4.0778 7.9467 14.6250 15.09878 7.7557

LSTM 3.6569 6.1932 13.1040 11.0626 5.1058

SVR 5.5964 8.2199 10.2963 14.0591 4.5487

ELM 5.4442 6.4935 9.3397 16.5874 10.0849

also prove that forecasting performance of the machine learning techniques with
Adaboost is better than without. One of the reasons for this effect is that boosting a
learning method reduces the possibility of overfitting.

To test the consistency of the results produced, the same operations are also
performed taking opening price of the cryptocurrencies as the target variable and
‘high’, ‘close’, ‘low’, ‘volume’, and ‘market cap’ as the input variables. The results
of the experimentation with and without Adaboost are given in Tables 3 and 4,
respectively. Testing with opening price proves the stability and the consistency

Table 3 Cumulative results of opening price without Adaboost (MAPE) (In %)

Bitcoin Ethereum Litecoin XRP Stellar

SARIMA 38.1383 32.0086 33.5098 53.7114 85.1831

MLP 5.4124 19.8444 12.5775 12.7797 7.2244

LSTM 2.1492 8.5326 11.0472 7.0694 6.9542

SVR 5.2373 12.4899 10.7637 14.5104 5.4497

ELM 2.3407 5.4757 16.3137 4.5074 5.5557

Table 4 Cumulative results of opening price with Adaboost (MAPE) (In %)

Bitcoin Ethereum Litecoin XRP Stellar

MLP 3.6332 8.9294 11.6858 A3.0195 4.6532

LSTM 2.0087 2.5135 8.8680 2.0351 3.8633

SVR 4.8109 12.0062 9.3057 7.5490 5.2989

ELM 2.1247 3.4555 10.5843 2.5653 4.0334
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of the model. Here, also Adaboost—LSTM ensemble learning gives the minimum
MAPE and for all weak learners used. Hence, Adaboost significantly improves the
performance.

6 Conclusion and Future Work

The main purpose of the research was to analyze and perceive the underlying
complexities of the cryptocurrency financial time series data. Cryptocurrency data
was inspected and decomposed into its various components to gain a better under-
standing of which machine learning approaches would produce best results. The
mathematics involved in regards to time series forecastingwas explored and the func-
tioning of different machine learning techniques was examined. Stochastic models
like ARMA and ARIMA models are considered the best candidate solutions for
analyzing any available time series data, but they work only for univariate time
series and do not capture the trend and the seasonality components of data. A modi-
fied stochastic model called the SARIMAmodel designed to include the seasonality
was applied on the data but it failed giving large error in the form ofMAPE.Machine
learning models such as SVR and ELMwere tested on the data and the results gener-
ated prove that these models handle the forecasting fairly. Further, the deep learning
techniques were explored starting from a basic MLP and dealing with more advance
approaches such as LSTM. After testing all these models individually on the data,
they were then fed as weak learners to Adaboost boosting algorithm.

Overall results show that using Adaboost reduces the error percentage of fore-
casting. The combination of Adaboost-LSTM gives better results than all the other
combinations and even LSTM applied individually standing at 3.6569%, 6.1932%,
13.1040%, 11.0626%, and 5.1058% for Bitcoin, Ethereum, Litecoin, XRP, and
Stellar, respectively. Adaboost provided stability to the model by understanding the
complexity in the data and reducing the overall variance in results. Next, all the
approaches with and without boosting were also applied on the opening price of the
data. The results for predicting the next day closing prices and for predicting the next
day opening prices give similar results proving the consistency of the approaches on
the given data.

The algorithm for now predicts only one step ahead in future, but changes could
bemade to themodel to allowmulti-step future prediction. Thismulti-step prediction
if implemented effectively would provide for potential gains in the cryptocurrency
financial market. However, this form of prediction suffers from a complication of
accumulating errors at each step. This can be solved by using the prediction result
of each step as an input to the next [19].

The entire process involved in the research could be made faster to a degree by
applying some sort of GPU optimization in the approaches used. The TensorFlow
library used in this research applies GPU optimization to some extent but more
changes can be put in place. A hybrid of different machine learning architectures can
be derived and applied on the data. For instance, the ARIMAmodel can be combined
with LSTM and the results can be examined.
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A Fingerprint Recognition System Using
Raspberry Pi

Brajesh Singh, Urvashi Dhand, Paras Bhardwaj, Supriya Mishra,
and Gaurav Arora

Abstract Fingerprint matching is a way to identify an individual’s identity or can
be used as verification depending on the requirements. There are many techniques
involved in fingerprint matching.We know that a fingerprint consists of lots of unique
points which differentiate one fingerprint from another they are called minutiae. In
this paper, we will define various techniques that are used for Minutiae extraction
and matching like crossing number, minutiae position, minutiae orientation and how
we have implemented fingerprint recognition with Raspberry Pi. It is a small size
computer which is based on Debian Linux.

Keywords Fingerprint matching · Crossing number ·Minutiae extraction ·
Minutiae matching · Raspberry Pi

1 Introduction

Biometric system depends on behavioural and physiological features to recognize
a person. The behavioural data consists of signature, speech and keystroke which
changes with respect to age and surroundings. The Physiological features include
face, fingerprint, palm print, iris these features do not change throughout the lifetime
of the person. The system works on verification mode or identification mode or any
other mode depending on requirements of an application. Out of all these parame-
ters we choose that parameter which must be suited upon a distinguishable human
attribute such as fingerprint. We have been using fingerprint for the past many years
in biometrics system because of its feasibility, distinctiveness, permanence, accuracy,
reliability and acceptability. A fingerprint is the replication of the fingertip epidermis,
produced when a finger is pressured against a plain surface. A fingerprint consists of
pattern of ridges and valleys ridges are dark and valleys are bright.
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Fingerprint is also considered as a form of lines and minutiae which are drawn out
using inked impression or sensors. The minutiae are unique for every fingerprint, its
position and orientation are different for every person so for identifying or verifying
the fingerprints we can extract the minutiae from the input and compare it with
the template fingerprint already stored in the training dataset, From there we can
calculate the matching score and determine the results.

There are various ways for extracting minutiae mostly people detect the ridge
ending and bifurcation (bifurcation means where the ridges part their ways).

After the extraction of the minutiae we can now store this information in the
training dataset. Now comes the matching where we take the input fingerprint and
pre-process it like binarization and thinning we extract its minutiae and match it with
already stored template fingerprint. Matching can be done by many ways.

(1) We compare the minutiae type then,
(2) For every minutiae in fingerprint p we search a minutiae in fingerprint q by

distance and direction thresholding.

After this the fingerprint is matched with one of those present in the database, this
is mostly used to provide access but nowadays can be used for time clock or payroll
access.
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2 Minutiae Extraction

Minutiae is the pattern on the fingerprint which can be extracted from using the inked
impression or when a finger is pressed against a sensor.

The input fingerprint image is gray scale image, in this as we know ridges are dark
lines and valleys are the whitespaces between the ridges. Minutiae point is where
ridges either terminates or bifurcates (i.e. splitting into two ridges).

We need to pre-process the images to reduce the noise in them so that we can avoid
the detection of spuriousminutiae.Bypre-processingwe can get a goodquality image
from which we can identify the useful minutiae’s which is used to identify a person.

Preprocessing

In one of the ways, the fingerprint image is pre-processed by first passing it to
median filter which may be a nonlinear smoothening methodology that may reduce
the blurring of edges, Then the image is binarized after that orientation field map is
obtained then region of interest is got by cropping the particular region. Then this
binary image is thinned, then the removal of spikes was done after the minutiae got
extracted.

In one of the another waywe came across they follow two steps that is binarization
and block filter.

Binarization

In this we convert the image’s pixel value into binary value by setting a threshold.
The pixel having value above the threshold are set to ‘255’ and others are set to’0’.

Block Filter (Thinning)

The images are thinned using this filter, this reduces the width (thickness) of the
ridges up to a single-pixel width to extract minutiae point effectively Thinning is
done mostly to preserve the outermost pixel so to do that we put white pixels at the
outside (boundary) of the image, so the output will be that the first five rows and last
five rows the first five columns and the last five columns are assigned the value one.
The neighbouring 8 pixels values are accessed based on which a pixel is changed
Dilation and erosion are used to thin the ridges.

Minutiae Extraction

After theminutiae is extracted its location and angle (direction) is calculated crossing
number tells us the type of minutiae point in the fingerprint image.

Crossing number is defined as

CN = 1

2

8∑

i=1

|Pi − Pi+1|

It is defined as sum of the difference between the adjacent pixels.
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To identify that which if the pixel we are currently working with is ridge ending or
bifurcation we take into account the 8 neighbouring pixels and then find the crossing
number.

If the crossing number is calculated to be 0 then that point is called isolation point
if it comes out to be 1 then it is ending if it is 2 it’s a normal ridge point if the crossing
number is 3 then it is ridge bifurcation if it is 4 then it is crossing point.

Now to calculate the bifurcation angle, we have a well known fact which is that
ending and bifurcation are having dual nature. The picture of ending agree to the
bifurcation in its negative picture so by putting the identical set of rules we can get
the bifurcation angle.

3 Minutiae Matching

It is used to differentiate the input fingerprint and the fingerprint which is already
stored in the data base.

Each minutiae is expressed as a tuple of three parameters, i.e.:- the X and Y
coordinate, direction or orientation and type.

Let m be a minutiae point, then m is stored in this form

m = ((Xi ,Yi ), θi , Ti )

where X and Y are the position coordinates of the minutiae point 8 describes the
direction and T describes the type of minutiae.

We should also remove the falseminutiae before thematching if twominutiae’s are
having less distance between them (i.e. distance between an ending and bifurcation
or two points on bifurcation) they might be considered as the same minutiae point
and hence be terminated.

We also remove the two minutiae points if they are located in a short ridge with
length less than threshold. After removing the false minutiae we can proceed for the
matching.
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Now we take a minutiae point from the test image and do the matching we search
all the minutiae points for the best match for this we do two calculations

Position = 1 if
√

(X j − Y j )2 + (Xi − Yi )2 <= Ro

Ro = threshold value
Here 1 means that the point is the perfect match for the given point in the test

image

Orientation = 1 if min
(⌊

θ j − θi
⌋
, 360− ⌊

θ j − θi
⌋)

<= θo

We count the number of one in this and then match if they are more than the
threshold and if they are then the fingerprint is matched otherwise not matched.

We take a point from the test image and match with all the minutiae’s available
and then if find the suitable minutiae then start with the next point and goes on until
all the points are searched.

This is the way we have implemented to find matching fingerprint.
There are many other ways for minutiae matching here is the overview.
Now let us look at another way in which the minutiae matching is done by using

both the local and global structures the local structure consists of rotation and transla-
tion invariant feature of the minutiae in its neighborhood. It is used to find the corre-
spondence in two minutiae sets and increase the reliability of the global matching.
The global structure determines the uniqueness of the fingerprint so the combination
of both gives a strong basis for the a powerful minutiae matching.

The feature map in the first method is very prone to changes due to rotation and
translation which cannot make up a robust minutiae matching. On the other hand,
only using the local structure (distances ridge count and directions between two
nearest minutiae) is also not advisable because two fingerprint from different finger
may have same local structure which gives rise to false acceptance.

However when local and global structures are used for the minutiae matching
then it creates a robust model as according to the local structures the other fingerprint
database images can be aligned and the global structure which defines the uniqueness
will be used to identify the person so the drawback of global structure is fulfilled
by local structure and the drawback of the local structure is fulfilled by the global
structure.

The next method is where we developed a scheme for minutiae score and use it
in fingerprint matching. The scoring scheme is developed on three aspects.

One can be the distance between theminutiae point and the center of the fingerprint
for a good score minutiae should be closer to the center, next can be orientation
coherence in which the fingerprint image is divided into many blocks and the current
orientation of the point is checked with the main orientation of the block which gives
us the score if the orientation is difference the value is 0 otherwise 1. The third and
last is that the local factors should be taken into account as in the other two methods
the bad minutiae may have high score in this we take into account the pseudo and the
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genuine minutiae points and calculate the score as the pseudo minutiae have more
influence so it should be given less weightage, so the larger the score the better the
minutiae quality.

Finally, a total score is generated by combining all the factors using product
rule and linear weightage, this scheme of scoring can be applied to the fingerprint
matching technique.

4 Hardware Implementation

Raspberry Pi is a small card size computer that operates on Debian Linux. It is easy
to use and learn. The operating system of Raspberry Pi can be installed easily by just
adding a simple Sd card. The Sd card will contain the OS and it will be added into the
Pi board and to power this board a simple USBmobile charger will be required, After
this just connect the keyboard and mouse and a TV or computer will be connected
by an HDMI cable and it is ready for use. If we need to work on a windows platform
we might need Putty and VNC Viewer application to open the Pi desktop on the
windows platform. Now as the Pi desktop is opened it can do multiple things you
can send emails or create spreadsheets. Raspberry Pi provides us with an opportunity
to code with scratch or python. As we are here working with an optical fingerprint
sensorR307 so we need to import multiple libraries like Opencv or others.

Raspberry Pi contains a command prompt fromwhich we can import the libraries,
It contains Ide’s so that we can code easily and run to see the function happening
properly.

So here we can start our working, the fingerprint sensor will capture the image
of the fingerprint and store it in the PI and with the help of Opencv which will fetch
the image and from where we can apply the image pre-processing like binarization
and thinning and extract features and then we can match it with the already stored
features.
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5 Dataset

To implement this Minutiae matching technique we have collected 5 images per
person from which we have collectively taken out unique features (minutiae) we
have taken a total dataset of 50 images.

6 Results

This fingerprint matching is implemented using Raspberry Pi3 here we have built
the dataset of 50 images (5 images per fingerprint), minutiae’s are extracted from
them and stored, It is a real-time application where user when places the finger on
the sensor the image is taken and its minutiae’s are calculated and matched with
the stored database. Matching is done on the type of minutiae, the position (x and y
coordinate) and the orientation of the input minutiae and the stored minutiae, after
that matching score is calculated and if it is more than the threshold we say that the
fingerprint is matched. There is also a time delay which means the time taken by the
system starting from placing the finger and displaying the result is near about 1 min.
Here we have shown that the matched fingerprint has accuracy more than 60 so 60
is considered as our threshold value, Which is calculated by observing the scores of
the matched fingerprint.
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7 Conclusion and Future Scope

Biometric is nowadays the most useful technique in security or any other field like
taking attendance or maintain records of the person’s identity to do this we need
that biometric feature which is easily available and remains permanent throughout
the person’s lifespan which is fingerprint in this paper we have given a review about
various techniques used in minutiae (Pattern present in the fingerprint) matching like
local-global structures, distance and direction thresholding, or data matrix (which
contains minutiae position, type and direction).
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Impact of Underlap/Overlap
of Germanium Source Dopingless Tunnel
Field Effect Transistor (Ge-S-DLTFET)

Kumari Nibha Priyadarshani and Sangeeta Singh

Abstract Thiswork illustrates the impact of underlap/overlap ofGermanium source
doping less tunnel field effect transistor (Ge-S-DLTFET) variation on the tunneling
length and the device performance.Germanium region length is consideredup to 2nm
inwards of gate contact (Str I), till gate contact (Str II) and 2 nm away from gate
contact (Str III). This germanium region variation has potential to alter the electron
concentrations, energy band and thus the tunneling length at source-channel junction.
The tunneling length is reported to be minimum for Str III, facilitating its highest
drive current. Further, due to higher tunneling length for Str I the leakage current
is decreased and thus Str I gives maximum ION/IOFF ratio. Thus, Str I is expected
to demonstrate the minimum static power dissipation. The in-depth dc parameters
analysis has also been done for the three structures and compared.

Keywords Germanium source · Tunnel FET · Dopingless

1 Introduction

TFETs have gained the interest of device researcher in recent era because of its
applicability in ultra-low power designs, immunity toward short channel effects
(SCEs) and its potential to prevail over the 60 mV/decade bottleneck of MOS device
subthreshold swing [1–4]. TFET gives lesser SS and thus fast switching due to the
difference in carrier transport mechanism. Transport of carrier in MOS device is
due to drift-diffusion and thus its SS is limited by thermal voltage, but the transport
of carrier in TFET is due to band-to-band tunneling [2–5]. The problem of random
dopant fluctuation and trap-assisted tunneling which is dominant in physically doped
TFET is eradicated in dopingless TFET [6, 7]. DL-TFET also exhibits an ease of
fabrication with lower thermal budget, because of the absence of expensive diffu-
sion or ion implantation processes to form ultra-precise doping profiles for drain and
source region in nanoscale devices [8–11].
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The major disadvantage of the TFET is its low ON current. Use of low band gap
material in source region, double gate, dual metal gate etc. [2–5], has been reported
to improve the drive current of device.

In this work, we present the impact of underlap/overlap of Germanium source
dopingless tunnel field effect transistor (Ge-S-DLTFET) variation on the tunneling
length and the device performance, by studying its effect on electron concentration
and on tunneling length. There are three different device structures are considered,
for Str I the germanium region is considered up to 2 nm inwards of gate contact, for
Str II germanium source is till the gate contact and finally, for Str III the germanium
source is considered till 2 nm away from gate contact (Str III).

The manuscript has been organized as follows: Sect. 2 discusses the device
geometry and simulation models incorporated. Section 3 covers the dc performance
parameters. Section 4 concludes this investigation.

2 Device Structure and Simulation Models

2Ddevice structure ofGe sourceDLTFETwith variation in germanium source length
with structure nomenclature as Str I, Str II and Str III of Ge-S-DLTFET is shown
in Fig. 1a–c, respectively. To keep the induced doping concentration uniform the
body thickness of device should be kept less than Debye length (LD) [12–17], i.e.,
LD = ((εVT )/qN )1/2, where, VT is the thermal voltage, ε is the dielectric constant

Fig. 1. 2D device structure of a Str I, b Str II and c Str III of Ge-S-DLTFET
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of the body material (Si or Ge) and N is the carrier concentration in the body. Hence,
the film thickness of the device is taken as 10 nm. For dopingless concept to function
properly the work-function of source and drain metal contacts are taken as 5.93 eV
and 3.9 eV for p+ and n+ doping, respectively. Suitable metal for source contact can
be Pt and drain contact can be Hf. The gap between source and gate electrode is
taken as 2 nm and gate and drain electrode is taken as 15 nm. The dielectric used is
Al2O3 (dielectric constant= 9.3). The gate length taken is 50 nmwith work-function
of gate metal contact as 4.5 eV. The thickness of oxide under gate contact is taken
as 1 nm, whereas the thickness of oxide under drain and source contact is taken as
3 nm. All the above parameter is same for the three structures namely Str I, Str II and
Str III. The only difference is the germanium source length, which is 2 nm inwards
of gate contact for Str I, till gate contact for Str II and 2 nm away from gate contact
for Str III.

The device structure simulation has been done on 2D TCAD Silvaco ATLAS
device simulator [18]. It solvesPoisson’s equation alongwith current continuity equa-
tion. Non-local band to band tunneling model has been considered along with trap
assisted tunneling, SRH recombination and auger recombination. Mobility models
dependent on carrier concentration and electric field have also been considered.
Further, the quantummechanical effect has not been considered as the film thickness
of device is 10 nm.

3 Results and Discussion

Figure 2a and b show the electron concentration below oxide–semiconductor inter-
face for Str I, Str II and Str III in OFF state and ON state, respectively. As the
germanium region for Str I is 2 nm inwards of gate contact, for Str II it is till the gate

Fig. 2 Electron concentration at a OFF state (VD = 0.5 V and VG = 0 V) and at b ON state VD
= 0.5 V and VG = 0.5 V
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contact and for Str III it is 2 nm away from the gate contact. The electron concentra-
tion varies with shift in germanium region. The variation in electron concentration
is due the electron affinity of germanium (XGe = 4 eV) which is less as compared to
silicon’s electron affinity (XSi = 4.17 eV). The metal work-function needed for p+

and n+ induced doping is ϕm,p+ > χs + Eg/2 and ϕm,n+ > χs − Eg/2, where, Eg is
energy band gap of semiconductor, χs is the electron affinity of bulk semiconductor.
whereas, ϕm,n+ and ϕm,p+ are the workfunction of metals needed to induce n+ doping
and p+ doping, respectively.

The decrease in electron affinity of germanium in comparison to silicon leads to
increase in hole concentration and increase in electron concentration in germanium
region. This causes the change in electron concentration with shift in germanium
region for Str I, Str II and Str III as shown in Fig. 2a and b.

Figures 3a and b show the OFF state and ON state energy band diagram, respec-
tively for Str I, Str II and Str III. The decrease in electron concentration with the
introduction of germanium source results in upward shift of valance and conduc-
tion energy levels as shown in Fig. 3a and b. It can be seen in Fig. 3a and b that
the tunneling length increases with shift of germanium region toward gate, with
tunneling length for Str I > Str II > Str III for both OFF and ON state. The variation
in tunneling length is high for OFF state and lower for ON state.

Figure 4 shows the ID-VG graph for Str I, Str II and Str III at drain voltage 0.5 V.
Str I has highest tunneling length, thus, lower current and Str III has least tunneling
length resulting in maximum current. The variation in OFF state current is higher as
compared to ON state current because of higher variation of tunneling length for OFF
state as compared to ON state. The maximum ON state current is reported for Str I
and minimum OFF state current is demonstrated for Str III. Whereas, the ambipolar
current is same for all the three structures.

Further, the dc parameter of three structures has been analyzed. Figure 5a–f show
the threshold voltage, ON current, OFF current, ION/IOFF ratio, transconductance and
SS, respectively.

Fig. 3 Energy band diagram at a OFF state (VD = 0.5 V and VG = 0 V) and at b ON state (VD =
0.5 V and VG = 0.5 V)
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Fig. 4 ID-VG of Str I, Str II
and Str III of Ge-S-DLTFET
at VD = 0.5 V

The threshold voltage is lowest for Str I (germanium region 2 nm inwards of
gate contact) then increases for Str II (germanium region till gate contact) and again
decreases for Str III (germanium region 2 nm away of gate contact). ON current
increases with decrease in tunneling length with maximum ON current for Str III
and minimum for Str I.

The OFF current also increases with decrease in tunneling length with minimum
OFF current for Str I and maximum for Str III. The increase in OFF current is higher
than increase in ON current. The ION/IOFF ratio decreases with the shift of germanium
region away from gate contact, with maximum value for Str I and minimum value for
Str III. Increase in drain current leads to increase in transconductance with maximum
transconductance for Str III and minimum for Str I. Further, increase in OFF state
current with germanium region shifts away from gate leads to increase in SS.

The comparison of device characteristic parameter of proposed structure (Str I)
with Ge source DLTFET [19] is shown in Table 1. It shows better performance of
proposed structure in terms of drive current, ION/IOFF current ratio, transconductance
and the subthreshold swing.

4 Conclusion

In this work, the effect of underlap/overlap of Germanium source dopingless tunnel
field effect transistor (Ge-S-DLTFET) variation has been analyzed. The germanium
region length variation is done for 2 nm inwards of gate contact (Str I), till gate contact
(Str II) and 2 nm away from gate contact (Str III). This variation in germanium region
varies the concentration of electron at source-channel junction and it alters the energy
band and tunneling length. The variation in tunneling length results in variation in
device performance, withmaximumdrive current for Str III (Germanium region 2 nm
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Fig. 5 a Threshold voltage, b ION, c IOFF, d ION/IOFF, e gm and f SS for Str I, Str II and Str III of
Ge-S-DLTFET at VD = 0.5 V

Table 1 Device characteristic comparison of proposed structure with existing Ge source TFET

Structure @VD (V),
@VGmax (V)

ION (µA/µm) IOFF (pA/µm) ION/IOFF gm (mS/µm) SS
(mV/decade)

Str I 0.5,1 504 1.47 × 10−5 3.4 ×
1013

1.24 1.4

Ge
source
DLTFET
[19]

1,1 116 8.81 × 10−6 1.3 ×
1013

0.73 11
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away of gate contact) but maximum ION/IOFF ratio for Str I (germanium region 2 nm
inwards of gate contact). Str I demonstrates the minimum static power dissipation.
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Akshay Kumar Goel, Jayesh Gaur, Ajay Rose, and Deepika Rawat

Abstract Changing a doctor because of lack of satisfaction is a common
phenomenon and this brings with it a plethora of problems for the patient. Every
doctor would want all the tests to be conducted again and this is where the patient is
left with no option but to conduct all the tests again. This is where a potentialMedical
Document Drive will come into the picture in which the patient will be allotted a
unique number, i.e., a P.O number and all the tests and report of the patient will be
saved online on a portal.While visiting a new doctor the doctor can check the reports,
look at the symptoms and detect the disease without conducting the same tests again.
This secure online application will be divided into three modules and those are the
patient module, the admin module and the doctor module. The ultimate goal of this
research is to create a secure portal that will have all the information of the patients
and the admin will control the whole process.

Keywords Symptoms · Overlap-S Algorithm · Foreign key · Additive-F
Algorithm

1 Introduction

Medical Document Drive will be a secure online portal through which the users will
have all the required details about their health online. Users or patients will have user-
names and passwords through which they can check the information needed by them
anytime anywhere. This document drive will be divided into three broad modules
and those are the patient module, the admin module and the doctor module. In the
patient module, two algorithms will be used Overlap-S Algorithm and Additive-F
Algorithm. The major role of the overlap S algorithm is to predict the disease by
analyzing the different symptoms entered by the user/patient. Overlap-S Algorithm
stands for Overlap Symptom Algorithm. The second algorithm is the Additive-F
Algorithm and it is used to calculate the dosage of medicine analyzing the different

A. K. Goel (B) · J. Gaur · A. Rose · D. Rawat
Department of Computer Science and Engineering, HMR Institute of Technology and
Management, New Delhi, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
J. Singh et al. (eds.), Innovations in Cyber Physical Systems, Lecture Notes
in Electrical Engineering 788, https://doi.org/10.1007/978-981-16-4149-7_20

239

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4149-7_20&domain=pdf
https://doi.org/10.1007/978-981-16-4149-7_20


240 A. K. Goel et al.

factors selected by the user/patient like age, habits. Additive-F Algorithm stands for
additive factors algorithm. Another feature of this module is to add the feedback of
the doctor he has consulted with and book the appointment of a doctor according to
his time and date. The next module is the admin module. An Admin or the Adminis-
trator would be responsible for four important things. Firstly, the administrator would
be responsible for registering a doctor. Secondly, as the admin would be having the
authority of registering a new doctor, he/she definitely would be having the authority
of removing a doctor. Thirdly, an administrator would easily be able to view the
details of all doctors that are registered by him or her. Lastly, the most important part
on which the administrator would be having his or her control is the feedback details
part or the feedback details section. The last module is the doctor module. In the
doctor module, the doctor will be able to view his schedule or previous appointments
by retrieving it from the appointment table. In the next feature, the doctor will be
able to add the reports of the patients who have consulted him before.

The remainder of this paper is organized into into five sections. Section 2 discusses
thePatientModule and the algorithms. Section 3discusses the appointment process of
the doctor. Section 4 highlights the Admin Module. Section 5 discusses the Doctor
module. Finally this paper concludes in Sect. 6 giving a brief conclusion on the
discussions made in the paper and highlighting several future scopes.

2 Patient Module

In today’s world, patients are facing a common problem all over the country. The
problem is that they have to undergo their diagnostic tests many times within the
same period of time just because they change their hospitals/doctors because of
dissatisfaction. The new hospitals/doctors ask them for their reports which they have
to either carry to all the places (if the old reports are accepted by the hospital) or
have to undergo the same diagnostic tests again (if the hospital doesn’t count on the
previous reports) [1]. This causes problems and a state of unrest within the patients.
In the proposed idea of the medical documents drive, the initial module is the patient
module which generates a unique I.D known as the P.O number of a patient. This
P.O number will be universal and inside this P.O number, all the reports of patients
will be stored online so that by this unique P.O number, the doctors can access his
old diagnostic reports anytime and anywhere.

Another feature of this module is that it helps the patients to get their disease
information on base of their prima facie symptoms. This module has the Symptom
checker system which detects the diseases on the basis of the symptoms entered by
the user/patient and also suggest patients with the medicine. This Symptom Checker
Systempredicts the disease on the basis of the “Overlap-SAlgorithm”.This algorithm
looks over the overlapped symptoms and uses the Foreign Key concept which will
be discussed later in this paper.

The next feature of this module is the Dosage Advisor feature which advises the
dosage according to the various factors entered by the user according to the disease
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that is predicted by the Symptom Checker System. The dosage is advised using
another algorithm named as “Additive-F Algorithm”. In this algorithm, the dosage is
advised according to the factors entered such as age, smoking habits, drinking habits,
etc. [2]. The algorithm is explained later in this paper.

In the first part of the module, the user is able to search the doctors according to
his requirements (dentist, general, etc.). The list of doctors is displayed according to
the backend database that is maintained by the administrator of this drive. Now let
us look at the algorithms of this module.

There are basically 2 algorithms in this module. These are:

1. Overlap-S Algorithm
2. Additive-F Algorithm

Now, let us study each of the two algorithms.

2.1 Overlap-S Algorithm

The major role of this algorithm is to predict the disease by analyzing the different
symptoms entered by the user/patient. Overlap-S Algorithm stands for Overlap
Symptom Algorithm.

Now, let us understand the working of this algorithm.
Step 1. A disease has been given a unique Disease Code.
E.g.—Zika Virus has been given code ‘104’.
Step 2. The symptoms of that disease (one or many) have also been assigned the

same code of that disease, such that the disease code works as a foreign key for both
the tables ‘Disease’ and ‘Symptoms’.

E.g.—The Disease code of Zika Virus = 104.
It’s Symptoms –1. Eye Redness
2. Fever
1. and 2. have been assigned the same code ‘104’.
Step 3. Repeat Step 1 and Step 2 for all the given diseases and symptoms.
Step 4. When a user selects various symptoms, its codes are extracted from the

table and the disease code that has most no. of symptoms, i.e., the disease in which
most symptoms overlap is predicted and the output shows that disease to the user [3].

2.2 Additive-F Algorithm

The major role of this algorithm is to calculate the dosage of medicine analyzing
the different factors selected by the user/patient like age, habits, etc., Additive-F
Algorithm stands for Additive Factors Algorithm.

Now, let us understand the working of this algorithm.
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Step 1. The factors such as BP, gender, age, smoking & drinking habits, previous
disease, current living area are selected by the users on the interface.

Step 2. These factors are further assigned a value in 0/1 or 0/5 to every choice a
user selects.

E.g—A person having drinking habits is given ‘5’ value to that option and ‘0’ if
he doesn’t have drinking habits.

Here, 5 indicates that he has a higher requirement of medicine dose as compared
to the person with no drinking habits, i.e., value‘0’.

Step 3. After we get all the values, the values of all the factors are added together
[4]. The result after addition is the required dosage amount to the patient.

In an example, suppose the user enter these values:
In this, BP = High = 1; Smoking = Yes = 5; Drinking = Yes = 5; Previous

Disease = Yes = 5; Age = 22; Gender =Male = 1; Living Area = Village = 1;
Adding these, we get 1+5+5+5+22+1+1 = 40. Hence, these were the two

algorithms of this module.

3 Appointment of the Doctor

Another feature of this module is to add the feedback of the doctor he has consulted
with and book the appointment of a doctor according to his time and date. The
appointment of the doctor is followed by the generation of the P.O Number which
is the unique ID assigned to him for future purposes so as to store the reports of
his diagnostic tests and to use this P.O Number as the mobile report documents or
a medical drive. By using this P.O Number, the patient can also search his medical
reports that are entered by the doctor from the other side on the same P.O number.
The P.O number is generated by using a Randomize() function.

A Randomize() function is a function that generates random unique values
according to the lengths of the required string desired. In this module, the length
of the values of the randomize function varies from 4 digits to 7 digits. Now finally,
after this the user logs out of his account [5]. The rest of the modules are Doctor
module and theAdminmodule. Thesemodules are also discussed in the paper further.
Now let us look at the Doctor module followed by the User module.

4 Admin Module

An Admin or the Administrator would be responsible for four important things.
Firstly, the administrator would be responsible for registering a doctor who has not
been registered or the admin would be responsible for registering a new doctor.
Secondly, as the admin would be having the authority of registering a new doctor,
he/she definitelywould be having the authority of removing a doctor, the adminwould
be easily able to remove any specific doctor that he/she wants to, it would be solely
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the admin’s decision that which doctor he/she wants to remove, which the admin can
decide by considering several aspects of measuring the doctor’s performance, one
of the most important aspects from these is the feedback which the doctor receives
from various of his or her patients. Thirdly, an administrator would easily be able
to view the details of all doctors that are registered by him or her, this will help the
administrator in viewing the number of doctors that are present and this detail would
allow the administrator to realize how many more doctors are there that he should
register to increase the doctor’s numbers, by adding more doctors or by registering
new doctors he would be giving a lot of options to the patients so that they can choose
the doctor of their choice. Lastly, the most important part on which the administrator
would be having his or her control is the feedback details part or the feedback details
section [6].

The feedback details section would be having very crucial and confidential infor-
mation which only the administrator can view and this information is very important
for the administrator, by looking and understanding this information he or she would
easily be able to figure out that which doctor should be removed and which doctor
should not be removed and this is one of the core responsibilities of an administrator,
if he or she fails to follow this responsibility, he or she is not eligible for having the
responsible post of the administrator. This was all a brief overview of each section on
which the administrator would be having his or control, now each of these sections
will be discussed in detail. Starting with the first section which is nothing but the
section of registering a new doctor, in this section the administrator would be able
to register new doctors which the administrator thinks are eligible and has a good
experience in his or her field of expertise. Thismeans that all eligible and experienced
doctors would be easily added by the administrator in the register doctor section.

An Administrator can look for good and experienced doctors in his or her locality,
after locating and finding such doctors, the administrator can ask the doctor if he or
she wants to get registered, if the doctor agrees for getting registered then he or she
would be successfully registered by the administrator, if in any case the doctor denies
getting registered, then the administrator would for other doctors that are ready for
getting registered and hence would be successfully registered by the administrator. In
the register new doctor section the administrator has to give a username to the doctor,
this username should not be existing previously, if it is a name and that name exists
previously then in such case username can be created by adding special characters
such as underscore or numbers at the beginning of the username or at the end of
the username. After successfully creating a username the administrator would have
to create a password for the user, this password can contain alphabets, numbers or
special characters. After giving a new username to the doctor and creating a reliable
password for the respective doctor, the administrator would be entering complete
address of the doctor which will act as a collateral security for the administrator.

Another detail of the doctor which will be kept by the administrator is the email
ID of the doctor which can be used by the administrator or the patients to contact
the doctor or the patients can also send some of the x-ray or other types of reports to
the doctor for his or her review. In addition to the email ID, for contacting the doctor
the phone number of the doctor will also be taken by the administrator, this phone
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number like the email ID can be used by the administrator and the patients to contact
the doctor in any emergency circumstances. Apart from this, the administrator would
be saving the gender of the doctor and his or her qualification. This qualification that
the doctor gives would be made available or visible to all the patients so that they
can choose their own doctors. In addition to the qualification, another aspect that
will help the patients in choosing their doctors is the experience aspect, by looking
at the experience of the doctor also, the patients can easily decide if he or she is
the right doctor for them. Lastly, the age of the doctor would also be saved by
the administrator along with the field in which the doctor specializes. This field of
specialization of the doctor would also be made visible to all the patients so that they
can choose the doctor according to their requirements. Now, as the administrator has
to make a decision as to which should be registered and which doctor should not
be registered, admin should also have the capability to remove any specific doctor
that he wants to remove. For removing any doctor, the administrator just has to
select the doctor whom he or she wants to remove, after selecting the doctor, the
administrator just has to click on the button remove and that doctor will be removed
successfully and instantly, this is the section where feedback of the patients about the
doctor is used, after understanding the feedback, the administratormakes the decision
whether any specific doctor has a good feedback or bad feedback and based on this,
the administrator will choose the doctor that has to be removed. Now, understanding
the next section in detail or the next responsibility of the administrator in detail, this
section allows the administrator to keep an eye on the number of doctors, keep an
eye on their contact details and other basic details like name, gender, age, etc. In
any case, any patient or the administrator itself would want to contact the doctor, the
doctor details section would be of great use, if any patient wants to contact the doctor,
he or she can just contact the administrator and ask for the required details which the
patients are asking. The email ID can be used in a great deal by the patients, it can
be used to send specific reports of the patients to the specific doctor, by doing so, the
patients are allowing the doctor to examine the reports before any formal meeting is
scheduled between the doctor and the patient [7]. Thus, this email allows the doctor
to work from home and allows the patient to know about his or her reports by just
sitting at their homes and thus can also realize that is there a need for any formal
meeting between him or her and the doctor. Now, as the email ID would be used to
send various documents or reports, the phone number of the doctor would be used
to contact him or her whenever the patient wants to, there are many cases when the
patient wants to call the doctor at home, in such cases the patient would have the
ability to contact the specific doctors by understanding their specialization, looking
at their experience and qualification, and thus deciding as to which doctor has to be
chosen by them and contacted by them in any type of circumstances, whether the
circumstances are normal or whether the circumstances are of emergency [8].

After understanding the importance of doctor details section, another most impor-
tant section would be looked into detail, this section is most important because it
allows the administrator to understand as to which doctor has to be removed and
which doctor should not be removed, this section is known as the feedback details
section and it would allow the administrator to look at the feedbackwhich the patients
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Fig. 1 Admin module

have entered, and after understanding the feedback it would become easy for the
administrator to make a decision as to which doctor is not able to perform his or her
duties effectively and thus would be immediately removed by the administrator, the
feedback details section also allows the patients to give a feedback to the doctors and
thus help the administrator in serving the patients in a better way possible. After the
administrator finishes his or her work, whether it was about adding any new doctor
details or registering a new doctor, or whether it was about removing a specific doctor
based on the feedback of the patients, or whether it was looking at the doctor details
section for getting the contact information which is demanded by the patients to
contact their doctors, or whether it was the task of analyzing the feedback given by
the patients to the doctor and understanding which doctor is not performing up to
the mark or not performing effectively and thus removing the doctor who is not able
to follow his or her duties in a good way. After performing all his or her responsi-
bilities and doing any work that he or she wants to do by visiting any of the four
sections discussed above in detail, the administrator can successfully log out and can
visit again anytime any of the four sections that the administrator wants to visit and
perform his or her responsibilities and duties effectively (Fig. 1).

5 Doctor Module

In the doctormodule, the doctor will be able to view his schedule or previous appoint-
ments by retrieving it from the appointment table. In the next feature, the doctor will
be able to add the reports of the patients who have consulted him before. This report
will be available to the patients as well. The patients will have a unique P.O number
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and once they give that to the doctor the doctor will be able to access any medical
report of the patient. The medical report will have information about all the tests
conducted in the past. Another feature of this module would be that the patients
would have the facility to give feedback to the doctor about his or her experience
with him. The doctor will be able to view the feedback as well. The feedback can be
retrieved from the table “feedback” at the backend.

6 Conclusion

The implementation of this idea will be easy but the security and authenticity of the
information should be dealt with caution. Our current goal is to minimize the cost
of the application and also reduce the work done by the administrator. Future scope
of this project could be to add machine learning algorithms in this and predict the
disease also. Security in this idea will be of utmost importance and will play a huge
role in its performance. This idea will save a lot of hassle for the users and also help
the user to choose from many doctors according to their disease.
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Weather Monitoring System Using IoT

Tanya Singh and Mohammed Asim

Abstract Aweathermonitoring system can be described as systemwhich is capable
of providing weather parameters and weather predictions in real-time. It can provide
information about temperature, humidity, pressure, and rainfall, etc. This device
senses temperature and relative humidity of a small area using sensor DHT11. By
using relation between relative humidity and rainfall prediction, device will also
predict the probability of rain in that area. Wi-Fi model used is NodeMCU ESP8266.
Further, this data is sent in real time to amobile application Blynk app using the cloud
server. If temperature and relative humidity ranges cross a certain point a notification
is sent to the mobile app and using actuators relay any device is automatically turned
off/on.

Keywords Internet-of-Things (IoT) ·Weather monitoring · Temperature ·
Humidity

1 Introduction

Internet-of-Things (IoT) is one of the most rapidly growing technologies. It’s basi-
cally communication between devices and machine which are connected to Internet
through which data can be accumulated and shared over Internet using various
networkprotocols [1, 2]. Themainobjective of IoT is to introduce smart objects,make
lifestyle easier, removing heterogeneity and develop interoperability of devices all
over. IoT systembroadly consists of fourmain components 1. Sensors 2.Connectivity
3. Data transferring 4. User Interface. Main applications of IoT are smart monitoring
of devices in agricultural, industries such as the industrial internet of things (IIoT).
The objective of this paper is to visualize one such application of IoT in monitoring
weather parameters, temperature and humidity of a small area using IoT devices and
sending this information real time over the Internet to cloud server using NodeMCU.
Cloud server will send data to a mobile app named BYLNK which will display data
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Fig. 1 Diagram of the basic
IoT system

real-time on user’s mobile device and will perform interaction between user and
weather monitoring system [3, 4].

1.1 Weather Monitoring System

Weather monitoring system is a system that provides various parameters such as
temperature, relative humidity, rain and pressure, etc. [5, 6]. Weather monitoring
plays important role in graphing down weather patterns of an area. Traditional
weather stations are placed at a large distance and their real-time forecast can often
mismatched the actual status. To have amore accurate analysis of weather conditions
now IoT devices are being fabricated for this purpose. The diagram of the basic IoT
system is shown in Fig. 1 [7, 8].

2 Proposed Design

This IoT system consists of very minimal devices [9, 10]. NodeMCU is the main
board, DHT11 sensor is the sensing device. Two Relays are also used in this setup
alongwith 7805 voltage regulator which is used to give 3.3 V toNodeMCU.All these
components are cost-efficient and the software component used is also freeware,
hence further making it more economical.
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2.1 Devices Used

1. NodeMCUESP8266 is themain development board used in the design. It comes
with an ESP8266 chip having RISC microprocessor. NodeMCU has 128 Kb
RAM and 4 MB of flash memory.ESP8266 is low cost Wi-Fi chip developed
by Espress if System. It is powered by 3.3 V and consists of 16 general purpose
input /output pins.

2. DHT11 is a temperature and humidity sensor. Power supply ranges from3.5V to
5.5 V. The range of temperature being from 0 ºC to 50 ºC. Humidity measured
by this device is in between range of 20–90%. It consists of 4 pins. Pin 1 is
Ground, Pin 2 is Data pin, Pin 3 is 3.3 V power and pin 4 is null.

2.2 Software Components

Blynk App is a freeware mobile application used as a software tool for IoT projects.
It controls hardware remotely, capable of displaying sensor data on a screen in a very
interactive manner by the usage of widgets. This application also allows user to have
virtual on/off switches which can actuate the same to IoT system. Blynk app consists
of three major components. Blynk App, Blynk server which is responsible for data
transfer from cloud to device then IoT system and vice versa. Lastly, Blynk libraries
are predefined libraries to support for various IoT devices like Arduino, Raspberry
Pi, and NodeMCU.

3 Setup

DHT11 sensor data pin (pin 2) is connected to D1. GPIO pin of microprocessor
NodeMCU senses the temperature and humidity. A 5 V relay is connected to this
IoT system which will turn on and off any external device connected to it when
data will be sent from Blynk app. Further, NodeMCU will communicate with Blynk
app via Blynk app cloud server. Figure 2 shows the block diagram of a weather
monitoring system.

4 Working and Implementation

Figures 3 and 4 show the flowchart for humidity and temperature conditions, respec-
tively. Firstly, collection of weather parameter namely temperature and relative
humidity at interval of 10 seconds is done and then this data is sent in real-time
to cloud server. Interface of sensor module takes place with NodeMCU device, data
parameters are then sent to Blynk app using Blynk app server. First, condition for
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Fig. 2 Block diagram of weather monitoring system

Fig. 3 Flowchart for
humidity conditions

relative humidity is checked, if humidity if greater than 90% then there is a proba-
bility of rain. If humidity sensed by the sensor is more than 89% considering limit
of DHT11 is 90% so 89% is taken. If humidity greater than 89% Blynk app sends
notification to its mobile app “Probability of rain” so that user will be alerted about
this and be prepared accordingly.

Latter part of Flowchart shows the conditions for temperature sensed by the sensor.
If the temperature exceeds 49 ºC, the external device which is controlled by this
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Fig. 4 Flowchart for
temperature conditions

setup will be turned off using actuator relay. In actual scenarios, this will help in
overheating of the functioning device which might lead to burning of insulations and
damage to device. A notification will also be sent to mobile app “Extremely high
Temperature”. Temperature ranging between 49 ºC and 35 ºC will send a notification
to the app “High Temperature”, range 34–15 ºC sends no notification as its ambient
temperature. Range of temperature from 14 ºC to 9 ºC sends notification as “Low
Temperature “. Lastly, if the temperature is below that range notification will be sent
“Very low temperature”.

This IoT system can be helpful in areas that are not fit for humans, such as nuclear
sector, wildlife sanctuaries, etc. This system allows accurate collection of data and
also cumulative records can be stored. The widgets of Blynk app allow user-friendly
interface to this system and hence can be learnt to use with minimum efforts.
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5 Result

After sensing data from DHT11 sensor the values of temperature and relative
humidity have been calculated which are refreshed at an interval of 10 sec. Figure 5
shows the hardware setup of IoT-based weather monitoring condition. The sensed
data was sent to Blynk app server via cloud, when proper connection is established
IoT System and user will contact remotely. This IoT system is Low-Power and effi-
cient system. This device is also very economical as only one sensor is used for
predicting three weather parameters.

A Blynk app interface on the mobile end is used to send temperature and rela-
tive humidity in real time. The Blynk app widgets consisted of two gauges namely
temperature where maximum limit is set to 50 °C, IoT device recorded temperature
as 27.8 °C and relative humidity is measured in percentage as 43.1%, so no proba-
bility of rain was observed in reading which was observed for a span of 15 minutes,
weather parameters value changed after 2–3min. Recorded temperature of the device
was more accurate than the weather forecast of the main city making device more
reliable. A virtual on/off switch is also added for manual relay operation, which can
also be turned off automatically if the temperature limit exceeds the threshold value.
Further, if required labeled displays can also be used. One notification widget is also
added which will be sending a pop-up notification if weather parameters come under
threshold values, which have already been set up before.

Fig. 5 Hardware setup of
IoT-based weather
monitoring condition
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6 Conclusion and Future Scope

The monitoring of weather parameters by IoT smart devices for a small location
can be measured more accurately and hence, enabling reliability of this system.
The system proposed can be used to measure temperature and relative humidity in
different applications where human intervention is not easy. It can also be used in
agriculture and other areas where constant monitoring can be done, more number of
sensors can be added for larger area coverage so as to create a system of wireless
sensor network which can be of use in agricultural areas for better crop yield. Also,
proximity sensors can be added to detect intervention of wild animals in the farm
area, this can prevent crops from damage and enhance security.

In areaswhere is it hazardous for humans to go like radioactive sites such IoT smart
devices can come in use. Being low-power and cost-efficient, it is also economical.

These IoT weather monitoring system can be coupled along with other IoT smart
systems such as smart energy meters, smart car controls, smart homes to all together
create smart cities.
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Optimal Bayesian Estimation
Framework for Reduction of Speckle
Noise from Breast Ultrasound Images

Pradeep Kumar, Subodh Srivastava, Y. Padma Sai, and Santosh Choudhary

Abstract A new methodology is proposed in this paper, for the elimination of
Speckle noise from the breast Ultrasound Images. Ultrasound is used in radiology to
scan the anatomy and other physiological processes of the body and it is an impor-
tant technique for clinical diagnosis as it gives the live view of internal structures
of tissues in the targeted regions and safe also. The existence of Speckle noise in
the breast Ultrasound images creates hindrance in getting a clear breast image and
making the diagnosis strenuous. In this paper, Optimal Bayesian Estimation Frame-
work intended for the Reduction of Speckle Noise from Breast Ultrasound Images
is proposed. The suggested method is compared with that of existing a guided filter
and speckle reducing anisotropic diffusion (SRAD) which is the state of art method
for reducing the speckle noise with respect to four performance metrics, i.e., Root-
mean-square error (RMSE), Structural similarity index metric (SSIM), Peak signal-
to-noise ratio (PSNR) and Correlation parameter (CP). Simulation results depict that
our present suggested technique shows better outcome with regard to performance
metrics.

Keywords Speckle noise · Breast ultrasound · Root-mean-square error ·
Correlation parameter · Peak signal-to-noise ratio

1 Introduction

In women, breast cancer is the prevailing form of cancer and it is the second leading
reason for deaths due to cancer in women. And the rate is higher for women over 40–
50 years. A woman has 12% chance to develop breast cancer in her life [1], i.e., a 1 in
every 8 have a chance of being affected by breast cancer. Breast cancer is essentially
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the rapid growth of unwanted cells that forms into a lumpor tumor overtime.Catching
breast cancer in its early stages is very hard. X-Ray, mammography, ultrasound, and
Magnetic Resonance Imaging (MRI) are the four major techniques, the doctors used
to take a closer look at the lump [1]. In imaging techniques, the scanned images also
dealt with some type of noise in them. The removal of such noises is necessary to
observe the cancerous region properly. For this purpose, preprocessing of image is
required, i.e., the removal of noises. The most common kind of noise in any imaging
technique is additive white Gaussian noise (AWGN) [2, 3]. When an X-ray image
is acquired, white Gaussian noise is found as well as quantum noise which follows
Poisson distribution dominates during the formation of X-rays images [4, 5], in MRI
images the Rician noise is found [6]. In ultrasound images, the dominant noise is the
Speckle noise [2, 7]. The characteristics of multiplicative noise is different from that
of general noise and the removal of the noise becomes very tiring.

In the literature survey, most of the works tired this field were associated with the
removal of speckle noise. There square measure 3 elementary strategies: nonlinear
filtering, linear filtering, and hybrid filtering techniques. The Linear filtering ways,
as an example, mathematician channel and Mean channel, will viably eliminate
noise from the picture; but exhibit the difficulty of obscuring edges. In order to
defeat this difficulty, nonlinear methods of filtering are planned. These procedures,
as an example, non-local means that (NLM) filter [8], anisotropic diffusion filter
(AD) [9], and two-sided filter [10] are planned, and are created to get rid of speckle
noise whereas reducing degradation of the sting region. Despite limiting decay in
edge degradation, these methods aren’t cheap for eliminating speckle noise since
they don’t think about the qualities of noise of the ultrasound image. So as to beat
the constraints, a brand-new filter is planned, i.e., Optimal Bayesian Estimation
Framework.

Section 1 of this paper provides a concise introduction to breast cancer along with
noise removal techniques in breast ultrasound images. Sections 2 and 3 explain the
methodology and evaluation metric, respectively. Section 4 illustrates the result and
discussion. Finally, we concluded this paper in Sect. 5.

2 Methodology

One medical imaging technique is ultrasound and is a non-invasive diagnosis that
doctors utilize for the purpose of treatment. It has been observed that ultrasound
follows gamma distribution. It is given in below equation [11–13].

N (g) = gα−1e
−g
a

α − 1!aα
(1)

Let Z (i, j) is the degraded pixel of an observed breast ultrasound image and U
(i, j) be the free from noise breast ultrasound image pixel which is to be recovered.
With the multiplicative noise model,
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Z(i, j) = U(i, j) ∗ N(i, j) (2)

Mentioned above, N(i, j) is the noise that has gamma distribution. The info depen-
dency nature of speckle noise and conjointly the noise distribution will vary relying
upon the look of the imaging system. It’s terribly difficult to separate noise-free
image U(i, j) from speckle noise N(i, j). We suggest to address these problems
related to minimizing of speckle noise by estimating the noise-free image within
the exponent area mistreatment associate best theorem statistical method estimation
approach supported conditional posterior sampling. To tackle the data-dependent
behavior of speckle noise, the measured data Z(i, j) is projected into the logarithm
space for decoupling, the free from noise breast ultrasound image U(i, j), and the
speckle noise N(i, j),

log(Z(i, j)) = log(U(i, j)) + log(N(i, j)) (3)

Zl(i, j) = Ul(i, j) + Nl(i, j) (4)

Zl(i, j), Ul(i, j) and Nl(i, j) represent the logarithmic of Z(i, j), U(i, j) and N(i, j),
respectively. In the logarithmic space, optimal Bayesian least squares prediction of
Ul(i, j) can be expressed as follows,

Ul

∧

(i, j) = min
U
∧

l (i, j)

{

E

[(
U
∧

l(i, j) − Ul

∧

(i, j)
)2| Zl(i, j)

]}

(5)

Above equation reduces the average squared error of the free from noise data
estimated on the basis of the measured data. The simplified version of the above
equation is given below,

U
∧

l(i, j) = ∫ p(Ul(i, j) | Zl(i, j))Ul(i, j)dUl(i, j) (6)

The Eq. (6) shows the finest Bayesian estimation of the noise-free data built
on the basis of the measured data. The posterior distribution p(Ul(i, j)| Zl(i, j)), is
highly complex and nonlinear in behavior and making it hard to solve for noise-free
data. Mostly, general Bayesian least square estimators [14] and specific parametric
posterior distributionmethods [6] are used to reduce speckle noise. But thesemethods
are poor to remove noise and it results in significant amount of loss of structure detail.
To overcome the mentioned drawbacks and for estimating the posterior distribution,
we used optimal conditional posterior sampling. To measure the data in order to
estimate the posterior distribution, usage of optimal conditional posterior sampling
serves as an added advantage. This method allows preservation of the boundary
characteristics while balancing out the speckle noise.
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In Markov-Chain Monte Carlo density estimation [15, 16], by initially sampling
from a known earliest probability distribution, an unknown target distribution is
estimated in an indirect manner. Similarly, the posterior distribution is estimated
based on Gaussian distribution which is given by

fg
(
(i, j)

′
/(i, j)

)
= 1√

2πσ 2
e
−

(
(i, j)

′ −(i, j)2

2σ2

)

(7)

σ is the variance andweused theEuclidean norm.The initial distribution generated
sites that tend to be closer proximity to the site (i, j). We should calculate the local
mean of the neighborhood in a 4 X 4 region centered at (i, j). It provides us with
information sufficient for getting good statistics not depending on the resolution
of breast ultrasound images. The inclusion of (i, j)′ as a realization of posterior
distribution is built on the assumption that the local mean is a reasonable early
prediction of noise-free data. This method is replicated until the greatest number of
sites are used for the estimation of the original signal. The weight associated with
each pixel (i, j)′ in estimating noise-free data is denoted and calculated by equation

W ((i, j)
′ | (i, j)) = e

[
μ(i, j)

′ − μ(i, j)
2σ2

]

(8)

Equation (9) shows the likelihood function of weight associated with each pixel
and it helps to estimate the posterior distribution. μ(i, j) is centered at (i, j) and is the
local mean of the neighborhood and σ is the image noise variance as estimated. So,
the estimation of posterior distribution is given by

p
∧

(Ul(i, j) | Zl(i, j)) =
∑

k=n w((i, j)
′
k |(i, j)δ

(
Ul − Zl(i, j)

′
k

)
)

M
(9)

where M is the normalization term so that the summation of posterior distribution
becomes one. Finally,we canfind the estimation of noise-free data by back-projecting
the Bayesian estimate of Ul(i, j)determined using the estimated p(Ul(i, j)| Zl(i, j)).
To find the actual value of the image data we have to calculate the antilogarithmic of
the estimated value and it’s given by equation

U
∧

(i, j) = eU
∧

l (i, j). (10)

The flow chart of despeckling of breast ultrasound image is shown in below
diagram.
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3 Evaluation Metric

The comparison of the performance of suggestedmethodwith earliermethod is given
by PSNR, MSE, SSIM, and CP. They are defined as below for breast Ultrasound.

Root-mean-square error:

MSE =
1

mxn

m∑

i=1

n∑

j=1

[I ′
(i, j) − I (i, j)]2 (11)

RMSE =
√
MSE (12)

where I and I’ denote original and filtered image, respectively.

Peak signal-to-noise ratio:

PSNR = 20log

[
255√
MSE

]

(13)

Structure similarity index map and Correlation parameter:

For the comparison of the luminance, contrast, and structure of two separate images
SSIM is used. The SSIM of two different images X and Y is given by:

SSIM (X, Y) =
(
2μxμy + C1

) × (
σxy + C2

)

(
μ2

x + μ2
y + C1

) × (
σ 2
x + σ 2

y + C2
) (14)

where μ and σ is the mean and standard deviation (i = X or Y), respectively. C (i =
1 and 2) is the constant to avoid instability.
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4 Results and Discussion

In the current section, the method that has been suggested is compared with a guided
filter and a speckle reducing anisotropic diffusion (SRAD), which is the state of art
method for reducing the speckle [17] noise with respect to RMSE, PSNR, CP, and
SSIM. Breast Ultrasound Web dataset is used for simulation for comparison of the
effectiveness of the proposed method. For the denoising of breast ultrasound. The
ground truth is that breast ultrasound data are corrupted with a noise variance having
a range from 5% to 30% artificially for the evaluation of the quantitative metrics
(Fig. 1). The performance analysis of proposed and other method is shown in Table 1.

Basing on the idea of quantitative and circumpolar results, it’s clear that the
advised procedure has created correct results. Such as preservation of edges, and
better noise removing ability and structural information, at all the possible levels of
Speckle noise.

Figure 2 depicts the graph of RMSE vs noise ratio. The results in Fig. 2 depict that
the suggested method reduces the value of RMSE at all noise ratios. Figure 3 depicts
the graph of PSNR vs noise ratio. Figure 3 shows that the PSNR value is higher for
proposed method for all values of noise ratio. Figure 4 depicts the graph of SSIM

(b) Noisy Image (c) After removal of 
noise with proposed 
method

(a) Original Image 

Fig. 1 Simulated breast ultrasound with speckle noise

Table 1 Quantitative comparison

Noise ratio SRAD Proposed method

RMSE PSNR SSIM CP RMSE PSNR SSIM CP

0.05 5.3 25.98 0.80 0.96 4.6 27.40 0.82 0.97

0.10 5.4 25.80 0.79 0.96 4.9 26.88 0.81 0.97

0.15 5.5 25.40 0.78 0.96 5.3 26.40 0.80 0.97

0.20 5.6 24.91 0.75 0.96 5.4 26.00 0.79 0.96

0.25 5.7 24.50 0.74 0.95 5.5 25.60 0.78 0.96

0.30 5.8 24.30 0.72 0.95 5.7 25.50 0.76 0.95
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Fig. 2 RMSE w.r.t. noise

Fig. 3 PSNR w.r.t. noise

Fig. 4 SSIM w.r.t. noise
ratio

versus noise ratio. Figure 4 shows that the SSIM value is greater when compared
to a guided filter and the speckle reducing anisotropic diffusion (SRAD). Figure 5
depicts the graph of CP vs noise ratio. Figure 5 shows that the CP value is better than
a guided filter and the speckle reducing anisotropic diffusion (SRAD).

From experimental results, we observed that proposed method is better than the
existing one. From the obtained result Optimal Bayesian Estimation Framework is
a better result than the existing one because all parameters values are optimized.
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Fig. 5 CP w.r.t. noise ratio

5 Conclusion

Breast cancer is a malignant tumor that forms in the cells of the breast. It contributes
to 25–32%of cancers inwomen in all cities across India. In India, onewoman is diag-
nosed with breast cancer every 4 minutes. The ultrasound is used in radiology to scan
the anatomy and other physiological processes of the body and it has become impor-
tant for clinical diagnosis. The existence of Speckle noise in the ultrasound image
of breast causes hindrance for getting a clear breast image and making the diagnosis
strenuous. So, in order to combat the effects of speckle noise and for ensuring high
performance, an Optimal Bayesian Estimation Framework for removal of speckle in
breast ultrasound was proposed which performs superior than the existing methods
in terms of RMSE, SSIM, PSNR, and CP.
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Morphological Transformation in Color
Space-Based Edge Detection of Skin
Lesion Images

Sudhriti Sengupta, Neetu Mittal, and Megha Modi

Abstract Detection of lesion border from skin image is very essential for devel-
oping efficient non-invasive computer-aided diagnosis. For creation of an autom-
atized system, edge detection is an essential step. An improved color space-based
edge detection method with linear structure element is introduced in this paper. At
first, the input image is converted to red color space and the Sobel operator is applied
to detect the border. After this, linear structuring element is introduced, followed
by filling up of holes to get appropriate segmented image. The performance of this
method is measured by comparing its result with the results obtained by using a
standard Sobel edge detection method.

Keywords Skin lesion · Color space · Dilation · Erosion · Edge detection

1 Introduction

Analysis and proper detection of lesions in skin images is very important for efficient
and timely diagnosis of different types of diseases pertaining to skin [1]. This helps
the doctors and other medical practitioners to provide better treatment to the patients.
A well-developed CAD for skin lesion analysis will be beneficial to patients in rural
and far-flung areas where specialists are not available. The patients in such areas can
provide the images to the specialists for their timely intervention in diagnosis and
treatment [2]. Edge detection is an important step for developing CAD for detection
and identification of skin lesion images. It finds the boundaries of areas of interest
in the images. Accurate skin lesion edge detection from background skin is essential
for diagnosis which deals with the shape and size of the lesions. This is very essential
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as its accuracy effects the succeeding steps of classification of skin lesion images.
However, skin lesion edge detection is difficult due to variety of shape, texture, size,
color, etc., along with different pathology of human. There are many techniques
developed for determining the border or edge in skin lesion images. Some of themost
popular techniques in this category are threshold [3], edge detection operator [4], and
region-based method [5]. A combination of median filtering, bi-level threshold, and
Laplacian of Gaussian was introduced by Denton et al. [6] for determining the skin
lesion edges [7]. For automatized detection of melanoma, Support Vector Machine
was introduced in the year 2014 [8]. To analyze, Contour analysis of melanoma and
nevus tissues was done by applying various image processing techniques [9].

Classification of benign and malignant melanoma lesion was done by Artificial
Neural Network and Support VectorMachine [10]. A novel hierarchical KNN classi-
fier was introduced for classification of color skin lesion images. Feature extraction
from skin lesion images for detection of Basal cell carcinoma was done by Random
Forest classifier [11]. A method of detection of skin lesion border by using color
space-based threshold technique was proposed by Sengupta et al. [12]. ACO-based
optimization of edge detection technique was done in the year 2019 [13]. Quality of
skin lesion image was improved by using median filtering and further Sobel edge
detection operatorwas used for segmentation [14]. Enhancement of skin lesion image
by applying linear structure of specific dimension was done in 2018 [15]. In 2019,
fudge factor was introduced to tune the threshold value for improving the result of
segmentation [16]. It is found that image processing technique is very popular in
medical image analysis like Breast cancer image, MRI images, etc. [17–19].

In this paper, the test skin lesion image is first spited in the red color space, then
Sobel edge detector is applied. In the image map obtained, line of dimension 3 at
90 degrees is introduced by process of dilation. After this, fill up of the edge gaps
is done by holes using the process of erosion. The proposed method is described in
Sect. 2. In Sect. 3, implementation details are discussed. Section 4 deals with result
analysis and discussion.

2 Proposed Methodology

The proposed system has four principal steps apart from image acquisition. A test
image is obtained for experiment and result analysis. The input image is converted
into gray-scale image for further processing. The image is separated into an image in
red color space. The Sobel edge detection method is applied in the image in red color
space. Linear structuring element having dimension 3 at 90 degrees is introduced by
the process of dilation. Then, the edge map is refined by filling up with holes. The
flow chart of proposed methodology is given as in Fig. 1.
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Fig. 1 Flow chart of the
proposed system Image Acquisition 

Separating image into red 
color space 

Edge detection using Sobel 
Operator 

Dilation with Linear Structure 
element 

Fill up of holes 

Segmented Image 

2.1 Image Input

An image of skin containing lesions occurring due to neurofibromatosis is taken from
https://www.dermnetnz.org/image-library. Neurofibromatosis causes brown tumor-
like lesions on skin surface caused by genetic disorder of nervous system.Occurrence
of brown dome-shaped lesions larger than 15 mm in diameter is typically symptoms
for neurofibromatosis diagnosis in adult human (Fig. 2).

Fig. 2 Input image
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Fig. 3 Image in red color
space

2.2 Red Color Space

A true color (RGB) image is stored as an m * n * 3 array that specifies the red, green,
and blue color part of each pixel. Each pixel color is calculated from a combination of
red, green, and blue intensity stored in each color plane at its location. Amonochrome
image in red color space is obtained and used for further processing. The average
intensity of the red channel is taken. In red color space, the white represents the
highest concentration of pure red color and black represents no red color. The red
color space is the first image plane in the true color image. The image in the red color
space is separated from the green and blue color space (Fig. 3).

2.3 Edge Detection Using Sobel Operator

An edge map of an image can be created by Sobel Edge detection operator. This
operator was developed in 1968 by Sobel and Feldman [20]. Sobel operator uses two
kernels tomask the original image and calculate derivatives. These kernels are of size
3*3. Each kernel is present in horizontal and vertical derivative approximately. The
Sobel operator provides a smoothing effect to the natural edges of the input images
and this creates lines or border in output image. This method is implemented on the
test image present in red color space to acquire the edges of lesions in the skin image
as depicted in Fig. 4.

2.4 Dilation and Fill Up

Dilation is the process of addition of pixels to the edges of the object in an image.
The total number of pixels connected is based on the shape and dimension of the
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Fig. 4 Edge detection by Sobel operator

structuring elements applied in processing of images. The maximum value of all the
pixel is considered as the output pixel value in this dilation. Structural element of
dimension 3 at 90° is introduced in edge map of the gray-scale image of the red color
space. The resultant image is shown in Fig. 5a. The final step is to fill holes in the test
image depicted in Fig. 5. A hole is a group of pixels in a neighborhood that cannot
be filled by surrounding pixels.

3 Implementation

In this paper, an image of neurofibromatosis is obtained from web portal for exper-
imenting. The methodology mentioned in the proposed system is tested by experi-
ments conducted using Image Processing Toolbox of GNUOctave 4.2.1. The config-
uration of the system used is Windows 7, 64 bit OS with Intel® Core ™, 1.90 Ghz
CPU, and 4.00 GB RAM.

4 Results and Discussion

Tomeasure the efficiency of the proposed system,we have usedEntropy of the image.
This specifies the randomness of data in an image. If the image is of good quality,
then the Entropy of the image is high [21]. Here, the comparison is done in two
cases. In the first case, we have compared the entropy of the edge map obtained by
the Standard Sobel edge detection method with the result obtained by the proposed
method. In the second case, we have compared the entropy of the edge map acquired
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(a) 

(b) 

Fig. 5 a Image with linear structural element. b Image filled up with holes

from the image in RGB color space with the entropy obtained from the image by the
proposed system.

Case 1:

Figure 4 shows the image obtained by the standard Sobel operator. The entropy of
this image is 1.0912. The entropy of the final resultant image as depicted in Fig. 5b
is 1.9894. Thus, we can say that the proposed system shows better result than the
Standard Sobel edge detection operator.
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Case 2:

In this case, we discussed the resultant obtained image in RGB color space instead
of the image in red color space. We have used Sobel operator in the image in RGB
color space to obtain the edge map. In this edge map, we have introduced a linear
structuring element of size 3 at 90 degrees by dilation. The holes in the final images
are filled up to get the final output image for result analysis.

Figure 6 is used for performance comparison of the image in standard true color
space with the image in red color space. This image depicts the edge obtained from
the image in RGB color space. Figure 6b is the output image. We have found that
the entropy of Fig. 6b is 1.7032.

(a) 

(b) 

Fig. 6 a Image with linear structural element on image in RGB color space. b Image filled up with
holes in a
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By comparing the entropy obtained by results of Sobel edge detection operator
with the entropy of the final image obtained by proposed system, we can say that the
proposed system is better. We have also comprehended that the proposed method of
introduction of linear structuring element works better in images present in red color
space.

5 Conclusion

By this study, it is found that the performance of the standard Sobel edge detection
operator can be improved if we consider the image in red color space. The next step
is to add the pixels in the edge boundaries in the form of linear structure. Finally,
the holes are filled up in the edge map. We have verified the result of the proposed
methodology in two ways. First, with the result obtained by the standard Sobel edge
detection operator only, and secondly, by considering the image to be in RGB color
space instead of red color space. In both cases, the entropy of the proposed system
is significantly larger; hence, it shows an improvement in edge detection.
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A Review on 6th Generation Wireless
Communication Networks Based
on Artificial Intelligence

Zerksis Mistry, Alok Kumar Yadav, and Mayank Kothari

Abstract Mobile communication technology is evolving day by day and year after
year. This paper discusses the requirements of future wireless communication and
how the upcoming technologies help in achieving required communication to go
beyond 5th generation (5G) and 6th generation (6G) technologies along with its
roles in different types of applications. 6G has three main advancement features,
namely, cell phone ultra-broadband, Internet of Things (IOT), and Artificial Intelli-
gence (AI). Basically, Tera hertz (THz) communication can be used to achieve super
IOT, and machine learning techniques are promising candidates for AI. 6G will have
frequencies ranging from 100 GHz to 3THz because wide band unutilized spectrum
are unexplored to some extent and can hence be used for high frequency transmis-
sion of data. Initial research on this frequency range presents some of the discoveries
that are quite promising, unconventional techniques, and latest effects, so one can
use the resourceful data to improve and implement the 6G technology of wireless
networks. In the current case, 6G networks will suffice the user needs of data rate
that is sufficiently faster without any network interrupts. In this paper, comparison
between 5G and 6G is discussed and how AI, Intelligent radio will help in achieving
smart communication. 6G will be a quickest and quite effective wireless communi-
cation technology due to full duplex radio wave transmission capability. The most
important purpose of these studies is to implement 6G networks throughout theworld
that can assist numerous emerging communication technologies to achieve very high
speed data transfer at a very less cost with reliability.
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1 Introduction

The wireless communication enterprise is an industrial sector that has been consis-
tent in a quick developing trend with innovative functions for many years since the
development of previous generations. The terrific fulfillment of cell Internet has been
the basis behind themassive evolution of wireless technology. The current use of fifth
generation (5G) cell structures is constantly revealing obstacles of the machine, in
comparison to the unique Internet of Everything (IOE) packages. These drawbacks
of 5G focuses on defining the sixth generation (6G) network which are wireless and
which could definitely integrate ways of achieving application ranging from self-
sufficient systems to extended reality [1]. As this change in 5G is shifting to the new
section of 6G networks, it has resulted in an increasing growth through commercial,
instructional, and other groups to begin analyzing and designing the 6G networks.
6G radio fiber era utilizes the radio waves with around 5.8 GHz Bandwidth.

The imaginative and prescient will then make new network, i.e., 6G offerings and
provide a stable study road map and pointers to shift from present day 5G networks
toward 6G networks. 5G is still at the beginning stage since there are still many more
researches going on for the same [4]. Hence, to maintain more sustainability and a
strong competition in the field of wireless communication system, 6G will require
three basic technologies, i.e., the COC, CAeC, and EDuRLLC offerings as shown in
Fig. 1. The provider constitutes emerging 6Gapplications [2]. They can hardly ever be
supplied by means of 5G, no longer in hand, due to their crucial necessities for larger
and better data rates, decreased lag, dense connections, but additionally because of
its severe demand for new and advanced performance metrics which have never
been considered in 5G technology, for instance, put off jitter, conditions cognizance,
unmanned aerial vehicle (UAV) or satellite television for personal computer system
compatibility, and so on. 6G is a data device that is intelligent which is both driven
by and is also a driver of the recent artificial intelligence (AI) technology [5, 6].

An agenda of 6G is based on the judicious strategies of many types of required
parts, and also, it is likewise projected based on the 5G technology conditions. We
envisage that AI shall considerably improve the focus of network operators, and
also, additionally allow expansion to beneficial resources. To increase the network
capacity, wireless networks are normally driven for higher rates, while the ultimatum
for network capacity shows steady increment. Thebasic fundamentals of IOEsystems
of uniting billions of peoples and machineries is making a breakthrough from rate
centric advanced cellular wideband to ultra-reliable low latency communication [5].

All the problems which are affecting the IOE systems to shift could not be solved
by the 5G network. The plans for making smart cities and automation are facing
a huge problem, especially, in industries and smart homes, which are not able to
connect properly due to lack of network capacity because of its congestion in the
network. To overcome this problem in making this world an IOE system, new gener-
ation networks, i.e., 6G wireless communication systems came into picture, whose
designs are tailored in such a way that they meet the performance requirement of
IOE applications [7] (Table 1).
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Computation Oriented Communications (COC):
Newer and smarter electronic items call for conveyed calculation 
to empower the most important functions of the respective 
device. 

Eg. Unified Learning 

COC will deftly pick a working point in a rate- idleness 
unwavering quality space contingent upon the accessibility of 
different interchanges assets to accomplish a specific 
computational exactness.

Contextually_Agile_eMBB_Communications (CAeC):
The purveying of 6G eMBB service is anticipated to be greater 
lithe and adaptive to the network circumstances such as the 
communique N/W conditions together with N/W link traffic and 
community topology. 

Physical Environment Conditions: Surrounding place and 
mobility. 

Social N/W Conditions: Social neighbourhood and mawkishness.

Event_Defined_uRLLC_(EDuRLLC):
In evaluation to 5G uRLLC appln state of affairs in which 
redundant assets are in region to offset many uncertainities, 6G 
will need to assist uRLLC in outrageous or crisis occasions with 
spatially and transiently changing device densities, site visitors 
designs.

Fig. 1 Technology requirement for 6G [2, 3]

Table 1 Performance comparison between 5G and 6G networks

Features 5G 6G

Speed 50 Mbit/s–Gbit/s About 100 times faster than 5G
Network

Efficiency Less efficient in comparison to 6G
networks

More efficient than 5G networks

Smartness Less Smart in comparison to 6G Smartest among the previous
generation Networks

Technology 4G and WWWW 5G and satellite

Core Networks Internet Internet

Standards WiMAX LAS CDMA, OFDM,
MC-CDMA, UWB, Network-LMDS,
IPv6

GPS, COMPASS, GLONASS,
Galileo systems

Handoff Horizontal and vertical Horizontal and vertical
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2 Literature Survey

2.1 Communication Technologies

In this recent era, the technologies that are wireless in nature are quite useful. It
helps the users to transfer the information from one place to the other, to be more
precise, from one base-station to another base-station, wirelessly. These technolo-
gies help the users to communicate short as well as long distances. Also, the mode of
communication is being improved gradually to create a customer-friendly environ-
ment. Especially, wireless mode of communication has made the lives of the people
quite convenient. There are many wireless technologies which have been already
made available to the people, i.e., from 1 to 5G networks in which the later have
provided high data rates, good network coverage, and incredibly high performance.
6G enables the devices to connect Internet with wireless devices likeWi-Max,Wi-Fi,
Bluetooth in the most efficient and a faster way [8, 9].

2.2 Impact on Economy

The mode of data transmission is through the incorporation of radio waves in 6G.
The overall cost of the data will be reduced in comparison to earlier plans because 6G
allows the user of the respective network to use the connectivity that is very effective.
This connectivity is offered fromWi-Fi router systems or even mobile data. This will
in turn help the consumers from paying tons of money for subscription or Internet
plans to the Internet Service Provider (ISP) [10].

There are a lot of people who are suffering from low loading speeds of the videos
or movies that they are viewing. Hence, many prefer to download the movies from
torrent or other websites where the respective movies or TV series are available. This
emerges as a huge threat nowadays to both the theaters along with film industries.
Since the data rate of 6G is extremely high, the users will be able to stream movies,
web series, and other videos even when the user is traveling with very less or no
buffering at all. The film industries are also quite profitable using this methodology
for telecasting the movies, i.e., streaming online movies. The cost spent to view the
movies can also be reduced if this methodology is implicated as this is quite conve-
nient for the people, and hence, more and more people will go for this technology
as they may stream the same movies with same quality at their home or even while
traveling with very less or no buffering, which in turn will definitely increase profits
of the producers of the movie [9]. Also, because of such high data speeds of 6G,
privacy of movies will be reduced as people would rather stream movies on such
online platforms such as Netflix, Amazon Prime, JIO Cinema to name a few. Hence,
6G plays a vital role in such scenarios and emerges itself as a pervasive solution for
avoiding the ever-augmenting threat on movie piracy [10, 11].
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Table 2 Difference between 1G, 2G, 3G, 4G, and 5G networks [13–15]

Features 1G 2G 3G 4G 5G

Speed 2.4 Kbps 64 Kbps 2 Mbps Up to 100
Mbps

Up to 10 Gbps

System Analog Digital Digital Digital Digital

Voice
quality

Poor Moderate Good Superior Superior

Capacity Low Low but better
than 1G

High High Very High

Video
processing

Poor Poor Good Better than 3G Best as
compared to
earlier
generations

Security No
security

Very Low Good High Very high

Latency – 300–1000 ms 100–500 ms 10 ms (radio) < 1 ms (radio)

Additional
features

– Introduce
services such as
text messages,
picture
messages, and
MMS

Provides faster
communication,
Send/receive
large Email
messages,
Services like
video calling,
GPS, mobile
television, etc

High quality
video
streaming,
Low cost/bit,
Uses Packet
Switching for
voice and
video calls
instead of
circuit
switching

Capable of
supporting
WWWW,
Fastest data
transmission,
Low cost with
high
connectivity
More effective
and attractive

2.3 Gradual Up-Gradation

Nowadays, 4G mobile network technologies are available on almost each and every
device, while 5G has recently come into existence and is evolving gradually. Still,
the coverage area of the network and the ever-increasing demand of high data rate are
continuously increasing and still remains as a challenge [12]. 6G technology has the
ability to provide data speeds up to the rate of 1000 Mb/sec which is more than the
expectation of the users. Currently, 4G technology is offering 100 Mb/sec internet
speeds. Moreover, security is the prime aspect for wireless data communication
which is quite advanced in 6G network technology [3] (Table 2).

2.4 Improved Security, Speed, and Storage

Since 6G networks have the ability to deliver very high Internet speed and have the
ability to store a massive amount of data, more memory is occupied. As security is
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of utmost importance to each and every one, 6G will allow the users to use the data
for different applications with high security and encryption of messages [16].

3 6G Network Architecture

Figure 2 shows the potential architecture of 6G networks which includes intellectual
network, sub-network evolution, and smart radio.

3.1 Intelligent Network with AI

6G will boost software-based networks to a next level, particularly in the direction
of intelligence of the network. Networking and network functions, virtualization,
that have moved cutting-edge communication networks towards virtual networks is
basically based on software. They additionally permit reduced networking, which
can provide an effective virtualization functionality to permit more than one digital
network to be created at a shared infrastructure [2]. Nonetheless, the complexity
and heterogeneity of the network is increasing day by day, softwarization by itself
would not persuade 6G networks. Specifically, for assisting AI-based programs,
the network organizations have to aid numerous capabilities, along with data ware-
housing, communications, computing, or even wireless power switch. Moreover, 6G
networks will include newwireless entry to interfaces consisting of Tera Hertz (THz)
communications and surfaces that are itself intelligent. It may also support advance
Internet of Things (IoT) functions along with monitoring and sensing, collection
of data, analytics, and data storage. All of the aforementioned demanding situations
require a structure that is biddable, amenable, and quite importantly smarter [17, 18].

Fig. 2 Architecture of 6G network
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Primitive methods of wireless community expansion cannot be used in 6G
networks because the networks might not be extraordinarily zestful, and also, the
overall complexity may be quite high, due to its dimensions, density, and its hetero-
geneity [19]. Hence, the other fundamental software of AI in 6G wireless systems is
self-driven [20].

Massive statistical analytics is the first basic utility of AI. In all, there are four
sorts of data analytics which can be implemented for 6G, namely, analytics that are
quite descriptive, analytics that can be diagnosed, analytics which can be predicted,
and prescriptive analytics. It substantially advances the cognizance of community
operators and carrier providers. Diagnostic analytics can detect network errors or
faults and provider impairments, pick out reasons of network peculiarity, and also in
the end, improve the community safety and make it more reliable. It is important to
know that harvesting and analyzing massive quantity of facts increases issues about
security of data andmay also temper privacy. Since security, privacy, and integrity are
the key requirements of every individual, 6G structure and the respective protocols are
to be designed by considering the basic essential factors mentioned above [21, 22].

3.2 A Criss-Cross of Subassemblies

It predicted extreme heterogeneousness which is one of the main functions of 6G
networks, i.e., it will be its own potentiality to take advantage of a dynamic subnet-
broad development to efficaciously adapt to the surroundings and consumer needs,
thereby ensuing in a community of sub-network. The neighborhood development
may take place in neighboring cells to do some effort to flexibly practice current
trends on newwavelets or complete waveforms, code techniques, andmultiple access
protocols in subnets without tremendous time-ingesting. Each sub-network gathers
and examines its neighborhood records, which may additionally include the envi-
ronments that are wireless in nature, individual requests, mobility patterns, and so
on, which makes the most AI methods to upgrade itself [23].

3.3 Intelligent Radio (IR)

This is in disparity to the structures from1G network to 5G network in which the
devices and transceiver algorithms are collectively designed. Based on the hardware
statistics and techniques based on AI, the operating system should be capable of
designing its own algorithms of trans-receivers through interfacing. In comparison
to the gaining knowledge of primarily based intelligent physical layer mentioned
ahead, IR basically counts on the algorithm hardware separation architecture. The
traditional modulation or coding factor in special Cognitive Radio would be replaced
with a way of Deep Neural networks (DNN) in IR that would be adapted in smart
manner to the surroundings with the respective hardware. An AI chip is able to
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Table 3 Difference between SDR, CR, and IR [8, 25]

Parameter Software defined radio
(SDR)

Cognitive radio
(CR)

Intelligent radio (IR)

Frequency band Invariable Environment
adaptable

Adaptable to the
environment and
hardware

Hardware
upgradability

No No Yes

Multiple access
techniques

Prearranged Based on sensing Distributed ML based

Sharing of spectrum Invariable Based on
opportunity

AI enabled

Capability of
hardware

Claimed earlier Claimed earlier Estimated online

impose DNN in low electricity, which in turn benefits the DNNs primarily based on
IR and leading to a fundamental change in hardware structure of 6G transceivers [12,
19]. The applications of IR shall assist 6G revel in miles decreased enactment time
with a massive bargain in the value of latest hardware and algorithms, consequently
boosting its self-development.

3.4 Smart Wireless Communication

The physical layer of communique structures that are wireless, suffers from an exten-
sive form of deterioration, which includes hardware damage, which include local
oscillator leakage, amplifier distortion, and channel impairments inclusive of fading,
interference, and so on. Because of the high complexity, it can be noticed that end-to-
end expansion has in no way been practical in wireless systems [24]. By partitioning
the complete chain into the subsequent blocks with simplified model enable with
artificial intelligence that have the capability of capturing the same functionality of
system. To have a reliable and efficacious communication with the prevention of
deterioration of hardware as well as channel, a massive variety of parameters are
required to be managed and enhanced together [2] (Table 3).

4 Research Challenges in 6G

6G consists of both ground as well as airborne networks due to which 6Gwill support
communications in 3D area, serving users in 3D, and developing 3D base-stations.
This stimulates interest in studying more and more about it, and there are three main
areas of study. First, the size and model of 3D-propogation surrounding is required.
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Second, newer procedures for 3D frequency and community plans are required for
more development. Third, network optimization for controlling mobility, managing
resources in 3D, and routing are required [26].

Fundamental 3D performance of 6G systems in terms of rate-reliability-latency
trade-offs is needed. Such analysis will quantify the spectrum, energy, and commu-
nication requirements that 6G needs in order to support the applications [27].

Several issues arise on utilizing THz and millimeter (mm) wave in 6G. For mm-
wave, assisting high mobility will be an open trouble. For THz, new models of prop-
agation and the architectures of the trans-receivers will be required. Higher strength,
excessive sensitivity, and low noise figure are the main trans-receiver capabilities
required to overcome high THz direction loss. Once those physical layer elements
are properly understood, there may be a need to expand new network and hyperlink-
layer protocols to optimize the use of cross-frequency sources, and at the same time,
taking into consideration, the differentiating and uncertain nature of the mm-wave
and THz hertz environments [28, 29].

AI itself is a very huge term which brings ahead many research directions for 6G.
AI is called as parent branch which consists of Deep Learning (DL) and Machine
Learning (ML) which may be called as its child branch. To have knowledge of AI,
there is an utmost need to know about ML and DL with algorithms that would be
quite reliable in 6G to deliver the packages to the server. To carry out these critical
operations, there should be very little or no latency, should be very reliable, and
scalable along with dependable infrastructure [30–32]. The tasks of AI are compu-
tationally concentrated and for the most part prepared, created, and sent at server
farms with servers which are custom designed. Given the quick development of
intelligent portable devices, it is normal that countless applications will be sent at
the edge of remote systems. As such, the 6G remote system will be intended to
influence propelled remote interchanges and versatile processing innovations to help
AI-empowered applications at different edge cell phones [33]. Remarkably, the limit
and idleness of remote connections are the key bottlenecks of versatile AI appli-
cations because of three reasons. First, to secure protection, some AI applications
expect information to be kept at the cell phones as opposed to being transferred
to the cloud for model preparing. This has fascinated the ongoing research enthu-
siasm for on-gadget dispersion preparation. Second, to defeat the asset constraint of
edge gadgets, on-gadget appropriate registering gives new open doors by pooling
the calculation and capacity assets of various cell phones. For this situation, infor-
mation rearranging is a key part for trading the registered middle qualities among
cell phones. To wrap things up, the heterogeneous blend of the cloud, edge, and
end gadgets, gives a dispersed or rather, say, scattered registering condition for both
inference and training of DNNs. To empower omnipresent and differentiated versa-
tile AI administrations, 6G is relied upon to give adaptable stages for creating further
correspondence along with calculation innovations.
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5 Conclusion

The foresight of data rates and also volume is increasing on daily basis by numerous
calls for further inventions in processing of the respective signal. The volume of this
statistics will be such that superior control information and record analytics will be
required to preserve the networks and also to keep them running with effectiveness
and high reliability. This article is an unassuming endeavor to give a forward-looking
pioneer guide for 6th generation (6G) networks. Newer highlights of 6G develop-
ment were recognized and also there were some points discussed about empowering
advances. This paper gives a description about latest standard body activities which
focused at encouraging destiny cordless devices, a good way to use multiple giga
hertz bandwidth channels may encourage data rates more than 100 Giga bits per
seconds. As the reckoning power steadily increases to meet the processing strength
of human-brain. This paper shows an ample amount of applications that require high
frequencies upto Tera hertz (THz). 6G visions include three major aspects: mobile
ultra-broadband, super Internet of Things (IoT), and Artificial Intelligence. In partic-
ular, THz communications is quite promising to support mobile ultra-broadband,
symbiotic radio, and satellite-assisted IoT communications which can be used to
achieve super IoT, and deep learning and reinforcement learning, which are in turn,
two representative AI technologies.
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Background Object Removal and Image
Inpainting to Fill Irregular Holes

Ayan J. Malhotra, Ashish Chopra, Rajan Dahiya, Pratik Yadav,
and Aryan Singhal

Abstract In the current scenario, nearly all deep learningmethods to perform image
inpainting use a standard convolution network in order to regenerate the holes created
by removing the object. However, the result of this procedure is not up to the mark
as the resultant image often appears to be distorted and blurry. Post-processing tech-
niques do address this issue but prove to be computationally expensive. We aim to
remove the background object from the image while ensuring that the regenerated
image has minimal discrepancies. In our approach, we make use of partial convolu-
tion in which at every stage of the convolution network, we replace the convolution
block with a partial convolution block. We have also focused on producing a high-
quality mask dataset which ensures that our model works well on real life images
where aberrantly shaped and sized objects are needed to be removed. Qualitative
comparisons help analyze the predictions of our model in relation to those made by
the standard image inpainting model of OpenCV.

Keywords Image inpainting · Object removal · Partial convolution · CNN

1 Introduction

This paper describes a novel approach to remove objects from an image seamlessly.
Figure 1 illustrates an example in which an object present in a certain region of the
image is removed from the image, and how that region smoothly merges with the
neighboring background.

Image inpainting is a widely growing field in computer vision, having several
applications including image restoration, editing, and composition. Historically,
adept artists have had to perform image inpainting manually. But in recent times,
several standard ways to perform image inpainting have arisen through applications
such as photoshop.
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a) Original image                               b) Masking the unwanted object region 

c) Resultant image generated by our model after removal of undesired region 

Fig. 1 Illustrates an example

Using deep networks (CNNs) for image inpainting is a field that has seen consider-
able advancement [12]. Due to their adept ability to represent and extensive training,
methods relying on CNNs are efficacious while predicting semantically plausible
results. However, a large portion of the pre-existing CNN-based image inpainting
methods are trained to remove rectangular shapes and do not work appropriately
while trying to replace aberrant shaped holes. Numerous post-processing techniques,
such as [19], attempted to address this issue but proved to be computationally
expensive.

Certain algorithmsmake use of features belonging to the leftover image to recreate
the void rather than depending upon CNNs. PatchMatch [1], a premier method that
uses this technique, sequentially looks for the ideal patches to refill the void.Although
this algorithmoften generates seamless outputs, it is highly dependent on the presence
of suitable image statistics and has very little understanding of semantics that can be
visualized. Exemplar-based methods which are dependent on image statistics tend
to perform poorly on real world data and struggle to generate convoluted structures.

In this paper, we attempt to provide an inpainting approachwhich works smoothly
even while filling irregular holes due to its use of a partial convolutional layer while
being trained on a sizable dataset. Partial convolution (PConv) is known to be better at
handling irregular holes without producing discrepancies [10]. The trainable masked
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images are produced in a random unbiased manner which lead to the approach
working well on tangible data.

Our contributions are consolidated below:

(1) We propose a robust deep learning-based inpainting model producing impec-
cable results due to its usage of a carefully trained partial convolution.

(2) Our approach to create random unbiased shaped masks to train the images
produces high quality results even on a challenging dataset such as [9].

2 Related Work

There aremany existing non-learning image inpainting techniques but they all depend
on propagating information of neighboring pixels to the holes. They use amechanism
of distance field [2]. These methods only give satisfactory results in cases where the
hole size is small and the hole shape is narrow. Certain algorithms based on patch-
match like [3] function by analyzing the segment of the image not containing the
hole, but the computation cost is not feasible as presented in [15].

Some CNN approaches initialize the masked section with the average value of the
pixels [14], that is, further processed on by a CNN. Context Encoders [12] embed
the 128× 128 image with a 64× 64 center hole towards a lower dimensional feature
space and proceed to decode in the form of a 64 × 64 image.

Amongst the deep learning techniques, certain approaches ignore the placeholder
values.Ulyanov [18]went on to discover that the network does not require the dataset,
it can rather just depend on the architecture of the network.

We proceeded to use a convolution function that has been reweighted and allows
us to formulate the result only on feasible inputs, [6] has previously used this method
in conjugation with a soft attention mask for classifying semantically. Uhrig et al.
[17] applied sparsity constant CNNs with a similar convolution technique and a max
pooling-dependent mask changing method to complete the process. Whereas, [13]
used a Shepard convolution layer inwhich both the filter aswell asmask convolutions
make use of an identical convolution layer. This inhibits the hole from regenerating
appropriately due to the possible negative entries in the kernel and struggles to cope
with larger sized holes. Discussions of other CNN variants is not in the scope of our
work.

Our model is vigorous in nature as the masks generated were not from a dataset.
We used the open cv library in python to produce random circles, lines, rectangle,
etc., of various thickness. As our goal is to remove the marked object from the image
where the object can be of random shape and size, the randommasks generator which
we used is the ideal choice. This also ensures that the model does not overfit to the
masks used in training. Most previous works on image inpainting mainly focused on
producing the image back to the original image, but our work focuses on removing
the object altogether. Hence, our unique approach allows us to remove objects from
real world images with ease.
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3 Methodology

3.1 Partial Convolution Layer (PConv)

The partial convolution layer is critical to the step of regenerating the masked area.
In each iteration, the partial convolution layer makes changes to the mask. The
unmasked region is solely responsible for determining the values of the newly created
feature map [11]. Assume W to be the weights for the convolution filter and b to be
the corresponding filter bias. X is defined as the value of the pixels for the ongoing
iteration and M is the mask represented in binary form. Each step of the partial
convolution is described with the help of the following equation:

x ′′ =
{
WT (X � M) sum[1]

sum[M] + b,

0,
i f sum(M) > 0
other cases

(1)

Here, � represents multiplication (performed element-wise), and sum [1] is
identical to sum [M] in shape, but is completely filled with 1’s.

Following every partial convolution operation, we proceed to change the mask
with the following logic:

m ′′ =
{
1,
0,

i f sum(M) > 0
other cases

(2)

Hence, this approach can be easily implemented during the forward pass of our
deep learning algorithm. Figure 2 shows the architecture of PConv.

3.2 Model Architecture

Our architecture is in the form of a U-net analogous to the architecture presented in
[7]. The simple approach just defines the binary masks. Inputs for every convolution
layer are created by combining the previous two feature maps and masks images. To
ensure that the masks can be of any size and shape, the training of the model will be
done on a vast variety of randomly produced unbiased masks.

The PConv layer is implemented with the help of its existing standard in PyTorch.
The mask is created in a straightforward manner by producing an image in binary
form that has an identical size to the image being used as the input.Masks are updated
with the help of a fixed convolutional layer. To prevent unnecessary values outside
the image from affecting the image border, we make use of partial convolution layer
padding.
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Input image 
and masked         

image 

Single Update of 
input image and 
mask using (1) & 
(2) 

Final output  
after several  
updates 

Fig. 2 Partial convolution architecture

3.3 Loss Function

To generate a smooth image, we combine multiple losses to train our model. These
losses include pixel reconstruction loss, perceptual loss, style loss [5], and total
variation loss. These losses are defined in [10] and we calculated the total loss in a
similar manner using the equation:

Ltotal = λ1Lvalid + λ2Lhole + λ3L percep + λ4(Lstyke(out) + Lstyke(comp)) + λ5LTV

(3)

The values of the hyperparameters were decided empirically as follows:

λ1 = 1, λ1 = 8, λ1 = 0.06, λ1 = 150, λ1 = 0.12 (4)
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4 Experiments and Results

4.1 Generating Masked Image Dataset

Our carefully generated masked image dataset plays a significant role in ensuring
that our final model is capable of removing objects of all shapes and sizes. Most of
the previous work on image inpainting does not perform satisfactorily while trying to
remove non-rectangular objects. To counter this issue, we develop masks containing
a wide variety of shapes, such as straight lines, circles, and ellipses. These shapes
are produced so that they are present in random quantity and in random locations.

25 K masks are produced which were selected during the training and testing the
model while trying to prevent any bias. All the images and generated masks used in
the model are of size 512 × 512. Illustrations of the masks generated are shown in
Fig. 3.

4.2 Training Procedure

To determine the accuracy of our model, we have used Microsoft coco-val 2014 [9]
dataset which has previously been used widely in image inpainting literature [4, 16].

We work on a grand total of 20 K images in which 16 K are randomly selected
and partitioned as the training set and the remaining 4 K images are used as the test
set.

Adamalgorithmhas beenused to optimize ourmodel [8],where the initial learning
weights were set as 3*(1e – 4) and β = 0.5.

a) b)

Fig. 3 Depiction of masked image dataset
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Fig. 4 Progression in
training after just 10 epochs

    a) Initial image     b) Masked input

c) Resultant image after 10 epochs

The process of training the model is completed in 50 iterations with size of the
batch set to 5.We train on a single Nvidia GTX 1080Ti G.P.U. Progression in training
after just 10 epochs is depicted in Fig. 4.

4.3 Qualitative Results

In this part, we visually depict the regenerated images produced by our model while
also displaying the initial images and their respective masked inputs. To demonstrate
the performance of our model in relation to a pre-existing conventional inpainting
model, we also showcase the final results achieved by passing the same inputs to the
inpainting model present in OpenCV. These comparisons are illustrated in Fig. 5.

Our model clearly delivers satisfactory results commensurate to an existing
state-of-the-art inpainting model. Our model is successful at preventing the final
image from being distorted and blurry. Figure 5 also shows how our model is
adept at removing objects of aberrant shapes and how the neighboring pixels merge
seamlessly.
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    Original images          Masked Inputs               OpenCV model         Our Model results 

Fig. 5 Comparisons

5 Conclusion

The paper proposed a partial convolution-based image inpainting model. The combi-
nation of our unique approach to generate masks and the use of a robust deep learning
architecture allowed us to produce satisfactory results. The values set for the various
hyperparameters as well the image dataset used for training seem to be working well.

Although the model is able to deal with holes of irregular shapes and sizes, the
results produced for extremely large sized holes can be improved upon. However,
this is expected as almost any CNN-based method will struggle to perform well with
limited input pixels from the original image.

In our upcoming work, we plan on exploring the possibility of training our
model on even more challenging datasets and on images with super resolution. We
also look forward to reducing the computational expense of our algorithm without
compensating on the quality of the generated results.
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Exploration of Crime Detection Using
Deep Learning

Shruti Bhalla and Rajesh Kumar Singh

Abstract There is the need for a device to identify and forecast crimes at a complex
period because of the escalation in the occurrence of crimes. The goal of this survey
is to learn different deep learning techniques to help identify and forecast crimes
using Deep Learning. Noticeable findings from this survey are that pre-processing
becomes an essential activity as dataset instances have a significant amount ofmissing
values, and violence does not arise consistently through metropolitan environments
but concentrates in particular locations. Predicting crime hotspots is also a very
important activity, and adding post-processing would help lower crime rates. The
Deep Learning algorithmwas commonly used inmany areas, including image recog-
nition and natural language processing. With fine tuning, the Deep Learning algo-
rithm produces improved predictive performance. The overall detection depends on
the crime data sets which could be found from the UCI library or any standard depos-
itory. Through Deep learning algorithm on the data set, it could be analyzed that how
the crime patterns are in the particular demography. So, applying deep learning in
crime prevention is highly advantageous and could be further reinforced by offering
more resources to intelligent systems. This will certainly help to get better findings
about crime through deep learnings. This paper explores mainly genetic algorithms
to find the crime detection.

Keywords Genetic algorithm · Deep learning · Crime detection · Crime data sets

1 Introduction

As deep learning is the most popular technology at present, it is used in multiple
applications [1]. Crime Identification and Prevention is one such technology that
is being utilized. The premise behind all of these programmes is that criminals are
reasonably predictable; it just involves being able to dig through a large array of
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knowledge and identify trends that are beneficial and law enforcing. A couple of
decades back, this sort of data mining was practically unimaginable, but the assump-
tion is that recent advances in machine learning are up to the challenge. In India,
99% of incidents of sexual harassment on women remain unreported and just 13% of
instances of shooting have been registered to the police. Just 20 percent of gunshot
incidents have been registered on 911 in a developing world like the United States.
An automated device that can track the crime [2] itself and warn the police and
include intelligence about the crime scene and the potential perpetrators will be very
useful in these situations. Such a device will collect and monitor the photographs of
the crime scene and determine and advise the police accordingly.

Pre-trainedDeep Learningmodels aremodels built to help individuals think about
algorithms or test out established systems for improved outcomes without complex
architecture. And, the deep learning neural network has five layers, namely, Convolu-
tion,Max-Pooling and completely linked layer input andoutput layers, andmoreparts
address the roles of these layers. Due to certain scarce time, memory, and tools such
as CPU, too often people use processors to use pre-trained Deep Learning concepts.
And opposed tomachine learning that lets one code directly, these pre-trainedmodels
would have the strongest and reliable outcomes. In surveillance footage, there is a lot
of human interaction required to spot arms that appear to be human-prone mistakes.

2 Types of Crime

2.1 Detection of Fraud

A fraud is misdirecting or unfairly profiting from another. A fraud involves any act,
exclusion, or concealment, including a breach of, or confidence in, a legal or equitable
duty, causing damage to others. Cheque fraud, internet sales, insurance fraud, and
credit card fraud are different types of fraud.

2.2 Violent Offence

A violent offence is a crime in which a guilty party threatens to use force on a victim.
This includes, for instance, killing or rape, the two crimes of rough act called target.
The following are various forms of this crime.
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2.3 Traffic Ferocity

High traffic levels are induced by the rising amount of vehicles in towns,meaning that
traffic offences are becoming more important, which can cause major road damage
and further, injuries that can threaten people’s lives. Traffic violationwarning systems
are required to solve this issue and deter certain effects.

2.4 Sexual Abuse

The chance or threat to violently strike a man is a criminal crime, giving no regard to
what touch is ultimatelymade, insofar as the person understands the danger involved.
Sexual harassment levels include:

• Simple Sexual Assault: It entails restricting an individual without unambiguous
permission to engage in some form of sexual activity.

• Sexual Harassment with a Firearm: Integrates the usage or threat to an outsider
with the use of a firearm or injury.

• Aggravated sexual assault: It occurswhenever, regardless of an attack, the survivor
is genuinely hurt, mangled, fiercely battered, or in danger of moving on.

Verbal assault: It is a kind of non-physical, oral ambush that results in the target,
instead of physical, significant damage in a passionate, social, and additionallymental
pain.

2.5 Cyber-Abuse Abuse

Crimes that are performed by modern media communication networks, such as net
and cell, against criminal prosecutions to damage the victims. Online extorting, ATM
misrepresentation, wire misrepresentation, paper exchange and theft, intrusion, and
so on are various forms. Cyber-crime research is a very serious duty to a country’s
law enforcement agency. This involves failure in security, or damage to the resources
of the PC system, such as records, website pages, or programming.

3 Review of Literature

In recent years, [3] have performed numerous research on the estimation of crime
events. This predictive power is built to help deter crime by encouraging the
successful operation of police patrols. Data from various fields such as population,
finance, and schooling were included in previous studies. Their projection models
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handle data similarly frommultiple domains. Such approaches have challenges in the
estimation of crime events, such as trouble detecting extremely nonlinear associa-
tions, redundancies, and similarities between different datasets. This allows environ-
mental background knowledge, such as broken windows theory and crime reduction
through urban design, to develop crime prediction models. This paper suggests a
feature-level data fusion approach based on a deep neural network (DNN) with
environmental background in this article. The dataset is comprised of data gath-
ered in Chicago, Illinois, from numerous online crime information sources, demo-
graphic and meteorological data, and photos. Authors pick crime-related data before
producing training data by performing statistical analyses. Finally, they train their
DNN, consisting of four styles of layers: geographical, temporal, environmental
meaning, and layers of representation of joint features. The fusion DNN, combined
with critical data derived from multiple contexts, is a result of an effective decision-
makingmethod that analyzes data consistency statistically. Experimental output find-
ings suggest that the considered DNN model is more reliable than other prediction
models in forecasting the frequency of violence.

In most visual-based monitoring software and protection devices, Target Detec-
tion is the main module. Photos and videos play a vital part in offering photo-
graphic images of an incident in crime scene investigation. It helps police officers to
reconstruct a scene by identifying items relevant to a particular incident for further
study. However, for law enforcement officers, the process of identifying items of
concern is rather repetitive because of the availability of a vast amount of data. In
this study, they present a real-time framework focused on Faster R-CNN (Region-
based Convolutionary Neural Network), which automatically identifies artefacts that
might be located in an indoor environment. They applied this to a subset of Image-
Net comprising 12 entity groups and a Karina dataset to assess the feasibility of the
proposed framework. They obtained an average precision of 74.33%, and the mean
time taken to detect artefacts per image was 0.12 s [4].

It is easier to deter a crime from taking place than to discover whether or how the
crime took place. Much like a vaccine is provided to an infant to avoid illness, with
such an elevated crime incidence and brutal crime incidents in today’s country, it
has been important to provide a prevention scheme that stops crimes from arising. It
relates to different strategies such as informing people, building awareness, raising
efficacy, and constructive police methods and other preventive tactics through vacci-
nating population against crime. Driven by two separate current methods to crime
prediction, the first offers a visual analytics framework that creates a proactive and
analytical context for decision-makers to help them make better choices on resource
distribution and implementation. The analysis of crime events relies primarily on
the past background of crime and different geospatial and demographic data [1].
They may not take into consideration the rich and quickly expanding social and web
networking background that affects events of interest, while it is exciting. Semantic
analysis and natural language processing of Twitter posts via latent Dirichlet allo-
cation is the next method, Subject Detection Sentiment Analysis [4, 5]. Yet, all
approaches face intrinsic restrictions.Crimes that occur these days havemain features
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such as periodic replication of crimes, crimes that occur as a consequence of some
other operation, and the incidence of crimes pre-indicated by any other results.

The fast and precise detection of criminal behavior is key to securing every home.
The incorporation of crime prevention technologies aims to strengthen this protection
with the exponential development of smart cities. In order to attain this purpose, a
heavy emphasis has been imposed on traditional video monitoring in the past. Which
also generates a video data backlog that a supervising official may control. This
generates an increasingly heavyburden for supervisingofficials in broadmetropolitan
centers, contributing to a rise in the rate of error. To further reduce the workload,
solutions have been introduced. At present, auto-regressive models have been used
to accurately anticipate violent behavior, but they still have a number of limitations.
This paper suggests a solution for processing video stream data by utilizing neural
networks in conjunction with a Hybrid Deep Learning algorithm. The proposed
technology would be able to detect and analyze illegal behavior efficiently, which
would in turn reduce the supervising officials’ workloads. It will make for an accurate
and adaptable crime prevention framework as introduced via smart city technology
[6].

This paper intends to expand the connexion between two images and identify the
query picture in the source image bymatching the features in the videos by providing
a tool for identifying a specific individual or entity. Chowdhary and Rudra [7] the
production would be frames matching the function object (not featuring its query) in
a specified video. They define a way to use SIFT to locate special feature points in a
picture or frame, i.e., the transform method of scale-invariant objects. SIFT is used
to obtain distinctive feature points that are invariant to picture scaling or rotation,
noise existence, picture lighting shifts, and so on. The picture is recorded for contrast
with the feature points contained in the frames after the feature points are identified
in a picture. For finding the appropriate query image in the picture, the feature points
are compared using homography estimation scan. If the object is not present in the
frame, then no output is present.

Crime acts impact our society in many detrimental respects, predicting the sites
where potential incidents are most likely to arise will aid security departments across
the globe greatly in avoiding such offences. This research introduces an innovative
method focused on historical crime data to forecast potential crime hotspots. The sites
where any crime has existed was compiled and translated into heat maps in grayscale
and used to forecast potential hotspots. A deep learning methodology is used as it
offers higher efficiency and quicker outcomes relative to conventional approaches,
supplying police departmentswith real-timedata toworkmore effectively. If adopted,
the recommended proposal could be predicted to decrease crime rates in the future
[8].

There is a need for the device to identify and forecast crimes at a volatile
period owing to the escalation in the incidence of crimes. Noticeable outcomes
from this analysis is that pre-processing becomes an essential activity as the dataset
instances have a significant amount of missed values, and violence does not appear
equally through metropolitan environments but concentrates in particular locations.
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Predicting crime hotspots is also a very important activity, and the implementation
of post-processing would therefore help reduce the incidence of crime [9].

Crime is one of our society’s challenges, violence reduction needs the identifi-
cation of aggression first, which involves a number of human capital, and can thus
not be achieved immediately and omnipresently. It has become possible to diagnose
aggression with limited human contact through the advancement of technology. In
this article, the concepts and strategies for developing an automatic detection frame-
work for aggression are discussed. The proposed device is capable of rendering the
identification of aggression quick, immediate, and omnipresent. It was planned not
only to detect aggression at the moment it happens, but also to forecast it for some
period before, based on an individual’s understanding of verbal andnonverbal signals.
In addition, the machine can use numerous external data sources to get information
about individuals and the environment and use it in the process of reasoning, thereby
improving the accuracy of prediction [10].

Drug-related drug behavior in Taiwan is growing steadily and has a major and
harmful social effect. This paper suggests a computer-driven methodology focused
on the hypothesis and spatial analysis of “broken windows” to evaluate crime data
utilizing software mining algorithms, and thereby forecast new crime hotspots for
extra police action. In many areas, including image recognition and natural language
processing, the Deep Learning algorithm has been widely implemented. They notice
that the Deep Learning algorithm offers stronger predictive outcomes with fine
tuning than other approaches for possible crime hotspots, including Random Forest
and Naïve Bayes. In addition, by accumulating data with distinct time scales, try
to increase model efficiency. This imagines possible crime hotspots on a map to
test experimental findings, and examines if the models can classify real hotspots.
Finally, they address the applicability of this strategy, and present potential avenues
for science [11].

4 Study of Genetic Techniques for Crime Detection

Different methods are used in fraud detection. Here, this paper explores the genetic
algorithm in general, and how it works to detect the crime. This paper focuses on
genetic algorithm with deep learning algorithm.

The genetic algorithm is a tool for interpreting alteration problems that are both
obligatory and unconstrained. It is based on a mechanism of biological preference
impersonating natural growth. At any iteration, it createsmarks. An effective strategy
addresses this. It is connected to the enormous class of revolutionary algorithms that
build strategies that strengthen problems such as inheritance.

The following are few steps of this algorithm:

• Initial population implies the beginning of the human phase.
• Fitness feature defines the capacity of the organism to interact with others.
• The screening feature chooses the right user.
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As the studyofGenetic algorithmapply, the detection of crimedraws the following
steps.

Start Exploring of Crime 
Factors

Sorting Attributes and Filter the data sets

Take standard data sets (Considering factors)

Arrange Data set as per the requirements

Make data set perfect before apply Genetic 
(Missing Value, Outliers ) 

Interpret the outcome of GA 

Perform the Genetic Algorithm on the 
Attributes of data sets

As in the above flow chart, the procedure shows how the genetic algorithm could
be applied over the datasets of crime. This is the way how the crime detection is made
possible through genetic algorithms under the study of Deep learning mechanism.

5 Conclusion and Future Scope

There is a need for a system that can detect and anticipate crimes at an evolving
moment, contributing to a rise in the rate of crime. The purpose of this study is to
learn numerous deep learning techniques such as deep neural network and artificial
neural network to identify and forecast crimes. The notable findings of this study
show that pre-processing becomes an important task when the survey instances have
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a large number of crimes that regularly occur in metropolitan areas. It is also a very
valuable practice to forecast crime hotspots, and the introduction of post-processing
will also help to reduce the crime incidence. This paper explores the studies on the
diverse methods and strategies utilized to detect the crime. Therefore, for certain
areas, crime hotspots ought to be predicted in order to assess which places are more
vulnerable to crime and the type of crime. This study reveals how the techniques like
deep learning algorithm play an important role to understand and detect crime.
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Smart Web Investigation Framework

Gundavarapu Mallikarjuna Rao, B. Ramakrishna Reddy,
and Peesapati Vishnu

Abstract In this paper, we have developed a framework for web scraping and text
analysis. Most of the real-world applications require text analysis and web scraping;
however, due to their disjoint behavior, there is no unified frame work that will take
care of both needs. In the proposed scalable, portable framework, a centralized toolkit
is designed for scraping and text analysis. Further, it allows the analysis of large data
in one go and provides inferences about changes in web-based text over time. The
frameworkwill give inferences about web-based topics as well as summarize the data
in a crisp format which will make it easy for the user to analyze the text-based data
of their choosing from the internet. The proposed framework is very much useful
when analyzing web-based reviews of various products, entertainment, and the news
about a specific topic in www.

Keywords Lemmatization and stemming · TF-IDF score · Latent semantic
analysis

1 Introduction

Huge amounts of data are posted on the World Wide Web related to socio, technical,
or entertainment. However, the trustworthiness of this data is always questionable
[1, 2]. The customer is in a better position to judge the correctness of an interesting
topic if they get more elaborative facts on a specific topic. The problem here is how
to get them as the information shown by most sites must be seen utilizing an internet
browser. They do not give the usefulness of sparing a duplicate of this information for
individual use.At that point, themain decision is to physically reorder the information
which is an exhausting activity that can take a few hours to finish or even days. Web
scratching will be handy here; it is a robotic-based technique, hence avoid physically
duplicating the information from the respective sites.
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1.1 Web Scraping

Web Scraping is a method used to extract a large amount of data from websites. This
extracted data from the websites is usually stored in a local file in your personal
computer (or) in a table format in a database [3, 4]. This process is performed with
the help of a bot (or) a web crawler. Some of the techniques used are ae follows:

• Copy and Paste Manually: Most of this activity can be automated except the
cases where webpages set up blocks to prevent the web crawlers from scrapping
the page. Here the only alternative is human involvement.

• Comparing the Text Pattern: The UNIX grep command, matching regular
expressions in programming languages like Perl or Python, can be a robust idea
to scrap the information from the web pages.

• Socket Programming: Using HTTP programming, we can retrieve data from
static and dynamic webpages by posting HTTP requests to the remote web server.

• HTML parsing: Wrapper allows the collection of the bulk data from
dynamic/static websites and translates them into relational form. Wrapper
program assumes that the input from web pages can be associated with URL
schemes which can be used to parse HTML pages and then extract and transform
the page content.

• DocumentObjectModel parsing:Web browser, like Safari (or) GoogleChrome,
we can extract the information which is dynamically generated by the client-side
scripts. These browsers also parse the web pages into a DOM tree which helps us
to extract information from parts of the pages too.

• Vertical percentage aggregation: Many companies have devised vertical
harvesting platforms. This platform is used to automate the creation of bots with
the available knowledge base. The quality of the platform is calculated with the
help of the information it will get and the number of the sites it extracted.

• Recognizing semantic annotation: The scraped pages can also contain metadata
or semantic mark-ups and annotations, which can be used to discover unique
snippets of statistics.

• Computer vision web-page analysis: There are efforts using machine gaining
knowledge of and laptop imaginative and prescient that try to become aware of
and extract facts from net pages by deciphering pages visually as an individual
might.

1.2 Text Analysis

Data recovery, lexical appraisal to checkword recurrence conveyances, test acknowl-
edgment, labeling/comment, measurement extraction, information mining tech-
niques which incorporate connection and affiliation assessment, representation, and
perceptive examination are associatedwith content examination [5, 6].Content exam-
ination ordinarily incorporates theway toward organizing the info’s literary substance
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(typically sifting, including some inferred phonetic highlights, evacuating others, and
resulting consolidation into a database), determining designs inside existing infor-
mation, lastly separating and deciphering the subtleties. In-Text audit, ‘High caliber’
typically alludes to a couple of blends of significance, oddity, and intrigue.

1.3 Natural Language Processing

Content pre-handling is customarily an indispensable advance for common language
preparing (NLP) undertakings [7]. It changes content into a more noteworthy edible
structure with the goal that the device considering estimations can complete better. In
NLP, textual content pre-processing is the primary step within the process of building
a model.

The various text pre-processing steps are as follows:

• Regular expressions.
• Stop words removal.
• Stemming.
• Lemmatization.
• Tokenization of text.

1.4 Text Classification

This can be performed either manually (accomplished with a human agent’s effort
reading and categorizing texts) or automatically (including machine learning tech-
niques and algorithms to identify the texts more easily and cost-effectively). Compa-
nies receive text facts all the time. Be it emails, chats, socialmedia comments, support
tickets, or NPS responses, all these texts are very wealthy sources of information.
However, they are not structured, so you need to tag and examine those texts before
you can make sense of them and acquire insights.

2 Proposed Frame Work

2.1 Pre-Processing

The retrieved HTML document contains many HTML tags. Using regular language
expressions, the HTML document is cleaned of all tags. The content that is meant
to be analyzed from the website is generally present in tags or a variation of or tags.
The necessary text is then extracted from those tags. This text is then pre-processed
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through the removal of stopwords, converting all words to lowercase, lemmatization,
and stemming. The stops words are generally considered to be conjunctions, prepo-
sitions, and determiners. These words are removed. Then lemmatization is done in
order to trace the word to its root by comparing the word with a dictionary and then
removing its inflectional endings. The stemming is done in order to remove all the
word’s suffixes and prefixes. This results in only leaving the important parts of the
text in the document (Fig. 1).

2.2 Working of the Web-Scraper

The web-scraper is written completely in C. We have written a web-scraping library
in C completely from scratch. The library uses Linux socket libraries and the open-
source Open SSL library. The web-scraper takes the website name as an input It
then sends a DNS request to retrieve the IP address of the server of the website. The
scraper initiates a TCP connection with the server of the website. The SSL library is
used to create a secure SSL connection on top of the TCP connection. The request is
sent to the server, therefore, downloading the entire HTML file of the entire website.
The SSL connection is then closed, and the TCP connection is closed next. Figure 2
denotes the web-scraping process.

Fig. 1 Proposed framework
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Fig. 2 Web scraping

2.3 Text Summarization

The project uses extractive text summary techniques to summarize the document.
The flow of the summarization is shown in Fig. 3.

The document is cleaned and pre-processed using regular language expressions
which denote the HTML tags as well as punctuation marks. The document is divided
into multiple sentences and is then stored in a list of lists format in the program.
The sentences are divided into word-based tokens. The term frequencies of each

Fig. 3 Process flow

Iterative calculations based on word vector, 

Word-Sentence Relationship and Graph Model 

Start 

Text 

Sentence Segmentation, Word Segmentation 

Summarization, Generation 

End 
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word are stored in a dictionary with the word being the key and its term frequency
being the value. This dictionary of words and their term-frequency is compared to
the sentences within the scraped text. Each sentence is then scored by calculating the
sum of the term-frequency of the words it holds. Then the respective sentences and
their words are stored in a dictionary with the sentence being the keys and their scores
being values of the dictionary. An issue with this approach is that longer sentences
tend to have bigger scores. To deal with this problem, the lengths of the sentences
are fitted to a normal distribution. Then over the normal distribution, only a range
of few numbers is considered for summarizing. Depending on the number of words
and sentences you want the summarized text to hold, the sentences in the dictionary
are selected and outputted together. This makes up the text summary module.

2.4 Sentiment Analysis

The document is cleaned and pre-processed using regular language expressions
which denote the HTML tags as well as punctuation marks. The stop words are then
removed from the document. The words in the document are put through lemma-
tization. Using the one-hot encoding, the document is converted into a vector. We
have previously created a dataset using news articles and trained on supporting and
criticizing news articles and reviews. We have trained a linear regression model on
the dataset after one-hot encoding the dataset. The Fig. 3, Flowchart of the process
of summarization cleaned and pre-processed document which was retrieved through
the scraper is then fed to the model which will then classify the document as being
supportive or criticizing.

2.5 TF-IDF Scoring

The document is cleaned and pre-processed using regular language expressions
which denote the HTML tags as well as punctuation marks. The stop words are
generally considered to be determiners, conjunctions, and prepositions. These occur
highly in any kind of document and hold a high term frequency score, but they are
not necessary to the document. These are then removed from the document. The
words in the document are put through lemmatization. The lemmatization function
then scans each term and traces it to the root term of the word effectively removing
prefixes and suffixes. The term-frequency of each term is calculated. Depending on
the term-frequency of each word in the document and the number of documents
retrieved by the scraper, the TF-IDF score is calculated and displayed using

Wi,j = tfi,j ∗ log
(
N/

dfi

)
, (1)
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where tf i,j denote the number of occurrences of i in j, df i is the number of documents
containing i, and N is the total number of documents.

2.6 Topic Modeling

Topic Modeling tries to push the prominent words present in the corpus into corre-
sponding topics. We are achieving this using Latent Semantic Analysis or LSA for
short. It fits all the words in the document after pre-processing into a Bag of Words
Model. After converting the text into a bag of words model, it then applies matrix
decomposition on the bag of words model. We used Singular Value Decomposition
to break down the bag of wordsmatrix and extracted the corresponding topic—words
matrix. We then chose the word with the highest term frequency in the topic as the
name of the topic.

3 Experimentation

Python technology: A translator is a type of programming program that executes
elective projects. At the pointwhenwe compose the Python programs, it changes over
source code composed with the guide of the engineer into the middle language that is
fairly converted into the local language/contraption language with the expectation to
be executed [4] (Fig. 4). Figure 5 denotes the compilation and interpreting process.

Experimentation is performed using corei3 processor of 3 Ghz using Anaconda
(Python 3.8), Linux Shell/Windows Command-Prompt, and python-requests, pip
version 20.0.3.

Fig. 4 Object code generation process
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Fig. 5 Web-scraping on keyword corona or Covid-19 (Zoom appropriately)

4 Results and Conclusions

Web Scraping is achieved by connecting to the server of the website, establishing
SSL connection, and downloading the web page. Sub-string search algorithms are
used to isolate intended elements. Preliminary analysis is required before scraping
the website. Depending on the application, the model must be trained on the required
datasets to perform specific analysis such as sentiment analysis and cosine similarity.
For sentiment analysis, we are using linear classifiers such as linear regression. Using
the tools, we have written, and we have constructed a Google news scraper to analyze
news reports [8–10]. The architecture designed for the Google news scraper using
tools from our framework is represented in Fig. 5.
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Fig. 6 a TF-Idf scores for google news corona, b Summarization

We have run the tool on the search ‘Dell XPS i3 Laptop Reviews’. Inferring from
the sentiments from the results, we got a positive articles percentage of 80. The TF-
IDF scores for the results from Google News on Corona are shown in Fig. 6a, and a
summarization of the same is shown in Fig. 6b.
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Detection of Driver Distraction Using
Convolutional Neural Network

R. Sumalatha, Ch. Sravani, and M. Supriya

Abstract Driver distraction is a major factor in vehicle accidents. Day by day the
percentageof vehicle crashes is risingdue to several activities performedby thedriver.
Many researchers have developed various algorithms to detect driver distraction.
In this paper, an algorithm is proposed to detect driver distraction in real time. To
evaluate the proposed algorithm, the dataset is usedwhichwas providedbyStateFarm
through a Kaggle competition. The predefined convolutional neural network (CNN)
namely resnet50 is used to extract the features of testing images and training images.
The extracted features are fed to a Support vector machine (SVM) to classify the
normal images and distracted images. The proposed approach classification accuracy
achieved 84% for normal images and 87% for distracted images.A real time hardware
model is developed by using Arduino Uno to detect the driver distraction. The output
hardware modules such as LED, LCD display, and buzzer are used to alert the driver.

Keywords Driver distraction · CNN · SVM · Arduino uno

1 Introduction

Nowadays major accidents are occurred due to driver lack of concentration and
distraction. In general, drivers are engaged with operating sound system usage of
mobile, drinking water, and chatting with passengers. Long hours of driving cause
the driver tiredness and, consequently, reduce his/her concentration on driving.Driver
distractions not only do the accidents and also reason to put other life’s in danger.
Hence driver drowsiness and distraction are very important factors in accidents.Most
of the researchers proposed algorithms to detect the condition of an eye, mouth, face,
and yawning for alerting the driver safety.
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2 Related Work

Ahlström et al. discussed various algorithms for driver distraction in real time [1].
Eraqi et al. have proposed convolutional neural networks to detect face, hands, and
skin, and also weights are calculated via a genetic algorithm [2]. Fan et al. have used
Gabor wavelet transform to extract text features from the mouth in order to detect
the yawning for monitoring driver fatigue [3]. Fletcher et al. developed a proto-type
system for estimating driver observations and detecting drivers’ distraction based on
eye gaze [4]. Ji et al. implemented a proto-typemodel for monitoring driver vigilance
with various computer vision algorithms and under different illumination conditions,
genders, and ages also [5]. Kutila et al. have proposed a system to detect the drivers
by combining stereo image and lane tracking images with rule-based and support
vector machine (SVM) classification methods [6]. D’Orazio et al. have proposed
a neural classifier algorithm to recognize the eyes from an image with various eye
colors, glasses, and different light environments [7]. Tango et al. presented various
classification methods for driver distraction based on machine learning techniques
[8]. Zeng et al. have discussed the strategy of attention budget for effective driver
distraction detection [9].

3 Proposed System

The proposed model is as shown in Fig. 1. It has four phases as dataset preparation
and splitting, preprocessing, feature extraction through CNN, and classification.

• The database consists of two classes; one is normal images, and another one is
distracted images.

• The database images are split into training and testing images. The training and
testing images features are extracted using resnt50 pretrained CNN features are
network.

Fig. 1 Proposed block diagram
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• By using the SVM classifier, the driver condition is classified as normal or
distracted.

• The classified output is sent to the hardware module, and the output will be
displayed in the display unit.

3.1 Dataset

The dataset used in this paper was provided by State Farm through aKaggle competi-
tion [10]. This dataset consists of 10 classes; one class belongs to safe driving images,
and the other nine classes are related to distracted images with different activities like
texting, talking on phone, operating a sound system, drinking, eating, and chatting
with passengers and so on. In this paper, we consider only two classes; one is normal,
and another nine classes together are considered as distracted images.

3.2 Feature Extraction

In this paper, theResnet50CNNmodel is used to classify driver status. Figure 2 shows
different distracted driving actions. The architecture of Resnet50 CNN consists of
convolutional, pooling, Rectified Linear Unit (ReLU), and fully connected layers.
The Resnet50 architecture is shown in Fig. 3.

Fig. 2 Ten normal and
distracted drivers images

Fig. 3 Resnet50 architecture
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Fig. 4 The convolution
layer

3.2.1 Convolutional Layer

The input color images with the size 640 × 480 × 3 are fed to the convolutional
layer. This layer extracts the features from input images. The first convolutional layer
extracts the low-level features and the next layers extract the middle and high-level
features from the images. The first layer performs a convolution operation between
the input image and filter to produce a feature map. This feature map is given as input
for the next layer (Fig. 4).

3.2.2 Pooling Layer

The pooling layer reduces the dimensionality of the feature map. In this category,
there are two layer options:

1. Max pooling.
2. Average pooling.

Max pooling finds the maximum value from the part of an image enclosed by the
filter, and an average pooling computes the average of all the values from the part
of an image enclosed by the filter.

3.2.3 ReLU Layer

ReLU is a non-linear operation. This layer removes every negative value from the
filtered images and replaces it with zero’s.

f (x) =x i f x > 0

=0 i f x < 0 (1)
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Fig. 5 SVM classifier

3.2.4 Fully Connected Layer

A Fully Connected layer (FC) establishes the connection between each filter in the
earlier layer to every filter in the subsequent layer. The FC layer provides the feature
map to the softmax activation function for classification.

3.2.5 Softmax Activation Function

The softmax activation function is used to get probabilities of the input being. Finally,
the obtained probabilities of the object in the image belonging to the different classes.

fi (z) = ezi
∑

k e
zk
, (2)

where zi = i th input.
k = no of inputs.

3.3 SVM Classifier

SVM is used to classify the driver distraction condition. It uses the hyper plane to
classify images. The multi-class classification using SVM is as shown in Fig. 5.

3.4 Arduino Uno

Arduino/GenuinoUno is amicrocontroller boardbasedon theATmega328Pas shown
in Fig. 6. The board consists of digital and analog input-output pins. In this paper,
those pins are used to interface with LED, LCD, and buzzer.
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Fig. 6 Arduino Uno board

Fig. 7 Light-emitting
diodes in various colors

3.5 Light Emitting Diode

In this paper, LED (Light Emitting Diode) is used for indication purposes to drivers.
It is a small light-emitting semiconductor component. It consists of two terminals;
both are cathode and anode. Figure 7 shows different colors of LED.

3.6 Liquid Crystal Display (LCD)

An LCD is used for the display of driver status. In this paper, 16 × 2 LCD is used
for display purposes. The 16 × 2 LCD is shown in Fig. 8.

Fig. 8 16 × 2 LCD display
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Fig. 9 Buzzer

3.7 Buzzer

A buzzer is used to alert the driver if he/she is distracted from driving. A buzzer will
give continuous beeep. sound if the driver is distracted. The buzzer is connected to
Arduino Uno board. The basic buzzer used in this paper is as shown in Fig. 9.

4 Results and Discussions

Figure 10 shows when the input image is a non-distracted image (Normal), and then
the LED does not glow and LCD displays “NORMAL”. Figure 11 shows when
the input image is a distracted image, and then the LED glows and LCD displays
“DISTRACTED”. Table 1 gives the information about the accuracy in two different
conditions. Tables 2 and 3 are the confusion matrix in two cases.

Fig. 10 Driver is in normal
condition

Fig. 11 Driver is in
distracted condition
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Table 1 Image classification
accuracy

Image Accuracy (%)

Normal Image (C0) 84

Distracted Image (C1) 87

Table 2 Confusion Matrix of
the normal input image

C0 C1

C0 0.7397 0.2603

C1 0.0476 0.9524

Table 3 Confusion Matrix of
the distracted input image

C0 C1

C0 0.9111 0.0889

C1 0.1524 0.8176

5 Conclusion

In worldwide, a major number of accidents are occurred due to driver distraction.
To decrease the accidents, it is essential to recognize the main causes of it. In this
paper, the resnet50 pretrained network is used to extract features from images. The
proposed system efficiently detects the driver distraction condition using the resnet50
CNN model. The proposed system detects the driver condition in the normal case
with 84% accuracy and the distracted condition with 87% accuracy.
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NDN Content Poisoning Attack
Mitigation Using Fuzzy-Reputation
Based Trust

Vishwa Pratap Singh and R. L. Ujjwal

Abstract Content poisoning attack is a primary cause of denial of service attack
in current TCP/IP Internet architecture. It is affecting one of the proposed content-
oriented future Internet architecture known as Named Data Network (NDN). Unlike
TCP/IP networks, where an attacker attempts to poison DNS Content, the attacker
targets NDN routers, where the Content is cached to fulfil future requests for the same
Content. NDN Content poisoning attacks can be mitigated by means of signature
authentication. NDN suggests signature verification at consumer nodes instead of
at routers as signature verification is a resource-consuming process. Trust-based
schemes are recognized to detect various types of attacks as they are crisp, strong,
and computationally inexpensive. In this article, we offer an outline of reputation-
based trust approaches, address their architecture tradeoffs, and conclude that by
operating in addition to current credential-based systems. We have also proposed a
mechanism to mitigate NDN content poisoning attacks using the Fuzzy-Reputation
based trust model.

Keywords Named Data Network · Content poisoning attack · NDN trust

1 Introduction

Content has become the most important on the Internet. Nowadays, consumers are
just concerned about Content regardless of where it is stored or originated. The
disparity between existing TCP/IP Internet architecture that operates as a point-to-
point network and consumer specificationsmotivated scientists to comeupwith a new
Internet architecture in which Content is of the highest importance [1]. In 2010, NDN
was proposed as a potential future content-oriented Internet architecture [2]. NDN
assigns unique hierarchal names to theContent, andusers can access data usingnames
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instead of location, unlike IP networks. There are two types of packets in NDN, i.e.,
Interest packet (I_Packets) and Data packet (D_Packet). Users request content using
I_Packets, and the user gets data in the form D_Packet. Caching is one of the main
features of NDN, and NDN routers have the ability to cache Content. Data passing
through routers can be stored in away that goes from user to customer, and the cached
content is used to satisfy subsequent demands for the same Content. NDN routers
have three types of Data structures, namely, Pending Interest Table (PIT), Content
store (CS), and Forwarding Information Base (FIB). Whenever the consumer sends
interest packets to the NDN router (Fig. 1), it first checks the availability of the
Content in its content store. If Data is not available in CS, Routers search in their
PIT for previous entries for the same Content. If the previous entry is available, then
Router inserts an incoming Interest interface, and if the entry is not available, then
creates a new entry in PIT and forwards the packet to the next routers using FIB.
Various routing protocols fill the FIB. It is one of the essential features of NDN
that separates routing from forwarding. Separation of routing and forwarding allows
developers to design different protocols for routing and forwarding.

The next forwarding node is identified using the longest prefix match performed
at FIB. Data packets are returned by the producer to the customer by tracing back
incoming paths while travelling from the producer to the user, data is cached by in-
path routers. Pervasive caching enables efficient content distribution and decreases
latency. NDN has also introduced a new layer “Security” to its architecture, and all
security functions are managed in this layer. NDN do not secure communication

Fig. 1 NDN interest processing
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channel instead, the philosophy is to secure the Content. NDN consumers concate-
nate digital signature with the Content that can be verified by in-path routers or
consumers. The producer generates a public–private key pair using a specified key
generation algorithm, and the private key is used to digitally sign the producer’s
Content. NDNSim [3] supports Signature HMAC With Sha256, Signature Sha256
With ECDSA, Signature Sha256With RSA, andDigestSha256. SNDN digital signa-
tures include the entire Content (Content, Name, MetaInfo, SignatureInfo) specified
in Signature Value. Signature verification is the same as to the systems in which
the router or consumer can request a public key from a network, which he gets as a
special Data packet. In the entire process, it is necessary to authenticate the public
key itself, which can be done by key certificates of trust models. NDN uses PKI
(Public key infrastructure) [4] to build Trust. The verification process prevents bad
or corrupted content from being cached in the router, but signature verification is
tidies and resource-consuming process. Each piece of data is encrypted in NDN,
which provides a higher degree of protection. The NDN architecture can avoid most
of the security attacks that are common in the TCP/IP Internet, but its design has also
introduced some new types of security attacks related to caches like cache pollution
attacks, content poisoning attacks, denial of service attacks, and various new attacks
on privacy like timing attack.

Pervasive caching has also introduced vulnerabilities that lead to denial of service
attack and privacy attack [5] in NDN. There are primarily three types of DoS in
NDN, Interest flooding, Cache pollution attack, and Cache poisoning attack. In a
cache pollution attack, the attacker attempts to insert non-popular Content in the
CS, which reduces the cache hit ratio. CPA is of two types Location disruption
attack (LDA) and false locality attack (FLA) [6]. In LDA, the attacker repeatedly
requests different non-popular Content that squeezes out popular Content from the
CS and cache non-popular content. In FLA, the attacker repeatedly requests a set of
non-popular Content and hence creates false popularity for the unpopular Content.
In Interest flooding attack, the attacker floods the network with random Interest
which consumes routers resources. In Content poisoning attack (Fig. 2), the motive
of the attacker is to inject corrupt/poisoned Content with a valid signature into the
router’s cache. Corrupted data can be inserted by (a) compromised router, (b) Mali-
cious provider, (c) collaboration of Bad provider, and consumer (Fig. 3). Content
poisoning can inject two types of Content into the router (a) Corrupted Content (b)
fake Content. Corrupted Content with a valid signature can be easily identified by
signature verification, but in fake Content, a lousy router with fake Content and valid
signature cannot be identified easily. To avoid the dissemination of poisoned Content
across the network, a digital signature is inserted in every piece of Content and vali-
dated either by routers or by end-hosts. However, because the authentication process
requires a high overhead, it is not practical for routers to validate all Content at the
line rate.

In this paper, we focused on mitigating content poisoning attacks. In the next
section, we have described various reputation-based trust approaches, address their
architecture tradeoffs, and conclude by operating in addition to current credential-
based systems, and these approaches will improve trust and security in NDN. In
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Fig. 2 Content poisoning attack

Fig. 3 Collaborative content poisoning attack
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Sect. 2, we have discussed previously proposed reputations-based systems and
explainedwhy they apply toNDN.Effortsmade by researchers for detection andmiti-
gating a Content poisoning attack. In Sect. 3, we have proposed a Fuzzy-Reputation
Based Trust Model and discussed the effectiveness of the proposed model using
various logical scenarios.Weconcludedour paper inSect. 4 andprovided adiscussion
on results and remarks.

2 Reputation Based Trust Models

Reputation-based trust models use “trust values” given to the service or products by
users in a dispersed way and used to provide ratings or rankings. Trust values from
various interacting partners are aggregated and further used to provide feedback to the
system. In this section, we have various Trust-based systems proposed to use in NDN
and their implications. The attacker takes advantage of the absence of in-network
signature verification to launch a cache poisoning attack [7]. NDN routers are not
compulsory to perform a signature verification, whereas consumers are compelled
to do so because of the following reasons [8]:

• The computation cost of signature verification (cryptographic calculations) is
infeasible and burdensome at line speed.

• NDN does not provide any unified trust model, and applications are free to design
their own trust models.

• Fetching certificate chain introduces additional cost.

Because of the above-specified reasons, reputation-based trust mechanisms have
been investigated and researched as an alternative to cryptographic digital signa-
ture verification schemes. The absence of certificates in trust management systems
carries with it a range of advantages including no certificate management, no certifi-
cate lookup, administration, and no certificate revocations. The trust management
schemes free of the certificate can be commonly categorized as follows:

• Self-certified trust management
• Certificate less trust management
• Identity-based trust management
• Certificate-based trust management.

Ghali et al. [9] proposed a cachemitigation cache poisoning attack usingExclusion
Filters. The authors indicated that customers should verify the authenticity of the
Content using digital signatures, and if Content is found to be invalid or fraudulent,
then create an Interest Packet and mention excluding field. On receiving interest
packet with exclusion field, router ranks the Content according to the exclusion
filters. More number on exclusionmeans that lesser ranking and low ranking Content
do not get cached and forward the Interest to next routers. The proposed exclusion
mechanism is able to detect and mitigate cache poisoning attacks efficiently, but it
also has vulnerabilities, as if an attack collides with an attacker consumer then the



330 V. P. Singh and R. L. Ujjwal

consumer will not put exclude field even in a corrupted packet. Even this field can be
used to launch another DOS attack as a bad consumer can put exclusion filter even
invalid Content. In reference [10], authors have proposed to use credibility values
of the content provider with trust value to the Content. When a router receives a
packet with exclusion filed, it reduces the credibility value of the Content provided
as well as trusts the value of the Content. This mechanism improves the mitigation of
CPA with selective caching. Wu et al. [11] proposed a scheme to improve previously
proposed trust-based schemes using distributed Trust. They have argued that if a
router itself is corrupting the Content, the above-said schemes cannot mitigate the
CPA. For fighting router-oriented cache poisoning attack detection and mitigation,
they proposed that the credibility value of routers should also be calculated using
the number of exclusion filters for a packet received from a particular router. All the
routers maintain the credibility value of adjacent routers and forward packets on the
basis of credibility values.

Interest Key Binding (IKB) [12] rule is another method for checking the validity
of Content. IKB uses the NDN Interest packet filed “PublisherPublicKeyDigest” and
use to it sent hashed public key of the producer with the Interest packet. A router
calculates the Hash of the public key available in the Data packet and matches that
hash with the corresponding PIT entry. If hash matches, then it is cached for further
requests fulfilment. Ntuli et al. [13] proposed a trust model to detect adversaries
attempting cache snooping. In a cache snooping attack, an attacker used an exclusion
field and send interest packets by excluding certain contain and on the basis of reply
from the router attacker guesses the data caches in the router. For detecting this
attack, the authors considered the fact that there is a high number of Interests with
exclusion enabled in a short period from a particular client. Further authors used
this fact for calculating the reputation of the consumer (trust value). The attacker
can be identified if reputation values go below the threshold. Reputation-based trust
model also used for mitigating Interest flooding attacks (IFA). ICRP [14] detects on
and off IFA. The scheme calculates the trust value of the consumer based on the
number of Interest sent in unit time. The scheme also keeps records of the previous
behavior of the attacker and using previous and current trust values detects IFA.
Reputation-based trust management schemes are used in various domains, and there
are several design options available for designing and implementing these schemes.
In reference [8], the author has analyzed various reputation-based trust schemes
on the basis of dimensions, dissemination, calculation, and namely, formulation.
Reputation-based trust formulation consists of two parts: reputation measure and
model used for aggregation of trust values. Reputation-based trust value can be
binary, string, continuous, and vector. The mathematical model aggregates values in
the forms of ratings, fuzzy logic, probabilistic, and flow-based. There is a tradeoff
between various design options that can be used according to the domain of the
application. The following are various tradeoffs discussed in [8].

• Approaches based on Centralization and decentralization
• Operation or transaction-based Trust
• Global or local trust calculations
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• Rank or threshold-based systems
• Rule-based and incentive-based system
• Ranking of Network Entities or Content.

In an NDN trust management system, a fundamental question is whether the
ratings or reputation value should be connected to the disseminated Content itself
or to the entity forwarding the information. When applying credibility values to
providers, they can serve as a condition for (proactively) preventing transactions
with untrustworthy providers, or caching whereas, determining the consistency of
the service by itself may be helpful to customers or to detect unwanted or harmful
activities. In the centralized system, the trustworthy central authority is responsible
for gathering ratings, measuring credibility scores, saving, and communicating them
to network institutions. This approach reduces measurement complexity since there
is no needs tomeasure credibility by each node. In decentralizing, methods are devel-
oped by measuring ratings separately for each node and then by distribution protocol
(optionally) distributed between the nodes. This method avoids the single failure
point issue but still calls for trustworthy estimates and credibility values of the indi-
vidual nodes. The transaction-basedmethod depends on reliable knowledge obtained
from transactions.Authentication of data integrity and provenance authentication can
be considered as trust indicators, as given by the default trust management scheme of
NDN. Opinion-based Trust is formed on an entity’s subjective opinion about another
on the grounds of its previous experiences. Mechanisms based on opinion operate
with lower overhead and less resistance to attacks. Localized methodology preserves
privacy and is best adapted for decentralized contexts, whereas the global method
produces more generic, more precise outcomes as calculations represent the quantity
of evaluations. Rank-based methods provide a quantitative rating of the credibility
of all individuals. Rank-based systems are used in NDN to prioritize valid Content
over fake, but the drawback is that high priority data objects are not always best.
The threshold-based approach eliminates individuals that do not meet the necessary
criterion. Due to its rigidity, it can be more potent if it is helpful in making caching
and forwarding decisions to detect an attack.

3 Proposed Fuzzy-Reputation Based Trust Model

The aim of the proposed trust model is to prevent NDN from on-and off-cache
poisoning attacks. Fuzzy logic is fundamentally simple to understand, versatile, and
receptive to imprecise data, and it can be beneficial for NDN trust management for
the following reasons:

• In order to quantify the Trust in NDN, fuzzy systems can be used to assess the
value of the information. Deciding and choosing which Data is more important
than other data, or which Data is required more quickly, is a highly humanistic
phenomenon that fuzzy logic is capable of modelling [15].
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• There are circumstances in which Trust is not evident because of uncertainty.
The credibility value in this region lies between the limits of absolute confidence
and complete misconfidence; thus, in these situations, the fuzzy technique is very
effective for trust decisions.

3.1 Trust Matrices

In proposed mechanisms, the final trust value relies on two factors, i.e., the Trust
calculated using direct interaction of a node with another node. It also defines how
much a particular host is able to perform the expected task. For example, a router
expects from the data provider that the data provider will provide uncorrupted and
corrected data and that can be identified using a number of negative feedback, popu-
larity, etc. The second factor is the correctness and usability of trust values gathered
from other nodes (other than the node on which the router have to make a decision
about content caching or correctness). This factor depends on the trustworthiness of
cooperating nodes, similarity, direct or indirect connection, etc.

3.2 Trust Calculations

Whenever NDN nodes get any content, it needs to decide whether to cache that
Content or not. The caching decision can be made using the reputation value of the
incoming content node. The reputation value is the sum of reputation value it gets
from its own calculation, value got from neighbors, and values got from the stranger
nodes (nodes that are not directly connected). The node can also assign different
weight-age to reputation value it got from other nodes like A, B, and C. For the trust
value, two more matrices should be applied (α,β), which are the similarity of nodes
and activity value. The reputation value can be calculated as the following equation:

Repu(Y ⇒ X)Previous = ARepu(Y ⇒ X)

+ B

∑
i αi Repu(Y ⇒ X)i

∑
i αi

+ C

∑
i βi Repu(Y ⇒ X) j

∑
i βi

(1)

We have restricted trust values between 0 and k, so A + B + C should be equal
to 1. The reputation value also reduce with time, so we have defined a factor τ , such
that

Repu(Y ⇒ X)(t) = I ni tialV alue − (FinalV alue)e((t−t0)/τ ) (2)
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We have also defined two thresholds, upper, and lower trust. The lower trust value
can be defined as miss trust, and the node will not cache Content from a host whose
value lies below miss_trust, and the same upper value is high_trust, Content from
high_trust value host will be cached by a node. In a condition where trust value lies
between miss_trust and high_trust, the caching decision will be taken by using a
fuzzy approach defined in the next section. Repu(Y ⇒ X) can be trusted if:

• Repu(Y ⇒ X) ≥ high_trust ⇒ Y can be trusted
• Repu(Y ⇒ X) ≤ miss_trust ⇒ Y cannot be trusted
• miss_trust ≤ Repu(Y ⇒ X) ≤ high_trust ⇒ Y Decision will be taken using

fuzzy approach.

If any host is newly added into the system then its value fluctuates rapidly for the
initial period so the system has to wait till its reputation stabilizes or provides an
initial value for initialization. The weight factors α, β are multiplied by a host to the
trust value from other hosts that defined the capability of nodes in providing recom-
mendations. α, β defines similarity and activity values. Similarity values Sim_value
defines similarity of hosts in calculating reputations; the value is calculated as

αi = a × Sim_value + b × ACT _Value. (3)

‘a’ and ‘b’ are the weight factor given to similarity and activity values

Sim_value = 1 −
√

∑
(u − v)2

25n
(4)

u: Reputation value of cooperating host in initiator host reputation vector.
v: the reputation value of cooperating host in the target host reputation vector.
n: total number of cooperating hosts.

The second factor is activity value (ACT_Value) estimate the activity level of
the cooperating hosting past interval. It is calculated using the total number of
interactions of a host from the other hosts’ reputation vectors.

Act_Value(X) =
∑

I nt_ f romX
∑

Int f romhosts
(5)

∑
I nt_ f romX : Sum of all past interactions reported by other hosts with a particular

host.
∑

Int f romhosts : Sum of all interactions.
In order to calculate the values of time the calculation of decay factor is importation

this proposal, we have used dynamic decay factor which depends on the reputation
of the host. Initially, a nominal value should be applied to the decay factor, and then
the value of τ increases or decreases with the reputation (consistency) of the host.
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Table 1 Reputation vector

HostId Status RepValue Weightfactor Decay Host
interaction
with (Int
With)

Interaction
from (Int
From)

Attempts

12E4 Neighbour 4.5 0.6, 0.8 3425 56 58 78

– – – – – – – –

1568 V Neigh 5.6 0.5, 0.7 5434 54 67 89

For the dynamic factor, a minimum and maximum decay factor have to be defined.
Decay factor can be calculated as [16].

1. Di f f erence(Di f f ) = NewValue − OldValue
2. I f |Di f f | ≤ 1, thenτy = τy × round(5 − 4 × |Di f f |)
3. I f Di f f > 1, thenτy = τy

2×round(Di f f )
4. I f − Di f f > 1, thenτy = τy × 2 × round(|Di f f |)
5. NewValue isLimitedτyinrange[τmin, τmax ]

All the interaction values are stored in the reputation vector defined in Table 1.

3.3 Fuzzy Approach

We have used the fuzzy system for two reasons, first to incorporate the ‘importance
factor’, and the second one is to take decisions when aggregated reputation value is
between miss_trust and high_trust.

(a) The Importance factor
The importance logic introduces the humanitarian concept in the system. The
importance factor defines the criticality of the information. The more critical
the information, the more danger it might have. In NDN, we consider Content
necessary when it is requested by many interfaces. If the Data is important, it is
appropriate to verify the integrity of the host where the information is coming
from. The second factor is time.

(b) Vague area decision
Vague areas or grey areas are where the trust values lie between miss_trust
and high_trust. For a taking grey area reason decision, the algorithm used a
variable θ. The value of θ is calculated on the basis of the previous two trust
value

θ = {
1, if truatvalueincreasing
0, if trustvalueisnotinanytrend

−1, if trustvaluedecreasing
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Fig. 4 Flowchart of the proposed approach

For taking a final grey area decision, we have considered total of three factors,
the first is the important factor defined above, the second is the θ value, and
the third is the trust value. If the trust value is approaching towards high Trust,
then we will allot it a positive point, and if it is close to miss Trust then we
provide it with a negative value.

(c) Caching and forwarding Decisions
In the proposed approach, if the calculated trust value is more than the prede-
fined high Trust then Content if cached and forward to other requesting nodes,
and if it is lower than the missing trust then the packet is simply discarded. In
conditions where trust value lies between high Trust and miss trust, if the fuzzy
system considers the Content as trusted, then Content is cached and forwarded
to other nodes otherwise router goes content signature verification process for
verifying its integrity (Fig. 4).

4 Conclusion

The paper proposed a trust model which is comprehensive and general. The proposed
model incorporated a fuzzy system in the reputation-based trust model, which can
be properly applied and used for mitigating content poisoning attacks. The model is
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unique in the incorporation of different principles that are essential for the estimation
of credibility values and subsequent confidence decisions. The model also applies
principles of resemblance, reputation, behavior, and collaboration between hosts.
Furthermore, the proposed approach encourages the transmission of trustworthy
Content among network nodes. In this paper, we have not presented the simulation
result. Future studies will be simulated for the proposed framework with different
topologies, such as DFN, XC, and AS3967.

References

1. Singh VP, Ujjwal RL (2020) A walkthrough of name data networking: architecture, function-
alities, operations and open issues. Sustain Comput: Inform Syst 100419

2. Zhang L, Estrin D, Burke J, Jacobson V, Thornton JD, Smetters DK, Papadopoulos C (2010)
Named data networking (ndn) project. In: RelatórioTécnico NDN-0001, Xerox Palo alto
research center-PARC, vol 157, p 158

3. Afanasyev A Moiseenko I, Zhang L (2012) ndnSIM: NDN simulator for NS-3. University of
California, Los Angeles, technical report, 4

4. Hamdane B, Serhrouchni A, Fadlallah A, El Fatmi SG (2012) Named-data security scheme
for named data networking. In 2012 third international conference on the network of the future
(NOF). IEEE, pp 1–6

5. SinghVP,Ujjwal RL (2019) Privacy attackmodeling and risk assessmentmethod for name data
networking. In Advances in computer communication and computational sciences. Springer,
Singapore, pp 109–119

6. Singh VP, Ujjwal RL (2020) Gini impurity based NDN cache pollution attack defence
mechanism. J Inf Optim Sci 1–11

7. Kim D et al (2017) Security of cached content in NDN. IEEE Trans Inf Forensics Secur 12:
2933–2944.

8. Kapetanidou IA, Sarros CA, and Vassilis T (2019) Reputation-based trust approaches in named
data networking. Future Int 11(11): 241

9. Ghali C, TsudikG,UzunE (2014)Needle in a haystack:Mitigating content poisoning in named-
data networking. In: Proceedings of NDSS workshop on security of emerging networking
technologies (SENT)

10. Rezaeifar Z, Wang J, Oh H (2018) A trust-based method for mitigating cache poisoning in
name data networking. J Netw Comput Appl 104:117–132

11. Wu D, Xu Z, Chen B, Zhang Y (2016) What if routers are malicious? Mitigating content
poisoning attack inNDN. InProceedings of the 2016 IEEETrustcom/BigDataSE/ISPA,Tianjin,
China, 23–26 August 2016

12. Ghali C, Tsudik G, Uzun E (2014) Network-layer trust in named-data networking.. ACM
SIGCOMM Comput Commun Rev 44(5):12–19

13. Ntuli N, Han S (2012) Detecting router cache snooping in named data networking. In Proceed-
ings of the 2012international conference on ICT convergence (ICTC), Jeju Island,Korea, 15–17
October 2012

14. Umeda S, Kamimoto T, Ohata Y, Shigeno H (2015) Interest flow control method based on user
reputation and content name prefixes in named data networking. In Proceedings of the 2015
IEEE Trustcom/BigDataSE/ISPA, Helsinki, Finland, 20–22 August 2015

15. Tajeddine A et al (2011) Fuzzy reputation-based trust model. Appl Soft Comput 11(1):345–355
16. Tajeddine A et al (2007) PATROL: a comprehensive reputation-based trust model. Int J Internet

Technol Secur Trans 1(1–2):108–131



PID Controller Design for Continuous
Stirred Tank Reactor (CSTR)
Temperature Control

Bhumica Dutta and Vijay Kumar Tayal

Abstract Continuous Stirred Tank Reactor (CSTR) is an extensively used reactor
in process control industrial applications and is the most researched topic for control
engineers. The objective of this paper is to analyze the temperature control of CSTR
with and without designing a PID controller so that the output tracks the changes
in flow rate in the jacket and maintains the temperature of the tank reactor. All
the designing, simulation, and calculations are done with the aid of MATLAB and
SIMULINK.

Keywords CSTR (Continuous Stirred Tank Reactor) · PID (Proportional Integral
Derivative) control · Tuning methods · Transient response · Eigenvalues

1 Introduction

In the chemical process, manufacturing units and various other industries distillation
columns, heat exchangers, pumps, and CSTRs are commonly used. To control [1]
their performance, PID controllers are considered as one of the options for 50 years.
PID controllers basically consist of three individual units viz, a proportional gain
(Kp), an integrator with the suitable value of gain of the integral controller (KI), and
a derivative controller with gain (KD). The basic structure of the PID controller is
given in Fig. 1.

The PID [2, 3] controller like any other controller works on the error between the
input and the desired output and takes suitable action. This has many advantages over
other controllers such as improvement in time performance specifications, makes
the system faster, and is easy to tune. For best results, the PID controller should be
perfectly tuned. The tuning of PID controller parameters is a tedious task.

The CSTRs are basically batch reactors in which feed is supplied continuously,
and the output is also obtained continuously. It consists of a motor, cooling jacket,
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Fig. 1 Representation of
PID controller

Fig. 2 Basic construction of
CSTR

baffle, and agitator used for mixing the reactants in the tank. The basic construction
is shown in Fig. 2.

CSTRs [1, 4] have highly nonlinear behavior or dynamics due to which it is
the most researched topic. The process taking place in the reactor is considered to
be exothermic that heat is liberated when reactants are mixed in the reactor. Thus,
the heat reaction rate becomes faster, and even more heat is liberated which raises
the temperature; hence, a cooling jacket is provided. Therefore, to maintain the
temperature of CSTR is very crucial, and the same is tried to achieve by using a PID
controller in this paper.

2 Mathematical Modelling

To [5, 6] obtain the mathematical model of any system first of all we need to define
the input and output variables. In this system, the following input variables have been
considered:

• Rate of feed flow in the reactor tank.
• Rate at which fluid flows in the jacket.
• Temperature at which feed is supplied.
• Temperature of fluid in the jacket.

The output variables considered are as follows:
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Table 1 Description of the
parameters used in the
process

Terms Description

V Volume of tank

Q Rate of heat transmission

Cp Specific heat capacity

A Heat transfer area

Ref Value indicating reference

J Jacket

I Input/inlet

F Rate at which volume changes

F Final value

Ji Input to the jacket

P Density of liquid

T Time

T Temperature in degree

Tt Temperature of tank

Tj Temperature of jacket

U Coefficient of heat transmission rate

Q UA (Tj–Tt)

• Temperature at which liquid is in the tank
• Height or volume of liquid present in the tank
• Rate at which fluid flows from the tank that is the output.

The various parameters used in the mathematical modelling have been described
in Table 1.

The principles used while developing the mathematical equations are as follows:

• Balance of material about the jacket and the reactor tank.
• Balance of energy about the jacket and reactor tank.

First, considering the balance of material about the reactor tank:
Accumulation rate = rate at which input flows – the rate at which output flows.

d(V P)

dt
= Fi P − FP. (1)

Second, considering the material balance around the jacket.

d(V j P)

dt
= Fji P − Fj Pj . (2)

Third, considering the energy balance around the tank.
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Vt PtCpt
dT t

dt
= Pt FtCptTi − Pt FtCptTt + Q (3)

Fourth, considering energy balance around the jacket.

Vj PjCp j
dT j

dt
= Pj FjCp j Tji− Pj FjCp j T + Q (4)

With the help of the above four equations, the following mathematical equations
are developed

dT t

dt
= Ft(T j − T t)

V t
+ U A(T j − T t)

V tCpt Pt
(5)

dT j

dt
= F j(T ji − T j)

V j
− U A(T j − T )

V j P jCpj
(6)

3 Steady State Conditions

These conditions are determined by equating Eqs. (1) and (2) to 0, which gives us
the following values:

Ff = 1 ft3/min.
Pj Cpj = 61.3 Btu/deg F – ft3.
PCp = 61.3Btu/deg F – ft3.
Tf = 125 deg F.
Tjf = 150 deg F.
Tis = 50 deg F.
v = 10 ft3.
vj = 1 ft3.

4 Modelling in State Space Representation

For [7, 8] obtaining the state-space model, Eqs. (1) and (2) are converted into linear
form with the use of the Taylor series. Here, only linear terms are considered rest of
all terms are neglected.

By substituting these steady-state values in Eqs. (1) and (2), we get

dT t

dt
= 0.4Tt + 0.3Tj − 7.5Ft + 0.1Tti (7)
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dT j

dt
= 3 Tt − 4.5 Tj + 50Fj + 1.5Tji (8)

The state-space representation is given by

[
dX

dt

]
= [A][X] + [B][U] (9)

[Y] = [C][X] + [D][U] (10)

where

• X represents the matrix of state variables.
• U is the input matrix
• Y is the matrix referring to the output.
• The state matrix is given by A.
• The input matrix is given by B.
• The output matrix is given by C.
• D is known as the translational matrix.

X = [T – Ts; Tj– Tjs].
U = [Fj – Fjs; F – Fs; Ti – Tis; Tjin – Tjins].
Y = [T – Ts; Tj – Tjs].
A = [ −0.4 0.3; 3 −4.5].
B = [0 −7.5 0.1 0; 50 0 0 1.5].
C = [1 0; 0 1].
D = [ 0 0 0 0; 0 0 0 0].

Now, converting the above state-space model into transfer function, we get the
following results

T t (s)

Ft (s)
= −7.5s − 33.75

s2 + 4.9s + 0.9
(11)

T t (s)

F j (s)
= 15

(s2 + 4.9s + 0.9)
(12)

T t (s)

T ti(s)

= (0.1s + 0.45)

s2 + 4.9s + 0.9
(13)

T t (s)

T ji(s)
= 0.45

s2 + 4.9s + 0.9
(14)

T j (s)

Ft (s)
= −22.5

s2 + 4.9s + 0.9
(15)

T j (s)

T ti(s)
= 0.3

(s2 + 4.9s + 0.9)
(16)
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T j (s)

F j (s)
= (50s + 20)

s2 + 4.9s + 0.9
(17)

T j (s)

T ji(s)
= (1.5s + 0.6)

(s2 + 4.9s + 0.9)
(18)

Since we are focussing to maintain the temperature of the tank by controlling the
fluid flow rate in the jacket, the transfer function used for the main analysis is given
by

T t (s)

F j (s)
= 15

s2 + 4.9s + 0.9
(19)

5 Design of PID Controller

The generalmathematical representation of the PID controller is as shown inEq. (20).

u(t) = Kpe(t) + KI ∫ e(t) dt + KD
de(t)

dt
, (20)

where u(t): controlled variable.
e(t): error signal.
The values of Kp, Ki, and Kd are determined with the help of MATLAB.
There [9, 10] are various ways that can be used for determining the values of these

constants also known as tuning methods like Zieglar Nichols TuningMethod, Cohen
Coon Method, ITAE method, ultimate cycling method, etc.

Zieglar Nichols Tuning Method: In [11, 12] this method, first the process reaction
curve is made by giving step input to the system and observing the output with time.
Then from the graph of output V/s time, we calculate the values of L (lag ratio) and
T (time constant). The values of Kp, Ki, and Kd are obtained as follows:

Kp = 1.2T
L ; Ti = 2L; Kd = 0.5L.

Cohen–Coon Tuning Method: This [13] method uses process gain, dead time, and
time constant derived from step analysis of the system, as shown in Table 2.

t: time constant, td: dead-time, and gp: process gain.

Table 2 Cohen coon tuning
parameters

Kp TI KD

1.35
gp ( t

td + 0.185) 2.5td t+0.185td

t + 0.611td
0.37td t

t+0.185td
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Fig. 3 Simulink Model of CSTR without PID controller

Ultimate Cycling Method: Start [14, 15] by setting the values of I and D gains to
zero. After that increase the value of Kp from zero to maximum (Ku) value so as to
achieve stable and consistent oscillations.

Kp = 0.6 Ku, Ti = 0.5Tu, Kd= Tu
8 [ Tu: oscillation period].

ITAE Method: This [16, 17] method involves minimizing the ITAE performance
index, which is also known as optimization.

To calculate the values of these gains manually is a difficult task; hence, we have
gone with auto-tuning.

The values of Kp, Ki, and Kd that are obtained for this process are given as follows:

Kp = 1.081, Kd = 0.2247, Ki = 0.742.

6 Block Diagram

• Without PID controller (Fig. 3).

• With PID controller (Fig. 4)

7 Stability Analysis

This has been observed that [18] the proposed control design yields in a stable
system as shown by eigenvalue analysis. The eigenvalues of the system matrix
are negative. The followingMATLAB code gives the eigenvalues associated with
the proposed system:
A = [ −0.4 0.3; 3 −4.5];
x = eig(A);
−0.1911, −4.7089.
As both the eigenvalues are negative, hence, the system is stable.
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Fig. 4 Simulink Model of PID controller for CSTR

8 Simulation Results

• Without PID controller (Fig. 5)

• With PID controller (Fig. 6)

9 Results and Discussion

There are various factors that can be used as disturbance for affecting the working
of CSTR such as rate of feed flow in the reactor tank, the rate at which fluid flows
in the jacket, the temperature at which feed is supplied, and the temperature of the
fluid in the jacket. In this work, the rate at which fluid flows in the jacket is used as
the disturbance. The proposed technique is aimed at maintaining the temperature of
the reactor tank, first without using a PID controller and then by incorporating it into
the system.

The comparative analysis of different time response parameters with and without
PID controller are shown and are also compared with the results of the reference
paper [5] (with PID controller) in Table 3.

10 Conclusion

CSTR is a highly non-linear process, and maintaining its temperature is a difficult
task. The reaction taking place in it might get affected due to a change in temperature
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Fig. 5 Response of CSTR process without PID controller

in the reactor and hence resulting in hampering of output. From the analysis, this has
been concluded that the delay time is more when the PID controller is not connected.
Moreover the steady-state error is 5.7% indicating the output has not followed the
changes in the input. On the other hand, using a PID controller with CSTR results in
excellent improvement of the output of CSTR under step changes in input flow rate.
The delay time is reduced. Further, it was successfully able to track the input changes
that is change in fluid flow rate in the jacket and maintaining the temperature in the
tank giving the value of steady-state error as 0%. Hence, using the PID controller
gave much improved results. On the other hand when the results were compared with
the reference paper [5], it showed that we got improved results including less delay
time, less peak overshoot, and much less settling time which proved that our system
was much more efficient.
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Fig. 6 Response of CSTR process with PID controller

Table 3 Comparison of time-domain parameters of the CSTR system

Parameter Without PID controller With PID controller Author results with
PID controller

Delay time (Td) 0.344 s 0.2 s 0.25 s

Percentage peak
overshoot

8.66% 9.29% 12%

Rise time 0.478 s 0.537 s 0.46 s

Settling time 1.5 s 3.45 s 6.5 s

Steady-state value 0.943 1 Not given

Steady-state error 5.7% 0% Not given
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SPSS Analysis and Performance
Evaluation of Health Clubs

Pushpendra Neniwal and Vikas Kapoor

Abstract The society is suffering from various health-related issues due to many
reasons. Due to advancements in automation, people are becoming lazy day by day,
and the participation in physical activities is less. Due to this, people are joining gym
formaintaining their health. The number of fitness industries is increasingworldwide
day by day. So, there is a competition going on in various fitness industries across the
world. In this paper, assessment of the quality of various fitness centers of Jodhpur
city has been done. Both descriptive and inferential statistical analysis has been
performed. SERVQUAL is utilized to measure the quality of service measures.

Keywords SERVQUAL · Indian fitness center · Customer service · Customer
perception · Customer expectation · SPSS software

1 Introduction

In recent decades, people are seeing the negative aspects of the fast pace of life,
fast food, air pollution, and many other consequences of the prevailing changes of
life in the twentieth century; a trend of healthy lifestyle support has emerged [1].
In the present context, the customers are very much concerned about their living
style. Standardization of various fitness service centers have taken place nowadays
[2]. Since IT industries demand long sitting hours, extensive desktop working, and
sedentary life style, the large population of ITES professionals are drawn towards
gyms, health, and fitness centers [3].
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2 Research Methodology

Both descriptive and inferential statistical analysis [4–9] of data can be utilized to
perform various operations over data [10]. In this study, quality of service of various
fitness centers at Jodhpur city has been evaluated [11]. The convenience sampling
method was applied in Talwalkars Health and Fitness center [12]. Respondents were
chosen by the convenience method. Data has been collected by means of question-
naires during February 2019 [13]. The data was analyzed by means of Paired t-tests
using the SPSS [14]. In our case, the customer expresses two opinions which are
collected by pre-test (Expectation) or post-test (Perception). The following are the
advantages of paired t-test:

• Greater control over confounding variables
• To detect a (statistically significant) difference.

3 Material and Methods

In this study, 50 subjects were randomly selected from the fitness center. The subjects
were asked to complete the questionnaire during February and April 2019 [15]. Ages
of the subjects were between 20 and above 40 years old.

4 Paired T-Test

This test compares two mean values that may be from the same individual, object,
or related units [16]. In our case, the customer expresses two opinions which are
collected by pre-test or post-test. This test can also be termed as Repeated Measures
t Test, Dependent t Test [17].

Hypothesis: The following Hypothesis was formulated in order to observe the
association between the Expectations and Perception among the customers:

• Null hypotheses, Ho: µx = µy,
• Alternative hypothesis, H1: µx �= µy (2-tailed).

Table 1 shows the respective perception means, expectation means, gap means,
and t-values regarding sustainable health and fitness center service quality.

Gap scores have been calculated by using Eq. (1) which is again reproduced
below:

GAP SCORE = PERCEPTION − EXPECTATION (1)

• If, P-E ≥ 0, satisfactory.
• P-E ≤ 0, not satisfactory.
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Table 2 Means of SERVQUAL dimensions

TAexp TAper RLexp RLper REexp REper ASexp ASper EMexp EMper

6.32 4.92 6.16 4.82 6.02 4.86 6.04 4.88 5.82 4.84

5.74 5.00 6.42 5.12 6.30 4.84 6.42 5.28 6.34 5.50

6.38 5.10 6.26 5.14 6.54 4.76 6.22 5.04 6.04 4.78

4.98 4.90 6.08 4.98 6.30 4.96 6.30 5.14 5.96 4.98

5.34 4.94 6.42 5.08

Table 2 represents the Means of SERVQUAL Dimensions of Tangibles, Relia-
bility, Responsiveness, Assurance, and Empathy.

Table 3 shows the Paired Sample t-test data which has come out from SPSS
software. Here, TAexp indicates expectation of TANGIBLES; TAper indicates
perception of TANGIBLES, and so on.

There is no need of improvement. It requires maintaining the same service to the
customers which fulfill the customers’ needs and satisfy the customers’ expectations.

Table 3 Paired samples test

(a)

Mean Std. deviation Std. error mean 95% confidence interval
of the difference

Lower Upper

Pair 1 TAexp–TAper 0.87500 0.60274 0.30137 – 0.08410 1.83410

Pair 2 RLexp–RLper 1.05200 0.37963 0.16978 0.58063 1.52337

Pair 3 REexp–REper 1.43500 0.26096 0.13048 1.01975 1.85025

Pair 4 ASexp–ASper 1.16000 0.01633 0.00816 1.13402 1.18598

Pair 5 EMexp–EMper 1.08000 0.21071 0.09423 0.81837 1.34163

(b)

t Df Sig. (2-tailed)

Pair 1 TAexp–TAper 2.903 3 0.062

Pair 2 RLexp–RLper 6.196 4 0.003

Pair 3 REexp–REper 10.998 3 0.002

Pair 4 ASexp–ASper 142.070 3 0.000

Pair 5 EMexp–EMper 11.461 4 0.000
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5 Recommendations and Conclusion

Using SPSS software, it is noted that largest significance occurs at “Material Associ-
atedwith the Service,” and second largest significance occurs at “Error FreeRecords”
[18]. It means that there is no further need to change or to further investigate those
two questionnaires. Rest of the factors need improving or are in need of further
investigations.

5.1 Recommendations for Health and Fitness Center

• The staff needs to respond to the customer’s major issue regarding the complaints.
Many problems are solved in gym and very few further efforts are required.
However, in Cardio Section, the gym needs to provide at least three trainers and
to follow up after the completion of workout of the customer by simply asking a
small question as to how be the workout? Or go randomly in different shifts and
to ask the customers how the workout is going, how they are coping?

• Make sure that trainer gives proper attention to every client for that one trainer
should provide guidance to a similar group ofmembers andmake competitiveness
strategy to achieve the target?

• At least one helper is always available at every gym floor area to clean the sweat
on the machine or floor.

• Take monthly follow up of the clients. Inform the members through message or
in person that how much weight they lost or gained in a month, and maintain a
feedback card where the client is free to mention the remark regarding service in
that particular month.

• Monthly follow up of every client regarding measurement, weight loss, or gain
and any complaints, whether they are comfortable or not. What they like most and
what they like least about the gym. Take the data and follow up with the action as
soon as possible.

• Solve the problem of clients as soon as possible, do not take too much time, and
after solving the problems, take feedback of the client that he/she is satisfied or
not. Make sure that the client feels that he/she gets personal attention because
personal attention is a big reason why people chose your gym over other gyms.

• Make sure trainers do not provide personal attention to the female clients because
this is the big issue coming from the male clients, that is, trainers give more
personal attention to the female clients as compared to male clients. To overcome
that, the CCTV camera recording be scrutinized randomly at different timing
to ensure that this is not happening. Another issue is similar that some trainers
are more engaged with particular clients on a regular basis due to some personal
interaction between client and trainer outside the gym. This may also be improved
by proper inspection from time to time and to ensure that same trainer does not
engage with the same client for long on each and every day.



SPSS Analysis and Performance Evaluation of Health Clubs 355

• A small issue is raised from some clients that when they workout, they hear the
very same song day after day on particular timing which becomes monotonous
and boring. So, it would not hurt to make sure that new songs are played or the
entire playlist of songs is shuffled after particular time duration.
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Abstract In the era of continuous economic growth, application development strate-
gies demand strong computing infrastructure that may inculcate a high cost in return
to the firms. The solution of this cost problem is Cloud Computing which assures
the on-demand delivery of computing resources. But every solution has hidden
challenges, and this paper focuses on identifying the significant challenges in a
cloud computing environment. One among them is distributing workloads across
multiple computing resources. This paper addresses the fundamental difficulties of
load-balancing in the cloud environment. Meanwhile, the paper further discusses
the probable improvised techniques used to overcome cloud system problems. The
gist of paper lies in solving the aforementioned problems by including a chain of
logical analysis and generating the algorithm that leads to the appropriate solution.
The prime focus is on job queue making strategy that appropriately allocates various
jobs to CPUs on the basis of assigned priority or without priority. It also deals with
some of the major problems of load-balancing in cloud environment like a timeout.
To conclude, this paper exhibits how this approach partially fits into the notable
AWS and GAE cloud architecture. This paper presents the various load-balancing
problems in cloud computing environment and holds a clear intention to provide
readers an overview of issues faced and also simulating further interest to pursue
more advanced research in it.
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1 Introduction

Cloud is defined as a large distributed computing system which shares resources,
software, and information on-demand, like public utility to a large number of users.
Cloud computing [1–3] is an evolutionofVirtualization,Utility computing, Software-
as-a-Service (SaaS), Infrastructure-as-a-Service (IaaS), and Platform-as-a-Service
(PaaS). To enhance the response time and ensure the utilization of resources, the
process of Load-balancing is performed which reassigns the total load stored in the
individual nodes of the collective system. Cloud system is the collection of many
heterogeneous systems [4, 5]. The systems actually consist of servers and clients.
Clients’ request for the resources must be provided as soon as possible. The CPU
of the server must process the client’s request without too much delay. CPU located
in different places have different task loads. Again, every CPU has different speed.
So, the task completion rate of every CPU changes. To make the system efficient,
the system must have prepared a process where the CPUs work in such a way that
the collective speed of the system is increased. So, majorly, the focus relies on
balancing these loads in cloud computing. And, it is too much difficult to manage
cloud computing without balancing loads. There are several other resources which
will be load-balanced, like.

i. Network edges and provides s-DNS, FTP, and HTTP
ii. Making Connections through smart switches
iii. Execution through computer system task
iv. Storage resources right of entry to application object Instances.

The remaining part of the paper is further categorized into various sections as
mentioned: Sect. 1.1 discusses about overall architectural components and various
architectures of cloud system. In the Sects. 1.2 and 2, various difficulties of cloud
systems including load-balancing are discussed, and a solution-based approach is
provided in Sect. 3. Section 4 discusses about the QTS service in cloud. Finally,
Sect. 5 highlights some research issues and Sect. 6 gives the conclusion of this paper.

1.1 Cloud Architecture

Cloud services [6–8] are categorized as per application’s requirement into the
following mentioned models: SaaS, PaaS, IaaS, and Data as a Service (DaaS), and
these models are demonstrated using a specific cloud infrastructure [9–11].
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A. Software-as-a-Service (SaaS)
Cloud consumers select a hosting environment to release their applications
and perform execution through the networks from various clients (e.g., Web
browser, PDA, etc.) by application users and other end users. Cloud consumers
do not surpass the cloud infrastructure that is dedicated to providemulti-tenancy
system architecture. As in SaaS, to enhance efficiency in terms of speed, secu-
rity, availability, disaster recovery, maintenance availability and to achieve
economies of scale, different cloud consumers’ applications fits in a single
logical environment.
In some cases, it is the Contact Volume Editor that checks all the pdfs. In such
cases, the authors are not involved in the checking phase.
Applications that show the strength of SaaS include SalesForce.com, Google
Mail, Google Docs, and many more to go.

B. Platform-as-a-Service (PaaS)
Cloud consumers require a development platform to develop cloud services
and applications. To strengthen PaaS, full support mechanism of “Software
lifecycle” is incorporated (e.g., SaaS) directly on the PaaS cloud. SaaS and
PaaS can be differentiated easily on the basis of application developed. SaaS
only hosts completed cloud applications, whereas PaaS hosts both completed
and in-progress cloud applications providing the platform as well. PaaS there-
fore requires a supporting application hosting environment and development
infrastructure along with programming environment, various tools, configura-
tionmanagement, and other valuable resources to accomplish the tasks allotted.
Google AppEngine exemplifies PaaS (Fig. 1).

C. Infrastructure-as-a-Service (IaaS)
Cloud consumers require an infrastructure and resources to deploy the applica-
tions. This demands the direct usage of IT infrastructureswhich further includes
processing, storage, networks, and other basic computing resources required
for completing a task. To integrate/decompose physical resources and to meet
the growing or shrinking resource demand from cloud consumers, virtualiza-
tion is deployed as a concept in IaaS. Virtualization implements a strategy
which focuses on setting up independent virtual machines (VM) and ensure
that VM are isolated from both the underlying hardware and other VMs. It
must be noted that strategy differs a lot from the multi-tenancy model, which
performs the transformation of the application software architecture in order to

Fig. 1 Basic cloud architecture
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allow execution of multiple instances (frommultiple cloud consumers) a single
application (i.e., the same logic machine). An example of IaaS is Amazon’s
EC2.
Database DaaS’ working style is different from traditional storage interfaces
such as RDBMS and file systems. It offers table-style abstractions that are
designed to support the storage and retrieval of huge amount of data within
a very compressed timeframe, often too large, too expensive, or too slow for
most commercial RDBMS to cope with. Amazon S3, Google Big Table, and
Apache H Base, demonstrate the working strategies of DaaS.

D. Data as a Service (DaaS)
Cloud consumers require a separate service to deliver the virtualized storage
on demand. This is incorporated using a separate Cloud service—data storage
service. Though it is observed that DaaS is a special type IaaS. The reason
to avail this service is associated with costs involved. Usually, the on-premise
enterprise database systems are bound with a prohibitive upfront cost in dedi-
cated server, software with license, post-delivery services, and in-house IT
maintenance. DaaS allows a consumer to question about the cost that is paid
for the service. Consumers pay for what they are actually using rather than the
site license for the entire [12, 13].

1.2 Issues in Cloud Systems

Cloud computing [14–16] is highly scalable which allows it to fulfill the need of
infinite computing resources on demand. This in return ensures the work satisfaction
of a large number of customers. There are several difficulties associated with the
services of cloud computing. They are listed below.

Security and Privacy Issues

There are several common security threats in cloud computing paradigm. The assur-
ance of information security and data privacy is of utmost importance. This requires
the identification of organizational and technical issues related to keeping cloud
services so that the security and privacy are not compromised at any level. Data used
by Banks, medical, and research facilities is highly sensitive in nature and demands
the secure policies for security and privacy [10].

Infrastructure

This deals with the issues related to hardware layer of cloud services along with
the software that are responsible to operate the embedded hardware. The proposal
presented here elaborates the mentioned issue.
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Data Handling

This category deals with the data storage type of problems like data segmentation
and recovery, data resiliency, data fragmentation and duplication, data retrieval, data
provenance, data anonymization and placements, etc.

In this paper, major focus is on the symmetric distribution of workload among
processing cloud systems. It is commonly found that the CPUs are not working with
proper distribution of workloads. Sometimes, a set of CPUs stay idle or less loaded
while others are toomuch loaded. Though the system has the high functioning CPUs,
but this type of behavior of the system makes the performance too much degraded
from the actual or theoretical value. So, several cloud systems face the challenges of
maintaining its speed by sharing loads or tasks to the idle or less busy CPUs.

2 Problems of Load-Balancing

For a cloud system, the tasks are distributed over the system, and every system has
two parts (a) Task Reception and (b) Task Migration. These two are also known as
“Node States Information” [17]. Here, node is actually the system CPU or server.
For a general task given to the node, the expected waiting time is (at node i)

Mi (n) = qi (n) · ns (1)

where, Mi(n) is the wait time for job, qi is the queue length of the task, and ts is
average time or completion of a task.

Now, the load-balancing concept says that there are communicating nodes in
between two local domains to communicate the data with the global domain. These
nodes are actually the nodes which are overlapped in more than one domains. In this
type of load sharing, N is Number of nodes, V = {1, 2… N} a set of nodes in a
system.

Here, we calculate a maximum load to be executed in the node and then proceed
to share the load to the other nodes.

For the algorithm, the node’s speed and task completion rate are also calculated.
But, in this instance, some possible drawbacks are not calculated.

Here, those drawbacks are,

(1) If the communicating node fails, then thewhole load-balancingwill be stopped.
(2) For two domains, there is a possibility of communication delay.
(3) Communication overhead problem.

This paper focuses on this particular problem of waiting time of the tasks or jobs.
The given approach is to solve waiting problem as well as simplistic approach to the
communication delay [18–21].
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3 Proposed Approach

Theproposed approach for effective load-balancing is divided into three sub-sections.
They are as follows.

3.1 Queue Making and Job Making Processes

For every CPU, there is a speed limitation. This speed is a function depending on
variables like instruction set, cache, clock speed, bandwidth, generated heat, and heat
dissipation. Depending on all these variables, the clock speed is calculated and then
the average task completion time is also calculated.

According to the task completion average time, there is a queue for every CPU.
This queue is actually a list of tasks which also contains a number called “threshold.”
This threshold is a general indicator which tells the task that beyond this point, the
tasks have to wait longer than the expectation. Thus, the task is ready to be migrated
to the node which is idler. Using these three processes will increase the speed of the
system. It also converts the system into a backup planned system which is adaptive
to the speed of the nodes and also to the queue and server status.

If we try to think that there are n numbers of CPUs and k number of tasks with
their own different characteristics. So, we can get a working algorithm for queue
making in the following way:

CPU rearrangement

This task allows you to arrange all the available CPUs from high to low in according
to their functional speed.

Rearrange Job-requests

Priority basis

i. If there is any priority assigned to the jobs, then the jobs should be rearranged
according to the priority. In this rearranged list, the highest priority job will be
in the first position and the least one at the last position.

ii. If any job is not assigned with priority, then the job is set to execute with the
lowest priority and the priority index is updated.

Without priority basis

When there is no priority assigned for the listed jobs, then the jobs are arranged by
their estimated completion time. The estimated time depends on code of lens, loops,
inner loops, and resources required. Jobs are rearranged from highest to lowest order.

CPU-allocation

The rearranged CPU list gets the rearranged job list, and then the CPUs are given
the jobs, as like first CPU in the list gets the first job and the last CPU gets the last
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Fig. 2 Job-making process

job until all the CPUs are occupied, then the list of jobs start to allocate themselves
from the start of the CPU list.

Completion time estimation

The speed of the CPU and the required CPU cycle of the job give the general
completion time of the job.

Runtime new request allocation

When a new job is arrived, then the job is included to the initial list of jobs that are
not being executed by the CPUs. Then, the list goes through the step (ii) to (iv). This
way a new job is inserted in the existing list of jobs and allocated to the available
CPUs.

The above job making and queue making processes are represented in the Figs. 2
and 3, respectively.

3.2 Timeout Chart

For a particular task queue, one task is migrated to a node but then the task is delayed
because of longer waiting time. Again, this may happen that searching or migration



364 S. Srivastava et al.

Fig. 3 Queue-making process

takes so long time that it is actually exceeding the first node completion time. The
third scenario such that one task is migrated and processed very quickly but the
transfer time for the task is too high to wait for the other task. To overcome all these
problems, there must a timeout chart available which will work as a look ahead table
and also to take a decision whether the task should be migrated or not. Now, if it is
seen that the total system is not working and it is becoming too slow, then also this
timeout chart work as a very good reference to eliminate or terminate jobs. That is,
if the job completion is not executing properly, then the chart provides us the time
of termination, and then, we can decide which jobs are to be completed within this
time and which are to be terminated. This process also checks the priority and job
types. As if there is no priority set initially, then we can have many different jobs.
Among those jobs, some are reversible or have roll back option, others may not have
that option. In that case, if a job without rollback option is being executed, then that
job will not be terminated before completion.

3.3 Cloud Node as Proxy-Node

All the communicating nodes of the global domain of cloud are connected to one
super-node with data base of required characteristic of these nodes. In such a case,
if a Failure happens in one of these nodes, then the super-node will provide all the
information to make the system work properly. Here, this super-node is actually a
proxy node which keeps all the copy of the information and updates it from time to
time. But it is not searched in every case as it is part of the large database. But it is
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Fig. 4 Functionality of super-node

updated without delaying the system that the system may have a backup plan at the
time of failure. The entire process is shown in Fig. 4.

4 QTS in Cloud Computing

The term QTS is actually a combination of those three processes which have been
discussed previously. In cloud environment, the two mostly available and used cloud
architectures are AmazonWeb Services (AWS) [22] and Google App Engine (GAE)
[23]. In the proposedmodel, the QTS comes in betweenweb server andVaRAnalytic
Server (GAE) and EC2 Instance VaR Server (AWS).This process is shown in Fig. 5.
This is the proposed approach of the paper to improvise the migration process so that
the performance gets better or the system.

According to Figs. 6 and 7, the process of QTS is applied in GAE google app
engine [23]. These Figs. 6 and 7 describe what QTS are, and when and how to use

Fig. 5 Working process of AWS/GAE without QTS
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Fig. 6 QTS applied in GAE

Fig. 7 QTS applied in AWS

them. Job queues let applications performwork, called tasks, asynchronously outside
of a user request. If an app needs to execute work in the background, it adds tasks
to job queues. The tasks are executed later, by worker services. The QTS applied in
AWS environment with job queue implementation and work flow is represented by
Fig. 7.

5 Result

In this paper, the essentials of cloud computing to facilitate the research challenges
faced in load-balancing are provided. It has identified the pros and cons of cloud
computing. It further elaborates the process of allocating the jobs to suitable CPUs
following a dynamic approach. Other features addressed so far are: measure the
delay and terminate a process, if required, and migrate the process to other CPUs
for the efficient usability of the server. Finally, this paper adapts an approach that is
evaluated theoretically and mathematically.

The paper involves an algorithm to increase the acceptance of the prescribed
approach. For the best optimization of job allocation and migration to appropriate
CPUs, manual intervention through the various tables is also implemented along
with available dynamic scenarios. Undoubtedly, cloud computing is a cutting edge
innovation in the field of computer science with some drawbacks associated with it.
This idea of paper is to strictly follow the cloud architecture without expecting any
high level changes. It suggests a contribution to the existing process for an efficient
and improvised approach.
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6 Future Research Issues

This paper also tries to highlight the changes happening in the field of load-balancing
algorithms across the world.

i. Maximum resource utilization is one of the main objectives in any distributed
load-balancing system. In future, this load-balancing algorithm can be associ-
ated with some optimization techniques (PSO, ACO, GA, etc.) to give more
flexibility to distributing the loads and improving the performance of the
system.

ii. Besides load-balancing, fault-tolerance in cloud system needs to be incorpo-
rated in order to remove security and usage issues and to design the approach
more cost-effective and successful.

iii. The ongoing cloud load adjusting arrangements are concentrating on Green
cloud point in load adjusting instruments by considering the difficulties like:
Reducing the vitality and force utilization, reducing carbon emanation, and
furthermore, lessening cost for the clients because of vitality effectiveness
subject. There must be devised some dynamic load-balancing algorithm which
can set the load degree high and low dynamically. In future research issues,
some sort of fuzzy logic may be associated with load-balancing techniques to
make it more flexible.

7 Conclusion

This paper provides the essentials of cloud computing to facilitate the research chal-
lenges faced in load-balancing. It has identified the pros and cons of cloud computing.
It further elaborates the process of allocating the jobs to suitable CPUs following
a dynamic approach. Other features addressed so far are: measure the delay and
terminate a process, if required, and migrate the process to other CPUs for the effi-
cient usability of the server. Finally, this paper adapts an approach that is evaluated
theoretically and mathematically. Undoubtedly, cloud computing is a cutting edge
innovation in the field of computer science with some drawbacks associated with it.
The idea of this paper is to strictly follow the cloud architecture without expecting
any high level changes.

References

1. Chauhan N, Agarwal R, Garg K, Choudhury T (2020) Redundant IAAS cloud selection with
consideration of multi criteria decision analysis. Procedia Comput Sci 167:1325–1333

2. Dewangan BK, Agarwal A, Choudhury T, Pasricha A, Chandra Satapathy S (2020) Extensive
review of cloud resource management techniques in industry 4.0: issue and challenges. Softw:
Pract Exp



368 S. Srivastava et al.

3. Wadhwa M, Goel A, Choudhury T, Mishra VP (2019) Green cloud computing-a greener
approach to IT. In: 2019 international conference on computational intelligence and knowledge
economy (ICCIKE), 760–764

4. Patil U, Shedge R (2016) Improved hybrid dynamic load balancing algorithm for distributed
environment. Int J Sci Res Publ 3(3). ISSN 2250-3153

5. Hsu CH, Liu JW (2010)Dynamic load balancing algorithms in homogeneous distributed
system. In: Proceedings of the 6th international conference on distributed computing systems,
pp 216–223

6. Kaur A, Raj G, Yadav S, Choudhury T (2018). Performance evaluation of AWS and IBM
cloud platforms for security mechanism. In: 2018 international conference on computational
techniques, electronics and mechanical systems (CTEMS), pp 516–520

7. Kumra S, Choudhury T, Nhu NG, Nalwa T (2018) Challenges faced by cloud computing. In:
Proceedings of the 2017 3rd international conference on applied and theoretical computing and
communication technology, ICATccT 2017. https://doi.org/10.1109/ICATCCT.2017.8389105

8. Gupta A, Choudhury T, Lal R (2017) An efficient scheme to secure cloud with diversified
fortifiedmechanisms. In: Proceedings of the 2017 international conference on big data analytics
and computational intelligence, ICBDACI 2017. https://doi.org/10.1109/ICBDACI.2017.807
0829

9. Charkraborty S, Chaudhary N et al (2016) An study of new dynamic load balancing approach
in cloud environment. World J Technol Manag 3(4). wjcat-2016-040302

10. Ghanam Y, Ferreira J, Maurer F (2016) Emerging issues & challenges in cloud computing—a
hybrid approach. J Softw Eng Appl 5:923–937

11. TurabNMet al (2018) Cloud computing challenges and solutions. Int J Comput NetwCommun
(IJCNC) 5(5)

12. Joshi T, Badoni P, ChoudhuryT,AggarwalA (2019)Modification ofWeiler-Atherton algorithm
to address loose polygons. J Sci Ind Res 78:771–774

13. Kumar V, Choudhury T (2019) Real-time recognition ofMalignant skin lesions using ensemble
modeling. J Sci Ind Res (JSIR) 78:148–153

14. Khanna A, Kero A, Kumar D (2016) Mobile cloud computing architecture for computation
offloading. In: 2016 2nd international conference on next generation computing technologies
(NGCT). IEEE, pp 639–643

15. Khanna A, Goyal R, Verma M, Joshi D (2018) Intelligent traffic management system for
smart cities. In: International conference on futuristic trends in network and communication
technologies. Springer, Singapore, pp 152–164

16. Khanna A, Anand R (2016) IoT based smart parking system. In: 2016 International conference
on internet of things and applications (IOTA). IEEE, pp 266–270

17. Neelakantan P (2017)An adaptive load sharing algorithm for heterogeneous distributed system.
Int J ResComput Sci 3(3):9–15 (AUnit ofWhiteGlobe Publications). . ISSN2249-8265. www.
ijorcs.org, https://doi.org/10.7815/ijorcs.33.2017.063

18. Kotkondawar RR, Khaire PA, AkewarMC, Patil YN (2014) A study of effective load balancing
approaches in cloud computing. Int J Comput Appl 87(8)

19. Joshi G, Verma SK (2015) A review on load balancing approach in cloud computing. Int J
Comput Appl 119(20)

20. Yadav AV, Mohammad F (2018) Different strategies for load balancing in cloud computing
environment: a critical study. Int J Sci Res Eng Technol 3(1)

21. Google Cloud Platform. https://cloud.google.com/appengine/ docs
22. Devi DC, Uthariaraj VR (2016) Load balancing in cloud computing environment using

improved weighted round robin algorithm for non-preemptive dependent tasks. Sci World
J (Hindawi)

23. Marinescu DC (2018) Cloud computing: theory and practice. Morgan Kaufmann, ISBN-13:
978-0124046276

24. Katyal M, Mishra A (2018) A comparative study of load balancing algorithms in cloud
computing environment. Int J Distrib Cloud Comput 1(2)

https://doi.org/10.1109/ICATCCT.2017.8389105
https://doi.org/10.1109/ICBDACI.2017.8070829
http://www.ijorcs.org
https://doi.org/10.7815/ijorcs.33.2017.063
https://cloud.google.com/appengine/


A Comprehensive Effectual Load-Balancing Method … 369

25. DoddiniProbhuling L (2013) Load balancing algorithms in cloud computing. Int J Adv Comput
Math Sci 4(3):229–233. ISSN 2230-9624. http://bipublication.com.

26. Mohamed Shameem P, Shaji RS (2015) Amethodological survey on load balancing techniques
in cloud computing. Int J Eng Technol (IJET) 5(5). ISSN: 0975-4024

27. Mellon C, Lewis C (2010) Basics about cloud computing. Softw Eng Instit
28. Buyya R, Broberg J, Goscinski AM, Cloud computing principles and paradigms
29. Amazon Web Services Whitepapers. http://aws.amazon.com/ de/whitepapers/

http://bipublication.com
http://aws.amazon.com/


Code Smell Refactoring for Energy
Optimization of Android Apps

Reeshti, Rajni Sehgal, Deepti Mehrotra, Renuka Nagpal,
and Tanupriya Choudhury

Abstract Reducing the amount of Mobile device energy usage to conserve environ-
mentally friendly resources and maintain a reasonable level of energy consumption
is an important issue for information and communication Industry. There are many
opportunities to reduce the energy consumption at various levels from hardware, OS,
machine code to application level. Innumerable research is going on the optimization
of low-level software; e. g., Upgrades machine code. In software engineering, best
approach to optimize applications of energy usage is to detect and remove the errors
from the code, which when executed with the code increase the energy consumption.
In this study, different mobile applications are considered from two different public
repositories, namely, GitHub and F-droid app store, and code smells are detected
and corrected using different refactoring techniques to evaluate the effect on energy
consumption.

Keywords Code smells · Refactoring · Energy · Jdeodorant

1 Introduction

The rising energy use of computing devices such as smartphones generates growing
demand for more energy efficiency. Reducing the amount of mobile [1, 2] device
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energy usage to conserve environmentally friendly resources and maintain a reason-
able level of energy consumption is an important issue for information and commu-
nication Industry. There are many opportunities to reduce the energy consumption at
various levels from hardware, OS, machine code to application level. Innumerable
research is going on the optimization of low-level software; e. g., Upgrades machine
code. Another solution is the optimization [3, 4] of hardware components to reduce
mobile device energy consumption. In software engineering, best approach to opti-
mize applications of energy usage is to detect and remove the errors from the code,
which when executed with the code increases the energy consumption. Errors also
called as code smells are introduced in the code at the time of evolution of code
in the maintenance phase. Changing the source code to enhance the quality of the
software is considered as perfective maintenance. When code evolves in the main-
tenance phase without following the blue printing of the software architectures, it
can lead to many code smells in the software, so it can increase any device’s energy
consumption. Changing an application’s power consumption profile can have a huge
effect on the capacity of end-users to use their device. This paper is working towards
the Green Mining idea, an effort to quantify the energy consumption when code is
executing with code smells and without code smells. GreenMining aims to help soft-
ware engineers to minimize the usage of power consumption of their own software
by measuring the power consumption effect after the software update.

In this study, java-based mobile application is taken from two repositories, Git
hub repository and F-droid app store. The applications from these repositories are of
various types, such as some applications from the entertainment field, others from the
news field, etc. Different applications impact energy consumption differently, as in
this paper. In order to find out the effect of code smells on energy consumption, code
smells are detected with an open eclipse-based software named as Jdeodorant. Code
smells are eliminated by applying appropriate automated refactoring techniques. In
this study, two different studied tools are used to refactor the code (i) To remove
the code smells from the java-based application, a tool named Jdeodorant is used
(ii) To remove the code smells from XML file, a tool named oxygen is used. After
eliminating the code smells by applying the automated refactoring technique, energy
consumption is again measured and impact of refactoring on energy consumption is
evaluated.

This paper is divided into five sections; section 2 presents thework done by various
authors; in Sect. 3, experimental work is given; Sect. 4 presents the results of the
experimental work; and Sect. 5 presents the conclusion.

2 Literature Survey

The ongoing expansion of users of embedded systems and mobile apps, the depen-
dency on efficient battery life has caught the attention of developers and the researcher
to investigate about the diverse factors that can alter and enhance the battery life of
an embedded system.
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This section contains the literature review of several research papers on the impact
of code smells on the embedded systems and how refactoring can help in improving
the legacy code. Reducing redundancy of test cases generation using code smell
detection and refactoring [5] detects and refactors three major code smells using
DART technique to reduce the number of test cases. An Eclipse Plug-in Tool for
Generating Test Cases from Source Codes[6] deals to ease the complexity faced
by the developers by coming up with manual creation of test cases and checking
the functionality of systems, if it caters the user requirements or not. Leveraging
Model-Driven Engineering for Energy Optimization [7] uses MoDisco to dynam-
ically perform reverse engineering framework to generate a model out of a Java
program using the standard Structured Metrics Metamodel (SMM). On the Impact
of Code Smells on the Energy Consumption of Mobile Applications, [8] determines
(i) the extent to which code smells affect the source code methods of mobile apps and
influence energy efficiency, and (ii) if refactoring operations are applied to remove
them directly improves the energy efficiency of refactored methods. Empirical Eval-
uation of the Energy Impact of Refactoring Code Smells [9] explored Open Source
Java ORM-based applications to conclude that refactoring code smells is a vital
process to largely improve energy efficiency of the software. The magnitude of the
impact depends upon the properties of applications like size, age, etc. Using Auto-
maticRefactoring to ImproveEnergyEfficiency ofAndroidApps, [10] analyzed code
smells in 140 free and open-source apps using automatic refactoring tool Leafactor.
As an outcome, it fixed 222 energy-related anti-patterns and improved the energy
footprint of 45 apps. Multiclass classification of mobile applications as per energy
consumption [11] Comprehensive review of power consumption in mobile apps
using ML tools using Bayesian classification, K-nearest neighbor, decision tree,
j458 Random Forest etc. A systematic literature review: Refactoring for disclosing
code smells in object oriented software [12] systematically reviews already existing
relating to refactoring and code smells and anti-patterns. An Empirical Investigation
into Code Smells Elimination Sequences for Energy Efficient Software [13] studies
the Object Oriented software systems to analyze the sequence of refactoring and
eliminating the diagnosed code smells by refactoring three major code smells using
automated tool JDeodorant. Investigation for Software Power Consumption of Code
Refactoring Techniques [14] analyzed the power consumption of the 63 refactoring
techniques given by Fowler’s [15], and after analysis, recommended 33 techniques
among them as energy-efficient refactoring ones.

Based on the work done by different authors in the filed on energy optimization,
an experiment is conducted which is given in Sect. 3 to find out the effect on code
smells on energy consumption.

3 Experimental Study

During this study, two different tools, namely, JDeodorant and Oxygen are explored
to detect and correct the code smells through refactoring (Table 1).The tools obtain
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Table 1 Tools used during the study

Tools Language
supported

Type Version used Automated
refactoring

Link to code
directly

JDeodorant Java Eclipse plugin v5.0.76 Yes Yes

Oxygen XML Stand-alone Editor 22 Yes Yes

Gradle build
tool

Java Eclipse
Plug-in

6.4.1 No No

a file alone, a kit, or a full project based on Android [16, 17] as input and search for
appropriate files, i.e., source files Java and XML. To review these files and create a
new and improved version, it uses automated refactoring software.

Two separate engines are used: compiling Java-based files first, and exploring
XML files second. The Java file refactoring tool is implemented in the JDeodorant
open-source project which is an Eclipse plugin to automatically refactor Java appli-
cation code. They are useful in extensive code cleanup to help get "shorter, easier to
maintain and easier to base code expressing. JDeodorant does not allow the refac-
toring of XML-based files, so it has deployed and implemented a separate refactoring
tool called Oxygen XML editor. The architecture of tools used to refactor an android
project is shown in Fig. 1.

Fig. 1 Architecture diagram
of the automatic refactoring
tools
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Table 2 Applications from
different categories are taken
from public repositories

S.no App category No. of apps studied

1 Utilities 3

2 Entertainment 2

3 Games 2

4 News 2

5 Productivity 2

6 Lifestyle 1

7 Social networking 2

8 Education 2

9 Travel 1

10 Health and fitness 1

11 Business 2

Total apps 20

To study the effect of code smells on embedded systems, various Free and Open
Source Software (FOSS) are studied for android apps. The following methodology
is opted to find out the energy consumption for the android-based application.

Step1: The first step towards the experiment is collection of data which is taken
from two public repositories, namely (i) F-droid app store which is a repository
for free and open-source software (FOSS) applications for the Android platform,
and (ii) Secondly, the applications are taken from the GitHub which is public
repository. Applications collected from these repositories are from different cate-
gories like Utilities, entertainment, games, news, productivity, social networking,
games, health and fitness, Business as given in Table 2.
Step2: To understand the effect on energy consumption, code smells are evaluated
using an eclipse-based tool, Jdeodorant, from these applications.
Step3: Next step towards the energy evaluation is to correct the detected code
smells is refactoring. In this study, to correct the code smells, an automated tool
Jdeodorant is used as given in Table 3.

4 Results

In this paper, three tools have been employed that are used to detect and refactor five
major code smells, namely, god class, feature envy, long method, and type checking,
and code smells from the source code of various android apps on a smart phone with
the features mentioned in Table 4.

To detect the code smells in java-based files, an automatic tool IntelliJDeodorant
tool is used, while on the other hand, to refactor XML-based files, a tool Oxygen
is used. The results so obtained are tabulated in Table 5. Analysis of source code



376 Reeshti et al.

Table 3 Code smells detection and refactoring techniques

S.no Code smells detected Refactoring method

1 Long method Extract method refactoring technique allows to move the
fragment of code that can be grouped together, place it in a
separate method block, and replace the previous code with method
calling

2 Duplicate code Extract method for both groups, followed by Pull Up Field for
the fields you are pulling up in the process

3 Feature Envy Move method refactoring technique allows placing the method
from one class to the class where the method is put to use more
often

4 God class Extract class refactoring technique is applied when a class begins
to overweigh with too many methods and its application becomes
vague. It involves creating a fresh class and moving methods and
the data to new class

5 Type checking Replace type code with State/Strategy refactorings

Table 4 Specification of
smart phone

Battery voltage 3300 mAh battery with dash charging

Battery type Li-Polymer

Processor Snapdragon 845

CPU 4 × 2.8 GHz Kryo 385

Architecture 64 bit

Storage 8 GB RAM + 128 GB ROM

Camera 16 + 20 MP dual camera

Screen Optic AMOLED 6.28′′ display

before refactoring and after refactoring is performed. From the data collected, we see
the reduction in computation time of several apps which is significantly dependent
on the hardware of the device, graphical user interface (GUI) of the android apps,
and power consumption. For the purpose of accuracy of the data collected for power
consumption before and after refactoring, we perform the study for 10 min for five
times each to take the average reading, thus calculating the impact on the power
consumption.

The pattern so observed during the study is largely dependent on the hardware
of the device on which the study is performed and not the software, but we can
conclude that the pattern remains the same with similar set of android apps because
the refactoring technique deployed optimizes the computation time which reduces
competitively upon refactoring code smells like god class and long method.

As from the Table 5, it is observed that energy consumption is significantly
improved in the application, namely, entertainment application, gaming application,
educational, and travel applications.
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Table 5 Effect on energy consumption before and after refactoring

S.no App category No. of apps
studied

Power consumed (average) Impact on
power
consumption

Before
refactoring
(in mJ)

After refactoring
(in mJ)

1 Utilities 3 16,876.67 16,227.67 Low

2 Entertainment 2 871,001 850,792 High

3 Games 2 1,058,692 1,063,031 Very high

4 News 2 164,437 162,223 Low

5 Productivity 2 693,193 668,722 Medium

6 Lifestyle 1 29,001 28,100 High

7 Social
networking

2 610,420 622,208 Medium

8 Education 2 822,346 808,214 High

9 Travel 1 29,901 27,901 High

10 Health and
fitness

1 67,222 66,021 Medium

11 Business 2 221,793 208,302 Medium

Total apps 20

5 Conclusion

Smart phones are very essential to people these days and the battery life is a vital
concern for the proper functioning like communication and operability anywhere
anytime. If the battery life is poor, then a big constraint comes up in this commu-
nication cycle. This study helps to understand the impact of four code smells on
the power consumption patterns in various categories of android apps. We target
the classes, methods, and sections of the applications that mostly impact the battery
life, and we categorize the impact as low, medium, and high, and conclude that the
behavior of the app varies with the removal of code smells by using automated tools,
JDeodorant and Oxygen, with recursive iteration. The improvement in the power
consumption depends on the correctness of the tools used, hardware of the device,
GUI, number, and the type of code smells present. The android apps that have a lot
of God classes in them, have very high impact on the power consumption, do not
show significant change in the power consumption even after multiple refactoring
applied. This is because breaking down of god class into smaller classes leads to
recursive call overhead. The energy behavior in apps with medium impact on power
consumption can be improved by refactoring god class first, then feature envy, and at
last, long method. The maintainability of apps with low impact on power consump-
tion show considerable drift after few iterations of refactoring using automated tools.
The results so obtained may vary with the significant change in the hardware, but
show same patterns with the type of apps classified on the basis of usability largely.
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Human Detecting Sensors
and End-To-End Security Model
for Design and Manufacturing
of IoT-Based Disinfectant Sanitizer
Tunnel: An Innovation Against Covid-19

Ramesh Chandra Panda, Rajdeep Chakraborty, Tanupriya Choudhury,
K. E. Mathivanan, and Sudeshna Chakraborty

Abstract COVID-19 pandemic affected many people world-wide. It has become
a global issue. The major priority of the scientific community is to control this
pandemic. The infection can spread through various ways, mainly by touching a
contaminated or infected surface or person-to-person contact (droplets from the oral
and nasal passage from an infected person). Increase in the rate of infection can
by caused by inadequate hygiene practices and cleanliness. The virus is active up
to few hours on various surfaces and time may vary according to the nature of
the surface. The virus can continue to spread rapidly by contact surfaces and air.
Prevention of further viral spread can be attained by effective disinfection of surface
and air. It is suggested that sanitizers (0.1% sodium hypochlorite) can effectively
arrest COVID-19 virus within a minute. This paper describes a strong IoT-based
disinfectant tunnel which is used to disinfect external surface of objects, clothes, or
even human skin to provide protection against COVID-19 in social or public places
such as malls, schools, hospitals, airports, and offices. Primarily focusing on the
significance, structural design, and functioning of the tunnel. Tomake the tunnel cost-
effective and sustainable, solar panels and steel rods have been used. The disinfectant
tunnel is highly efficient as it offers no contact disinfection or sanitization. This
sensitization tunnel must detect human to sanitize, this paper illustrates a novel
approach of using sensors for human detection, and since this project is based on IoT
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as backbone, so security model must be there to guard against malicious user. This
paper also illustrates end-to-end security model.

Keywords Disinfecting tunnel · Sanitization · COVID-19 disease · Sustainable
and cost-effective · Sensors · IoT · End-to-end security model

1 Introduction

Corona virus refers to a large group of viruses that infects humans and animals. A
new strain of corona virus causes COVID-19 [1, 2]. To reduce the spread of infec-
tion, wearing PPE kits, cleaning hands, and disinfecting people as well as contam-
inated surfaces are the only possible ways. A useful tool which has emerged to
decrease the spread of the virus is “social distancing.” In public places, mainly, it is
quite difficult to maintain the social discipline. Precautions should be taken and it
is only an effective way to deal with the virus. One of the significant and effective
methods to protect ourselves on individual basis is disinfection. Disinfection [3] is
defined as the process to eliminate pathogenic microorganisms. Quaternary ammo-
nium compounds, alcohols, phenolics, chlorine and chlorine compounds, peracetic
acid, formaldehyde, hydrogen peroxide, formaldehyde, and glutaraldehyde act as
disinfectants. A powerful and effective disinfecting system is required for reducing
the spread of the COVID-19 virus and for bringing back the economy to normalcy.
Considering the large population, public places which are heavily crowded, and
busy lifestyle, there is a need for sustainable approach for disinfection to combat
the spread of infection. One of the cost-effective and sustainable methods [4] is DT
(Disinfecting Tunnel) [5] or sanitizing tunnel [6]. A disinfecting or sanitizing tunnel
is a walk-through pathway with continuous release of sanitizer or disinfecting agent.
It can be used as an efficient way to stop the spread of the virus in public places. An
IoT-based disinfecting tunnel can be used to effectively manage contactless disin-
fection of the surfaces to reduce the risk of infection. After the lockdown is lifted
fully, the tunnel can effectively help in the movement of public. Hence, the tunnel is
IoT-based, that is, there is no intervention of human in arresting the virus.

Section 2 describes structural design of this project, Sect. 3 gives
functioning/pseudo-code of the design, Sect. 4 illustrates sensor-based approach for
human detection and also illustrates end-to-end encryption model, Sect. 5 gives the
discussions, and Sect. 6 draws the conclusion.

2 Design of Disinfecting Tunnel

Section 2.1 describes the significance of the sanitizers and Sect. 2.2 describes the
structural design.
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2.1 Significance of Sanitizers

A fluid substance which is designed to kill germs on skin, surface, or object is known
as sanitizer. It can also be categorized as household tunnel (hand sanitizer) which
kills the germs on skin and surfaces to prevent the spread of diseases. Since there is
a tremendous rise in the number of COVID-19 cases with every passing day, all the
public places being open and crowded, sanitizer has become the most important part
of human life. Being aware of maintaining not only hand hygiene but the entire body
surface has become necessary. Sanitizing the entire body surface before entering as
well as leaving a workplace, shopping mall, hospitals, etc., can become easier by the
implementation of disinfecting or sanitizing tunnel. Awareness among individuals
and intelligent use of the resources gifted to us by science can lead to a reduction in
infection.

2.2 Structural Design

There have been good measures undertaken during the current corona virus disease
(COVID-19) pandemic [7]. The most common measure is called “disinfection
tunnel” (DT) or “sanitization tunnel” (ST). They are being stationed outside of
the crowded places like vegetable markets, offices, bus and railway stations, and
hospitals. The people may walk-through and into this tunnel then and also even ride
through and into them on two-wheelers.

Now Sect. 2.2.1 will give component of the structure and Sect. 2.2.2 will illustrate
procedure for construction.

2.2.1 Component of the Structure

These are movable structures, made of steel, with the distance varying from 12 to
25 ft. It has a pump (working pressure of 90PSI, maximum pressure of 125 PSI), an
adaptor having an input of 110–240 v ac as well as an output 14 v DC, 2.5 amp, and
a battery which requires:

• Charging voltage-27c
• Charging mode-12–13.8 v
• Stand by float vol-1404-15.0 v
• Cycle (boost Vol)-1404-15.0 v
• Charging current-405 amps
• The solution is at a height of 2 m (Open flow—1.8 Ipm, Max Amp—102 A,

Voltage = 24VDC).
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Fig. 1 Design of the sanitization tunnel

2.2.2 Procedure for Construction

The skeleton of the structure is prepared by assembling steel rods in a cuboidal
frame and is covered by solar panels on the top. A section holding the bottle of the
disinfectant is placed at the adjacent end. A battery and an inverter is connected to
direct the flow of current. The cuboidal structure has nozzles attached on the corners
of the frame connected to a pump, which directs the flow of disinfectant from the
nozzles. The center of the tunnel has a rotor which helps in the rotation of the person
standing on it. It is an IoT-based system, which has sensors, assuring the no contact
entry and exit from the tunnel. Figure 1 shows the structural design of this sanitization
tunnel.

3 Functioning of This Sanitization Tunnel

Sodium Hypochlorite solution will be sprayed in these tunnels as mist. It can be
of two types—dynamic and static. The person will be rotated inside the station for
10–15 min which is a static model, the disinfectant will be sprayed through nozzles
which are arranged in awhole of the circumference. In the dynamicmodel, the person
will move for 10–12 ft. where the disinfectant will be sprayed throughout their path.
The IOT-based tunnel, where the sensors are being attached, will be activated when
the person enters. For power supply, it has a battery and solar panels—a sustainable
approach (utilization of solar energy—a renewable resource).

The key features of the functioning of this sanitization tunnel are:

Fully Automatic

This sanitization tunnel is fully automatic, which means when a human enters this
tunnel, he gets sanitized automatically.
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Operates with sensors

This tunnel automatically detects human with sensors [8] installed inside it.

It is not closed at the back to avoid contact after sanitization

This is another feature to avoid contact after sanitization.

Sanitizer tunnel for Office, Home, Public Places, Shops

Since this sanitization tunnel is very cost-effective, so, it can be used in many places.

Color-Multicolor

This sanitization tunnel comes in multicolor.

Material-Steel

Steel is used as the construction material.

Solar Assisted

Solar panel is fitted above this tunnel to charge the battery installed.
The key features of installed Battery are:

• Charging voltage-27c
• Charging mode-12–13.8 v
• Stand by float vol-1404-15.0 v
• Cycle (boost Vol)-1404-15.0 v
• Charging current-405 amps.

Key features of the adaptor used in this sanitization tunnel are:

• Input-110–240 v ac
• Output 14 v DC, 2.5 amp.

The key features of the sanitization pump are:

• Working pressure: 90 PSI
• Max Pressure: 125 PSI
• Solution height-2 m
• Open flow-1.8l pm
• Max Amp-102 A
• Voltage = 24 VDC.

Figure 2 gives the pseudo-code of main module. So, first is setup module which
makes the sanitization tunnel in setup phase after each loop. The loopmodule repeat-
edly sanitizes person by person. It basicallyworks based on the distance of that person
from the sensor. If the distance is less than 10 cm, then the motor starts sanitization
and waits for delay, else motor stops and waits for a delay.

Figure 3 gives the circuit design of this IoT-based [9–12] sanitization tunnel.
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int triggered_pinslot = 2;
int eecho_pinslot = 3;
int mootaar = 10;
int timenow;
int actualdistance;

void setup ( )
{
Seriall.begin (9550);
Pin2Mode (triggered_pinslot, OUTTPUTT);
Pin2Mode (eecho_pinslot, INPPUTT);
Pin2Mode mootaar, OUTTPUTT);
}

void loop ( )
{
digitallWritee (triggered_pinslot, VERYHIGH);
delayMicroseconds (15);
digitallWritee (triggered_pinslot, TOOLOW);
timenow = pulseIn (eecho_pinslot, VERYHIGH);
actualdistance = (timenow * 0.034) / 2;

if (actualdistance <= 15)
{
Seriall.println (" Motor on");
Seriall.print ("actual distance = ");              
Seriall.println (actualdistance);        
digitallWritee (mootaar, VERYHIGH);
delay (650);
}
else {
Seriall.println ("Motar off ");
Seriall.print ("actual distance = ");              
Seriall.println (actualdistance);        
digitallWritee (mootaar, TOOLOW);
delay (555);        
}
}

Fig. 2 Main-module pseudo-code

Fig. 3 IoT-based circuit
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4 Sensors and Security

Sensors are the main component of this design. 12vdc or 240ac Walk-Through
Sanitizer Tunnel Sensor, Sensing Distance: 3 Mtr is used in this design. Table 1
gives the pre-processing time, processing time, and storage requirements for human
recognition methods [13] using sensors.

Table 2 illustrates the building blocks of End-to-End Encryption model in IoT
security. So, the Security Service Layer of E2EE [14]model consists of authenticated
encryption with forward secrecy and backward compatibility. It also uses MAC and

Table 1 Pre-processing time, processing time, training time, and storage requirements

Method Pre-processing training time (ns) Storage
requirements

Processing time (ns)

RRSS p-Fold Lio RRSS p-Fold LIO

BDM 27.95 26.65 22.55 Mean to be
found,
Covariance to
be found,
CCPDF to be
found

5.55 5.75 5.66

RBA 2812.22 3775.77 3455.14 All the rules 0.68 0.99 0.87

LSM 7.11 9.93 5.55 Average of
training vector
to be found
for each class
used

0.35 0.33 0.33

K-NN 3.33 11.55 10.25 To find all
training
vectors

111.35 365.25 188.35

DTW1 7.77 9.99 6.55 To find
average of
training
vectors of
each class
used

87.22 85.23 86.65

DTW2 3.33 12.65 11.66 All training
vectors to be
found

117.55 158.95 163.22

SVM 7558.17 13,317.88 11,198.61 Use of SVM
models

18.55 7.33 8.22

ANN 299,815 222,278 224,267 Determination
of network
structure and
to find
connection
weights

0.05 0.55 0.55
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Table 2 Building blocks of E2EE model in IoT security

Used security service
provider layer

Used key management
provider layer

Use cryptographic
primitive provider
layer

Use math provider
layer

Authenticated
encryption

Key generation Symmetric: AES Multiple precision
arithmetic

Forward secrecy Key distribution Asymmetric: Rabin,
RSA, ECC, and
ElGamal

Finite field
arithmetic

Backward
compatibility

Key agreement Hash: SHA-1, SHA-3 To find Modular
number
Exponentiation

MAC KDF NA problem on Elliptic
curve cryptography
and arithmetic

HMAC NA NA NA

Multiple encryption NA NA NA

Modes of operation NA NA NA

HMAC algorithms andmultiple encryptions of blocks withmodes of operations such
as CBC.

The key management layer of E2EE model gives services like key generation,
distribution, and agreement between two ends.

Cryptographic primitive layer uses the actual encryption usingAES for symmetric
encryption, RSA, ElGamal, and ECC for asymmetric encryption, and SHA algorithm
for authentication.

Finally, mathematics layer of E2EE model uses finite field arithmetic, modular
exponentiation, and elliptic curve arithmetic for implementation of higher layers of
security just discussed.

5 Discussion

The tunnel is unique in its own way and can be considered as the best option at the
time of pandemic. The key features are:

A. IoT-based [15] system—The future of technology lies in artificial intelligence
and IoT. Since it has intelligent sensors, it can assure no contact entry and exit,
which reduces surface contamination.

B. Sustainable—Solar energy, which is a renewable resource, is being utilized
making it a sustainable approach.

C. Cost-effective—The cost of setting up these contraptions depends on basic
models (15,000 Indian rupees) to high-end steel and chrome tunnels with
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various sensors (20,000 Indian rupees) which is approximately 5,000–10,000
rupees cheaper than the already launched models.

D. Readily available—Having a simple model and easily available components, it
is easy to manufacture, and implant, making it one of the most readily available
sanitizing tunnels.

E. Sensors—This design uses effective sensors as given in Sect. 4 to automatically
operate in this sanitization tunnel.

F. End-to-End Encryption Model—This sanitization tunnel is IoT controlled, so,
security mechanism must be there. E2EEModel is considered the best security
mechanism which is used in this sanitization tunnel.

6 Summary and Conclusion

The futuristic approach towards this tunnel can be conversion of the cuboidal frame
into simple brackets, one solar panel being fitted on the top. Fitting the pump, battery,
and inverter on the side wall of the tunnel. An additional box fitted on the side wall
for storing the extra sanitizers. Capillary action can be used for the discharge of
sanitizer from the nozzle and one rotating base being fitted at the bottom which
makes the person rotate without rotating itself. Looking at the current scenario, there
is a significant need for disinfecting our body surfaces as well as the objects around
us. It acts as a reliable option to maintain overall hygiene while continuing with our
day-to-day necessities. The tunnel being fully automatic, sensor-operating, opened
from one end (to avoid contact after sanitization), solar-assisted, and steel-body
makes it a sustainable, cost-effective, and intelligent option.
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Four-Factor Authentication
with Emerging Cybersecurity for Mobile
Transactions

Sanyam Jain, Raju Gautam, Shivani Sharma, Ravi Tomar,
and Tanupriya Choudhury

Abstract Cybersecurity is very much essential forMobile Transactions to complete
seamlessly. Mobile Commerce (Mcom.) is the very basic transaction type, which is
very commonly used (two in five people use mobile as transaction medium). To
secure this, there are various technologies used by this research. The four “factors”
formally known as Multi-Factor-Authentication are: two of them are Traditional
methods (User Login password and One Time Password (aka OTP)) with addition
of Geolocation and Facial Recognition. All the data is converted to a text file, which
is hidden in an image (using Babushka algorithm). The end-point then decrypts the
image using the same algorithm.

Keywords Babushka · 4FA ·Mobile transactions · Facial recognition · OTP

1 Introduction

This research paper intends to make mobile transactions more secure using multi-
factor authentication utilizing mobile resources (sensors) optimally at the time of
transaction.
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The whole module (Program) will run on the Bank’s gateway server. The current
technology we use in 2018 (2-Factor Authentication) can be extended with these two
more factors, namely, Geolocation and Facial recognition. The old methods are very
easy to break. Once a hacker (Thief) gets your sim, everything is leaked. According to
an experiment (Research byWired), once a sim is compromised (so as sms), one can
get your Google. There are various methods then to retrieve your text message, e.g.,
Push Bullet is used to monitor your mobile activity to computer to increase mobility.
There are various proved Methods to crack sim Text Messages using intermediary
networks like “Man in the Middle attack.” Thus, two more methods need to be
increased to make transactions more secure; there is geolocation matcher and facial
recognition matcher, which altogether matches the user current location of point of
purchase as well as the face, which is stored in bank database.

2 Till Now

There are various techniques used by banking institutions to secure mobile trans-
actions. Banks usually come with two basic solutions called 2FA which includes
user details (generally user ID password and another is one time password) for end
customer/user. These details are generally breakable at very low-level computation.
End user on the bank website sets user name and password and the 4–6 digit code is
received on phone registered with bank. Till now, there is no additional security for
this. Every mobile transaction directly or indirectly depends on only mobile phone.
This strategy worked well when there were people with no smartphones. The user
detail gets encrypted and transferred to bank in secured environment. There are high
rates of compromising and cracking bank transactions. Day by day, banks update
their security algorithms, even then also the transactions are being compromised
either by networks or by phishing user authenticity credentials [1–3].

3 Proposed Work

To overcome these low-level security measures, in this paper, two advanced methods
are proposed so as to wipe hacking of mobile transactions. User after performing
basic two factors, i.e., user credentials and OTP, it will get redirected to the gateway
consisting of geolocation (Performed background) and Facial Recognition in main
stream.All will be done on the smartphone/smart hand-held device consisting ofGPS
(Tomatch location) and Front Camera (For facial recognition). TheComputation part
will run on Bank server, the customer will only get the instance of program. Starting
from second factor, the geolocation part, user will have to update the current location
of performing transaction to the bank database which is personalized for each user of
bank—a dashboard. The same location is matched with the bank server at the time of
purchasing by the customer. This will run in background and user will not even get
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notified about the location factor. (This is done to make transaction faster and less
informative so as user thinks of three factors). All the data gets converted to a text file.
Text file consists of four things:Username+Password+ ImageASCII code (Fetched
from facial Recognition)+GeoLocation (Of the mobile phone). The text file is then
embedded/encrypted with the image file and sent to the Merchant. Merchant or
Receiving bank then Decrypts the Image file, gets the user information, and authen-
ticate that. This way the transaction is completed and successfully transfers money.
The actual program should deploy on the server, which executes several instances for
each invoking user, and same methodology occurs every time. The proposed work is
different from among all the existing work by “Babushka/Matryoschka” algorithm.
The algorithm has been developed under many trainings to get text file encoded to
image file in the meta data of the image. The encryption uses HMAC-SHA256 to
authenticate the hidden data. We cannot ignore traditional approaches completely,
the underlying architecture of login, and mobile phone OTP is important when user
does not want to add more security measures [4–6].

4 Methodology

This section of the paper consists of the working of all four factors describing each
one by one as follows:

1. User Login and Password � this is a very basic authentication factor used
to verify the user against the database. The local database or internet database
anything can work to store and verify the user credentials. (Here we used sqlite3
for Ubuntu). The username and password are matched with database and are
verified and proceeded to the next step.

2. Mobile Authentication or One Time Password�OTP helps the bank to authen-
ticate user accessibility to the point of sale as to determine the ownership or
privacy for the original user to continue with the transaction. OTP may be 4 or
6 digit code as per standard. OTP is now submitted to the portal. OTP is hosted
by the Twilio API [7]. There are numerous services for the same. OTP is just
requested to the Twilio server and user buffers a hash key for same. Now, since
hash can only be broken by Twilio service, thus hash and the OTP received are
matched on the device.

3. Facial Recognition� The Third Milestone is the Facial recognition system as
the authentication factor.
After authenticating OTP, the user will be asked for his/her image capture, the
camera automatically takes it, and stores it in the file system for the future
authentication purpose. Now, the webcam analyzes the registered user’s face
in the organization database through the webcam, and identifies his features,
thereby unlocking the third milestone as secured user. Facial recognition is
used along with OpenCV library as the source tool for identifying the Human’s
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face (Link: https://opencv.org). This technique allows very less chance to the
attacker to bypass a particular system.

4. Geolocation (Of the mobile phone) � the geolocation part, user will have
to update the current location of performing transaction to the bank database
which is personalized for each user of bank—a dashboard. The same location
is matched with the bank server at the time of purchasing by the customer. This
will run in background and user will not even get notified about the location
factor. This creates the integrity of the location from which a user operates.
The smartphone app (here: Location Tracker for android) will be in sync to the
organization or bank database server which will be operating on hosted website.
The User, manually after the OTP validation, will update the Location Tracker
app with the Update button on it, this will set the latitude, the longitude of
the user’s current location based on the GPS, and this will be reflected in the
database server. This is a crucial step for a user whenever attacker tries to use
VPN as a layer to infiltrate into the user account. The security will be hard to
crack as mobile device GPS is ON and this matches the transaction done from
the application used to perform transaction.

4.1 Existing Security

The traditional approach towards doing transaction or logging in is entering username
and strong alphanumeric passwords, but they are vulnerable to different attacks like
social engineering, rainbow table, brute force attack, etc. This approach also has OTP
as a second factor sometimes, but they are liable to Man in the Middle attack which
causes leaking of the transferred OTP. There is a need to replace this technique
with some additional liabilities. Devoted programmers have little issue bypassing
through the weaker executions, either by capturing codes or by misusing account-
recuperation frameworks. The guarantee of two-factor started to disentangle right off
the bat. By 2014, lawbreakers focusing on Bitcoin administrations were discovering
courses around the additional security, either by catching programming tokens or
more detailed record recuperation plans. Now and again, assailants followed tele-
phone bearer accounts specifically, setting up a minute ago call-sending game plans
to capture codes in travel [8–12].

4.2 Proposed Security

4FA aims at higher assurance in comparison to single-factor schemes. Our proposed
system uses multiple factor which acts as an upper model in the shortcomings of
alphanumeric and OTP factors. The 4FA will be using facial recognition and the
geolocation feature as extra milestone in addition to the above-mentioned technique.
Geolocation creates the integrity of the location fromwhich the user operates (Fig. 1).

https://opencv.org
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Fig. 1 The working model

1. If OTP is verified, system asks for face recognition and run geolocation check
in background automatically.

2. If OTP is not verified, system stops transaction.
3. If the face recognition fails, system stops transaction.
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4. The user verifies location through app, if geolocation verifies, then proceed the
user, else system stops transaction.

Essentially, all the components of the 4FA module work together to identify a
person. This implies that even if one of the components gets an error, the complete
process of authentication will be terminated. For example, if in the middle of a trans-
action the program is unable to match the geolocation, the programwill terminate the
transaction, and hence, the transaction stays blocked at that point in time [13–16].

4.3 Matryoschka Algorithm

At last, the application will collect all data in a text file, and the text file is sent to the
merchant for successful transaction. The intermediary is “Babushka/Matryoschka”
algorithm [17]. Matryoschka are basically sets of traditional Russian wooden dolls
of decreasing size placed one inside the other. A Matryoschka doll can be opened
to reveal a smaller figure of the same sort inside, which has, in turn, another figure
inside, and so on. The Russian Matryoschka Museum recently exhibited a collection
of similarly designed Matryoschka sets, differing only in the number of nested dolls
in each set. Unfortunately, some over-zealous (and obviously unsupervised) children
separated these sets, placing all the individual dolls in a row. There are n dolls in
the row, each with an integer size. You need to reassemble the Matryoschka sets,
knowing neither the number of sets nor the number of dolls in each set. You know
only that every complete set consists of dolls with consecutive sizes from one to
some number m, which may vary between the different sets. Matryoschka algorithm
invokes Encryption HMAC-SHA256 bit [18] to authenticate the hidden data which
further implements the XTEA algorithm. To hide the sensitive data. All the previous
authentication factors will be passed through this encryption tunnel in order to hide
information in the image form. The text will not be visible throughout the transfer of
image, due to the hard coded encryption by HMAC-SHA256 and XTEA algorithm.
The non-significant values of the pixels on image are used to store all sensitive
information being encrypted by XTEA [19] algorithm which is being sent to the
server for completing the transaction. The SHA in turn is being implemented to
check the integrity of the data sent.

1. The Username and password from first factor are captured.
2. The data from second factor will be, i.e., OTP will be selected.
3. The data from third factor, i.e., facial recognition, the image captures will be

used, but first it is converted to ASCII ART of their image.
4. The data from fourth factor, i.e., latitude and longitude will be captured.

All the above-mentioned three points will be first stored in a text .txt file as the
primary source, and then this algorithm automatically encrypts that text data inside
the selected image, so as to preserve its identity, and then it is being sent to the
merchant. All the above-mentioned four points will be first stored in a text .txt file
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as the primary source, and then this algorithm automatically encrypts that text data
inside the selected image, to preserve its identity.

Syntax: python babushka.py –hide –m <mac-password> -k <password>
<secret> <change>

But first, the organization has to install python library called pillow.py using “sudo
pip install pillow,” this will install all the dependencies required for Matryoschka.
The file then gets encrypted and stored, into a mentioned image, as a factor for high
security. Now, let us say if a merchant wants to decode that image, there is a module
called DecodeNow.py, which will only be used by merchant for the pure decoding
purpose.

Syntax: python babushka.py –open –m <mac-password> -k <password>
<image>

4.4 Software Engine Specification

1. The software described in this application is basedon the python client integrated
with third party messaging service API, i.e., twilio.

2. OTP is just requested to the Twilio server and user buffers a hash key for same
and is secured for sending OTP messages.

3. Python being more popular language can be integrated in any system making
four-factor authentication more scalable.

4. The API use makes it easy for system to communicate with other services. One
of the API being used is Geolocation API of google.

5. The geolocation API uses different techniques to identify user’s current location
like public IP address of the device, cell tower IDs, GPS information, a list of
Wi-Fi access points, signal strengths, and MAC IDs (Wi-Fi and/or Bluetooth).

6. The open source android technology is used for the geolocation factor. The
app location tracker of our institution will be in sync to the organization/bank
database server which will be operating on hosted website.

7. The machine leaning technique is being implemented on the system for the face
recognition factor through an image dataset, which in turn are trained through a
variety of positive and negative images, thereby generating a common standard
format, i.e., XML which contains facial feature (Cascade). This format can be
used with any technology thereby making the system scalable and flexible.

8. The XML recognizes a real-time face. And Frame of the dataset can be stored
as for further use.

9. PyQt4 is used to give the graphical Dialog Box Layout to the system performing
transactions. Though it can be modified as per Application’s need because of
Open Source development.
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5 Result

The system is developed with integration of different modules. The complete trans-
action costs at end user is 30 s. And complexity at bank server costs O(n). The result
was observed under various cloud servers from AWS. A small bank type environ-
ment was created to perform the transactions and handle mobile level processes.
Successful transactions were recorded by the Amazon Dynamo DB. Tests were
performed specifically for mobile transactions, and hence, the bank systems have
a prior information about the device of the transaction using ip address.

6 Conclusion

The use of multifactor authentication helped to achieve the purpose of more secure
electronic transactions. The four-factor validation arrangement prepares client by
giving solid validation to expansive scale. The 4FA could unquestionably decrease
the recurrence of online fraud and data leakage furthermore, other online blackmails
in the light of the way that the causality secret key could never again be adequate to
give a criminal access to user information.
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FPGA Implementation of Image
Processing Filters using IoT

Ajay Rupani, Sayamuddin Ahmed Jilani, F. H. A. Shibly,
and Tanupriya Choudhury

Abstract The greater part of the articles or substances that are available around us
will specifically or by implication be accessible on the system in the present scenario
of IoT. To associate with Internet of Things, different sensor network advancements
and Radio Frequency Identification (RFID) will be produced. By these imaginative
innovations, data and correspondence frameworks are impalpably encompassed in
nature around clients. In this paper, appropriate filter selection work is done using
web server application by means of Raspberry-Pi. Verilog code is written in Xilinx
Vivado software to design various image processing filters.

Keywords FPGA · IoT · Image processing

1 Introduction

The term IoT was first presented by Kevin Ashton in 1999. IoT can be utilized
for various applications like transport, medicinal services and utilities and so on.
Be that as it may, the importance of ‘Things’ has been enhanced as innovation
advanced the goal of seeming well and good data without the help of human asso-
ciation continues as before [1]. Internet of things is a framework of interconnected
objects, advanced and mechanical machines, substances, figuring gadgets and indi-
viduals with uncommon aptitudes. System architecture has been shown in the below
Fig. 1.
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Fig. 1 System architecture of IoT [2]

The architecture of IoT [3–5] contains various things associated in an immediate
or roundabout way, regardless of whether it might be any transportation gadget or
any object or any computing gadget or anyWi-Fi gadget, in a system with or without
human intercession [6].

1.1 Image Processing Operations

The filtering of image data is a well-known procedure utilized as a part of all image
processing systems [7]. The decision of the filter is decided by:

• Behaviour of the filter.
• The way how the filter perform the task.
• Type of the data [8–10].

1.1.1 Mean Filter

This filter is generally utilized as a part of graphics programming, commonly to
reduce the noise present in an image and diminish detail [11]. The average filter is
also known as mean filter. The mathematical function of mean filter is given by:
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Fig. 2 Original image

f(i, j) = 1

3∗3

⎡
⎣
1 1 1
1 1 1
1 1 1

⎤
⎦

1.1.2 Gaussian Filter

The mathematical function for Gaussian filter is given by:

The Figure shows the example of a Gaussian filter (Figs. 2 and 3):

1.1.3 Edge Detection

A process of computing [12–14] the gradient of image intensity at every point of the
image is known as edge detection [15]. The edge identification depends on traversing
the whole picture with the help of a filter in horizontal and vertical direction and is
in this way generally cheap regarding computations [16].

The Fig. 4 shown below demonstrates a case of this procedure.
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Fig. 3 Output of Gaussian
filter

Fig. 4 Edge detection
operation result

The mathematical function for the edge detection operation is given by:
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2 Related Work

IoTs [17–19] enabled VLSI Design can be designed using Verilog, and we can use
raspberry-pi as an IoT device to make the web server-based application [20] (Fig. 5).

Interfacing of FPGA development board with Raspberry-Pi model 3B has been
done to propose the following task in Fig. 6.

Fig. 5 IoTs enable VLSI
design [21] IP 

Address

Verilog/
VHDL 
Code

FPGAs

IoTs
Enabled 

VLSI 
Design
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Coding
Simulati

on Hardware Monitor

PHP 
Code

Raspberry-
Pi

Fig. 6 Related work [16]

3 Methodology

In the proposed system architecture, a decoder logic circuit selects the appropriate
filter operation which a user can want to use. After selecting appropriate filter opera-
tion, user can click on the appropriate choice using web server application as shown
in Fig. 7.

The web server application is designed using PHP code, i.e. shown in Fig. 8. After
decoding the correct filter option, user can select the proper filter operation using this
web server application. There are five types of filters designed in this research paper.

Fig. 7 Proposed system architecture
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Fig. 8 Web server application snapshot

Fig. 9 Block diagram

The input image is loaded through Block RAM. If a user clicks on Average Filter
Option, the average filtered output of that image will appear on the screen (Fig. 8).

The block diagram of overall operation is presented in Fig. 9.
The FPGA implementation for proposed architecture is shown in Fig. 10.

4 Analysis and Result

Wehave designed and implemented various image processing filters inXilinxVivado
software using Verilog HDL. Also, hardware implementation has been done to verify
our Verilog code. The Chip Utilization report has been obtained that is shown in
Fig. 11.
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Fig. 10 FPGA implementation of proposed system

Fig. 11 Chip utilization
report

The input and output images are displayed as follows in Figs. 12, 13, 14, 15, 16
and 17.

Figure 12 shows the original image (Lena) and other figures represent the output
of various image processing filters.

5 Summary and Conclusion

In the Performance analysis [22–24], we have gone through all the parameters which
we have discussed in theory andwhichwe have observed from the software during the
designing. We have obtained appropriate results using web server-based application.
FPGA implementation and its interfacing with Raspberry-Pi have been justified.
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Fig. 12 Original image
(Lena)

Fig. 13 Gray scale filtered
image

We have obtained the chip utilization report along with the output of various filters
using web server-based application. More filters can be designed and implemented
in future to enhance this method. IoT will be effective in the coming years because
of the following reasons:

• Broadbandweb iswidely utilized in the light of the fact that themedia transmission
framework is getting to be plainly productive.

• By improving remote and sensor innovation, the generation of sensors which
worked in Wi-Fi abilities made associating gadgets considerably less expensive
to prior. Along these lines, it would be an astute choice to utilize IoT.

• Use of advanced cell phones and other registering gadgets are widely high and,
as a result of that, various media transmission organizations are endeavouring to
fulfil their clients by giving the best administrations by enhancing framework.
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Fig. 14 Edge detection

Fig. 15 Average filter

• Because of goliath systemof heterogeneous gadgets, IoT someof the time likewise
needs to isolate some correspondence from the current channel. What is more, it
is likewise less expensive and effortlessly achievable on account of IoT contrasted
with conventional system.
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Fig. 16 Output of
sharpening

Fig. 17 Output of Gaussian
filter
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An Overview on State-of-Art in Mid-Air
Writing and Recognition Systems

Aradhana Kumari Singh, Lalit Kane, Abhirup Khanna,
and Tanupriya Choudhury

Abstract Moving hand in the air with an intention to convey a character, symbol,
or word is a dynamic gesture. These gestures are characterized by projected trajec-
tories of the hand movement. Automated recognition of these air trajectories is open
research due to inherent complexities. Researchworks in this area range from isolated
character trajectory recognition to continuous word trajectory recognition. Attempts
have been made to develop in-air writing systems in order to mimic natural pen-
paper writing. At the other end, algorithms have been reported which presume the
existence of unwanted, ligature strokes within the legitimate strokes. Right from
the acquisition of the trajectories to the spotting of the legitimate gesture bound-
aries is principal challenges. This paper gives a comprehensive overview of various
schemes employed for developing Mid-Air Writing (MAW) systems. An intensive
walk through the literature suggests thatmost of the concerned schemes are variations
to Hidden Markov Model (HMM), Dynamic Time Warping (DTW), and Longest
Common Subsequence (LCS) techniques. However, some novel schemes targeting
MAW systems have also been discussed in this paper.

Keywords HCI · Hand trajectory · Continuous stream data · HMM · DTW · LCS

1 Introduction

In themodern scenario of human–computer interaction, touchless gesture recognition
is becoming an area of interest. Hand Gesture Recognition (HGR) can take a variety
of forms depending upon the nature of the applications [1–5]. Further, the trajectory
input can be touch-based such as a glove and electro sensor pen [6–9] or it could
be touchless [10–13]. The predominant factor deciding a gesture are hand posture,
posture sequences, and movement of the hand in the air, which eventually forms
trajectories. For instance, fingerspelling recognition exemplifies posture recognition,
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sign language gestures denote posture sequences, and articulations in the air (mid-
air writing [14]) in order to convey a character or word are characterized by motion
trajectories. Since, in the mid-air writing [15] system, the user is allowed to write
in the air with fingers or hand that leads to creating a trajectory forming a single
character stroke and this is considered as a one-stroke finger gesture. Moreover,
the system does not have any visual aid for the writing area in mid-air. Hence,
character/word articulated by subject is highly superimposed over other with the
inclusion of ligature stroke. The ultimate aim of such type of problem is to recognize
the arbitrary connection and superimposed character in single-stroke finger gestures.

The acquired mid-air gesture trajectory contains 3D point information, which
needs to be translated in 2D if needed, for the recognition process. In vision-based
mid-air trajectory recognition, the subject articulates a character, symbol, or word in
the air in front of a 2D/2.5D camera/sensor. The intercepted trajectory of coordinates
is recognized by an automated scheme working in the background. The recognized
results can be deployed as inputs to the public interaction terminals, e.g., railway
inquiry and bank tellers. Other possibilities to utilize the recognized input can be in
secured individual authentication and deaf and dumb (specially-abled) interaction.

However, the real-time solutions have just begun to be developed and the pertinent
literature is still full of offline, experimental work. Clearly, the emphasis is still on
the development of real-time air writing systems that can be deployed in a practical
environment.

Several schemes attempt to recognize these different traits with a common
strategy, few are feature-based [16–20] and other approaches are exemplary based
[21–27]. However, real-time systems require specifically customized methods to
render solutions.

This review paper intends to give a survey on the state-of-art and legendary
schemes in the area of mid-air character/word recognition. To the best of our knowl-
edge, the presented review is the first of its kind on the recognition of mid-air writing.
The observed general workflow for such a system is depicted in Fig. 1.

Trajectory Acquisition

The development of multimedia technology catalyses the need for touchless systems
as input in place of touch-based input devices. Such type of scheme demand 2D/2.5D
sensor camera calibration for trajectory acquisition. As some of the literature used
a 2D camera for video stream acquisition. Hence, they additionally require color-
based segmentation as well as a banalization step for fingertip tracking which is
sometimes not much accurate, as it does not provide depth information. While in
2.5D camera depth information is available, this additional information helps to
track the fingertip more precisely. With the calibration of a 2.5D camera gesture, the
trajectory can be acquired which is further used for pre-processing. Pre-processing
steps require segmentation, feature extraction, and centroid calculation for further
trajectory creation. In practical systems, low-cost depth sensors, e.g., leap-motion
controller,KinectXbox,ActionPro, etc., have predominantly been used for trajectory
acquisition.
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Fig. 1 General workflow for the trajectory recognition system

Taxonomy of Mid-Air Writing Systems

Gesture-based trajectory recognition system can be implemented for two broad types
of gestures. Firstly, for isolated gestures, gesture starting points are pre-cut. Such
schemes are fully off-line. The second category of recognition systems is based on
continuous trajectory recognition on the fly, which can be implemented practically.
Moreover, the trajectory written on the fly could be a character or a word-based
recognition algorithm. In the literature, character/digit recognition [25] and word
recognition with a limited corpus of the word [28] are emphasized separately.

As of now, based on literature, the classification approaches are feature-based
and template-based. Feature-based classification approach deals with statistical
analysis or state-based probability computation. In this context, modified Hidden
MarkovModel (HMM), Condition Random Field, andModified Quadratic Discrim-
inative function are considered for the classification scheme. Further, template-
based approach uses Dynamic TimeWarping, Longest Common Sub-sequence, edit
distance, etc.

Hand Trajectory features

A hand trajectory is a collection of flow vectors, represented by F = {f 1,.. f t ,….f T}.
Flow vector is nothing but the location of trajectory points and dynamics, f t = [x,
y, Vx,y, θ x,y]. The distance between the two points can be calculated by Euclidean
distance as d(f t , f T ). Resampling of the trajectory is required to have equally spaced
vectors.

Commonly Used Features

Hand position is the fundamental feature that is simple to extract and highly informa-
tive. Some notations are in a frame k; the hand position Pk = (x, y, z) and the frame
rate tk are obtained. Subsequently, velocity vk and acceleration ak are calculated.
Chain code also provides the direction of hand in 3D space. Twelve directional code
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Fig. 2 Chain code [29]

is considered for Chain code. XY directional has eight directions and two codes for
z direction. The 3D position achieved from a depth camera consists of the value of
three axes in projective co-ordinates. The co-ordinates x and y represent the pixel
position of the hand in the XY plane, and z represents the real distance [29] as shown
in Fig. 2.

Inmost of theworks, researchers have converted 3D feature vectors into 2Dprojec-
tive coordinates. Normalization is applied on hand positions to make them invariant
to translation while velocity, acceleration, and chain code are left intact due to their
inherent invariance to translation. The organization of the rest of the manuscript
is as follows: Section II discusses conventional approaches for mid-air trajectory
recognition. While Section III discusses the recent work done in the area of the
trajectory recognition system. Section 4 lists some available datasets. Further, Sect. 5
lists comparative efficiency results of different research done. Section 6 concludes
the literature for this manuscript. Section 7 discusses some open problems/Future
challenges for Gesture Recognition System (GRS).

2 Conventional Approaches for Trajectory Recognition

In dynamic gesturing,Mid-AirWriting (MAW)has a vision-based tracking algorithm
that calculates the centroid position of the hand. The sequence of centroid forms a
gesture trajectory. Descriptive features are extracted from the trajectory obtained.
Based on the features obtained, the classification algorithm should be able to find a
meaningful interpretation either as a gesture or as ameaningless stroke [30]. Based on
the physical perception,MAWsystems can be classified as touch-based and touchless
systems. The former requires users to make contact with a device, while the latter
uses 2D or 2.5D cameras to acquire continuous trajectory.

Modified Dynamic Time Warping (DTW)

DTW (Dynamic Time Warping), one of the traditional approaches for sequence
matching (e.g., DNA matching, signal matching), has been demonstrated to match a
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predetermined template of exemplary gesture trajectory [29, 31–33]. DTW promises
optimal alignment between two-time series.

Sohn et al. [29] presented a framework for mid-air drawn [34] digits recognition
in which they used a K-NN classifier in combination with DTW alignment. Using
a comparative analysis with various distance measures, it is established that DTW
offers better performance on irregular sequences, provided that the training set is
large. In a similar work, Vikram [33] used DTW to recognize mid-air characters by
using time series of 3D positions as input, which is acquired by a leapmotion camera.

Modified Longest Common Subsequence (LCS)

Onemore approach in this trend is the Longest Common Subsequence (LCS)method
of alignment that finds the similarity between a pair of full and partial trajectories.
Trajectories may reside in different dimensional spaces. It has a natural advantage
over usual similarity measures, e.g., Euclidean, Manhattan, Mahalanobis, etc., that
require fix dimensional data strings. In tone with DTW, LCS attempts to line up a
test and template sequence temporally, using feature distance cost, and finds all the
points with goodmatching are accepted.Moreover, it ignores outlier matching unlike
in the case with DTW [25]. The LCS algorithm was initially developed to find the
sub-word sequence in documents andmedical fields. In the context ofMAWsystems,
modifications to the basic LCS have been reported to find similarities between sub-
gestures. Here, it is assumed that a gesture is composed of sub-segments, which
are denoted as most discriminating segments (MDS). Work by Stern et al. [25] is
tested on pre-isolated digits 0–9 and achieved 98% efficiency with O(logK)+ O((K
+ B) mn) time complexity. Sample trajectories for each Arabic digit have been
observed to learn MDSs. A similar pattern of the work by Nyirarugira and Kim
[23] which tunes LCS with rough set theory achieved 96.4% accuracy on English
alphabet and digits withO(nm) efficiency of their algorithm. Input trajectory streams
are searched for the most suitable MDS sequences to determine their labels using
LCS. Three dimensional trajectory patterns have been projected into 2D space as a
preliminary step. A probabilistic approach on the same line is introduced by Frolova
and Stern [26]. Here, the 3D trajectory is projected into the 2D space using PCA in
a pre-processing step.

Hidden Markov Model (HMM)

The statistical scheme HMM can generate models based on some set of input
sequences called states. This memoryless model takes the outcome of the previous
state as input to the next. The transition from one state to another state depends on
the transition probability. Used predominantly in application areas like automated
speech recognition, handwriting recognition, etc., HMM has also been applied in
air trajectory recognition. Schick et al. [35] proposed a vision-based system and
used Hidden Markov Models with multi-camera 3D hand tracking. They mainly
focused on recognizing small continuously written words as well as a single char-
acter. Word boundaries are established by moving the hand forward or backward.
Elmezain et al. [36] proposed a system that performs gesture spotting and recogni-
tion simultaneously based on HMM. Mean-shift algorithm and Kalman filtering are
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used in preprocessing stage for smoothening the trajectory, and orientation dynamics
is taken as a feature. Using trained HMM model gestures/non-gestures are classi-
fied and finally, the Viterbi algorithm is used for the recognition process. With this
approach, digits from 0 to 9 are classified to claim an accuracy of 95.78%.

Themain disadvantagewithHMMis the requirement of a large number of samples
and significant time in training to calibrate the model.

Conditional Random Field (CRF) Classifier

CRF is a type of discriminative classifier [37–40] that models decision boundaries
between different classes. Some of the application areas are NLP, part of speech, etc.
CRF is used to predict any sequence in multiple variables that depend on each other.
Although CRF and HMM both model the sequential data, they are still different.
Where HMM are generative and give output by modeling the joint probability distri-
bution, CRFs are discriminative and model the conditional probability distribution.
MacDorman et al. [19] identified that features are more prompting part for gesture
spotting.With this, theymodified themotion chain code to accurately spot the gesture.
Orientation, length of an ellipse least-squares fitted to motion-trajectory points, and
the position of the hand are taken as the features. These features are classified using
CRFs.

Modified Quadratic Discriminant Function (MQDF) classifier

Quadratic Discriminant analytics (QDA) is an enhancement over the LDA (Linear
Discriminant Analysis), where it can classify the pattern that cannot be linearly clas-
sified by LDA. In the context of MAW systems, Long and Jin [41] used a Quadratic
classifier withModified Quadratic Discriminant Function (MQDF) for the classifica-
tion of air written characters. They aim to embed the MQDF classification approach
with small hand-held devices such as personal digital assistants and mobile phones.
However, due to the large parameter size and error rate, MQDF cannot be embedded
into small memory devices. LDA can give a good result with less classification
error. Furthermore, vector quantization (VQ) can be used for parameter compression.
HCL2000 dataset is used for training and testing.

3 Recent Approaches for Trajectory Recognition

The recent approaches for air writing recognition [42, 43] are classified as the tech-
niques that emphasize building air writing system and the techniques which attempt
to recognize continuous air written trajectories with no options for writing frontend.
In the latter case, some techniques customize the conventional schemes [25] while
others devise newer schemes with their own heuristics [18].

Attempts in Building Air Writing Interfaces

Li and Zhang [44] gave a framework for a mid-air writing system in which they
tried to find out the fingertip in two modes; frontal and side using depth stream of
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Kinect depth sensor. Oriented gradient feature-based fingertip detection mechanism
has been adopted for frontal mode. Additionally, the Kalman filter is used to predict
the position of the fingertip. Similarly, for the side mode, the “Choose-To-Trust
Algorithm” is proposed for hand segmentation. Also, they used a multi-objective
algorithm for successful tracking and detection of the algorithm. Toward building
an air-writing interface, Mukharjee et al. [45] proposed a system that identifies a
hand in writing mode by efficient fingertip detection. The efficacy of the system
is justified by recognizing a set of air-written trajectories such as characters and
digits. To develop a writing interface, a faster Region-Convolution Neural Network
(R-CNN) framework is used for hand region detection. Distance weighted curvature
entropy assist to locate the fingertip. KCF (Kernelized Correlation filter) tracking
algorithm to detect hand region in each frame.

Kane and Khanna [18] used skeleton-based endpoints to designate air-writing
controls. In the extension, depth clues are utilized in implementing pen-up and pen-
down actions in order to determine a hand in writing mode. EPS (Equi-Polar Signa-
ture) is derived from circular grid normalization of the trajectory points, which is
invariant to translation, scale, rotation, and stroke directions. A template matching-
based approach is used for EPS evaluation. The system shows its efficacy on Arabic
digits, English lower-case alphabets, and a set of symbols. Agrawal et al. [46]
proposed a fingertip tracking and recognition algorithm and used both Kinect and
leap motion sensor for data acquisition. The algorithm was tested for characters as
well as a lexicon of words and achieved an efficiency of 97.5%. For the preprocessing
step they used segmentation and normalization on data points.Which is further being
classified by SVM andDTW approaches. Starting and stopping criteria are identified
by writing speed.

Table 1 lists some of the work proposed methodology for the MAW system.
Digits and Alphabet are taken as elementary for the recognition process. On the
other hand, some have targeted Chinese as well string numerals (group of digits).
Table 1 also shows the efficiency and complexity obtained. Kumar et al. [14] used
the ROVER framework for recognizing Devanagari and Latin words within limited
no. of corpus, andMukherjee et al. [45] have used R-CNN for localizing the fingertip
for tracking purposes. Singha et al. [15] proposed a combinational feature approach
to classify characters. They used a variation-based gesticulation pattern in a dynamic
hand gesture recognition system. They also created an on-line dataset “NITS hand
gesture database III” in which they a red tape on the index finger to identify motion
of trajectory in a video clip. They also proposed a Right Sector Trajectory feature
and Left Sector Trajectory Feature in fusion with the conventional featuring feature,
which gives the improved recognition result.

Schemes Targeting Continuous trajectory recognition

Kumar et al. [14] proposed a lexicon-free approach for 3D handwriting recognition
using classifier combination. They use a leap motion depth sensor to acquire a video
stream. A classifier called ROVER (Recognize Output Voting Error Reduction),
which is a combination of multiple classifiers and BLSTMNN (Bidirectional Long
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Table 1 A brief description of MAW recognition methods on the research year, methodology
adopted, and efficiency and complexity claimed

Author, year Feature extracted Target gestures Key methodology Efficiency
(%)

Stern et al. [25] 1. Direction
2. Coordinates
3. Centroid of hand

Digits MDSLCS (Most
discriminating
segment LCS)

92.6

Frolova and
stren [34]

1. Direction
2. Coordinates
3. Centroid of hand

Digits MPLCS (Most
probable LCS)

97

Kumar et al.
[14]

1. Writing direction
2. Curvature
3. Convex hall

Latin,
Devanagari
script (more
then 200
characters)

BLSTMNN used
with ROVER
framework

72.25 [for
Latin], 71.86
[for
Devanagari]

Zeng et al. [20] 1. Co-ordinates
2. Acceleration
3. Direction of finger

Digits, English
lower case
alphabets

Radial basis
function (RBF)

95.1 for
digits, 92.9
for alphabets

Li et al. [44] 1. Co-ordinates
2. Gradient
3. Direction of finger

Chinese 6,763
characters,
English lower
and upper
alphabets,
digits

Modified
quadratic
discriminant
function (MQDF)

90

Nyirarugira
et al. [23]

Orientation English lower
case alphabets
and digits

Modified LCS,
Normalized LCS,
rough set theory

96.4

MacDorman
et al. [19]

Orientation, length of
the major axis of ellipse
(small/medium/Large),
Position of hand
(top/middle/bottom)

Digits only Modified motion
chain code, and
conditional
random field for
classification

88.9

Kane and
Khanna [18]

Angle and radial of
trajectory for circular
raster, Equi-Polar
system (EPS)

0–9, Spacial
symbol(e.g., +
, ×,), English
lower case
alphabets

EPS (Equi-Polar
System) for
trajectory feature
calculation, and
KNN for
classification

94.1

Mukherjee et al.
[45]

Fingertip, velocity of
hand, distance weighted
curvature entropy, to
determine termination
criteria

0–9, A–Z, a–z R-CNN 96.1

(continued)
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Table 1 (continued)

Author, year Feature extracted Target gestures Key methodology Efficiency
(%)

Jin et al. [47] Character stroke,
orientation

String numeral Character stroke
finding by
segmentation

81

Choudhury and
Sarma [16]

Linear eccentric,
flatness, area of ellipse

Vowel and
number for
assamese
alphabet

Start and end
point
determination
under least square
fitting ellipse
criteria

Minimum
error rate
(ER) is 0.04%

Short Term Memory Neural Network), is used for classification. The approach is
tested on self-developed Devanagari and English words corpuses.

Choudhury and Kumar Sharma [16] recognize air-written vowels and numbers of
the Assamese alphabets. Geometric features used are the linear eccentricity of the
ellipse, its flatness, and area. The fundamental idea to spot start, end, and interme-
diate trajectory is to determine the behavior of these three feature parameters. Their
experiments reported a minimal error rate of 0.04%.

Zeng et al. [20] used Deterministic-learning technique by using the leap motion
sensor.Motion patterns of different gestures aremodeled by the constantRadial Basic
Function (RBF) neural network. Yang et al. [48] identified an HMM-based method
to recognize single hand gestures. Gesture images are acquired by a common web
camera and skin color-based segmentation is applied to detect hands. Further, a state-
based spotting algorithm is used to split continuous gestures. Hand position, velocity,
size, and shape are the features extracted for each gesture. HMMclassifies the spotted
gesture.

Jin et al.’s [47] work recognized numeral strings. For this purpose, strings are
split into segments or sub-strokes which could be a complete character, its part, or an
undesired ligature stroke. The appropriate segment can be identified by the dynamic
programming approach. To avoid the ambiguous classification of legitimate strokes
in ligature strokes (false negatives), the quadratic discriminating function is used. The
final classification is carried out using a Support VectorMachine. CASIA-OLHWDB
database is used for experimental purposes. This work, however, cannot identify long
numeral strings efficiently.

4 Datasets

For experimental analysis concerning the implementation of a MAW system, open
datasets available are quite a few. Table 2 lists several open datasets. The last column
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Table 2 List of open datasets and results obtained by them

Dataset, way of acquisition, and
content description

Work by and results obtained Link available

CASIA-OLHWDB [47],
Kinect, 10,141 digits available
in depth stream

Jin et al. 80% (String Level)
[47]

http://www.nlpr.ia.ac.cn/dat
abases/handwriting/Home.
html

DAIR, Kinect [46], Depth
frames carrying Alphabets

Aggarwal et al. [46], 96%
Kane and Khanna [49], 97%

https://cvit.iiit.ac.in/research/
projects/cvit-projects/online-
handwriting-recognition-
using-depth-sensors

NITS dataset [15], RGB
Camera, 16,000 gesture for
alphabet, digits

Singha et al. [15], 91.07% https://joyeetasingha26.wix
site.com/nits-database

Kumar et al. [14], leap motion
controller, 2000 Latin word, 50
Devanagari

Kumar et al. [14] https://sites.google.com/site/iit
rcsepradeep7/resume

of the table provides the link for the available dataset. NITS dataset [15] used video-
based datasets having fixed starting points used red tape on the fingertip. CASIA-
OLHWDB [47] have online pre-isolated Chinese datasets for the MAW system.
Dataset of air handwritten (DAIR) [46, 49] contain articulations of the English
alphabet. IIITDMJ is a dataset of 100 articulations each for the English alphabet,
Arabic digits, and symbols that can also be obtained from the authors [49]. Kumar
et al. [14] dataset provided an online 3-D points MAW system.

5 Conclusion

This paper intends to give a brief and precise survey on the state-of-art and legendary
schemes in the area ofmid-air character/word recognition. It is observed that schemes
targeting air-writing need to be more precise in detecting the hand in writing mode.
An evaluation framework is also necessary to collect the haptic feedback for the
interface. While the practical systems are evolving with the availability of low-cost
depth sensors,modifications to the schemes to allowco-articulations and articulations
for continuous trajectories of words are present requisites. As far as continuous
trajectory recognition is concerned, most of the work is focusing features extraction-
oriented determination of gesture boundaries. With the previously reported usage of
state-based models like HMM for classification, interest is shifting to deep learning-
based strategies [45]. Some schemes are adapted for specific gesture sets (e.g., most
of thework circumvents aroundArabic digits) due to their lexical nature.Adaptability
to multiple gesture sets is still an issue with continuous trajectory recognizers.

As per the literature, most of the work on MAW systems is either based on exem-
plary matching approaches or based on state-based probabilistic models. In most of
the works, several assumptions have been made, e.g., fixed started points, uniform

http://www.nlpr.ia.ac.cn/databases/handwriting/Home.html
https://cvit.iiit.ac.in/research/projects/cvit-projects/online-handwriting-recognition-using-depth-sensors
https://joyeetasingha26.wixsite.com/nits-database
https://sites.google.com/site/iitrcsepradeep7/resume
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styles of writing. In addition, word size in the corpuses is also fixed. Implementa-
tion of the MAW system in real-time is a challenge in itself. The fundamental open
problem is to spot the ligature strokes within the continuous stream. Work on single-
stroke gestures is quite general; however, the research on articulation and recognition
of multi-stroke characters and words is scarce. Popular touchpad gesture recog-
nizers like $1-Recognizer have also been reported to be used in MAW systems [18].
However, they still have the potential to be improvised for multi-stroke characters
and word recognition.
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Global Skew Detection and Correction
of Document Image Based on Least
Square Method and Extensive Connected
Component Analysis

Faisal Imran, Md. Ali Hossain, Md. Al Mamun, Bhupesh Kumar Singh,
and Tanupriya Choudhury

Abstract Document images can have numerous noises that should be filtered to
eliminate those unutilized objects. Skewness is liable not to understand the texts
clearly in the document image. A morphological technique is being conducted to
preprocess the image. Connected component analysis along with the bounding box
approach is introduced to figure out a line. A number of longest connected compo-
nents are extracted from numerous illustrations. In order to detect a precise skewed
angle, the least square method is applied to the logically selected regions to acquire
the best fitting line. The skewed angle is discovered by averaging angles of best-
fitting lines. The proposed system is already applied on the printed document image
and got tremendous accuracy during execution.

Keywords Bounding box · Morphological dilation · Structure elements ·
Connected components · Longest connected component · Line fitting

1 Introduction

At present all the documents are being stored in digital format. This document can be
in the following format: PDF, JPG, PNG, etc. In this paper, we are working on JPG
image files which are surely document images. Unconsciously the images are rotated
or skewed when taking pictures from digital devices. Most of the time the document
is unreadable due to this unfamiliar skew. Though it is visual in the human eye, the
machine will be confused for the OCR system [1]. The texts will not be recognized
as they are skewed. So the image needs to be preprocessed, and this skew must be
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removed. After the image is restored, it will be readable for the machine as well as
human view too.

The proposed framework along with elaborative preprocessing stages are orga-
nized in Sect. 3. Experimental results will be analyzed in Sect. 4.

2 Literature Review

Skew detection can be partitioned into local and global skew detection. The applica-
tion of these techniques depends on the nature of the processing. If we want to apply
on local text regions in the image, then local skew detection, as well as correction
method, is applicable. The method is based on the characters, lines, and words of the
document image which is proposed by Boukharouba and Abdelhak [2]. In the global
skew detection technique, the method is performed on the whole document image.
Most of the skew detection methods have been suggested based on global skew
detection. For skew identification, several methods have been proposed. Some of
them are as follows: projection profile [3–7], Hough transform [8], nearest neighbor
clustering [9], and interline cross-correlation [10]. Ganai [3] proposed a traditional
method which is the projection profile approach. It is being constructed on a hori-
zontal projection profile.Maximumvariations of the projection profile are calculated.
The value is taken to find out the best position of text lines. The final output is the
projection angle which will be used to rotate properly the skewed document image.

There are many existing algorithms that are developed to gain high accuracy in
order to find the skew angle correctly. The horizontal projection was used initially
to detect skew in the document image. But vertical projection was introduced for
Latin characters to get the better result which was proposed at [6]. Bounding box
minimization criteria had also been reintroduced. Connected components are used to
get the skew angle [4]. Horizontal projection along with vertical projection was used
concurrently to calculate the skew angle. The bounding box technique was also used
in the meantime. The skew angle can be found through background information [7]
of the scanned document image. The background information of scanned documents
is non-textual features that are distinguished from text areas. Dilation operations
accompanied by some statisticalmethodswere combined to detect global skewwhich
was proposed by Sharfuddin and Soora [11].

Morphological skeleton operation and Probabilistic Hough Transform (PPHT) [8]
were being used to detect and correct skew in the historical document image. In order
to reduce the redundant pixels, a morphological skeleton is applied. Probabilistic
Hough Transform (PPHT) identifies the lines in the document image. The global
skew angle is then detected and corrected by their proposed algorithm. As projection
profile methods are restricted to detect the skew angle of the document image in
between ±10° and ±15°. Hough transform works better in the binary digital image
and for some context, the image must be transferred into the Hough domain [9] to
find the maximum peak for the skew detection.
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In our method, we have used Connected Components (CCs) analysis with the
help of the bounding box approach. Each line was considered as the longest CC, and
the five longest CCs were picked to apply the proposed methodology. In order to
detect the skew angle of a text line, we need to find out the reference text line and
it will be estimated from the left side of LCC. This experiment is being applied to
English, Bangla, and Arabic language dataset. The experimental result is showing
high accuracy in contrast to other skew detection techniques [12–16].

3 Proposed Framework

Document images are scanned with any scanning devices (e.g., digital Camera,
scanner). The images are found in digital format and can be color or grayscale.
If the RGB image is said as a color image, then it will have three color components
(red, green, and blue) with R rows and C columns. For the grayscale image, the pixel
values are ranged between 0 and 255 with R rows and C columns. The image matrix
M can be presented asM(i, j) ∈ {0, 1, 2, 3,…, 255}, where i = 1, 2, 3,…, R and j =
1, 2, 3,…, C. The binary image can be found by converting the grayscale image into
it which contains only two values (0 and 1).

The proposed system comprises the following stages:

Step 1: Convert the image into the binarized image. Smaller components such as
comma and semicolon are removed. If the smaller component has less than
five pixel values, it will be removed.

Step 2: Select structuring elements and apply the morphological operation to the
image.

Step 3: From many Connected Component (CC), find out the largest connected
component (LCC).

Step 4: Estimate reference text line using line fitting technique.
Step 5: Finding the Centroid of individual connected components.
Step 6: Calculate Global Skew Angle and Rotate Image According to the Angle.

The steps are shown in Fig. 1 visually.
The steps are abbreviated as follows.

3.1 Preprocessing

The input image is read through any digital device (Fig. 2).
The RGB or grayscale image is converted into a binary image. The color compo-

nents are quantized into two levels which are 0 and 1. Non-text contents (Comma,
Semicolon, dots, noises) must be removed for greater accuracy. The connected
components which length or dimension is less than the size of smaller objects are
removed (Fig. 3).
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Fig. 1 Steps of skew
detection and correction

3.2 Apply Morphological Operator

There are different types of structuring elements such as square, circular, rectangular,
etc. For the document image,we are using square-shaped structuring element of size 3
× 3.Words will be connected together by applyingmorphological dilation operation.

If the input image is denoted as fi j and square-shaped structuring element is SE,
then the resultant image Xc will be



Global Skew Detection and Correction of Document Image … 433

Fig. 2 Input image with
noise

Fig. 3 Binary image with
noise reduction

Xc = fi j ⊕ SE . (1)

Morphological dilation is used here for connecting components as shown in Fig. 4.
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Fig. 4 Morphological
dilation on the binary image

3.3 Finding Longest CC

After obtaining the output, Xc we can extract the longest CC. Analyzing the connec-
tivity from the leftmost bounding box to the next one and so on, the length can be
found easily. We are considering the five longest CC for reducing complexity and
for greater accuracy (Fig. 5).

Fig. 5 Longest connected
component
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Fig. 6 Bounding box of
individual CC

3.4 Finding Centroid of Individual CC

The bounding box of every character has their own centroid [10]. A line has several
characters as its feature. For each and every character, there should have a constructive
bounding box that should have a centroid. We are considering the centroid of the
bounding box of every character.

The green rectangle in Fig. 6 is representing the bounding boxes of every character
whereas the red-colored star symbol denotes centroids of individual bounding boxes
(Fig. 7).

Individual bounding boxes have four coordinates. Twoof themare initially defined
which are (Xmin, Ymin) and (Xmax, Ymax). From these two points, the rest of them are
found easily which are (Xmin, Ymax) and (Xmax, Ymin).

The centroid of individual CC is calculated from the following equation:

Ccc =
(
Xmin + Xmax

2
,
Ymin + Ymax

2

)
. (2)

3.5 Text Line (Reference) Estimation by Least Square
Method

Usually, the centroid of connected components forms straight lines. But the centroid
points are not exactly linear in fashion for the skewed document image [17]. In order
to draw a straight line, a best line fitting method should be introduced.
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Fig. 7 Centroids of the
individual bounding box

The equation of a straight line is as follows:

y = Mx + B. (3)

From the given set of data, the line of best fit can be found which will definitely
be a straight line. The best-fitted line should have a distinct characteristic. The line
must pass through nearly all of the scatterplots. Also, the number of plots above and
below the line should be equidistant (approx.).

There is so many line fitting algorithms but the least square method is being used
for reducing complexity. Suppose the scatterplots are given as follows:

(x1, y1), (x2, y2), (x3, y3), . . . , (xn, yn).

The following formula can be used in order to find the slope of the line:

M =
∑i=n

i=1(xi − x̄)(yi − ȳ)∑i=n
i=1 (xi − x̄)2

, (4)

where (xi , yi ) denotes the scatterplots,
x̄ : average or mean value of x values, and
ȳ: average or mean value of y values.
The following equation finds the y-intercept of the best-fitted line.

B = ȳ − Mx̄ . (5)
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Fig. 8 Line fitting of CCC
scatterplots

The slope of the line, M, and y-intercept, B, are used to find coordinate values of
the best-fitting line. Best fitting lines of the five longest connected components are
visualized as Gray-colored lines over centroids of all bounding boxes in individual
lines (Fig. 8).

3.6 Calculate Global Skew Angle and Rotate Image
According to the Angle

For every fitted line, a slope, M, has been calculated. Using the following equation,
the skew angle can be detected:

θ = arctan(M). (6)

The angle of the five-fitted lines would be A, B,C,D, and E. Required global skew
angle θ̄ is found by averaging the angle of five longest CC.

The whole document image is skewed with this global skew angle, θ̄ .

4 Experiment Results and Comparison

The proposed technique has been applied to Arabic, English, and Bengali document
images. Skewed samples were taken as input and after rotation, the document images
were viewed as output. To remove unwanted noise, preprocessing steps were applied.
Connected component analysis [18–23], bounding box approach, and least square
method were used to detect text lines. The skewed angle may be positive or negative.
The slope of a line indicates whether a line lies in a negative direction or positive
direction shown in Fig. 9. In our example, the average global skew angle was 15.13°
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Fig. 9 Computing angles
from least-square line fitting

which was used to de-skew the document image though the original skew angle was
15.15°. The calculated accuracy rate is being obtained above 99% (Fig. 10).

In Table 1, a comparison with the proposed method has been given. Due to the
iterative process in the projection profilemethod, better efficiency cannot be provided
as said by Sadri et al. [24]. The cross-correlation method is applied to the printed and

(a) (b)

Fig. 10 Experimental results

Table 1 Comparison with Existing Methods

Proposed By Document type Angle Method

Sadri et al. [24] Printed document ±15° Projection profile

Rehman et al. [25] Printed, handwritten ±10° Cross-correlation method

Kumar et al. [26] Printed document ±45° Hough transformation

Proposed Method Printed and handwritten English
document image

±45° Least square method, connected
component analysis, and
bounding box approach
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handwritten document. The cross-correlation method can de-skew the document
image in between ±10° [25] and the computational cost is high in this contrast.
Kumar et al. [26] proposed Hough transform technique which method can de-skew
±45° angle but it will work on the printed document image. The proposed method
can correct the skew angle ±45° for printed and handwritten English document
images. By analyzing this comparison given in Table 1, this technique generates
high efficiency for printed and handwritten document images in contrast to others.

5 Conclusion

The experimental result is indicating that the accuracy of the proposed technique is
high in contrast to others. This is not well suitable for handwritten documents having
multiple skewed angles in a single line. As the global skewed angle was found from
the best-fitted line by minimizing the orthogonal distance between fitted line and
centroid of every CC, the skewed angle was accurately found.
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Improved Pattern of Adaptive
Rood-Pattern Search Algorithm
for Motion Estimation in Video
Compression

Rahul Reddy Nadikattu, Rahul Bhandari, and Pawan Whig

Abstract Due to fast growing digitalization, huge amount of data, especially video,
is generated all over the world which is very difficult to store, process, and transmit.
Many international coding standards are used to compress high quality video content
at low bitrates for wide range of video applications. This research is to provide an
enhanced efficiency of coding to provide higher compression capabilities with high
perceptual quality. Motion Estimation is an important as well as computational step
in video coding. This paper presents improved version of pattern in Adaptive Rood-
Pattern Search (ARPS) algorithm for estimating a motion to compress a video. This
improved version is comprised of Rectangular Shaped Search (RSS) Pattern which
gives better results which are based on number of computational points for searching
pattern as well as PSNR values.

Keywords Video compression ·Motion estimation · PSNR

1 Introduction

Digitalization is the need all over in today’s world. Because of this, saving and trans-
mitting a video datawill be a biggest challenge.Video compression [1–3] is the essen-
tial tool for compressing a video on mobiles, laptops, TV, and many other gadgets.
Many coding standards are available for compressing a video such as H.26x, MPEG-
x, etc. All these standards are recommended by ITU-T/ISO organization [4, 5]. The
main thing is to compress a video without affecting the quality of video with the help
of removing redundancy between/inside frames. There aremainly three techniques to
reduce redundancy in the data. Temporal redundancy is reducing between frames in
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time domain by motion estimation and motion compensation. Spatial Redundancy
is used to remove a redundancy within frames (i.e., called image processing) by
transform coding. Statistical Redundancy is used for removing redundancy while
compressing a data by entropy coding [5, 6]. This paper comprises to eliminate
temporal redundancy between successive frames for compressing a video. To reduce
temporal redundancy, Motion Estimation plays a lead role in video compressing
[7–9].

2 Related Work

The process of motion estimation (ME) is to generate motion vectors that decide
each and every motion of anticipated frame from preceding frame. It also calculates
object movements in an image sequence of a video using motion vector in video
compression [10–12]. This process can absorb a lot of time of total time of encoding
inmany standards. This paper is dedicated to study aswell as develop efficientmotion
estimation algorithm; with respect to reducing time for encoding and also improve
efficiency of an encoding [13].

Nowadays, populous fast ME algorithms [14–16] have been designed to estimate
the motion such as 3-step search (3SS), new 3-step search (N3SS), 4-step search
(4SS), diamond search (DS), and many more algorithms [13]. These algorithms are
also known as Block-based Motion Estimation (BME). In BME, each frame can be
divided into several blocks with equal size, i.e., 8 × 8. The idea behind BME is to
search a block in reference frame with the help of motion vector through current
frame [17–20]. This represents the displacement of block among successive frames
using minimization of cost measures (Sum of Absolute Difference (S.A.D), Mean
Square Difference (M.S.D), and Mean Absolute Difference (M.A.D)) [21].

2.1 Block-Based Motion Estimation Algorithms

The prominent technique in motion estimation method is BME in video coding
[17–20]. In this technique, a matching will do between the current and estimated
block within successive frames respect to searching window. This gives a minimum
distortion value with the use of cost measures [22]. The efficient block-based motion
estimation algorithm is Adaptive Rood-Pattern Search (ARPS) algorithm among all
other algorithms. The process of ARPS algorithm [23, 24] is:

Step 1. Start with left point in macro-block using predicted motion vector. This
step will directly search local region through raster scan order for finding
minimum weight.

Step 2. The predicted motion vector is shown in Fig. 1. This point is checked by
M.A.D. as locations of rood-pattern. The rood-pattern has step size which
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Fig. 1 Procedure of adaptive rood search pattern [23, 25]

is equal to maximum of both coordinate points, i.e., S =Max (|x|, |y|). For
all macro-blocks, the rood-pattern step size of 2 pixels is fixed.

Step 3. The point that has least value of M.A.D. becomes an origin in local
search. In this area, a compact, fixed, and unrestricted; and small Diamond
Searching Pattern (SDSP) is used.

Step 4. This pattern is repeated until least value is found at center of SDSP.
Step 5. If least value of M.A.D. at center of rood-pattern, search completely stops

halfway at any moment.

3 Proposed Pattern in Algorithm for Block-Based Motion
Estimation Algorithm

This proposed algorithm is an improved pattern in Adaptive Rood-Pattern Search
(ARPS) algorithm. In this, small rectangular shaped searching (RSS) pattern is used
instead of small diamond search pattern as well as large rectangular shaped searching
(RSS) pattern is used insteadof large diamond searchpattern for better results (Figs. 2,
3, and 4).

The procedure of improved pattern in ARPS algorithm is:

Step 1. Initially start with leftmost column in raster order for calculatingminimum
weight in each macro-block for finding step size.

Step 2. Check this point using M.A.D. value as locations of rood-pattern. The
rood-pattern has step size which are fixed at 2 pixels in each macro-block
such as large rectangular search pattern (LRSP).
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Fig. 2 Small rectangular shaped searching pattern used in proposed algorithm

Fig. 3 Large rectangular shaped searching pattern used in proposed algorithm

Step 3. The points with least weight become an origin in searching window. In
this area, a compact, fixed, and unrestricted; and small rectangular search
pattern (SRSP) is used.

Step 4. Repeat this pattern until least value of M.A.D. is found at center of SRSP.

Note: If least value at center of rood-pattern, search completely stops halfway at
any moment.



Improved Pattern of Adaptive Rood-Pattern … 445

Fig. 4 Proposed pattern in adaptive rood-pattern search algorithm

4 Analysis and Result

With the objective of measuring the performance of proposed algorithms on basis of
searching points andPSNRvalues. This result of proposed algorithms is simulating in
MATLABR2010a. All the performances are carried out on standard video sequences
of 50 frames [26].

In Fig. 5, it is clearly seen that the average value of points at the time of searching
per macro-block in IARPS is 7.145276, and the average value of points at the time
of searching per macro-block in ARPS is 8.120915. From this value, we can say
that IARPS is better performing compared to ARPS algorithm in terms of searching
points.

In Fig. 6, it is clearly seen that the average PSNR value in IARPS algorithm
is 16.286381 dB, and the average points of searching per macro-block in ARPS
algorithm is 16.535421 dB. From this value, we can say that IARPS algorithm is
slightly better performing compared to ARPS algorithm in terms of value of PSNR.
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Fig. 5 Performance of a proposed algorithm in terms of number of searching points permacro-block

5 Summary and Conclusion

In this paper, block-based ME algorithms are implemented in MATLAB, and the
results are shown in Figs. 3 and 4. From these figures, it is clearly seen that the average
searching points per macro-block in ARPS algorithm is 8.120915, and the average
points while searching per macro-block in IARPS algorithm is 7.145276. While in
terms of PSNR value, average PSNR value of ARPS algorithm is 16.535421 dB
and average PSNR value of ARPS algorithm is 16.286381 dB. From this value, it
is inferred that this proposed pattern in ARPS performed efficiently based on both
number of searching points per macro-block and PSNR value. In future, compu-
tational cost can also be reduced to improve the efficiency of the estimation for
smoothening the motion in video. If parallelism is done at the frame level, then
overall computational cost can be minimized in motion estimation algorithms for
compressing a video.
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Fig. 6 Performance of proposed algorithm in terms of PSNR value
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Modelling and Simulation of Distance
Relays with Auto-Recloser Function
Using PSCAD: An Active Learning Tool

Anupama Prakash, Pallavi Choudekar, and Nasir ul Islam Wani

Abstract Protection is an utmost important part of a power system as it helps in
its proper and safe operation. In order to comprehend the complexity of it, modern
simulation tools can be used as an active learning tool alongwith classroom teaching.
The simulation tools considerably improve the level of understanding of the theo-
retical concepts without expensive lab-setups. This paper presents a methodical
approach using simulation tool PSCAD to enhance the teaching–learning experience
of transmission line protection using distance relay with the auto-recloser feature.
The response of the protection scheme is studied and analyzed when the temporary
and permanent fault occurs in the system.

Keywords Auto-recloser · Distance relay · Permanent faults · PSCAD ·
Simulation · Temporary fault

1 Introduction

The objective of a protection scheme is to maintain the stability of the power system
by isolating only the components that are under fault, whilst leaving the maximum
part of the network as possible still in operation. On the occurrence of the fault in
the system, the protective relay detects the fault and generates a trip signal to operate
the breaker. There are various types of protection relays. Distance relay is mostly
used as a protection device for transmission lines. They respond to the impedance
between the relay location and the fault location. As the impedance per km of a
transmission line is fairly constant, these relays respond to the distance to a fault on
the transmission line.
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About 80–90% of the faults occurring are transient in nature. The timing of
opening and closing of the breaker depends upon the nature of the fault, i.e., tempo-
rary or permanent. A circuit breaker (CB) is equipped with an auto-recloser mech-
anism that automatically closes the breaker which is opened due to a fault. The
auto-recloser allows a selected number of attempts to restore service after adjustable
time delays. For example, a recloser may have two or three “fast” reclose operations
with a few seconds delay, then a longer delay and one reclose; if the last attempt is
not successful, the recloser will lockout and require human intervention to reset. If
the fault is a permanent fault then the auto-recloser will exhaust its pre-programmed
attempts to re-energize the line and remain tripped off until manually commanded
to try again. In distribution systems, a maximum of three consecutive reclosures is
allowed. The multiple reclosures help in burning out the objects that have caused the
fault, say, a tree branch, and thus clearing out the fault. In contrast, in transmission
systems, because reclosures impose an arduous duty to the CB and other elements
of the power system due to high levels of fault MVA, only one reclosure is permitted
[1, 2].

There is another feature of reclaim time is added to the relay operation to prevent
the failure of the circuit breaker during multiple faults. It is important for the CB
to regain its breaking strength before handling another fault otherwise CB will not
be able to provide protection against the fault. If the reclosing shot has been carried
out and the line is energized and a new fault occurs before the reclaim time has
elapsed, the auto-reclosing equipment is blocked and a signal for definite tripping
of the breaker is obtained. After the reclaim time has elapsed, the auto-reclosing
equipment returns to the starting position, and a new reclosing sequence can occur
[3–5].

In order to understand the concept of protection, it is important for the students
to have a practical experience of the same by implementing the theoretical concept
on a practical system. Since it is very difficult to mimic the actual power system in
a scaled-down manner in the laboratory, the student is often left with misunderstood
concepts andmisinterpretations. Simulation is an effective alternative to scaled-down
hardware to illustrate the various relaying concepts of the power system. Simulation
tools such asMATLAB, PSCAD, and PSIM, can be used as teaching aids to augment
the understanding of the power system relaying concepts. The advantage of simu-
lation tools is that the learner can actually observe the instantaneous voltages and
currents, the overvoltage and under-voltage conditions, the transient spikes produced
by the fault conditions, unbalance created, operation, and effect of protective devices
[6–8].

The main contribution of this paper is that without any hardware model we can
do the fault analysis of the system. The simulation can help in the overall fault anal-
ysis of the system. Since it is very difficult to mimic the actual power system in a
scaled-down manner in the laboratory, the student is often left with misunderstood
concepts andmisinterpretations. Simulation is an effective alternative to scaled-down
hardware to illustrate the various relaying concepts of the power system. Simulation
tools such asMATLAB, PSCAD, and PSIM, can be used as teaching aids to augment
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the understanding of the power system relaying concepts. The advantage of simu-
lation tools is that the learner can actually observe the instantaneous voltages and
currents, the overvoltage and under-voltage conditions, the transient spikes produced
by the fault conditions, unbalance created, operation, and effect of protective devices.
This paper presents a systematic approach for the teaching of the transmission line
protection, using distance relays with auto-recloser, through simulation to under-
graduate students. PSCAD has been used as the simulation tool, though the method
is similar if any other tool such as PSIM and NETPLAN are used. The distance relay
is modelled in PSCAD as described by mathematical equations. The auto-recloser
function is modelled to help the students to understand its operation for permanent
and temporary faults.

Section 1 describes the fault and benefits of simulation tools in overall fault
analysis and the overall effectiveness of the simulation tools in the relaying concepts
of the power system. Section 2 explains the different types of faults and the model
of distance relays and their installation in the power system. The distance relay is
modelled in PSCAD as described by mathematical equations. Section 3 talks about
various case studies of the functioning of the distance relays, a typical 230 kV, 100 km
transmission line modelled in PSCAD.

2 Model of Distance Relay for Transmission Line
Protection

Distance relays are typically installed for the protection of the transmission lines. A
distance relay, as its name implies, has the ability to detect a fault within a pre-set
distance along an overhead transmission line or the underground power cable from
its location. Every power line has a resistance and reactance per kilometre related to
its design and construction; hence, its total impedance is a function of its length.

Table 1 lists the presence of sequence components, of voltage and current, during
various faults. It is clear that the positive(+ive) sequence component is the only
component that is present during all faults. Thus, it would be prudent to measure
+ive sequence impedance between the relay location and the fault so as to cater to
every fault [9, 10].

Table 1 Presence of sequence components in various faults

Fault Positive sequence Negative sequence Zero sequence

L-G Yes Yes Yes

L-L Yes Yes No

L-L-G Yes Yes Yes

L-L-L Yes No No
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Line-Line fault: The ratio of difference of +ive and –ive sequence voltages
and currents gives the desired value of +ive sequence impedance between the relay
location and the fault point as shown in Eq. 1.

Z = (Va1 − Va2)

(Ia1 − Ia2)
. (1)

The line voltages Va, Vb, and Vc can be expressed in terms of zero (Va0), positive
(Va1), and negative (Va2) sequence components as shown in Eqs. 2–4.

Va = Va0 + Va1 + Va2 (2)

Vb = Vb0 + Vb1 + Vb2 (3)

Vc = Vc0 + Vc1 + Vc2 (4)

Since Va0 = Vb0 = Vc0; Vb1 = a2Va1, Vc1 = aVa1, Vb2 = aVa1, Vc2 = a2Va1

Therefore,

Va1 − Va2 = Vb − Vc

a2 − a′ ; where a = 1∠120θ (5)

Similarly,

Ia2 = Ib − Ic
a2 − a

(6)

Hence,

Va1 − Va2

Ia1 − Ia2
= Vb − Vc

Ib − Ic
= Z1 (7)

Thus, a distance measuring unit with voltages of (Vb − Vc = V bc) and current of
(Ib − Ic) will measure positive sequence impedance up to fault point Z1, in case of
phase b–c faults as shown in Eq. 7. Similarly, V ab, Ia − Ib and V ca, Ic − Ia for phase
a-to-b and phase c-to-a faults [9].

Line-Ground Faults: In case of ground faults,

Va0 + Va1 + Va2 = Ia1z1 + Ia2z2 + Ia0z0 (8)

However,
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Va0 + Va1 + Va2 = Va (9)

From Eqs. 8 and 9,

Va = Ia1z1 + Ia2z2 + Ia0z0 − Ia0Z1 + Ia0Z1 (10)

Since,

Z2 = Z1V a = (I a1 + Ia2 + Ia0)Z 1 + Ia0z0 − Ia0Z1 (11)

Va = I a Z1 + (Z0 − Z1)Ia0 (12)

Va = (Ia + Z0 − Z1

Z1
Ia0)

Z1

(13)

Ia0 = Ia + Ib + Ic
3

(14)

Since, Ires = Ia + Ib + IC

Va = (Ia + Z0 − Z1

3Z1
Ires)

Z1

(15)

Z1 = Va/(I a + Z0 − Z1

3Z1
Ires), (16)

where k = Z0−Z1

3Z1

Z1 = Va/(I a + k Ires) (17)

Thus, a distance measuring unit with voltages of (Va) and current of (Ia + k I res)
will measure positive sequence impedance up to fault point Z1, in case of phase
a-to-g faults as per Eq. 17. Similarly, Vb, (Ib + k I res) and Vc, (Ic + k I res) for phase
b-to-g and phase c-to-g faults.

Figure 1 shows the distance relay logic for the protection of the transmission line
from all types of faults. TheORgatewill issue the trip command to the circuit breaker
in case of fault [9]. The positive sequence impedance is calculated in real time and
when it is below the pre-set value, the distance relay gives a command to operate the
circuit breaker. This model is used in developing the distance relay logic in PSCAD.
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Fig. 1 Complete protection of a three-phase line using distance relay

3 Case Studies

In order to study the functioning of the distance relays, a typical 230 kV, 100 km
transmission line has been modelled in PSCAD [3, 4]. The transmission line is
connected between two buses Bus1 and Bus2. The generator G1is rated 100 MVA,
230 kV, 60 Hz, and generator G2 is rated 100 MVA, 230 ∠20◦kV, 60 Hz which are
connected to bus1 and bus2, respectively. The single line diagram of the 100 km long
transmission line provided with the breakers at both ends is shown in Fig. 2. The
fault occurs at 60 km from bus1. The fault type can be controlled through the rotary
switch, and the duration of fault can be controlled through timed fault logic.

The distance relay is developed in PSCAD as per the logic discussed in section
II. The logic for one phase to ground (A–G) and one line to line (A–B) is shown in
Fig. 3. Similar logics are developed for other phases to ground and line-to-line faults.

Fig. 2 Single line diagram of transmission line with fault logic block
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L-G Fault

L-L fault

Fig. 3 Distance relay logic in PSCAD

The logic of auto-recloser is also needed to be developed in PSCAD, as it is not
available as a built-in function. The function of auto-recloser is to close the breaker,
after it is opened by the relay on the occurrence of a fault, with a delay of 1 s. If the
fault is temporary and gets cleared in 1 s., the breakers remain closed and the supply
to the system is restored. If it is a permanent fault, on closing the breaker, the relay
again senses the fault and opens the breaker permanently. The logic building for the
auto-recloser function, for different cases, is presented in the subsequent sections,
along with detailed results.

3.1 Differrent Cases

CASE 1: Distance protection with auto-recloser function for temporary fault.
On the occurrence of fault, the distance relay detects the fault and issues trip

command to the circuit breakers BRK1 and BRK2. Since the breaker operating time
should be 60 ms, the two breakers open to clear A–G fault at 0.26 ms. After a delay
of dead time (1 s) due to auto-recloser function, the circuit breaker closes its contacts
and the contacts remain closed as the fault is the transient fault and is cleared at 0.8 s.

Fault specifications:

• Fault (A-G) is at transmission line T1
• Fault duration- 0.2–0.5 s.

The voltage and current waveforms captured at bus1, for this fault, are as shown
in Fig. 4. Since it is an A-G fault, the voltage of phase-A has dropped and the current
of phase-A has increased from 0.2–0.5 s as seen in Fig. 4a, b, respectively.

The distance relay issues the trip command to the breaker as shown in Fig. 5. The
circle in Fig. 5a shows the region of operation of the distance relay and the fault
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(a) (b)

Fig. 4 a Voltage waveform at bus 1 for temporary A–G fault. b Current waveform at bus 1 for
temporary A–G fault

(a) (b)

Fig. 5 Fault and trip signal waveform of distance relay

location. Since the fault is within the relay reach, the relay operates. The trip signal
issued by the relay is shown in Fig. 5b.

The auto-recloser logic is developed in PSCAD as shown in Fig. 6 and discussed
below.

Block-1 is the module designed to give the magnitudes and phases of the voltages
and current measured by multi-meter connected to bus1 of Fig. 2 along with the

Block-1
Block-2

Fig. 6 Auto-recloser logic



Modelling and Simulation of Distance Relays … 457

magnitudes and phase of the sequence component of the same currents and voltages.
Block-2 is the distance relay that is designed as per the logic discussed in section II to
produce the trip signal on the occurrence of the fault. The trip signal is given to BRK1
and BRK2 supported with auto recloser function logic. However, the operation of
the breakers (shown in Fig. 6) is controlled by signals B1 and B2 which are obtained
from the OR gate used in the sequential circuit.

For temporary fault, the trip signal is a pulse as shown in the graph. On receiving
the trip signal time delay blocks (T.D.-1 and T.D.-2) give a time delay of 60 ms
so that breakers open after a delay of 60 ms. The mono-stable blocks (M.S-1 and
M.S-2) make the duration of trip pulse to 1 s. This ensures that the breaker B1 and
B2 remain open for one second. The trip signal is also given to the sequential block
which increments by one on the change in the input, i.e., trip signal. Thus at 0.2 s., the
output of the sequential block is 1 and again at 0.28 s when the trip signal becomes
zero from 1, the output is 2. In case of a temporary fault, a trip signal is only one
pulse and hence the output of the sequential block will not bemore than 2. The output
of the sequential block is given to the comparator whose one input is set at 2. It is
configured to give an output of 1 when sequential output is more than 2, and output
0 if it is less than 2. In case of temporary fault, the outputs of COM-1 and COM-2
are zero. These outputs are given to time delay blocks (T.D.-3 and T.D.-4) to get a
time delay of 1 s. The delayed output from the time delay block and the signal from
Breaker is given to the OR gate. The outputs of two OR gates (2 and 3) will control
the operation of breakers B1 and B2. Since in this case, the outputs of T.D-3 and 4
are zero, the breaker operation is controlled through the signals BRK1 and BRK2.
The sequence of operations for the transient fault and their corresponding output
waveforms are as summarized below:

• Time of Faultoccurrence −0.2 s (Fig. 7a)
• Distance Relay initiates trip signal at 0.2 s (Fig. 7a)
• Mono-stable vibrator gives a signal at 0.26 s (after a delay of 60 ms) for a period

of 1 s. So that beaker does not close before 1 s of opening (Fig. 7a).
• The output of sequential is 2 due to two operations; first opening and then closing

of breakers (Fig. 7b).
• Theoutput of the comparator circuit is 0 since the output of sequential is 2 (Fig. 7c).
• Breakers B1 and B2 operations are due to signal BRK1 and BRK2 received from

relay logic. Thus Breakers open at 0.26 s and remains open till 1.26 s. After 1.26 s.
breakers will close (Fig. 7d).

• Since the fault duration is 0.5 s, it gets cleared before 1.26 s, and thus relay will
not issue any trip signal to the breakers and they continue to remain close.

CASE 2: Distance protection with auto-recloser function for permanent fault.
Fault specifications:

• Fault (A-G) is at transmission line T1
• Fault starts at 0.2 s.

A permanent a-g fault is created on the transmission line at a distance of 60 km
from the bus1. The fault is initiated at 0.2 s. The voltage and current waveforms
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(a) (b)

(c) (d)

Fig. 7 aWaveform of fault, trip signal, andmono-stable vibrator at 0.2 s. bWaveform of sequential
output. c Waveform of the comparator output. d Waveform of breakers B1 and B2 operation

captured at bus1, for this case, are as shown in Fig. 8. Since it is an A-G fault, the
voltage of phase-A has dropped and the current of phase-A has increased at 0.2 s as
seen in Fig. 8a, b respectively.

The distance relay issues the trip command to the breaker as shown in Fig. 9. The
circle in Fig. 9a shows the region of operation of the distance relay and the fault
location. Since the fault is within the relay reach, the relay operates. The trip signal
issued by the relay is shown in Fig. 5b.

For permanent fault also, breakers close after 1 s of opening, as in the case of
temporary fault. On closing of breakers, transmission system gets energized and the
fault is again seen by the relay. The relay again issues a trip signal to the breakers

(a) (b)

Fig. 8 Voltage and current waveforms at bus 1 for permanent A–G fault
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(a) (b)

Fig. 9 Fault and trip signal waveform of distance relay

as shown in Fig. 9b. Thus in case of permanent fault, the trip signal consists of two
pulses. The output of the sequential block will be four as seen from the waveform
as shown in Fig. 10. Thus the output of the comparator will be high. This is given to

(a) (b)

(c) (d)

(e)

Fig. 10 a Waveform of the permanent fault and two pulses of the trip signal. b Waveform of the
mono-stable vibrator. c Waveform of sequential output. d Waveform of the comparator output.
e Waveform of the breakers B1 and B2 operation
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the OR gate after a delay of 60 ms. This logic captures the second pulse of the trip
and opens the breaker after 60 ms of the second trip signal.

Initially, the breaker operation is controlled from the first trip signal and after the
first recloser; it is controlled by the second trip signal which is processed properly
by the developed logic. The processed signal is the output of the OR gate. It thus
opens the breaker again permanently. The sequence of operations for the permanent
fault and their corresponding output waveforms are as summarized below:

• Fault occurrence −0.2 s (Fig. 10a).
• Distance Relay initiates trip signal at 0.2 s (Fig. 10a).
• Mono-stable vibrator gives a signal at 0.26 s (after a delay of 60 ms) for a period

of 1 s. So that beaker does not close before 1 s of opening (Fig. 10b).
• Breaker opens at 0.26 s and remains open till 1.26 s. After 1.26 s. the breaker will

close (Fig. 10b).
• Since the fault is permanent, the relay will again issue a trip signal to the breakers

(Fig. 10a).
• Mono-stable vibrator again gives a signal at 0.26 s (after a delay of 60 ms) for a

period of 1 s (Fig. 10b).
• The output of sequential logic is 4 as it sees four operations; first opening, closing

then again opening and closing of breakers (Fig. 10c).
• The output of the comparator circuit is 1 since the output of sequential is 2

(Fig. 10d).
• Breakers B1 and B2 operations are due to signal from comparator logic. Thus

Breakers open permanently at 1.32 s (Fig. 10e).

Thus the second trip signal is detected by a sequential-comparator logic circuit.
A delay of 60 ms is provided to the trip signal, in order to open the breakers after a
delay of 60 ms of the second trip and the breakers are open permanently.

CASE 3: Distance protection with reclaim function.

The auto-recloser function with the reclaim time feature is also simulated to make
the students understand the operation of the protection system in case of multiple
faults. Reclaim time is the time between two consecutive auto reclosers. If the second
fault occurs before the elapse of reclaim time auto recloser function will be disabled
and CBs will remain open. If the second fault is initiated after the lapse of reclaim
time, the auto-recloser function will be carried out as usual.

In order to implement reclaim time logic, it is important to measure the time
between two trip signals. If the time between two trip signals is less than 3.0 s, then
auto recloser function is not initiated and breakers which are remain opened by the
relay remain opened. If time between two trip signals is more than 3.0 s, then the
auto recloser function is initiated and the breakers will be closed to check whether
the fault is temporary or permanent.

Figure 11a shows two sequential blocks with comparator, sequential block gives
1 on the increment of the input and comparator gives high when the magnitude of
the input signal crosses the set integer value. Sequential block-1 and comparator-1
give high when the first trip signal is issued by the relay on the occurrence of the
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(a)

(b)

Fig. 11 a Reclaim time logic. b Auto-recloser logic with reclaim time function

first fault, this time is captured by sample hold circuit. Similarly, the combination of
sequential block-2 and comparator-2 gives high when the second fault occurs and
that time is captured by sample hold circuit-2, the difference between these time is
calculated by summer, and its output is given to comparator-3 if the difference in the
time of these two times is greater or equal to 3 faults is considered an as long fault,
and the auto-recloser function is restored.

Figure 11b shows the auto-recloser logic with the reclaim time feature. One AND
gate is introduced to take care of reclaim logic. One input of AND block is to enable
the auto-recloser function, and the other input is NOT of long fault, i.e., when the
long fault occurs, auto-recloser signal is allowed to pass through AND gate, and that
signal is given to OR gate of with other signals of breaker and if it is not a long fault
then only breaker signal operates without auto-recloser function.

Fault specifications of the first fault:

• First Fault (A–G) is at the transmission line T1.
• First Fault duration-0.2–0.5 s.

The voltage and current waveforms captured at bus1, for this fault, are shown in
Fig. 12. Since it is an A-G fault, the voltage of phase-A has dropped and the current
of phase-A has increased from 0.2 to 0.5 s as seen in Fig. 12a, b respectively.

The distance relay issues the trip command to the breaker as shown in Fig. 13.
The circle in Fig. 13a shows the region of operation of the distance relay and the



462 A. Prakash et al.

(a) (b)

Fig. 12 A voltage waveform at bus 1 for temporary A–G fault. b Current waveform at bus 1 for
temporary A–G fault

(a) (b)

Fig. 13 a Fault and trip signal waveform of distance relay. b Second fault (A–G) before 3.0 s of
the occurrence of the first fault

fault location. Since the fault is within the relay reach, the relay operates. The trip
signal issued by the relay is shown in Fig. 13b.

The first fault is temporary, so the breaker is closed after 1 s and the second fault
occurs before 3 s (as shown in Fig. 14) so the auto-reclosure function is not restored
and breakers remain opened as seen in Fig. 15.

Here the first fault is temporary and the second temporary fault occurs after three
seconds of the occurrence of the first fault breakers are closed after one second since
the auto reclosure function is restored (Fig. 16).

Fig. 14 Graph shows short fault with the difference of less than 3 s between two faults
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Fig. 15 Breaker operation for two consecutive faults within 3 s

Fig. 16 Breaker operation for the second fault occurring after 3 s of the first fault

The case studies discussed above clearly illustrate the operation of distance relays
with an auto-recloser facility under transient and permanent faults. The case studies
simulate a real power system, thus enhancing the theoretical concept of auto-recloser,
to the student. Some extended exerciseswhich the facilitator can assign to the students
are as follows:

• Simulation of the above system for different types of faults and study the behaviour
of the distance relay.

• Change the location of the fault and simulate.
• Change the relay setting and observe.
• Compare the system performance, with and without auto-recloser facility.

4 Conclusion

This paper presents a systematic approach for the teaching of the transmission line
protection, using distance relays with auto-recloser, through simulation to under-
graduate students. PSCAD has been used as the simulation tool though the method
is similar if any other tool such as PSIM and NETPLAN are used. The distance relay
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is modelled in PSCAD as described by mathematical equations. The auto-recloser
function is modelled to help the students to understand its operation for permanent
and temporary faults. PSCAD is an easy tool, due to the vast library capabilities
present and the drag and drop approach used to build networks. Similar simulation
exercises can be developed for other power system applications.
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Resume Data Extraction Using NLP

Umang Goyal, Anirudh Negi, Aman Adhikari, Subhash Chand Gupta,
and Tanupriya Choudhury

Abstract Extracting valuable and relevant information from a potential employee’s
CV to ease the hiring process for employers, automating data extraction, parsing
documents of multiple formats, and storing data in a standardized relational database
model. The user uploads a single résumé or multiple résumés into the program, the
program accepts multiple formats (.pdf, .doc, .rtf, etc.) and converts it into a standard
text format which is later parsed for the required information, and the extracted data
is organized in a standard defined format. The user can then download the extracted
information in the .CSV format.

Keywords Data extraction · Résumé parsing · Natural language processing ·
Résumé CSV · Data mining

1 Introduction

Due to the nonexistence of a standard résumé format a plethora of formats exists,
which hinders the automation of the data extraction process. Since every new résumé
may have a different definition and location for various attributes, it is a seem-
ingly difficult task to model a program to fetch the required data values. Every day
companies, firms, recruiting, organizations face the challenge of processing several
résumés and shortlisting the most desirable and deserving candidates, often the
process requires eyeballing and needless to mention hundreds if not thousands of
man-hours. The techniques of Natural Language Processing (NLP) offer a rather
complex but effective solution to this complicated problem. NLP methods such as
chunking, parsing, and regex facilitate the definition of language grammar and extrac-
tion of data by the application of custom grammatical rules, and it also enables us to
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bring structure to the immensely unstructured data. Data points can later be allotted
to different fields in the newly formed structured database creating room for machine
learning-based smart recruitment programs and exhaustive data analytics.

The objective is to develop a program capable of extracting data from multiple
unstructured résumés reconstructing it into structured CSV format and also present
the extracted information to potential employers.

2 Pre Processing

Pre-processing of data is a noncritical yet crucial step in the process ofDataMining. It
essentially is a technique used to reconstruct crude data into a convenient and efficient
format. Customary crude data is often largely erroneous, malicious, conflicting, and
even inadequate. Data pre-processing is predominantly used to eradicate such issues.
Following are the major steps involved in the implementation of data pre-processing:

Cleaning: It involves conjugating the consistent parts of data by filling gaps,
eliminating noise and inconsistency.
Integration: Clustering [3] of similar data and elimination of conflicts takes place
in this step.
Transformation: It involves theorization, assembly, and distribution of data.
Reduction: Compression and contraction of data and presentation of the data
model in the data warehouse.

3 Literature Review

There has been a lot of job searching nowadays. The online market has flourished by
providing various platforms for our youth in order to find the right designation for
their career. Websites like LinkedIn, Recruvia.com, Monster.com, and many more
have provided a much easier platform to search for online jobs as per one’s need. The
journey from applying for a job to land in one is a hectic and competitive task in itself.
The process is also difficult for the recruiters since they have to select the right talent
for their organization. Curriculum Vitae plays an important role in this recruiting
process. It is a quick image of your experience for them, and hence, many companies
have a number of members to manually go through the resumes of the applicants and
extract information from them. This extraction of information could lead to a serious
amount of resources and time. This manual process needs an automated process in
order to get the right information and talent with less time complexity. Therefore, we
have used Machine Learning techniques [1, 7, 8] and Natural Language Processing
(NLP) [2] in order to extract vital information such as name, contact, qualifications,
and years of experience from the resumes [4–6].

In machine learning [9, 10], data is divided into three types: Structured Data,
which is in form of tables, generally used in databases and CSV’s. Unstructured
Data comprises all the random data in or day to day lives, such as WhatsApp and
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Twitter. Semi-Structured Data: The data which is presented in the form of structured
data, but does not fully follow the rules of structured data. Resumes are the type of
semi-structured data and here in our project, wewill usemachine learning techniques
[11] to work on semi-structured data. Natural Language Processing is the field of
computer science andArtificial Intelligence [13]wherewe dealwith human language
and computers. The basic aim of this project is to make our machine [12] understand
the grammar of resume and be able to extract desired information from the resumes.

The project works in the Extract Transform Load (ETL) tool where extraction of
data from the resumes, transform it into the desired format and load it in either a
new database or existing database. The project is divided into three phases. The first
phase is dividing our text into tokens and using them to make the grammar for our
machine. The second phase is deriving grammar using regular expressions. Regular
expressions or regex are the search patterns that the machine understands. They are
usually in string format. The third phase is loading the data into the desired format.

Previousworks have been done before this project that included deriving grammar
for qualification and personal details. By this project, we have tried to enhance the
automation and included the extraction of the applicant’s experience. Future use of
this project could bring an all automation procedure in the field of job hiring and
talent hunt. This process could save resources for a particular organization which is
the goal of every company.

3.1 Methods and Materials
Python

Python is the fastest growing and worlds most popular coding language. People
from different disciplines use python for data analysis and visualization, artificial
intelligence and machine learning, and automation. Any repetitive task like copying
files and uploading to servers, working with excel spreadsheets, pdfs, and parsing
websites can be automated all by a Python script.

Python is fast and easy to code. The big task can be performed with comparatively
fewer lines of code. It is a high-level language, so programmers need not worry about
memory management. It is a cross-platform. It has a huge community. We used
python for scrapping websites and resumes in formats like PDF and DOC. Python
provides really amazing libraries and modules for this task.

NLP

NLP or Natural Language Processing gives the computer the ability to understand
natural human language. It is a combination of computer science and linguistics.
When a person writes or speaks, he does not follow one syntax like the programming
languages do, a person can use a wide range of vocabulary for the same word and
different formation of sentences that mean the same. Only 15% of the data that is
being generated is in the structured form. So, it is very challenging to come up with
one particular method to understand and parse human language.
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Fig. 1 Sentence divided as a token

So in NLP we try to break sentences into parts of speech and then into noun and
verb phrases. So a parse tree is made making relations between different entities
and the computer tries to understand that. NLP is used for text mining to derives
meaning full insights from the huge chunk of unstructured text data to perform
an actionable task, making voice assistants like Siri and Ok Google, for building
chatbots, sentimental analysis, and language translation.

Python provides a module called NLTK for NLP. We used the NLTK module in
python for scrapping resumes to extract information as resume format varies from
person to person.

TOKENIZATION

In tokenization, strings are broken down into tokens, every token is a small structural
unit that can be used for the process of tokenization. Taking an example (Fig. 1).

“Tokenization is the first step in NLP” as seen is divided into seven tokens and is
very useful in Natural Language Path. It is a process of re-figuring out the data into
a smaller and compactable format that has all the attributes of regular/original data
without compromising its security. Tokenization in Natural Language Processing is
chopping sentences into the most possible meaningful chunks after removing all the
non-needed characters such as punctuations. Tokenization is important in Natural
Language Processing as it tends to give the basic knowledge of the information of
the unstructured, semi-structured data [14, 15].

STEMMING

Generally, stemming refers to normalizing the words in their base form or to their
root form. There are various forms of words with the common base word. Stemming
tends to extract the base word from various forms of the word and helps us identify
the base word from the unstructured, semi-structured data (Fig. 2).

All of the words in the figure above have a single base word “Affect”. The algo-
rithm (Stemming) cuts the beginning or the end of the word and takes into account
the list of common suffixes and prefixes found in an infected word. This can be
successful in some cases but not always. There was some form of words that the

Fig. 2 Extraction of the root word
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Stemming algorithmwas unable to catch. Those exceptions are fixed by the upcoming
processes.

LEMMATIZATION

It takes the architectural analysis of the word into consideration. In order to do so, it is
essential to have a well-articulated dictionary that the algorithm could look through
to link the form back to its initial word or the root word, also known as the lemma.

Essentially what lemmatization does is it groups together differently inflected
forms of aword called lemmawhich is also similar to stemming since itmapsmultiple
words into a single common root. The main contrast between Lemmatization and
Stemming is that the output of lemmatization is the proper word. For instance, a
Lemmatizing algorithm would map ‘going’, ‘went’, and ‘gone’ into ‘go’, while that
is not what the output would be for Stemming. Once the tokens are available, and
the tokens are divided into their root form; the POS tags are the next step.

POS TAGS

The grammatical type of a word is generally referred to as a part of speech (POS) tag;
it may be a verb, adjective, noun, article, adverb, and many more, and essentially it
is an indication of the functionality of meaning and grammar in a sentence. A word
may have a single or even multiple POS based on the context in which it is used
(Fig. 3).

Taking a sentence for instance: “Google something on the internet”. In this
sentence, “Google” is used as a verb even though it is a proper noun. This is an
example of the certain limitations while processing the Natural Language. There are
various forms of words that are used differently in day-to-day uses. This creates a
major confusion to the algorithmwhile putting tokens into consideration for grammar.

CHUNKING

Chunking is the process of picking up the individual pieces of information and
grouping them into a bigger piece. In the context of Natural Language Processing,
Chunking means the grouping of words and tokens into chunks, so as we can see
here, we have “pink” as an adjective, “panther” as a noun, and “the” as a determiner

Fig. 3 Part of speech tag
division
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Fig. 4 Chunking of a sentence

and all of these are together chunked as noun phrase. Now, this helps in getting the
insights and meaningful information from the given text (Fig. 4).

Chunking is grouping data into more understandable chunks that could have
various possibilities in meaning. It is the same as sets and subsets. Sets have various
subsets with subsets having subsets of themselves. It refers to a more detailed expla-
nation as we go deeper. For example, if we say, “I have a car”, it is a bigger chunk
with underlying details as to what is the brand of the car? Details about the engine,
what is the mileage, and many more details.

3.2 Proposed Methodology

Tokenization

It the first stage for any NLP task. It is a part of pre-processing the data. Here we
break down the whole text document into tokens. This process can be used to split
the document into a list of words, lines, or sentences. To make the search process
more efficient, we split the entire document into words, lines, and sentences. Then
we tagged them according to the parts of speech tagging (Figs. 5 and 6).

Parsing

Fig. 5 Use of .strip() function

Fig. 6 NLTK tokenizer function



Resume Data Extraction Using NLP 471

Here we do the syntactic analysis of the data. This defines the structure of the data.
We make a parse tree or the whole data and form phrases like noun phrases verb
phrases and then form patterns for required data that has to be extracted. We have
labeled the data with pos tags and now we form a pattern using regular expressions
to target the specific details that are needed. So we parse the whole data to search
for the set of data that matches the pattern. For example, for extracting a person’s
phone number we look for ten digits coming consecutively, and for the name, we
look for two or three proper nouns coming together. So like this, we analyze what
is the common pattern that particular data follows, recognize that pattern and then
match that with data. Some examples of regular expression patterns are used.

Pattern for name

See (Fig. 7).

Pattern for number

See (Fig. 8).

Pattern for educational institute

See (Fig. 9).

Cleaning.

Removing the outliers in the extracted data. It is possible that some unwanted data
can also be extracted while parsing the data. So it is important to remove the data
that is not intentionally targeted. So, the extracted are further analyzed.More refining
patterns aremade to eliminate the unrequired data. Finally, we have themost accurate
match of the pattern of data that is targeted.

Fig. 7 Pattern for name

Fig. 8 Pattern for educational institute

Fig. 9 Pattern and value for instiregex
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4 Outcome and Results

"summary": "taught basics of cooking to  students",
}],
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5 Conclusion

In conclusion, the data extraction process was successful. Résumés of multiple
formats were converted into standard text. NLP techniques were applied to the text
to extract name, age, gender, education, email, experience, skills, phone number, and
date of birth fields which were later stored systematically into a CSV file. The .csv
file can be downloaded after the extraction process.

6 Future Work

The future is full of possibilities. Keyword scraping can be used to filter job profiles
and suitable candidates; machine-learning algorithms can be used to effectively find
the best possible employer-employeematches. Fields extracted from theNLPprocess
are potential data point candidates for data analytics as well.
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A Comprehensive Study on Transparent
Antennas for Wireless Applications

Ajay Kumar Gangwar

Abstract There is a great demand to design a thin, low-cost, and highly transparent
antenna for wireless applications although conventional antennas have not fulfilled
this demand. For this purpose, there are several transparent antennas that have been
developed, which are based on indium thin oxide, glass and polydimethylsiloxane
substrate, acrylic material, elastomer and PDMS material, etc. The main goal of the
review paper is to identify thin high transparent antenna design material.

Keywords Antenna · Transparent ·Material

1 Introduction

In wireless communication, the antenna transmits and receives electromagnetic
waves. The antenna is a device that converts the electrical signal to the electro-
magnetic wave and vice versa [1]. For the planar surface, a microstrip antenna is a
suitable candidate because it can be easy to design, lightweight, low cost, and easy to
design for desire applications [2, 3]. The conventional microstrip antennas are non-
transparent, but there is a huge demand for low-cost, high transparent antennas for
different applications such as mobile phones, smartwatches, and solar panels [4–7].

To date several transparent antennas have been designed using different techniques
as described in literature survey Sect. 2. Section 3 covered performance comparison
and finally, Sect. 4 covered the conclusion.
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2 Literature Survey

In this section, papers related to transparent antennas are discussed. In the year 2005,
Tai-Lee Chen et al. was designed a comb-shaped dipole antenna on a transparent
substrate for wireless communications [4]. The antenna consists of two conducting
strips with two comb structures as shown in Fig. 1a. It is designed on transparent
Mylar, and the frequency range of the dipole antenna is much broader than an ordi-
nary dipole antenna. Further, in the next year, a transparent monopole antenna was
designed by Chen-Tin Lee et al. for WCDMA and WLAN applications [5]. It is
designed on polyethylene terephthalate plastic with an indium tin oxide coating
layer. The antenna consists square patch with two notches as shown in Fig. 1b. It is
resonated at 1.95 GHz and 5.58 GHz with the bandwidth covered from 1.77 GHz to
2.19 GHz and 4.81 GHz to 6.0 GHz, respectively.

In the year 2009, A. Katsounaros et al. designed a transparent antenna for ultra-
wideband applications [6]. The antenna was designed on a 2.0 mm thick A4-sized
Perspex substrate with AgHT-4 film. The antenna consists of a combined structure
of coplanar fed circular patch antenna as shown in Fig. 2a. It covered 1.0–8.5 GHz
frequency band and exhibits bi-directional and omnidirectional radiation patterns
on the E and H-plane, respectively. Similarly, in the year 2011, a UWB transparent
antenna was designed by T. Peter et al. for green wireless applications [7]. The

Fig. 1 a A comb shape transparent dipole antenna. b A monopole transparent antenna

Fig. 2 a A ultra-wideband transparent disc antenna. b A compact size ultra-wideband transparent
antenna
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Fig. 3 a A hemispherical transparent dielectric resonator antenna. b A coplanar fed transparent
antenna for ultra-wideband applications

antenna is designed on AgHT-8 conducting layer with polyethylene terephthalate
substrate. The antenna is designed by coplanar-fed rectangular patch as shown in
Fig. 2b. The antenna covered frequency band from 3.1 to 10.6 GHz with the gain of
–6.0 dBi to 4.5 dBi with the UWB. The antenna provides omnidirectional radiation
pattern which is suitable for receiving end applications.

In the year 2014, a transparent dielectric resonator antenna was designed by Xiao
Sheng Fang et al. for wideband applications [8]. The two-layer hemispherical DRA
was designed by using acrylic and glass material in the inner and outer layer, respec-
tively, as shown in Fig. 3a. The antenna covered 3.4–3.7 GHz band for WiMAX
applications. Further, in the same year, a CPW-fed transparent antenna was designed
by S. Hakimi et al. for ultra-wideband applications [9]. It is designed on 0.175 mm
thick silver-coated polyester film with a 3.24 dielectric constant. The antenna is
designed by four symmetrical rectangular stubs on the top plane with a quarter
circular slot on the ground plane as shown in Fig. 3b. The antenna covered frequency
range from 3.15 to 32 GHz with VSWR less than 2.

In the year 2014, a transparent mesh circular monopole antenna was designed
by Okan Yurduseven et al. for UWB applications [10]. It is designed by a circular
monopole patch on a transparent acrylic substrate placed on Poly-Si solar cell as
shown in Fig. 4a. The antenna covered the frequency band from 2.33 to 10.8 GHz
with 4.1 dBi gain and 91% transparency. And in the next year, ColanG.M. Ryan et al.
was designed and developed a transparent circular polarized metamaterial loaded
antenna [11]. It is designed by a wire mesh patch and the same grid cut from the
substrate as shown in Fig. 4b. In the antenna for controlling the phase difference, a
metamaterial is loaded into the patch of the orthogonal mods. The dual-band circular

Fig. 4 a A transparent mesh circular patch monopole antenna. b Metamaterial loaded circular
polarized transparent antenna
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Fig. 5 a A transparent mechanical reconfigurable antenna. b A coplanar fed circular polarized
triangular patch transparent antenna

polarization antenna resonates at 2.35 and 2.73 GHz with the efficiency of 70% and
78%, respectively.

In the year 2015, a transparent mechanical reconfigurable antenna was designed
by Jang et al. [12]. The antenna is designed on elastomer and PDMSmaterial, which
consists meander line with CPW feed, and re-configurability is achieved by a vertical
orientedmeandering line as shown in Fig. 5a. The resonance frequency of the antenna
is mechanically tuned from 2.94 to 2.46 GHz. And in the next year, a transparent
triangular shape antenna was designed by J. P. Shinde et al. for S-band applications
[13]. It is designed by indium tin oxide film with a soda line glass substrate. The
antenna is designed by CPW fed triangular shape patch as shown in Fig. 5b. The
antenna is resonated at 2.5 GHz with the bandwidth covered from 2.12 to 4.31 GHz.

In the year 2016, a flexible transparent antenna was designed by H. A. Elmobarak
et al. for UWB applications [14]. It is designed by transparent conductive tissues
on the polydimethylsiloxane substrate as shown in Fig. 6a. The UWB antenna was
designed by a modified circular disk patch that covered the frequency range from
2.2 to 25 GHz frequency band. The antenna achieved more than 75% efficiency
through the frequency band and in the next year, Chi-Yuk Chiu et.al. designed a

Fig. 6 a A flexible transparent ultra-wideband antenna. b A transparent dual-band antenna
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transparent dual-band antenna for smartwatch applications [15]. The antenna was
designed by display glass utilized as a substrate and indium thin oxide (ITO) utilized
as a conducting layer as shown in Fig. 6b. The antenna operates at dual-frequency
bands 2.4 and 5.0 GHz. The antenna radiates a directional radiation pattern, which
minimized interference with the other components.

In the year 2017, Arpar desai et al. designed a dual-band transparent antenna for
wireless applications [16]. It is designed on the silver layer with tin oxide layers. The
transparent antenna was designed by slot to interconnect ring resonator as shown in
Fig. 7a, which is resonated at 2.4 GHz and 3.7 GHz with the gain of 2.26 dBi and
2.11 dBi, respectively for WLAN and WiMAX applications and in the next year, a
metal mesh-based transparent antenna was designed by Seok Hyon Kang et al. for
smart window, transparent mobile devices [17]. It is designed by copper wire metal
mesh with micro metal mesh film use as a transparent patch as shown in Fig. 7b. The
antenna operates from 2.4 GHz to 2.5 GHz WLAN frequency band with efficiency
and transparency lie from 49.09 to 56.88% and 69.44 to 82.64%, respectively.

In the year 2018, a transparent double folded loop antenna was designed by Yohei
Koga et al. for IOT applications [18]. The antenna is designed by 2.0 mm thick
transparent polycarbonate with 0.025 mm Indium Tin Oxide transparent conductor
as shown in Fig. 8a. The antenna is designed by a transparent conductor as well as
a copper conductor and compares the performance. The antenna was designed by a
double folded loop for a 2.4 GHz resonance frequency. It achieved –6.5dBi and 4
dBi gain at transparent and copper conductor surfaces. Further, in the next year, a
transparent flexible wideband antenna was designed by Weiwei Li et al. for 5G band
applications [19]. It was designed by an inkjet printer using silver nanowires. The
antenna is designed by a triangular monopole antenna with microstrip line feeding.
The transparency of the antenna is increased by introducing slots in the patch and
ground plane as shown in Fig. 8b. The antenna achieved 26 GHz (18.0–44.0 GHz)
bandwidth with 55% efficiency and 1.45 dBi gain.

Fig. 7 a A transparent dual-band resonator antenna. b A metal mesh-based transparent antenna
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Fig. 8 aA transparent double folded loop antenna.bA transparent flexible nanowire-based antenna

In the year 2019, a transparent antenna was designed by Jie Sun et al. for wide-
band applications [20]. It is designed with distilled water with a transparent Plexiglas
container. In the antenna, the water patch is excited by a metallic L-shaped feed. The
antenna achieved an efficiency of more than 75% with a maximum gain of 6.6 dBi
from the frequency of 1.61 GHz to 2.29 GHz and in the same year, a transparent
antenna was designed by Rong Zhang et al. for transparent screen and window appli-
cations [21]. It is designed by graphene films with transparent glass. The transparent
patch antenna operates from the frequency of 5.0 GHz to 20 GHz. The antenna
provides light transmission of more than 72%.

In the year 2019, a transparent small radar cross section antenna with absorbing
metasurface was designed by Jia-Qi Zhou et al. for X-band applications [22]. It
is designed by tin oxide conductive film with transparent glass. The antenna was
designed co-planar fed rectangular patch and as an absorber, a square resistance
is arranged around the patch. The antenna resonating at 8.88 GHz, and it reduced
radar cross section minimum 10.0 dB from 8.0 to 12.0 GHz. Further, in the next
year, a transparent millimeter frequency-based antenna was designed by Roc´ıo
Rodr´ıguez-Cano et al. for the antenna on display applications [23]. It is designed
by a glass display with diamond grid cells. It is designed by two meshed bow-tie-
shaped monopoles antennas with a row of mesh patches. The two antennae provide
more than 7.0 dBi gain and a row of patches reduce the coupling between them.
The antenna covered a band of frequencies from 26.5 to 29.5 GHz with efficiency
achieved more than 70%.

3 Summary

In this reviewarticle, different transparent antennas havebeen studies. These antennas
are designed for single band, dual-band, wideband, ultra-wideband, and reconfig-
urable applications. The basic design principle of these transparent antennas is the
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same, but only the design material materials have differed. In the text design tech-
niques, design materials, and applications are summarized in Table 1. This article
will provide an overview of the researcher that is working on the transparent antenna.

Table 1 Summarized table of transparent antenna

References Design principle of
transparent antenna

Operating frequency Types of antenna

Chen and Hsieh [4] Transparent Mylar 557 MHz Single band

Lee et al. [5] Polyethylene
terephthalate plastic
with Indium tin oxide
coating layer

1.95 and 5.58 GHz Dual band

Katsounaro et al. [6] Perspex substrate with
AgHT-4 film

1.0–8.5 GHz Ultra wide band

Peter et al. [7] AgHT-8 conducting
layer with
polyethylene
terephthalate substrate

3.1–10.6 GHz Ultra-wide band

Fang and Leung [8] Acrylic and glass
material

2.87–3.96 GHz Wide band

Hakimi et al. [9] Silver coated
polyester film

3.15–32.0 GHz Ultra-wide band

Yurduseven et al. [10] Transparent acrylic
substrate placed on
Poly-Si solar cell

2.33–10.8 GHz Ultra-wide band

Ryan and Eleftheriades
[11]

Wire mesh patch and
the same grid cut from
the substrate

2.35 and 2.73 GHz Dual band

Jang et al. [12] Elastomer and PDMS
material

2.94–2.46 GHz Mechanical frequency
tunable

Shinde et al. [13] Indium tin oxide film
with soda line glass
substrate

2.19 GHz Single band

Elmobarak et al. [14] Conductive tissues on
the
polydimethylsiloxane
substrate

2.2–25 GHz Ultra-wide band

Chiu et al. [15] Glass utilized as a
substrate and indium
thin oxide

2.4 and 5.0 GHz Dual band

(continued)
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Table 1 (continued)

References Design principle of
transparent antenna

Operating frequency Types of antenna

Desai et al. [16] Silver layer with tin
oxide layers

2.42 and 3.71 GHz Dual band

Kang and Jung [17] Copper wire metal
mesh with micro
metal mesh film

2.45 GHz Single band

Koga and Kai [18] Transparent
polycarbonate with
indium tin oxide
conductor

2.4 GHz Single band

Li et al. [19] Silver nanowires 18.0–44.0 GHz Wide band

Sun and Luk [20] Distilled water with
transparent Plexiglas
container

1.61–2.29 GHz Wide band

Zhang et al. [21] Grapheme films with
transparent glass

5.0–20 GHz Wide band

Zhou et al. [22] Tin oxide conductive
film with transparent
glass

8.0–12.0 GHz Wide band

Rodr´ıguez-Cano et al.
[23]

Glass display with
diamond grid cells

26.5–29.5 GHz Wide band

4 Conclusion

In this survey paper, various transparent antennas for several wireless applications
are studied. The transparent antenna and its applications are suitable for satellite,
solar panel, smartwatches, etc. In the study of several papers, it is observed that the
author tried to design high transparency with acceptable antenna parameters. This
article provides an overview of the transparent antennas and their design materials,
which will provide helpful for new researchers/scientists.
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IoT-Based Framework for Real-Time
Heart Disease Prediction Using Machine
Learning Techniques

Siddhant Salvi, Ritwik Dhar, and Sunil Karamchandani

Abstract In several disciplines, especially in personalized healthcare, the Internet of
Things (IoT) is gaining increasing interest from a technological point of view. How-
ever, in both cases, effective diagnosis of heart disease and consultation of a patient
for 24h by a specialist are not accessible due to many factors. In this research, we
present a real-timemonitoring system based on concepts of IoT andmachine learning
for the detection of heart diseases through a portable setup accessible even in remote
areas. The system integrates various sensor nodes for heartbeat, blood pressure, tem-
perature, and RFID reading onto a Raspberry Pi to maintain and build on a database
for optimized results. In order to evaluate the efficiency of heart disease diagnosis,
the proposed algorithms are tested using commonly available open-access databases.
Including parameter optimization, a comparative study of statistical machine learn-
ing models has been applied with a random forest algorithm (0.868) producing best
performance followed by SVM (0.852), k-NN (0.836), and decision tree (0.786).
The database building and prediction are based on the cloud which further improves
on the computational and time efficiency of the system.

Keywords SVM · Random forest · Decision tree · k-NN · sensor · Heart
disease · IoT

1 Introduction

Rapid advances in health systems and low-cost cellular connectivity have signifi-
cantly helped deal with the issue of fewer hospital facilities over the past decade.
The introduction of mobile connectivity with wearable sensors has enabled the tran-
sition from clinic-centric to patient-centric healthcare facilities and is referred to
in the literature as telemedicine [1]. Telemedicine has been introduced, according
to recent medical surveys, to take care of patients with coronary disease, asthma,
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hypotension, hypertension, hyperthermia, and hypothermia [2, 3]. Real-time surveil-
lance of chronic diseases like cardiopulmonary disease and cardiac arrest in patients
located outside of medical care facilities by wireless tracking systems is the most
promising application [4]. Heart conditions are still one of the leading causes of
human deaths; for example, around 2.8 million people die per year as a consequence
of becoming overweight as obesity can lead to adverse physiological effects on
cholesterol and blood pressure, eventually raising the risk of coronary heart attack,
stroke, diabetes, and many types of cancer. According to the WHO, the prevalence
of the cardiac disease is expected to rise to 23.3 percent globally by 2030 [5]. The
management of such cardiovascular conditions needs constant and long-term care
in order to manage the danger. In addition, while wearable technology has made a
major contribution to the development of patient monitoring, there are issues that
impact the efficiency of health monitoring systems. In applications such as neuro-
logical, biological, and motion sensing [6], current experiments of wearable sensors
provide tracking. These devices were used for tracking patients’ fitness metrics and
body positions, as well as for tracking sports and other activities [7]. Due to the
fact that these sensors are low-cost, readily available, user-friendly, sensitive, and
effective, these wearable sensors are becoming exciting. The therapeutic uses of
wearable sensors in respiratory, neurological, asthma, and hypertension disorders
have been investigated in various studies [8]. For example, [9] has created a device
for tracking congestive heart failure in patients, consisting of a ring-shaped biosensor
that tracks heart data. Similarly, systems for monitoring respiratory diseases which
capture sound waves by placing a microphone on the patient’s neck while breathing
have been designed. The system consisted of a band-pass filter to minimize noise
and other signal distortions that helped achieve approximately 90% of the precision
of the measurement. Study work on the diagnosis of apnea using algorithms was
then extended [10]. Wearable technology is also helpful with the use of multiple sen-
sors incorporated on a single chip to solve the problems of motion artifact control.
Another example of application is the incorporation of various sensors on the same
platform (tight fitting in garments) to track respiratory diseases. It is found that these
systems are stronger than spirometry, but they do need advances to eliminate motion
artifacts [11]. There is also a lot of medical data available that can be used to build
predictive models for cardiovascular diseases due to the advancement of automated
healthcare networks. Machine learning or data mining is a method of experimenta-
tion for processing big data from a number of viewpoints and encapsulating it into
usable information. “Data Mining is a non-trivial retrieval of data information that
is tacit, previously unknown and theoretically useful” [12]. A massive amount of
knowledge about medical diagnosis, patients, etc. is now created by the healthcare
industry. Data mining offers a range of tools that uncover secret data structures or
comparisons. A machine learning algorithm is therefore suggested in this paper for
the implementation of a prediction method for heart disease that has been tested on
two datasets for open-access heart disease prediction. Another link to this article is
the definition of a cardiac patient monitoring system using the Internet of Things
(IoT) concept with different physiological signal sensors and Arduino microcon-
trollers. Sensor networks are now using the Internet of Things (IoT) technologies to
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collect, store, and transfer information from one node to another. The senors take this
data and work on it to trigger the necessary action and create an intelligent cloud-
based monitoring, planning, and decision-making platform. IoT-developed devices,
such as embedded systems, allow information to be shared between other nodes or
over the Internet, and it has been projected that about 8 to 50 billion devices will be
connected by 2020 [13].

2 System Architecture

It is considered that enabling the use of IoT in healthcarewith interconnectedmedical
sensors, particularly wearable or implantable, is capable of providing smart, precise,
and cost-effective personalized healthcare services. The total IoT-enabled healthcare
infrastructure designed is seen in Fig. 1.

The sensing layer is designed to observe both visually, mentally, and emotionally
the health status of the users; hence, a series of sensors can be embedded, such as
wearable sensors such as ECG and blood pressure, to capture biomedical parameters.
The model proposed takes into consideration the following sensors for patient health
analysis and data prediction purposes:

– The heartbeat sensor is a quick way to research the role of the heart, which tracks
blood flow through the area of contact. The amount of blood in the region of touch
varies over time, as the heart pushes blood into the blood vessels through the skin.
The sensor shines through the skin patch with a light lobe (small incandescent

Fig. 1 Real-time heart disease monitoring system
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lamp) and tests the light that is transmitted. The clip may be used on the thumb
and index finger on a fingertip or on the network of tissue.

– The temperature sensor DHT11 is a system that contains a sensor for humidity
and temperature. It will then determine the temperature and humidity of the air in
a given location, whether indoors or outdoors. Humidity and temperature are the
necessary criteria to track the comfort of the patient or to check the physical state
of the patient in that position as the patients feel insecure due to sudden shifts in
temperature and humidity that can also cause irregular cardiac responses.

– The blood pressure sensor is a non-invasive device developed for human blood
pressure monitoring purposes. Using the oscillometric form, it tests systolic, dias-
tolic, and mean arterial pressure. All the time, blood pressure does not remain the
same. It moves to satisfy the needs of the body. Various variables, including body
location, breathing or mental condition, exercise, and sleep, influence it.

– An RFID reader is connected to the processor board, which facilitates the identi-
fication of different users, thus a RFID tag should be amounted to each individual
patient for optimum data logging and easier user-interfacing.

Secondly, the network layer facilitates the reliable and stable transmission of
data to the corresponding data process units. A host of short-range communication
protocols have been commonly adopted, such asZigBee. The third layer is themodule
for data analysis, which gathers valuable information from the sensor data obtained
from the first layer. As the processing unit for sensor data aggregation and cloud
capabilities, the deployed concept uses a Raspberry Pi. For database building, the
device takes the health information of the patient from the sensing layer to Google
Firebase. Learning-based approaches have been the most promising technique for
data mining. In order to improve machine learning model precision for heart disease
prediction, the initial dataset is expanded with patient data integration. Intelligent
tools and applications, such as disease identification based on the behavior of the top
three tiers, can eventually be given. With improved sensor feedback and real-time
monitoring and cloud access capabilities, the system can be very useful across remote
locations with heart disease critical patient history.

3 Dataset

The training of our proposed system requires the use of datasets that take into consid-
eration the attributes/symptoms generally seen in patients with cardiovascular dis-
eases. Based on certain parameters and characteristics such as resting blood sugar,
cholesterol, maximum heart rate, and exercise-induced angina as shown in Fig. 2,
two publicly accessible datasets of heart diseases of the same type and number of
characteristics are combined to form a broader dataset and to achieve greater preci-
sion. Cleveland Heart Disease dataset along with the Statlog Heart Disease take into
consideration 9 characteristics as shown in Table1.
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Fig. 2 Dataset histogram

Table 1 Dataset features considered for our model

Features Description

Age Patient age in years

Cp Chest Pain Type (typical angina = 1, atypical angina = 2,

non-anginal pain = 3, asymptomatic = 4)

Exang Stress-induced angina

Oldpeak Exercise-based ST depression

Restecg Resting electrocardiographic results (normal = 0,

ST-T wave abnormality = 1, left ventricular hypertrophy = 2)

sex Female = 0, Male = 1

Slope Slope of the peak exercise ST segment

(Upsloping = 1, flat = 2, down sloping = 3)

Thal Normal = 0, fixed defect = 2, reversible defect = 3

Thalach Maximum heart rate
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4 Machine Learning Algorithms

The performance of four algorithms has been considered here to evaluate the accu-
racy based on the input variations and evaluation parameters discussed above. We
have implemented support vector machines (SVM), random forest algorithm (RF),
decision trees, and k-Nearest Neighbor (k-NN) based on the dataset provided.

4.1 Support Vector Machines (SVM)

By constructing an n-dimensional, SVM performs classification and maximizes the
margin to achieve the best result in classification. SVMs are based on the concept of
hyper plane or linear separability classifiers. Supposingwe have n training data points
(x1, y1) , (x2, y2) , . . . .(xn yn) where xi ∈ Rm and yi ∈ {−1,+1}. Considering a
hyper plane given by (w, b), where w is weight and b is bias.

Classification can be given by

D (x) = sign (w.x + b) = sign(

n∑

i

ai yi (xi .x) + b) (1)

where w represents the hyper plane, and the weight vector direction gives us the
class expected. The data points that are similar to the hyper plane, which are called
the support vectors, have a minimum distance to the decision boundary as shown in
Fig. 3.

SVM has limitations that it experiences lots of computational expenses and pro-
duces inconsistent results when dataset is characterized bywide space of features and
train dataset is small. This can be solved by adding a kernel function in the feature
space, instead of the inner product of two transformed data vectors. A function of

Fig. 3 Decision boundary
with hyperplanes
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the kernel is set to that corresponds to a dot product of two characteristic vectors in
some extended space. In such processes, there are some widely used kernel functions
which have been implemented for comparison of accuracy:

– Linear Kernel function:
K (xi , x j ) = xi .x j (2)

– Sigmoid Kernel function:

K (xi , x j ) = tanh(axi .x j + b) (3)

– Polynomial Kernel function:

K (xi , x j ) = (
xi .x j + 1

)p
(4)

– RBF Kernel function:

K (xi , x j ) = exp[−γ ||xi − x j ||2] (5)

4.2 Random Forest Algorithm (RF)

Random Forest is an ensemble of learning algorithms based on methods. RF consists
of a series of classifiers for tree. Every tree is composed of nodes and edges. The
received group classifies newdata points through amajoritywithin each classification
model’s predictions, as shown in Fig. 4.

This approach incorporates a bagging cycle (bootstrap aggregation) and a set
of random splits. Each tree is extracted from the dataset from a separate bootstrap

Fig. 4 Random forest classifier
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sample, and each tree categorizes the data. The final outcome is a majority vote
between the trees. The random forest algorithm is defined by the following steps:

– Construct samples of the data from k trees bootstrap.
– For each of the bootstrap samples, grow an unpruned tree.
– Randomly sample n-try of the predictors at each node and pick the best split among
those factors.

– Predict new data through a combination of the k tree predictions.

4.3 K-Nearest Neighbor

The k-nearest neighbor algorithm (k-NN) is a method for the classification of an
object among its k-nearest neighbors based on the majority class. k-NN is a slow
learning algorithm where the function is approximated locally and all calculations
are postponed until classification. The Euclidean distance is commonly used by the
k-NN algorithm. However, it is also possible to use some other points, such as the
Chebyshev norm or the Mahalanobis distance. Euclidean distance is being used in
this experiment. Suppose the question example of coordinates (a, b) and the training
sample coordinate is (c, d), then the Euclidean distance square is

x2 = (c − a)2 + (d − b)2 (6)

4.4 Decision Tree

The tree is a system of data that consists of nodes and edges. Sub-trees on the main
tree path can be split into three, namely the root node, branch/internal nodes, and
leaf nodes. For a finite number of levels, the decision tree is a basic representation
of a classification strategy. The internal node and the root node are marked with an
attribute name; the edges are marked with potential attribute values; and the leaf
node is marked with various classes. The decision tree is one of the most common
classification models because the results obtained are easy to explain and easier to
understand (Fig. 5).

In order to represent the decision to make the decision linked to the decision tree,
trees are used. The decision tree method is to adjust the form of the data (label) into
the model of the tree, transforming the model tree into a law. The biggest advantage
of using the decision tree is that it becomes possible to break down complicated
decision-making mechanisms so that decision-makers perceive the problem-solving
solution. The decision tree is also useful for exploring the details, discovering hidden
relationships with the input variables of the target variable with certain candidates.
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Fig. 5 Decision tree layers

5 Results

The results of the proposed methodology for selecting the right machine learning
algorithm and the operation of the cardiac monitoring system are discussed in this
section.

5.1 Parameter Optimization of Machine Learning Models

Various machine learning algorithms have been implemented to get the best per-
formance as shown in the above section. To further analyze and optimize the per-
formance before conducting a comparative analysis, the algorithm parameters are
iterated across to find the best match. As shown in Fig. 6a, four kernel functions are
used and trained with the dataset for the heart disease monitoring system. The per-
formance of each kernel function, i.e. polynomial (0.78), linear (0.81), radial basis
(0.85), and sigmoid (0.85), is presented fromwhich we go forward with sigmoid ker-
nel function for support vector machine algorithm. Next, we consider the k-Nearest
Neighbor algorithm across various values of k, i.e. number of neighbors to analyze
the variation in performance and choose the optimum value for comparative analysis
across algorithms for the dataset. As shown in Fig. 6b, the accuracy is highest on k
= 8, 12, 14 which will be implemented.

Similarly, the optimum number of features have been computed for the decision
tree as shown in Fig. 7a,with 10 features. The number of estimators shows variation in
the performance of random forest algorithm although minimally. The highest scores
are noticed on 200 estimators with 100 estimators being a close second as shown in
Fig. 7b.
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Fig. 6 a Support Vector Classifier scores for different kernels. b K Neighbors classifier scores for
different k values

Fig. 7 aDecisionTree classifier scores for number ofmaximum features.bRandom forest classifier
scores for different number of estimators

5.2 Implementation

The optimum parameters are chosen for each algorithm and the dataset is training
using these specifications. The training and testing data is segregated by a k-cross
fold validation of 80 (train) : 20 (test) on the combined dataset mentioned in Sect. 3.
The algorithms are further evaluated on the basis of F1 scores, recall, and precision
to finalize on the algorithm to be implemented as shown in Table2. Out of the four
algorithms implemented, Random Forest (0.868) gives the best performance in terms
of accuracy followed by SVM (0.852), k-NN (0.836), and decision tree (0.786) as
shown in Fig. 8. With the random forest as the the choice for implementation, the
time complexity of the model with the initial record being 303 and 9 variables is
given by the big-O notation as O(6766).

The dataset is further built upon with the help of real-time sensor monitoring
which is updated into the original dataset on which machine learning models are
trained to further optimize the overall accuracy as well as give health and cardiac
activity support to the user. The output on the heartbeat sensor, temperature sensor,
and blood pressure sensor is extracted and pre-processed to satisfy the original dataset
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Table 2 Performance evaluation

Algorithms Accuracy F1 Recall Precision

k-NN 0.836 0.75 0.75 0.75

RF 0.868 0.85 0.79 0.92

SVM 0.852 0.798 0.77 0.783

DT 0.786 0.696 0.73 0.67

Fig. 8 Accuracy of k-NN, RF, SVM, and DT algorithm (left to right)

features and add to the generalization of the system. The RFID tag is additionally
implemented to keep a log of the patient’s health with a unique identification number
which keeps the system user-friendly.

6 Conclusion

For assistive paradigms, a need for real-time health and behavior detection with
sensor input is a prerequisite. This paper provides a concise summary of develop-
ments focused on artificial learning and IoT innovations in wellness and behavior-
monitoring methods. Secondly, it demonstrates a modern technology architecture
for health tracking, which requires real-time surveillance of patients or elderly users
and requires access to data from the cloud along with the creation of a network to
further enhance outcomes.
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Efficiency Enhancement
in a Piezoelectric Energy Harvester
for a Low-Frequency System Using
Synchronous Charge Inversion

Parul Chaudhary and Puneet Azad

Abstract This article incorporates an efficient hybrid technology to improve the
efficiency of a piezoelectric energy harvesting system. The power of the system
improved by a staggering 50-fold over conventional full-bridge rectifiers. This
nonlinear approach is an integration of an active rectifier and synchronized switch
harvesting on the inductor (SSHI) circuit. The power extraction capability of this
circuit is much better as compared to conventional full-bridge and voltage doubler
circuits. Maximum power of 753.8 µW power is obtained while walking at a speed
of 6 km/h.

Keywords Piezoelectric · Energy harvesting · Bias-flip · Active rectifier ·
Inductor sharing

1 Introduction

As the increasing energy demand has escalated the burden on exhaustible resources,
viable energy sources surrounding us are becoming more and more relevant.
Harvesters extracting energy from the sun [1], piezoelectric [2–4], thermoelectric
[5], triboelectric [6–11] and pyroelectric [12–14] devices are in huge demand. These
devices can provide usable power ranging from 10 to 1000s of µW. Piezoelec-
tric energy harvesters have an advantage of a simple device structure along with
good voltage and high energy density. Human motion energy has been harnessed
to provide an uninterrupted power supply using piezoelectric harvesters in multiple
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self-powered devices [3, 4]. This energy extraction, however, suffers from a big chal-
lenge to find a proper interface circuitry for maximum power transfer. Conventional
interface circuits include bridge rectifier and voltage doubler circuits. The rectifier
fairly converts the alternating input to a usable dc value. Still, its output power is
comparatively low, and hence it is not an efficient technique for direct interface with
the piezoelectric harvester [15].

Another method is by using an active rectifier, which significantly improves the
rectification efficiency of the system by reducing the amount of voltage drop across
the diodes [16]. Synchronized switch harvesting on inductor (SSHI) has also shown
promising results when used with piezoelectric energy harvester [17]. This method is
based on synchronous switching in the circuit while using a shared inductor to form
a resonant circuit with the internal capacitance of the transducer. This technique has
the advantage of harnessing the energy spent to charge the capacitance, which was
getting wasted in any conventional method. Considerable research has been done to
include modifications in this method to improve efficiency further [18–22]. In this
paper, we have utilized a combination of SSHI and active rectifier to serve as an
efficient interface, thereby delivering 50 times more power than these circuits [23].

Awedge-heeled shoe with a sandwich sole containing one single PZT drum trans-
ducer at the toe region is used as an energy harvester. This transducer is harnessing
walking energy in D33mode and transforming this energy into an electrical signal
[2]. The active rectifier−SSHI interface circuitry is added to it, and comparative
results with conventional rectifier and voltage doubler have been analyzed to see the
improvement in power delivered. The experimental output of the PZT harvester is
put to theoretical simulations and the output power increased by 50%.

2 Experimental Section

This system integrates a perovskite crystal of PZT (lead zirconate titanate) with
shoe sole at toe region utilizing piezoelectric D33 mode for energy extraction as
shown in Fig. 1a. The PZT transducer converts the biomechanical motion energy
into electrical energy generating an ac voltage and current of 38 V and 33.9 µA. The
system operates at a frequency of 2 Hz while walking in a wedge-heeled shoe with a
force of 900 N. Figure 1b shows an equivalent model of the PZT transducer having
a current source of 33.9 µA with a parallel capacitance and an internal resistance.
This model is used in Psim simulation with various interface circuitry. The values
for internal capacitance and resistance are 10 pF and 150 K�. The standard circuits
for bridge rectifier and voltage doubler are demonstrated in Fig. 2.

Figure 2a shows a conventional bridge rectifier circuit generally used for inter-
facing the harvester with the load. Four BAT45 Schottky diodes are used for this
purpose at the output of the harvester. For each half value of the input cycle from the
PZT harvester two diodes conduct and a pulsating unidirectional current is achieved
at the rectifier output. The capacitor at the output is a considerably large value to
hold the charge for the load. A rectifier can convert the alternating current into a
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Fig. 1 a Schematic diagram of the experiment. b Equivalent circuit of PZT harvester

Fig. 2 a Full-wave rectifier. b Voltage doubler circuit

usable DC value. The voltage doubler circuit, as shown in Fig. 2b, is also an AC–DC
converter. The maximum output power for the voltage doubler is almost the same as
that of the rectifier but at 2× voltage at the output. The only improvement is obtained
because of the lesser number of diodes involved in this circuit as compared to four
diodes in a rectifier. The problem with these interface circuits is that most of the
energy is used up in charging and discharging the output capacitance. This limits the
output power, and hence lesser energy is available at the output.

Figure 3 illustrates an active rectifier–SSHI circuit with the PZT harvester. The
circuit consists of two switches S1 and S2 connected with the harvester using an
inductor L. Two active diodes D1 and D2 are associated with output capacitor Cout

through these switches. The clocking frequency of S1 and S2 are kept equal and

Fig. 3 Active rectifier–SSHI circuit
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opposite to each other. An output resistor Rout is used across the capacitor to act as
a load. A switching frequency of 1000 Hz is applied to S1 and S2. For the operation
of the circuit, switch S2 is closed for a positive half cycle of the current from the
piezoelectric harvester, and switch S1 is open. The current through an inductor is
almost zero, and the two diodes are cut off to block the current through the load,
thereby charging the internal capacitor Cin.

As the capacitor voltage increases beyond the diode threshold voltage, diode D1
starts conducting, and the transducer current starts to flow in the load resistance. This
causes the inductor current to grow exponentially with diode D1 acting as a rectifier.
As the inductor current reaches its peak value and becomes negative, the capacitor
Cin starts discharging blocking diodeD1. Switch S1 is closed and switch S2 is opened
turning on diode D1. Since S1 andD1 are both turned on, a resonant loop is created to
perform the SSHI operation. The energy stored in Cin is transferred to the inductor,
and inductor energy is transferred back to the capacitor, thereby flipping the capacitor
voltage to a negative level. Diode D1 functions to restrict the flow of current only
from piezoelectric to the inductor through the diode. The flipping of voltage gets
completed as the current through this loop becomes zero, also reducing the inductor
voltage to 0 V. A similar process occurs for the negative half cycle as well achieving
the full cycle for the SSHI operation. Diode D2 acts as a rectifier for the negative half
cycle charging the input capacitance Cin. The process continues to operate till the
harvester is extracting piezoelectric energy from human biomechanical motion. The
output is measured across variable resistance using Fluke 287 true-RMS electronics
logging multimeter, and power extracted is measured for analysis.

3 Results

Thepeakopen-circuit current andvoltage for the piezoelectric harvester are presented
in Fig. 4. The graph shows amaximumof 38V ac voltage and 33.9µAcurrent. Power

Fig. 4 a AC current graph. b AC voltage graph
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Fig. 5 Output power

for the three discussed circuits is measured and analyzed using Fluke 287 true-RMS
electronics logging multimeter.

A comparison of maximum power delivered from a rectifier, voltage doubler and
rectifier–SSHI circuit is presented in Fig. 5. The power provided for the load resis-
tance increases as the load increases initially for the rectifier only until it reaches
a maximum value of 11.9 µW at a resistance of 2 M�, as shown in Fig. 5. Piezo-
electric transducer, when interfaced with a voltage doubler, showed an increase in
maximum power transferred with 136 µW at a resistance of 6 M�. Rectifier–SSHI
interface circuit reports an increase in shared power by 62% with a value of 753 µW
at a resistance of 10.6 M�. This increase in power is contributed to synchronous
switching used along with an active rectifier in the circuit.

4 Conclusion

This paper compares extractable power using different rectifier schemes. Active
rectifier operated with synchronous switching can enhance this power by greater
than 50× compared to conventional circuits used with the harvester. The active diode
used in the resonant circuit ensures that the capacitor voltage is flipped at optimal
times,making it evenmore efficient. This harvester designwith an improved interface
circuit gives better output power for the same input energy.
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Identifying Indicators of Sustainable
Smart Agriculture Driven by Big Data
Using Modified Total Interpretive
Structural Modeling (mTISM)

Nikhil Dogra and Mohd. Adil

Abstract It is widely acknowledged that adoption of sustainable policies is a tool for
the inclusive growth of the country. Although, manufacturing industry has received
a considerable attention as compared to service industry, sustainability in agriculture
is the newest approach. The purpose of this study is to explore key indicators of
sustainable smart agriculture driven by big data. First, we identify the key indicators
that affect sustainability and then investigate the contextual relationships among
them. Modified total interpretive structural (m-TISM) is employed to investigate
the interrelationships amongst the identified indicators. The findings indicate that
the weather prediction and big data learning are the key indicators with high driving
power. It implies that any change in these indicators would bring a significant change
in other key indicators as well. Therefore, managers are cautioned to continuously
monitor and deal with them with utmost care.

Keywords Smart agriculture · Big data · Internet of thing · Sustainability · TISM

1 Introduction

Nowadays rapid increase in population is prime challenge. This challenge of growing
population can only be controlled by increasing production of agricultural products.
An effective way to increase the quantity and quality production of agricultural prod-
ucts is technology i.e. Big data analytics. It is an appropriate tool for sustainable smart
agriculture driven by big data. production. According to FAO [1], farmers should
increase the food production upto 70% against 9.6 billion population by 2050.Along
with this challengeof increasingpopulation there are someother challenges hindering
the increasing production such as climate change, rapid urbanization, scarcity of
cultivable land, and insufficient fresh water. To overcome these challenges, smart
technology like big data, internet of thing and cloud computing acts as a key to
enhance the agricultural productivity. Big data technologies are the instruments used
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to gather large amount of agricultural data at low cost which stimulates effective agri-
culture production. Advance smart technologies are deliberate to establish and drive
artificial intelligence in agriculture sector through big data analytics and Internet of
Things (IoT). The utilization of smart technologies leads to precision and smart agri-
culture [2] and maximize crop yield in a sustainable manner. Smart agriculture plays
a prominent role to ensure sustainability and addresses the risk and challenges related
to pest attack and climate change [3]. The clear understanding of big data concept
is essential to respond the challenges associated with the farming management and
crop cultivation. Because the concepts of big data technology and smart agriculture
are almost new, therefore this concept need more research in agriculture sector to
explore its applicability. Big-data driven smart sustainable agriculture is also a novel
approach. Scholars have reported both positive and doubtful reviews on the usage
of smart technology in agriculture [4–6]. This study contributes significantly to the
existing literature (a) by identifying key indicators of sustainable smart agriculture
driven by big data in agriculture sector that have been previously not explored by
researchers and (b) classifying them based on their driving or dependence power.
Therefore, with this backdrop, the current study aims at answering the following
research questions—

RQ1. What are the indicators for sustainable smart agriculture in the context of
an emerging economy?
RQ2. Are these indicators interrelated and how?
RQ3. Which technique enables us to determine the interactions between these
indicators?
RQ4. What would be the outcome and its managerial implications in the
agriculture sector?

To answer these research questions, we have scanned through a number of litera-
ture primarily for the following purposes—(a) to identify the indicators of sustainable
smart agriculture driven by big data; (b) to determine the inter-relationships amongst
the indicators by applying the modified total interpretive structural modeling (m-
TISM)model; and (c) to delineatemanagerial implications by proposing the linkages
between the identified indicators.

After the introduction, which sets the background of sustainable smart agriculture,
the remainder of the paper is structured as follows: next section presents the literature
review that presents a brief of big data technology, smart agriculture and indicators of
sustainable smart agriculture driven by big data. Next, the paper proceeds to discuss
the method used in the study followed by another section on analysis and discussion.
The final section includes the conclusion and explicates directions for future research.
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2 Literature Review

2.1 Big Data in Agriculture

Data is a potential tool for analyzing situations and making decisions accordingly.
Agricultural big data signifies creation of large amount of data from stage of seed
sowing to harvesting. Big data technology helps to renew the agricultural practices,
those contributing in all dimensions of agriculture. It is an instrument to collect
data from various stages and sources of agriculture. Collection of data should be
done by using smart technologies such as aerial vehicles, smart phone applications,
and special cameras. This data is then stored in form of database and analyzed by
effective algorithms. Some already initiated applications for big data management
are AgriPrice Book developed by North America Strategic Institute in 2014 for
helping farmers to leverage data for improving transparency in agricultural supply
chain and Citizen Science developed by CGIAR for promoting climate change and
food security management.

2.2 Smart Agriculture

Smart agriculture also known as third green revolution represents the application of
information communication technology (ICT) into agricultural practices. Smart agri-
culture act as a key and has potential to achieve sustainable agriculture by integrating
technology into agriculture [7]. İt should provide the farmers with added value in
the form of better decision making by collection real time data related to harvesting,
soil, pest management and future prediction. İt is estimated that big data driven smart
agriculture increase the crop yield by 20% and reduce the cost by 50%. Smart agri-
culture makes the agriculture sector smart with the support of technologies like big
data and IoT and helps in tracking, monitoring, automating, and analyzing opera-
tions. Smart agriculture also include precision agriculture that help to increase food
quality and productivity. This type of agriculture is based on environment friendly
approach that applies the practices of various disciplines like biological and social
sciences in a holistic way. Big data technology and Iot are appropriate instruments
to drive the smart agriculture in a more sustainable way.

3 Methodology

The qualitative approach m-TISM is used in this study. The TISM [8] is devel-
oped from the modification of ISM as it enables researchers to interpret the “what”
and “how” of research whereas m-TISM also provide information about the third
question, i.e. “why” it is needed to interpret. m-TISM methodology is approved
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Identification of factors and their 
definition

Establish interpretation of contextual 
relationship

Relationship interpretaion

Pair-wise comparison and transitivity test

Develop final reachability matrix

Determine level by partitioning 
reachabilitymatrix

Digraph creation and TISM model

Determine driving and dependence 
power for each factor

MICMAC Analysis

Fig. 1 Flow chart of m-TISM step

to examine the indicators of sustainable insurance and then to establish a stratified
structure among the indicators.

To construct an m-TISM model, the reachability matrix and its level partitioning
[9, 10] are used. The flowchart exhibited in Fig. 1 briefly explains the procedures
used in the research methodology.

4 Analysis and Discussion

The findings of the present study extend our understanding by examining the driving
and dependence power of indicators to drive sustainability at smart agriculture. Using
m-TISM, we established theoretical argumentation and a qualitative framework with
transitivity, indicating that a combination of such associations would evoke positive
response towards adoption of sustainability. This study would serve as the point of
reference in establishing the theoretical plausibility for sustainable framework.

Table 1 presents the reachability matrix (with transitivity), which enables the
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Table 1 Reachability matrix (with transitivity)

S. no. ER1 ER2 ER3 ER4 ER5 ER6 ER7 ER8 ER9 Driving force

ER1 I I I I I* I* I* I* I* 9

ER2 8 I 8 8 8 I I* I* I* 5

ER3 8 I I 8 I I* I* I* I* 7

ER4 I I* I I I I* I* I* I* 9

ER5 8 I* I 8 I I I* I* I* 7

ER6 8 I 8 8 8 I I I* I* 5

ER7 8 8 8 8 8 8 I I I* 3

ER8 8 8 8 8 8 8 I I I 3

ER9 8 8 8 8 8 8 8 8 I 1

Dependence power 2 6 4 2 4 6 8 8 9

identification of contextual relationships amongst the indicators. Table 2 presents the
partitioning matrix result for all the indicators considered under the present study.
This enables the researcher in developing different levels of indicators by matching
sets of reachability and intersection using multiple iterations. The iteration process
was repeated until each indicator found its level resulting into formation of an m-
TISM model (as shown in Fig. 2).

In m-TISM model, indicator 9 (i.e. smart monitoring) is at the topmost level of
the framework, which highlights that this indicator does not hold much importance
as compared to other indicators that are at the lower level of the m-TISM frame-
work. However, at the same time, one should be cautious that this finding does not
undermine the role of technology in achieving sustainability.

Indicator 7 (policy formation) and indicator 8 (market information) are at the
second level of the framework, highlighting their importance to that of the top level.
indicator 2 (crop disease and pest management) and indicator 6 (irrigation manage-
ment) is placed at the third level, which is even more important than those of the
second and the first level. Similarly, rest of the indicators were levelled. Bottom level
indicators are considered to be the most significant and important and therefore are
strong drivers in implementing sustainability in smart agriculture. Any changes in
indicators at the bottom level, would bring a significant impact on both the middle
to top level indicators. Collectively, the modified m-TISM model suggests that the
most important indicators for achieving sustainability in agriculture are: (a) weather
prediction and (b) Big data learning.
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Table 2 Partitioning matrix

S. no. Reachability Antecedent Intersection Level

Iteration 1

ER 1 1, 2, 3, 4, 5, 6, 7, 8, 9 1, 4 1, 4

ER 2 2, 6, 7, 8, 9 1, 2, 3, 4, 5, 6 2, 6

ER 3 2, 3, 5, 6, 7, 8, 9 1, 3, 4, 5 3

ER 4 1, 2, 3, 4, 5, 6, 7, 8, 9 1, 4 1, 4

ER 5 2, 3, 5, 6, 7, 8, 9 1, 3, 4, 5 3, 5

ER 6 2, 6, 7, 8, 9 1, 2, 3, 4, 5, 6 2, 6

ER 7 7, 8, 9 1, 2, 3, 4, 5, 6, 7, 8, 7, 8

ER 8 7, 8, 9 1, 2, 3, 4, 5, 6, 7, 8, 7, 8

ER 9 9 1, 2, 3, 4, 5, 6, 7, 8, 9 9 1st

Iteration 2

ER 1 1, 2, 3, 4, 5, 6, 7, 8 1, 4 1, 4

ER 2 2, 6, 7, 8 1, 2, 3, 4, 5, 6 2, 6

ER 3 2, 3, 5, 6, 7, 8 1, 3, 4, 5 3, 5

ER 4 1, 2, 3, 4, 5, 6, 7, 8 1, 4 1, 4

ER 5 2, 3, 5, 6, 7, 8 1, 3, 4, 5 3, 5

ER 6 2, 6, 7, 8 1, 2, 3, 4, 5, 6 2, 6

ER 7 7, 8 1, 2, 3, 4, 5, 6, 7, 8, 7, 8 2nd

ER 8 7, 8 1, 2, 3, 4, 5, 6, 7, 8, 7, 8 2nd

Iteration 3

ER 1 1, 2, 3, 4, 5, 6, 1, 4 1, 4

ER 2 2, 6 1, 2, 3, 4, 5, 6 2, 6 3rd

ER 3 2, 3, 5, 6 1, 3, 4, 5 3, 5

ER 4 1, 2, 3, 4, 5, 6 1, 4 1, 4

ER 5 2, 3, 5, 6 1, 3, 4, 5 3, 5

ER 6 2, 6 1, 2, 3, 4, 5, 6 2, 6 3rd

Iteration 4

ER 1 1, 3, 4, 5 1, 4 1, 4

ER 3 3, 5 1, 3, 4, 5 3, 5 4th

ER 4 1, 3, 4, 5 1, 4 1, 4

ER 5 3, 5 1, 3, 4, 5 3, 5 4th

Iteration 5

ER 1 1, 4 1, 4 1, 4 5th

ER 4 1, 4 1, 4 1, 4 5th
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Fig. 2 m-TISM model with significant transitive links

5 Conclusions

The contribution of this research is multifold. This study investigates the indicators
of sustainability in the area of the smart agriculture driven by big data, which is
unique in the literature and attempts to fill the research gaps in the following ways:

(a) It identifies the key indicators of sustainability and proposed a well-defined
qualitative framework.

(b) It also analyses the interactions amongst the identified indicators of sustain-
ability, which has been a gap in the literature until now.

(c) The m-TISM methodology helps researchers to organize the indicators as per
their dependence and driving power.

(d) The m-TISMmethodology also helps in answering the key questions of theory
building such as “what, ” “how” and “why” and offers a better insight for
researchers, practitioners, and academicians.

The findings of the study would also help farmers to identify grey areas in smart
agriculture that require a more concentrated effort based on the importance and
hierarchical level of the indicators in the conceptualized framework.

The study, based on interrelationships, classified all the nine indicators into the
dependent and the driving force. This would assist managers and farmers in defining
indicators that require continuous supervision and help management in channel-
izing its energy towards enhancing these indicators for the effective implementation
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of sustainability in agriculture. Monitoring and evaluation of indicators of model
must be supervised on regular basis and the policies must have enough flexibility
to cater the deviating needs of the agriculture sector. The continuous monitoring of
recent trends in the big technology and sustainable smart agriculture would help
to improve the sustainable services. In addition, to achieve the intended results
mandatory for sustainable adoption, themanagers need to givemore attention toward
the indicators connected through transitivity links indicated by the m-TISM model.
Further, sustainability indicators may help to formulate sustainable related policies
and strategic plans more precisely and accurately. This may enable them to deter-
mine the priority of sustainable indicators so that positive measures can be taken to
address them. Policymakers and management need to be cautious and give extra care
towards the indicators lying at the bottom of the m-TISM framework, which reflects
high driving power for successful implementation of sustainability. The proposed
hierarchal model may enable the decision makers in understanding the interactions
amongst the indicators and their impact before implementing sustainable practices
at agricultural practices.

The findings of the study would supervise the management of big data to respond
the current demands of farmers with special consideration to sustainability. The flow
of direction of each indicator guide the management to take appropriate change
in processes, which led to achieve competitive advantage and superior quality of
service. Lastly, this study gives a new direction to create new sustainable projects
strengthening the socio-economic and environment condition of countries.
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Comparative Investigation of Machine
Learning Algorithms for Wind Power
Forecasting

Ayush Kumar, Neeraj Kumar, Bharat Singh, Aditya Chaudhary,
Karan Dikshit, and Akash Sharma

Abstract Wind power unlike power generated from conventional sources is not
constant. There are many factors that influence the power generated from wind
energy, like wind speed, location, climate change etc. Owing to this, there is always
uncertainty in wind power output. Thus, for proper load scheduling and better inte-
gration of wind power with the grid, it becomes essential to develop a robust wind
power forecasting system. For developing a reliable forecasting system, it is essen-
tial to factor in all the possible factors that affect the wind power output and analyze
a huge amount of data set for a higher accuracy rate. This paper proposes the use
of two machine learning techniques, namely LASSO and XGBoost classifier, and a
comparison is made between the two to find which technique is better for our task.
For training and validation of this model, wind power data of the Kolkata region is
taken. The result shows that XGBoost is better than LASSO for forecasting wind
power accurately with aMAPE value of 1.121 for XGBoost and 62.1476 for LASSO.

Keywords Short-term wind power forecasting · Machine learning · LASSO ·
XGBoost · RMSE · MAPE

1 Introduction

Owing to the overexploitation of natural resources in today’s world, the conventional
resources deployed for generating energy are exhausting at an unprecedented rate.
As a result of this, modern society demands resources that are sustainable and less
polluting to the environment. This is where the concept of generating energy from
the flow of wind comes into the picture as wind energy can cater to the needs of
modern world consumers [1].

At the same time, it should be taken into consideration that wind energy is highly
intermittent in nature and thus, for the optimum operation of the wind energy conver-
sion systems (WECS), we need to devise modern methods which would help in
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predicting the nature of wind in advance [1, 2. This would potentially lead to better
integration of the WECS systems with the nearest power system grid and would also
help in the uniform distribution of the energy being generated [3]. Thus, the impact
of wind energy integration directly depends upon the accuracy of these prediction or
forecasting models [1].

As of now, several forecastingmodels have beendevelopedwhich cater to different
fields involving multiple applications. The most common ones include the physical
model, traditionalmodel and advanced forecastingmodels based onmachine learning
algorithms [4–6]. The application of these models in different situations depends
upon the time scale of forecasting. Based on this parameter, forecasting trends are
classified into [7–9]:

• Ultra short-term forecasting (1 h)
• Short-term forecasting (14–15 h)
• Medium-term forecasting (1 week)
• Long-term forecasting (1 year or more).

The statistical mode incorporates several physical parameters (such as precip-
itation patterns, air density, real-time variations in wind speed etc.) as input data
on which the magnitude of the generated power is dependent, and makes a predic-
tion based on the historical trends in the available dataset [10]. On the other hand,
the physical model [6] deploys an analytical approach by evaluating past trends in
the wind patterns to make predictions of wind power. These models are considered
to be fairly accurate when it comes to forecasting short-term wind power. But for
long-term wind power forecasting (LTWPF), these models become highly incon-
sistent. That is where the need for devising new models based on modern machine
learning algorithms comes into the picture. These models are based on the concept of
ensemble learning, which facilitates them to develop and utilize multiple statistical
models in order to solve a given computational problem such as long-term wind
power forecasting (LTWPF) [11].

The given paper proposes amachine learningmodel meant to forecast wind power
in advance. To ensure the highest possible accuracy of the proposed model, a large
input dataset comprising meteorological data and wind power data is taken into
consideration. The model tries to establish a relationship between the different input
features and the magnitude of the generated power. The predictive modelling can
be performed using several methods, including artificial neural networks [12, 13],
decision trees [14], random forests [15] etc.

The paper aims to study wind power forecasting using two different machine
learning algorithms, namely XGBoost classification and the LASSO technique.

XGBoost Boost [16] is a machine learning algorithm that builds on the gradient
boost algorithm to give even more accurate results. It works similar to the random
forest technique by implementing ensemble learning [17] where some weak learning
models like the decision trees are taken and then their output clubbed together either
by boosting or by bagging for accurate results.

LASSO is [18] a machine learning technique based on regularization. It is used
for prediction purposes in the case of very complex models having a large number of
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features. Regularization is needed to reduce a very annoying problem called overfit-
ting. Overfitting increases in the case of complex models. LASSO regression works
by performing L1 regularization and penalizes the magnitude of the coefficients with
the help of a tuning parameter called alpha (α).

2 Methodology

2.1 Generation of Wind Power and Forecasting

The use of aerodynamic forces on the rotor blades for the generation of electricity has
helped us in solving many problems that mankind is facing today. The unethical and
extensive use of fossil fuels has taken an enormous toll on our nature, landscapes and
ecosystems and had forced us to switch to alternate sources, with wind power being
one of them. Wind power is generated by harnessing the mechanical aerodynamic
forces present in the air by converting it into rotational power to drive the alternators
[5] (Fig. 1).

Wind power generation differs from conventional power sources not only in terms
of the use of renewable sources instead of conventional ones but also in terms of their
availability due to their stochastic nature. Wind power generation is dependent on
many factors such as air density, precipitation, temperature and primarilywind speed,
and hence today’s power operators are dealing with challenges of balancing supply
and demand due to its variable and unpredictable nature [19].

Thus, accurate forecasting of wind power plays a major role in ensuring reli-
able large-scale integration with the existing electrical network. Short-term and very
short-term wind power forecasting methods can thus be used for planning power
scheduling, unit commitment and dispatch by the power operator and to minimize
the cost and maximize the profit by electricity traders [7].

Here, we have used two machine learning techniques for wind power forecasting,
namely XGBoost and LASSO. In both these techniques, we have taken four parame-
ters as independent values along with actual output as dependent values. The dataset

Fig. 1 Block diagram of wind energy conversion systems (WECS)
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has been obtained from the website https://www.renewables.ninja for the Kolkata
region of India and the same dataset is used for training and testing the algorithm.

2.2 Extreme Gradient Boost (XGBoost Classifier)

XGBoost is yet another method that can be used to implement classification and
regression. This technique is known by different names when implemented, with the
most common being gradient boostingmachine [20] (GBM) andXGBoost, XGBoost
being the most viable due to its versatility.

XGBoost Boosting resembles random forest to a great extent. That is because
they both follow a technique known as ensemble learning. Ensemble learning works
by utilizing a large number of weak classifiers [21] and clubbing them together for
a better result. It implies that a final model is derived using a collection of singular
models. The accuracy of prediction is weak for the singular models with chances
of overfitting [22] but the result is improved manifold by combining them together
in an ensemble. Like the random forest, the weak model used most commonly in
XGBoost Boosting is also decision trees (Fig. 2).

When implementing deep learning and neural networks, gradient descent is used
to find the minimum of the loss function [23], that is the parameters or weights
for which a singular model gives the least error of prediction. Due to the clubbing
of multiple weak models, the model parameters need not be optimized directly as
the final boosted parameter can be optimized at the end. Hence the gradients can
be added spontaneously to the training process by fitting the new tree also to these
values (Fig. 3).

As per the gradient descent [24], we find the learning rate, shrinkage and loss
function as hyperparameters, similar to neural networks. Someother hyperparameters
of XGBoost are as follows:

1. No. of iterating trees in the ensemble,
2. No. of observations in each leaf,
3. Depth and complexity of the trees,
4. The fraction of samples and
5. The fraction of features selected for training.

Unprocessed Data

Weak Model 1

Weak Model 2

Weak Model 3

Weak Model 4

Final 
Prediction

Fig. 2 Diagrammatic representation of ensemble learning

https://www.renewables.ninja
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Fig. 3 Flowchart for the generalized algorithm

2.3 LASSO (Least Absolute Shrinkage and Selection
Operator)

In machine learning there are seven types of regression techniques. One of them
is LASSO, which stands for least absolute shrinkage and selection operator. It is
a very powerful prediction technique used for very complex models, i.e., models
having large number of features. It works on the principle of regularization. LASSO
regression is very similar to [25] ridge regression as both techniques are based on
regularization. Both these techniques work by penalizing the coefficients magnitude.
The only difference lies in how the penalty is assigned to the coefficients.

LASSO regression [26] performs L1 regularization by adding a bias term or
penalty which is equal to sum of absolute value of magnitude of coefficients (Fig. 4).

Minimization objective = (Least square objective) + α * (sum of absolute value
of coefficients).

Here α (alpha) is used to vary the magnitude of coefficients as follows [27]:

α = 0; no change in magnitude of coefficients.
α = ∞; all coefficients become zero.
0 < α < ∞; all coefficients between 0 and previous value of linear regression.

Here, βˆ represents the pair of two coefficients, β1 and β2. They minimize the
least square objective of unregularized model.

The size of constraint region shown is governed by tuning parameter α.
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Fig. 4 LASSO regression visual representation

• When the α value is 0 the blue region becomes infinitely large, i.e., no constraint
on the magnitude of coefficients.

• When α increases, the blue region keeps on decreasing, i.e., magnitude of
coefficients get closer to 0.

The need for penalizing [28] the magnitude of coefficients arises because on
increasing the magnitude of the coefficients, the model becomes complex and has a
large number of features. The large value of the coefficient means putting too much
importance on the particular feature for prediction. This leads to the model giving
too accurate results for the trained dataset which eventually causes overfitting.

3 Result and Comparison

These techniques can now be demonstrated by implementing them inMATLAB. The
version used here is the MATLAB r2018a. A comparison can then be made between
all the methods to the actual output and find the accuracy of prediction using a loss
function.
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Fig. 5 LASSO prediction plot

3.1 LASSO

Here we can see the output plot of the LASSO technique. As seen, it provides not so
accurate results as the predictions go way below zero, which in the case of generated
power is impractical. The blue line shows the actual power and the red shows the
predicted power (Fig. 5).

3.2 XGBoost Classifier

This is the final plot for the XGBoost technique and has one of the best results of all
the techniques discussed here (Fig. 6).

3.3 RMSE and MAPE

The accuracy of the prediction is required to be judged after making the predictions.
Several loss functions are deployed for this purpose, including RMSE,MAE,MAPE
etc. Out of these, we will be using the RMSE and MAPE. RMSE stands for root
mean square error and MAPE stands for mean absolute percentage error. They are
two parameters that can be used to observe the accuracy of the predictions.

The RMSE is calculated as:
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Fig. 6 XGBoost prediction plot

√∑n
i=0 (Ai − Pi)2

n
(1)

The MAPE is calculated as: ∑n
i=0

|Ai−Pi |
Ai

n
× 100 (2)

where Ai tells the actual power generated, Pi tells the predicted power generated,
and n tells the number of observations.

Fig. 7 gives the RMSE and MAPE values of the LASSO and XGBoost Boost
technique. As seen by the bar graph itself, XGBoost gives better result.

4 Conclusion

The paper exhibits the competence of two different machine learning techniques,
i.e., XGBoost Boost and LASSO in predicting the output power generated for short-
term wind power forecasting. The accuracy of forecasting is then examined by their
respective MAPE and RMSE. The RMSE comes out to be 0.043 and 0.0013 for
LASSO and XGBoost, respectively, whereas the MAPE is 62.142 and 1.121 for
LASSO and XGBoost, respectively.

Hence, from the output plots and the RMSE and MAPE values, it can be
clearly observed that the XGBoost provides way better forecasting for wind power
than the LASSO. Overall, the best and most accurate prediction is done by the
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Fig. 7 RMSE and MAPE of LASSO and XGBoost classifier

XGBoost boosting technique and can be successfully used for short-termwind power
forecasting.

Wind power forecasting is essential for the successful integration of wind power
into the grid and its applications and uses are only going to increase as we progress
to the future. Hence optimum research and study in this field are necessary.
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Voltage Conditioning and Harmonic
Mitigation Using UPQC: A Review

Manish Kumar Singh and Vivek Saxena

Abstract The quality of delivered power at the user terminals is the major area of
concern in modern electric power systems. It has nowadays become very important
and essential due to the drastic increase in the use of sophisticated electrical devices,
whose performance parameters are highly dependent and sensitive to the quality of
power being delivered. The major problem is linked to the quality of supply voltage
which often deteriorates due to common sag in voltage amplitude and also swells in
voltage. UPQC is used to enhance the quality of supplied power and the performance
parameters are dependent on the coordination of a series dynamic channel and shunt
dynamic channel. The subsequent topology has attributes of the two channels and can
regulate voltage and unsettling influences and enhances the client’s energy quality.
In this paper how various control strategies can be employed in different UPQC
topologies to regulate load voltage under conditions of fast disturbances in voltage
profile while also mitigating current harmonics has been discussed.

Keywords UPQC · Series Active Filter · Shunt Active Filter

1 Introduction

Nowadays, consumers of electric power whether individual clients or bulk power
users, i.e., industrial and commercial users utilize numerous electronic equipments
having in-built converters that draw the harmonic currents from the supply mains,
which in turn influences the network’s quality and stability. Power quality is one
of the vital issues to be addressed by the electrical engineers which results due to
extreme usage of loads working on solid-state devices and variable loads. Many of
the FACTS devices were tested to improve the delivered end-user power quality. The
sophisticated equipments are more sensitive equipment and are the prime cause for
the injection of harmonics in the distribution system. Such disturbance in power can
cause themicroprocessor-based or programmable logic controller ormicrocontroller-
based control system to malfunction. The communication lines running parallel to
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power transmission lines are disturbed by electric andmagnetic interference. The life
of electrical equipment is also decreased due to poor power quality. False tripping
of circuit breakers and flickering of lights are very severe problems in daily life. A
lot of equipments with nonlinear characteristics and whose operation requires the
usage of power electronic devices inject voltage distortion and current harmonics. A
momentary change in loads and switching of equipments creates a transient voltage
waveform, and owing to this, malfunction of relay and sophisticated equipments
occur. At distribution stations, the voltage is not at its appropriate value, whichmeans
voltage dip and voltage swell problems may occur at end users. Owing to increased
utilization of indirect loads and power converters-based electronic equipments in
industries as well as by retail consumers, it has become necessary to improve the
voltage profile to a minimum desired value while also keeping the current harmonics
at an acceptable limit. Keeping in mind the end goal to give quality energy to the
clients, different regulating bodies and participating utilities are gearing to work
together to achieve the goal of quality supplied power.

Many custom devices for power quality enhancement are used to minimize the
dip in voltage and problems arising out of a swell of voltage. The power supplied by
generating power plants must be up to mark and standard so that end customers
receive quality power. For transferring a good quality of power, custom power
devices, namely UPFC, IPFC, SSSC, STATCOM, D-STATCOM, DVR etc., were
used at the distribution level. UPQC is one of the modern devices for controlling
simultaneously end voltage and end current harmonics by decoupled control of
supply voltage and load current. UPQC is basically a combination of a series as
well as a shunt control channel associated with a normal common dc interface. In the
most recent years, investigations and researches have been done to find the optimum
control strategy for controlling various attributes of UPQC and diminish the intricacy
of the topology of converters. In this way, a series converter fills in as a coordinated
source of voltage and a shunt converter fills in as a current source. The schematic
connection diagram of one of the typical UPQC has been represented in Fig. 1.

2 Literature Review

In [1] the author provides an exhaustive review of UPQC using 12 acronyms being
listed, particularly UPQC-DG, UPQC-VA, UPQC-D, UPQC-S, UPQC-I, UPQC-R,
UPQC-L, UPQC-Q, UPQC-MC, UPQC-ML, UPQC-MD and UPQC-P.

In [2] the authormanages control quality change by using a combination of UPQC
with passive filters in the power system. The proposed plan can reduce voltage
unsettling influences and current harmonics in spite of the regular coupling of control
circuitry networks.

In [3] the author introduces a series along with a parallel real power compensation
technique to create a harmonic current reference value connected with the series
control converter applied in single-phase UPQC.
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Fig. 1 Schematic representation of UPQC

In [4] the proposed technique involves using together with the shunt as well
as APF in UPQC incorporating fuel cell model in order to get better results. The
model described has been simulated with MATLAB and the results are confirmed
by utilizing FFT analysis.

In [5] the d-q technique and p-q idea are utilized for control of UPQC. TheUPQC-
based mathematic approach to deal with moderate power quality problems had been
incorporated by using MATLAB/Simulink.

In [6] the author presents a strategy for control of the series filter in unbalanced
andmutilated load conditions. The proposed strategy depends on PLL. For providing
a unified approach for UPQC, the shunt filter controller is also described.

In [7] two different modulation modes were optimized along with decreased
switching losses and harmonic distortion so as to show the adaptability obtained
through space vector modulation of UPQC.

In [8] an approach for the UPQC, known as a sag-based topology for phase
regulation, i.e., UPQC-SPAC has been proposed. A proper allocation for a UPQC-
SPAC has also been observed to be advantageous for the systems with distributed
generators.

In [9] ANN-oriented controller is intended for the control of shunt APF and has
been trained offline by the conventional PI controller. The digital controller has been
used in real-time simulations.

In [10] the paper depicts a novel topology of one-phase UPQC-DG for networks
and was examined by means of reenactment with PSCAD/EMTDC investigation
program programming. The outcomes are exhibited to affirm the legitimacy of the
proposed approach.

In [11] hysteresis control technique is utilized for exchanging power across PAF
and SAF which allows zero-voltage exchanging (ZVS) for its switches during turn
ON.
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In [12] the paper exhibits a switching technique for multilevel inverters on the
basis of space-vector-oriented theory. This switching procedure creates a vector of
voltage with low harmonics distortion and a reduction in switching frequency.

In [13] the execution examination of a UPQC and SSSC to help fault in the ride-
through ability of 2 MW FSIG has been completed and UPQC is observed to be
much more practical in relation to the device rating.

In [14] the proposed SERC has the ability to share lagging reactive demand of
load with shunt compensator while reducing its loading as well. The UPQC utilizing
this kind of quadrature injection of voltage in series has been named UPQC-Q.

In [15] the paper applies UPQC to upgrade the LVRT ability of the DFIG-based
WECS. The UPQC is connected to shield the framework from the ground faults,
permits quick restoration of generation characteristics, enhances the system p.f. and
keeps the network from the rotor over-currents and the dc-interface overvoltage.

In [16] to expand the compensation capacity of UPQC large supercapacitors have
been combined with bidirectional DC to DC converters to create energy storage
systems in parallel to the DC-link while keeping DC voltage steady and that to be
utilized additionally as an extra UPS.

In [17] an MC-UPQC network is proposed that can control the load voltage
along with parallel distribution system during the balanced as well as distortion in
loading conditions and acquire state-space modeling for MC-UPQC. The simulation
results using the SRF-oriented control technique are displayed in the paper using the
MATLAB/Simulink software.

In [18] aUPQCmodel based on control of phase (UPQC-PAC) is demonstrated. In
this series an inverter infuses a voltage having a regulated phase so that themagnitude
of voltage is unchanged at the load end.

In [19] a UPQCmodel based on control of phase (UPQC-PAC) is utilized. Within
the proposed model, optimal location, reactive power demand to compensate at the
location and parameters of the UPQC are controlled by limiting three targets: ratings
of the UPQC, losses in the network and the percent of a node with a low voltage
issue.

In [20] real power regulation approach is utilized to compensate for swell/sag and
has been integrated along with PAC theory to control load’s reactive power within
two inverters. Although series inverter at the same time conveys real and reactive
power, this idea is called UPQC-S.

In [21] OPEN UPQC has been modeled for an LT grid rated for 400-kVA as a test
system to measure steady-state execution. The results obtained during steady-state
conditions justify the better device performance.

In [22] the paper exhibits another system (MC-UPQC), in which all converters
must be connected back-to-back over the DC terminal and offer a typical DC inter-
face capacitor. The result obtained on PSCAD/EMTDC for two-bus and two-feeder
systems demonstrates the robustness of the proposed design.

In [4], the Simulink model for shunt, series and fuel cell along with the UPQC are
designed in MATLAB. Also, a hysteretic current controller along with the hysteretic
voltage controller has been proposed as the control method.
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In [23] the generalized scheme has been proposed to reduce the fundamental rating
of a parallel converter, the series converter as well as series transformers. Data-driven
controller (DDC) is produced utilizing variable PAC technique to understand the
execution of the outlined UPQC system under different compensation conditions.

In [24] the control system of PAF depends on a mixture of p-q theory as well
as the symmetrical components whereas the control circuit for the SAF depends on
only symmetrical components.

In [25] the mathematical model of UPQC (as a combination of a shunt-APF along
with series-APF) is being discussed in the distribution power system. It is further
expanded by including a series of VSC with each feeder. The p-q and d-q concepts
are utilized for control of UPQC.

In [26] a power converter topology where UPQC is joined with the photo-
voltaic generators is displayed. This topology depends on a double structure of the
established three-phase two-level inverters. The current and voltage controllers are
executed in the synchronous pivoting reference (dq0-hub).

In [27] the execution investigation of left shunted UPQC is examined in
MATLAB/SIMULINK along with OPAL-RT for voltage drop compensation, the
current harmonic compensation and the reactive compensation.

In [28] the paper shows a straightforward technique for control of series filter
during unbalancing and the distorted load condition by utilizing a three-phase PLL
control. Two strategies to control shunt filters have been analyzed. The improvements
in power quality have been examined by comparing THD on the source side after
and before installing UPQC.

In [29] the paper proposes the use of SAPF and UPQC to reduce power quality
issues. SAPF is in action during the normal conditions yet when an unbalance is
observed in the network. The network with DER and SAPF/UPQC has beenmodeled
in MATLAB, the performance analysis of SAPF and UPQC is done and the results
are compared.

In [30] yet another topology called Open UPQC is shown to be more adaptable
toward field applications since the power quality problem is controlled by the power
bills of clients.

In [31] a dynamic mathematical model of UPQC is created in
MATLAB/SIMULINK and the controller has been designed for a combination of
direct and non-direct loads.

In [32] the paper examines the plan and the reenactment of the Open UPQC,
concentrating on the series part. The improvements in power quality have been
examined by comparing THD on the source side after and before installing UPQC.

In [33] for UPQC control, SAF has been controlled through the d-q-o method-
ology. This control technique requires a diminished number of estimations for source
voltage as well as load current.

In [34] an improved control methodology has been proposed for three-phase
UPQC under the mutilated source as well as nonlinear load condition. The proposed
controller comprises a relatively indispensable and dull controller (RC) that is created
on both series as well as shunt APF of UPQC for adjusting (6n ± 1) harmonics
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voltages within distorted source voltages and harmonic current produced by the
nonlinear loads.

In [35] a technique for prioritizing sag and swell compensations over the active
filtering has been proposed. The unutilized power compensation capability of UPQC
(post prioritizing sag and swell compensation) has been utilized for the harmonic
filtering on the source side. Adaptive control of harmonic compensating current
allows prioritizing various harmonic to be required to being compensated.

In [36] an SRF-oriented modified PAC scheme has been proposed for control of
UPQC. The SRF-oriented PACmethod ismore robust, whereas existing ones provide
only a small value of the angle and thus limit improvement in the unbalancing of the
VA loadings for the series as well as shunt APF.

In [37] an original hybrid UPQC scheme has been proposed as the alternative
solution toward power quality issues. Besides the novelty of this topology, reactive
compensation ability has been realizedwithinHUPQC scheme by achieving adaptive
controlled DC terminal voltage. To validate the effectiveness of this topology, an
experimental study has been carried out.

3 Results and Discussions

A comparative study between various topologies and their control structure has been
discussed and presented in Table 1.

Table 1 Comparative analysis of different proposed techniques in the different supply system

Ref. No Topology and Control Methodology used Results and Conclusions

1 Twelve different topologies of UPQC
were used for review

With the help of UPQC it has become
possible to maintain power quality within
acceptable limits

2 UPQC with passive filters A hybrid solution was proposed to
compensate voltages and currents using
UPQC

3 ANPC was controlled by ANN having AI Quality of electric power improved with
the help of single-phase UPQC system

4 D-q theory with hysteretic
current–voltage control for series and
shunt APF

UPQC maintains the voltage constant at
700 V during occurrence of swell, sag and
interruptions. The results have been
verified using FFT analyses

5 D-q and p-q technique are used Voltage and current harmonics have been
reduced by introduction of UPQC

(continued)



Voltage Conditioning and Harmonic Mitigation Using UPQC: A Review 529

Table 1 (continued)

Ref. No Topology and Control Methodology used Results and Conclusions

6 PLL controller for series and shunt APF Three-phase PLL to control SF for
unbalanced and distorted load condition

7 Novel space vector modulating technique
has been used

Two optimized modulating modes along
with reduction in switching losses and
harmonic distortions obtained

8 Sag-based topology for phase regulation
of UPQC-SPAC

Power-loss reduced, voltage sag
mitigation, enhancement of the voltage
stability margins were obtained

9 ANN control trained by PI is used for
parallel APF

With the use of ANN controller there was
substantial improvement within the
response time for control of DC-link
current

10 UPQC-DG having low voltage was
connected at the DC-link

UPQC DC-link capacitor and the bulky
power frequency transformer are
eliminated in this configuration

11 Hysteretic control is used for SAF that
allows ZVS

The better static as well as dynamic
behavior for UPQC topology for single
phase as well as for three phases has been
proved

12 Space-vector switching which creates a
vector of voltage to be regulated

Voltage vector had very low harmonics
distortion and reduced frequency of
switching. Also it has better operating
performance than that of carrier-oriented
PWM methods

13 Fault ride-through technique is used for
wind-driven FSIG

Around 100% active power was
transferred for lower levels of voltage sag

14 The PC hybrid control is used for
UPQC-Q along with SERC and SHUC

For long durations voltage sag VA
consumption for UPQC-Q is minimal. It
is also capable in maintaining harmonics
isolation within utility and the load

15 UPQC is used to upgrade the LVRT
ability of the DFIG-based WECS

The results depicted fast recovery for
rotor, stator, and the DC-link current to
their final steady-state value. Results
depicted better performance and
validation of WECS

16 The low-frequency model d-q state-space
technology is used

The control strategy for voltages and
currents compensation as well as energy
management scheme of super capacitors
is given

17 SRFcontrol is used for state-space
modeling of MC-UPQC

The power quality is improved in
three-phase system operating under
various load considerations

(continued)
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Table 1 (continued)

Ref. No Topology and Control Methodology used Results and Conclusions

18 UPQC model involving on control of
phase (UPQC-PAC) has been used

The optimal allocation for UPQC-PAC
resulted in significant reduction in power
loss, during voltage mitigation as well as
enhancement in stability margin of voltage

19 Control of phase (UPQC-PAC) is utilized Load flow solution including UPQC-PAC
has been devised. Performance with
proposed solution is validated by different
cases

20 Extended UPQC-PAC scheme known as
UPQC-S has been used

Multifunctionality of the series inverter
for compensating voltage changes,
utilization of ratings of series converter
and reduction in ratings of shunt converter
was obtained

21 A new scheme known as OPEN-UPQC
has been demonstrated

OPEN UPQC improves power quality and
cost reduction in case of need of better
quality power with a good device
performance

22 MC-UPQC is used with one shunt VSC,
at least two and more than two series VSC

Protects critical and sensitive load for
distortion, swell, sag and interruptions in
two-feeder system and compensation of
interruption without having requirement
of a BESS

23 UPQC with fuel cell using “d-q theory”
and hysteretic current controller is used

Fuel-cell-powered UPQC was able to
maintain voltage constant at 700 V when
swell, sag and interruption occurred

24 Data-driven controller (DDC) is used as a
variable in the PAC technique

DDC controller was developed using
variable phase control in the PAC method,
which enhances the overall power quality
in the UPQC system

25 PAF control uses p-q theory as well as the
symmetrical components while for SAF
control symmetrical components are used

The issue of generating three-phase
unbalance reference current for expanded
p-q theory had been solved. The validity
of control strategy has been studied by
means of simulation results

26 Shunt-APF with a series-APF is used by
including series VSC with each feeder

By adding the number of APFs to each
feeder advanced UPQC was able to
achieve different mitigating techniques

27 UPQC combined with PV generators is
used

This allowed fine accuracy for extracting
fundamental component in load current
instead of compromising dynamic
performance

(continued)
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Table 1 (continued)

Ref. No Topology and Control Methodology used Results and Conclusions

28 UPQC with left shunted UPQC has been
used

Left shunted UPQC rating was much less
when compared with a right shunted
UPQC

29 Three-phase PLL control for shunt APF
and series APF has been used

Improvements in power quality were
analyzed through comparison of THD of
the source side after and before installing
UPQC

30 SAPF with UPQC has been used in
combined topology

Eliminates harmonics to a greater extent,
and mitigates the voltage unbalance
problems when a disturbance occurs in the
system

31 A new scheme known as OPEN-UPQC
has been demonstrated

Open UPQC possesses better
compensating characteristics for both
steady state as well as transient condition
of system disturbance

32 UPQC topology has been applied to
non-direct loads

Results obtained depicted effectiveness of
UPQC. THD of system reduced to 5.25%
from 21.40%

33 A new scheme known as OPEN-UPQC
has been demonstrated

Series control logic has been presented
and different simulations for three power
quality issues have been discussed

34 UPQC with SAF controlled through the
d-q-o methodology

Different UPQC topologies enhanced
performance and capabilities. This system
is effective to address power quality
problems

35 Relatively robust and a dull controller
(RC) that is created on both shunt as well
as series APF of UPQC

The proposed RC gives much faster
real-time response compared with
traditional RC and far better steady-state
characteristics while also providing fast
dynamic results against load variation

36 Adaptive control of harmonic
compensating current allowed prioritizing
various harmonic to be compensated

A technique for prioritizing sag and swell
compensation over the active filtering has
been proposed. It helps in the case where
passively tuned filter is installed for the
harmonic frequencies against which
UPQC need not respond

37 SRF-oriented modified PAC scheme has
been proposed for control of UPQC

The PAC method decreased unbalance in
the VA loadings of series as well as shunt
APF of UPQC through sharing the
reactive power among two APF

38 HUPQC which consists of shunt hybrid
APF (SHAPF), the DVR, and
bidirectional DC converter

SHAPF enables decrease in voltage
ratings of DC capacitor, reduction in price
and size and rating of DC capacitance,
and thus reduces the switching loss in
VSC. The DC-link voltage has been
adaptively controlled
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4 Discussions

The paper discussed and compared the various strategies in different supply systems
used by many researchers to reduce sag in voltage as well as swell in voltage and to
reduce harmonics. This review paper also explained different control techniques and
topologies to control voltage and current injections by UPQC and further compare
with the other series or shunt FACTS power devices. The paper presents the use
of UPQC to mitigate simultaneously voltage and current-related issues in the power
system. UPQCmakes use of the series and shunt active filters, where the series active
filter is used to meet voltage-linked issues and the shunt active filter is used to meet
the current-related issues.

5 Conclusions

UPQC has been concluded as a very powerful device for series compensation as
well as shunt compensation in the power system. The control strategies discussed
for UPQC was analyzed for various kinds of power distribution systems, such as
low-voltage distribution and medium-voltage-level distribution system. It has been
concluded that UPQC is one of the very powerful, robust and reliable compensating
FACTS power devices among all other compensating devices. The UPQC has been
found to have a superb capability in improving the voltage profile and thus reducing
the overall harmonic content at the end-user level.
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Multi Linear Regression Model to Detect
Distributed Denial of Service Attacks
in Cloud Environments

Swathi Sambangi and Lakshmeeswari Gondi

Abstract DDoS attacks are the attacks carried in distributed environments. For
this to be achieved attackers usually stagger the network bandwidth, halt system
resources thus causing denial of access for legitimate users. The problem of identi-
fying Distributed Denial of Service attacks in cloud environments is a significantly
challenging research problem because of the computational complexity issues that
are to be addressed. In this paper, the research objective is to study the problem of
DDoS attack detection in cloud environment by considering CICIDS 2017 bench-
mark dataset and build a multiple regression-based machine learning model. In addi-
tion to evaluating theMAPEandprediction accuracy values of themultiple regression
model, visualizations of residual plots and fit charts of the model are also studied.

Keywords DDoS attack · Fit chart · Traffic packet · Classification · Prediction

1 Introduction

DDoS attacks are the attacks carried in distributed environments. For this to be
achieved attackers usually stagger the network bandwidth, halt system resources, thus
causing denial of access to legitimate users. The problem of identifying Distributed
Denial of Service attacks in cloud environments is a significantly challenging research
problem because of the computational complexity issues that are to be addressed. In
this paper, the research objective is to study the problem of DDoS attack detec-
tion in cloud environment by considering CICIDS 2017 benchmark dataset and
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build a multiple regression-based machine learning model. In addition to evalu-
ating the MAPE and prediction accuracy values of the multiple regression model,
visualizations of residual plots and fit charts of the model are also studied.

Some of the recent research interests from cloud computing that have received
prime importance are DDoS attack prevention, detection and mitigation. Among
these issues, DDoS attack detection had gained prominent importance from research
community and industry. Researchers across the globe are working on coming out
with various methods and approaches to address DDoS attack detection in computa-
tionally optimal way. But these contributions could not put a stop to DDoS attacks.
Unfortunately, even today the deployment of these available methods could not
resist DDoS attacks thus affecting the cloud environments. In fact, DDoS attacks
are increasing with each passing day, both interms of attack frequency and attack
size. One of the most common reasons for the failure to address this issue is from
having no consensus among various end points in a distributed internet network
as one cannot enforce cooperation globally. Other reasons include socioeconomic
factors that makes the global cooperation enforcement difficult and nature of DDoS
attacks. Hence, there is an emerging immediate need to properly study, identify and
figure out the reasons of failure of the available methods in the research literature
by revisiting the fundamental techniques, by carrying detailed analysis for failure of
existing approaches.

This paper is outlined as follows. Section 2 outlines the need for DDoS attack
detection and few related works. Section 3 outlines the proposed multiple linear
regressionmodel. Section 4 outlines the experimental analysis in terms ofMAPE and
Accuracy of the prediction model and it also shows the visualization of parameters
considered in terms of residuals, residual plot for the model and fit chart of the
prediction model. Section 5 concludes the research contributions of this paper.

2 Related Literature

In this section, we first discuss some of the recent significant contributions that have
addressed detection of DoS, U2R, R2L, Probe attacks in a network using KDD and
NSL-KDD datasets and then outline some of the contributions that addressed DDoS
attacks.

Gunupudi et al. [1–4] proposed gaussian based measure for anomaly detection
and achieved promising results with the experimentation over NSL KDD and KDD
datasets. Kumar et.al [5] presents a novel membership function, and achieved very
good performance over the detection of low frequency attacks such as User2Root
and Remote2Local along with DoS attacks. The authors achieved 99.8% for DoS,
with a threshold of 0.9999 and 99.5% accuracy with a threshold of 0.999999. The
authors in their research compared and correlated the results with CLAPP [6]. In
CLAPP the accuracy of DoS attacks was 99.8 and the same detection accuracy of
99.8% is achieved with this approach [6] along with excellent performance of low
frequency attack detection.Mangathayaru et al. [8],Nagaraja et al. [8]Gunupudi et al.
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[10] and Aljawarneh [11] also contributed in this research and achieved promising
results. Arun et al. [9] performed experimentation over the NSL KDD and KDD,
considering 19 attributes and 41 attributes that includes DoS Attacks along with four
other attributes. KDD data set has 4,94,021 instances out of which 3,91,418 instances
were DoS attacks. The authors achieved 99.9% detection accuracy for DoS attacks
using J48 classifier. The dataset used in this research is motivated from the research
by Iman Sharafaldin et al. [12]. It consisted of 5-day traffic log files which has
normal and attack instances. One of the most recent significant works in detection
of DDoS attacks is by Kurniabudi et al. [13] which carried dataset feature analysis
for the CICIDS 2017 dataset by applying information gain concept for retrieval of
significant features for anomaly detection. The present research is motivated from
this contribution [13].

3 Multiple Linear Regression Model—DDoS Attack
Detection

The basic idea behind this research study is to show the importance of regression
model-based prediction. The idea is to build a prediction model by applying the
multiple linear regression techniquewhich is one of the important statisticalmodeling
and machine learning technique. Figure 1 shows the prediction model which is based
on regression analysis. The first element of the prediction model is the traffic data
which is preferably captured in a distributed environment. We can capture the traffic
data either using a virtual environment setup or from a distributed real time environ-
ment. In this paper, we restrict our research study to analysis of regression model
through using publicly available CICIDS 2017 benchmark dataset.

Fig. 1 Multiple linear regression model for DDoS attack detection
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The benchmark dataset which is considered has 78 attributes and 1 class label. We
choose to restrict the regressionmodel by preferring the top 16 attributes out of the 22
chosen attributes of the dataset [12]. For obtaining top 16 attributes, we apply feature
selection technique such as Information Gain based feature selection and then list
out the top 16 attributes with higher information gain when compared to information
gain of remaining attributes. By using these 16 attributes, we build a multiple linear
regression (MLR)model. The model is studied by comparing R2, adjusted R2 values.
The predictionmodel obtained is used to study the output evaluation parameters such
as MAPE, ACCURACY and visualize residual plots for each attribute, residual plot
of the model along with the fit chart of the prediction model. Data visualization of
fit chart helps us to know the performance of the model irrespective of prediction
accuracy. A prediction model is considered to be a better model, if fit chart of the
predictionmodel is such that the prediction label and actual label cannot be differenti-
ated visually. Residual plots of each attribute can also be plotted to visually study the
behavior of attributes. The overall residual plot also helps to understand the behavior
of the prediction model. Analytically, we can evaluate MAPE, ACCURACY values
of the prediction model and figure out possibility of redesigning a better regression
model based on adjusted R2 value.

4 Experimental Analysis and Key Findings

In this section, the benchmark dataset used for experimental analysis and develop-
ment of predictionmodel is described. Also, the experimental findings of themultiple
linear regression model are studied and presented.

4.1 Dataset Description Used for Experimental Analysis

CICIDS 2017 Dataset consists of different attack profiles generated in a distributed
environment. In this paper, the DDoS attack profiles that were captured on Friday
afternoon are considered. The pcap file of Friday afternoon DDoS attack profile
consisted of 78 attributes for which we have to apply feature extraction so that high
mutual information attributes are preferred. Information gain can be applied to the
generated log file so that, we can select the highest ranked attributes to consider as
input for designing MLR model. But some of the attributes namely Flow Bytes/s,
Flow Packets/s have non numeric values like ‘infinity’, ‘NaN’. Other set of attributes
such as Init_Win_bytes_backward have negative values. As information gain cannot
be applied on negative values and non-numeric values, we replaced the mentioned
records with suitable values during preprocessing.

After the replacement, we carried feature extraction using information gain
approach that results ranked attributes. All the 78 attributes are ranked according
to their significance. We selected the top 16 Attributes as input for design of MLR
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Table 1 List of selected attributes obtained using information gain computation

S. No Selected attribute name S. No Selected attribute name

1 Flow Duration 9 Fwd IAT Min

2 Total Length of Fwd Packets 10 Bwd IAT Mean

3 Bwd Packet Length Min 11 Fwd PSH Flags

4 Bwd Packet Length Std 12 Average Packet Size

5 Flow IAT Mean 13 Subflow Fwd Bytes

6 Flow IAT Std 14 Init_Win_bytes_forward

7 Flow IAT Min 15 Init_Win_bytes_backward

8 Fwd. IAT Mean 16 Active Min

model. The list of 16 attributes considered for experimentation and building model
are as depicted in Table 1

4.2 Result Analysis

Asmentioned in the previous section the dataset chosen for experimentation consisted
of five-day log records fromMonday toFriday in csv format. For experiment analysis,
we have considered the log fie of Friday afternoon which also consisted of two class
labels. The class labels are Benign (Normal) and DDoS (attack). The total number of
traffic packets in the log file considered for experimental analysis included 2,25,745
traffic packets out of which normal or benign traffic traces are 97,718 and DDoS
Attack traces are 1,28,027. Figure 2 depicts the Regression statistics for CICIDS
2017 Friday Afternoon DDoS Traffic Log file.

From Fig. 2, it can be observed that the R2 value is 0.819265 and adjusted R2
value is 0.819249. This means that incase if we think of reducing the number of
attributes for obtaining a better prediction model then, it may not help in improving
the current prediction accuracy of the model. Also, the p-value of 14 out of 16
attributes is less than 0.05 which means that the attribute coefficients obtained are
statistically significant. However, if we see the p-value for second and third attributes
(Total length of Fwd packets and Bwd packet length min) they are non-numeric. This
means that there is some degree of insignificance w.r.t these attributes. Although this
is not evident directly from the p-value of these attributes, it is possible to understand
the insignificance of these attributes if we can refer to the residual plot (or) line fit
plot of these two attributes. For example, consider the residual plot shown in Fig. 3
which depicts the individual residual plot for each of the 16 attributes considered to
design the multiple linear regression (MLR) model. In the residual plot shown in the
Fig. 3, it is evident that there is some pattern showing heteroscedasticity property,
i.e. the residual plot is showing say, an increasing trend pattern.
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Fig. 2 Regression Statistics for CICIDS 2017 Friday Afternoon DDoS Traffic Log file

Fig. 3 Individual Residual plot for each of 16 Attributes considered to design MLR Model

Similarly, another finding which can be made is through considering the line fit
plot of the Fwd Packets Line fit plot shown in Fig. 4. Here, Fig. 4 depicts individual
Line Fit plot of 12 attributes out of 16 attributes which are considered to design
MLR Model. It is visible that the predicted label and actual label can be easily
differentiated. If the actual label and predicted label both overlap each other then,
this means that the prediction is a better one. But in this case, there is some difference
visible due to differentiable overlap. This means that this attribute is sure to create
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Fig. 4 Individual Line Fit plot for each of 12 Attributes considered to design MLR Model

Fig. 5 Overall Residual plot
for 16 Attributes considered
to design MLR Model

some problem during the prediction task. Similar case is w.r.t the other attribute Bwd
Packet Length Min.

Figure 5 depicts the residual plot of the overall prediction model by considering
all the sixteen attributes mentioned in the Table 1. It is visible from the residual plot
shown in Fig. 5 that there is no specific pattern w.r.t plotted residuals. So, we may
consider this as a good model. This can be evident if we visualize the fit chart for the
prediction model.

Figure 6 shows visualization of the fit chart for the MLR prediction model. It can
be seen that the predicted label and actual label are almost overlapped. There are
minor instances of non-overlapping of actual and predicted labels of the obtained
prediction model. In fact, fit chart is one of the visualization techniques which we
may use to decide the importance of the prediction model.

In this case, we may consider this model as a good model as there is sufficient
overlap. In contrast to visualization, alternately we can analytically obtain the mean
absolute percentage error and prediction accuracy by considering the regression
equation which is function of statistically significant regression coefficients and the
intercept.
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Fig. 6 Overall Fit chart plot for 16 Attributes considered to design MLR Model

In the present case, by considering the regression coefficients and the intercept
values, the prediction accuracy is obtained as 86.38%. Themean absolute percentage
error (MAPE) is obtained as 0.1362, i.e. 13.62%. This means that the model is a
good model if the acceptable prediction accuracy is 87% with an error of 13%. In
this case, the error is 13%. This is how, we can apply the regression analysis to study
the behavior of the prediction model. From regression statistics of Fig. 7, it can be
observed that the R2 value is 0.6445 and adjusted R2 value is nearly the same. This
value is less than the R2 value obtained after preprocessing. This shows that the initial
preprocessing of handling negative values appropriately has improved the accuracy.

Fig. 7 Regression statistics for friday afternoon log file without preprocessing
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Fig. 8 Individual residual plot for each of 16 Attributes (without preprocessing)

Fig. 9 Overall residual plot
for 16 attributes (without
processing)

This is one of the important finding in this contribution. Figures 8 and 9 shows the
individual residual plot for each of 16Attributes (without preprocessing) obtained for
theMLRModel and overall residual plot for predictionmodel respectively. Figure 10
shows the fit chart of the MLR model obtained without handling negative values in
the dataset appropriately. It is visible from the fit chart that there is a clear distinction
between actual and predicted labels and hence the reduce in prediction accuracy is

Fig. 10 Overall fit chart plot
for 16 Attributes (without
preprocessing)
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seen. For this case, the prediction accuracy is obtained as 77% which is lesser than
the former. This shows the importance of initial preprocessing required for feature
handling in obtaining a better accuracy rate. The importance of fit chart can be
understood in making performance analysis of the prediction model.

5 Conclusions

In a distributed environment like cloud, DDOS attacks have become more common,
this makes it as an essential need to early detect these attacks which shall otherwise
cause the service unavailability in cloud. In order to identify these attacks, we may
apply machine learning techniques. Alternately, this task can also be achieved by
using regression analysis which is one of the important statistical analysis-based
prediction models. The main research objective behind the present study is not only
to build a regression-based prediction model that is ensemble of feature selection
using information gain and regression analysis but also to highlight and show the
importance of data visualization in analysis of prediction model. For analyzing, the
prediction model performance, we have used the most popularly known CICIDS
2017 dataset that is publicly available for researchers. In this dataset, we restricted
the study to specifically Friday afternoon logfile. It has been observed that through
this ensemble model for Friday afternoon log file the prediction accuracy is obtained
as 86.38% for 16 attributes obtained through information gain-based feature selection
and regression analysis-based ML model. This research thus shows importance of
visualization and regression analysis in building a ML model. We have considered
visualizations such as fit chart and residual plots to study the performance of the
model. In this work, we have limited our analysis for one day log file and in future
this research may be extended to consider all traffic log files of 5 days and come out
with a consensus-based machine learning model. The important finding from this
contribution is that there is a wide scope for improving prediction accuracy of the
regression model by suitably carrying feature analysis and extraction. In future, this
research can be extended to propose novel feature extraction or selection approaches
to improve the prediction accuracy of the prediction model to detect DDoS attacks
in cloud environments.
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Credit Card Fraud Detection Using
Machine Learning Algorithms

Mudita Sharma, Harshita Sharma, Pawan Bhutani, and Ira Sharma

Abstract Fraud: Fraud is any activity that causes financial loss to any other person.
With the advancement of technology in the modern era, fraud related to credit card
is continuously increasing. Credit card frauds are costing a huge amount of dollars
to the customers. Nowadays, scammers are continuously finding new ways to do the
scams. Also, to minimize the credit card fraud losses, different types of systems have
been developedwhich detect frauds.We have tomake a highly sensitive and powerful
fraud detection systemup to such an extent that it detects the fraud even before it takes
place and in a sequential and exact manner. In this paper, we have mentioned three
important algorithms, namely Isolation Forest, Support Vector Machine and Local
Outlier Factor for credit card fraud detection. Also, we have discussed methodolo-
gies used in all three algorithms as mentioned above. We have also discussed the
applications of the fraud detection system and how it will be implemented in the
future.

Keywords Fraud · Local Outlier Factor · Support factor machine · Isolation
Forest · Credit card fraud detection

1 Introduction

Credit card fraud: This fraud occurs when someone uses one’s credit card or credit
card information for making transactions without his permission or which he doesn’t
authorize. The fraudster (one who does the fraud) can steal one’s credit card number,
PIN number, etc. Now, a credit card can be defined as a card that helps a customer
by giving a pre-set credit limit so that he can use it for making the payment. There
are many benefits of having a credit card. Some are listed as follows:

• Chance to gain credit points.
• Earn rewards such as cashback and miles point.
• Protection against credit card fraud.
• Free information about credit score.
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• No foreign transaction fees.
• Increased purchasing power.
• Not linked to checking and savings account.

Because of advancements in electronic technology, the use of credit card
transactions has been increased. There are basically two types of transaction:

(i) Virtual Transaction: In a virtual transaction, only some important information
is necessary to make the payment.

(ii) Physical Transaction: In the physical transaction, the cardholder physically
presents the card for making payment and the fraud is discovered after a few
days the transaction has been made.

Various credit card frauds are:
Application frauds: By entering the details or information of the user such as

password, pin number, etc. scammers gain control over the application system of the
user.

Electronic credit card imprints: Scammers can steal the information that is present
on the magnetic stripe of the card. The information present on the magnetic stripe of
the card is confidential, so one should handle this cautiously.

Card Not Present (CNP): In some cases, the card can also be used without a card
number. This can be possible when the scammer has information about the expiry
date and account number.

Card ID theft: In this type of fraud the scammer gets all the details about the credit
card and uses that information to open another new (fake) account.

Credit card fraud occurs when one person uses the credit card information of the
other person. We have to minimize the presently available limit on the credit card
as a solution to the present problem statement of fraud-related credit card transac-
tions. The best way to reduce the frequency of fraud is to analyze the present or
normal purchase data of cardholders. Every person follows a particular pattern in the
transactions and when there is a deviation in that pattern it indicates fraud. There
are three basic types of algorithms, i.e., Isolation Forest, Local Outlier Factor
and Support Vector Machine, which are important ways to solve the frauds.
There are various advantages that came to light after practicing these algorithms in
the detection of frauds caused by credit card transactions. These are after using these
algorithms; first, there is a drastic change that can be seen very easily in the frauds.
The second advantage is, based on the previous pattern followed by the user, fraud
can be easily detected. Next is that we can add more updates in our system, i.e., the
fraud detection system will block the user after certain attempts which are formerly
set by the system organization (Fig. 1).
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Fig. 1 Outliers

2 Dataset

We have taken the dataset fromKaggle. It contains information on transactions made
byEuropeanCardholders in September 2013. The total number of records is 2,84,807
out of which there are 492 fraud transactions. There are a total of 31 features out
of which we know only three features, i.e., time, amount and class. Rest 28 features
are not disclosed due to the confidentiality issue and are named as V1, V2, …, V28.
Time represents the seconds elapsed between the first transaction and the consequent
transaction. Amount refers to the amount that has been transacted. Class is the final
prediction. Class 0 represents the normal transaction and Class 1 represents fraud
transactions.

3 Related Works

Electronic commerce technology has reached newheights in the past few years and so
the use of credit cards, net banking, debit cards and other mobile payment platforms
has increased at a fast pace. A credit card, being the most versatile mode of payment
for both online and regular purchases, is somewhat insecure too if we do not handle
it with care. Hence, the cases of credit card fraud are also surging. To resolve this
issuewe have various techniques: Isolation Forest, Support VectorMachine, Random
Forest, Logistic Regression etc. The paper by Massimiliano and his colleagues [1]
has concluded in the result that the score obtained by a standard ANN classification
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model can be improved by the features that are extracted from a network-based
representation of data and play a vital role in rectifying the score. To improve data
mining models, this paper tested a hypothesis that complex networks can be used
for the same. These data mining models are specifically used for detecting fraud
transactions in credit card transactions. This hypothesis provides a new approach to
the combined usage of complex networks and data mining tools for detecting fraud
cases (Figs. 2, 3 and 4).

In the paper [2], the authors—Yashvi Jain, Namrata Tiwari, Shripriya Dubey and
Sarika Jain—had done a comparative analysis on various fraud detection techniques
such as Support Vector Machine, Artificial Neural Network, Bayesian network, K-
nearest neighbor, fuzzy logic-based system, decision tree and Logistic Regression.
They concluded that we have major gaps in the techniques and methods of fraud
detection. Artificial Neural Network (ANN) and Naïve Bayesian network have high
accuracy and better detection rates, but they are costly to train because they need
GPUs for training purposes, otherwise they’ll work very slowly and can take a lot
of time to train. Some algorithms like KNN and SVM give tremendous results with
small datasets but large datasets cannot be trained properly to use them. Decision tree
and SVM, being supervised machine learning algorithms, work well on sampled and
pre-processed data. While raw data can be used efficiently with Logistic Regression
and fuzzy systems, the authors have suggested using the hybrid of various techniques.
According to them, to develop a goodhybridmodel there is a need to pair an expensive
model with an optimization technique that will take care of the cost of the model.
The application and environment of the fraud detection system play an important
role in choosing the right algorithm. Some examples of hybrid techniques that have
been mentioned in the paper are: a hybrid of decision tree and neural network; a
combination of neural network and genetic algorithm; a hybrid of fuzzy clustering
and neural network; Hybrid Bayesian Network and Artificial Neural Network and
the combination of Support Vector Machines and decision trees.

Fig. 2 Detection of outliers
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Fig. 3 Isolating normal
point

Fig. 4 Isolating an outlier

The authors Ishu Trivedi,Monika andMrigyaMridushi of the paper [3] found that
to lower the number of false alerts and finding out fraudulent transactions, the genetic
algorithm method gives more accurate results. This algorithm requires a very short
span of time after the transactions have been made, to detect whether the transaction
is fraud or not, which will ultimately prevent the banks and customers from huge
losses and also will reduce risks.

The paper [4] by Linda Delamaire (UK), Hussein Abdou (UK) and John Pointon
(UK) gives information about various types of frauds, such as theft fraud, bankruptcy
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fraud, application fraud, counterfeit fraud, theft fraud and behavioral fraud. In today’s
world, it is important to know about various frauds in order to be carefulwhilemaking
any transaction. The methods that they have used for detecting fraud transactions are
genetic algorithms, clustering techniques, pair-wise matching, decision trees, and
neural networks.

The authors Samaneh Sorournejad, Zahra Zojaji, Reza Ebrahimi Atani, and Amir
Hassan Monadjemi have stated some difficulties of credit card detection techniques
in the paper [5]. These are imbalanced data, different misclassification importance,
overlapping data, lack of adaptability, fraud detection cost and lack of standard
metrics. Theyhave alsogiven the complete classificationof credit card frauddetection
techniques. Their paper has shown that fraud detection techniques are of two types: 1.
Supervised/user’s behavior/misuses, 2. Unsupervised/transaction analysis/anomaly
detection, in which supervised techniques are inductive logic programming, artificial
immune system, expert system, Artificial Neural Network (BP), and the case-based
reasoning, Support VectorMachines, Bayesian network, rule base, and fuzzy system.
And unsupervised techniques are hidden Markov model, Support Vector Machines,
artificial immune system, Artificial Neural Network (self-organizing map), the fuzzy
system and Bayesian network. They have also described the complete classification
of the dataset’s attribute. Credit card transaction datasets are usually divided into
two types, i.e., numerical and categorical attributes. The numerical attributes may
consider features such as time, amount, etc. while the categorical attributes can be
the class which is the final output. They identified decision tree and rule induction
algorithms as categorical-based, whereas SVM, KNN, AIS (NSA), GA and ANN
algorithms are numerical-based.NaiveBayes,CBR,AIS (DCA) and fuzzy systemare
some algorithms that come under both types. The paper has also stated about the open
issues, like nonexistence of extensive credit card benchmark dataset, nonexistence of
standard algorithm, nonexistence of suitable metrics and the deficiency of adaptive
credit card fraud detection systems.

The authors Navanshu Khare and Saad Yunus Sait have shown in their research
paper [6] that RandomForest will give the highest accuracywhereas Logistic Regres-
sion, SVM, decision tree gives less accuracy than Random Forest. Though Random
Forest gives the highest accuracy, but it does not hold well in case of speed during
testing. In the case of SVM, datasets require pre-processing in order to get better
results.

In the research paper [7], the authorsMasoumehZareapoor, Pourya Shamsolmoali
compared various standard classifiers with bagging ensemble classifier, which is an
interestingly new technique based on decision tree. They also identified that it works
very well in the detection of fraudulent transactions. Bagging ensemble has the
highest fraud catching rate and a relatively low false alarm rate. They concluded that
the bagging ensemble classifier has performed stably during training, testing and
evaluation. Also, it is independent of the rate of fraud. It also has the capability to
handle imbalanced datasets.

The authors of the research paper [8] have identified that the isolation technique
gets high AUC score when compared to K-means, OCSVM and LOF. It is more
accurate, performsmuch better than others in detecting fraud transactions and detects
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Table 1 Comparison of algorithm

Classifier Advantages Disadvantages

Local Outlier Factor • LOF identifies outliers in a data
set locally

• It works well for unlabeled data

• It works better for larger
datasets rather than smaller
ones

Isolation Forest • Values need not be scaled in
feature space

• Value distributions need not be
assumed

• It is robust and easy to optimize
because of fewer parameters

• The result visualization is
complicated

• Training time can be very long
and computationally expensive
if it’s not correctly optimized

Support Vector Machine • Accuracy is good
• Works well on smaller and
cleaner datasets

• It can use a subset of data
points, hence making it efficient

• It is less efficient for noisier
datasets with overlapping
classes

• Training time is large for larger
data sets

few errors than the other three methods. Isolation Forest is proficient in detecting
anomalies of credit card fraud transactions.

In the research paper [9] the authors clearly stated that the Local Outlier Factor
has the highest accuracy than Isolation Forest. LOF performedmuch better and gives
the best results when compared with Isolation Forest (Table 1).

4 Algorithms Used

Credit card fraud is amatter of great concern. Everyonewants a secure transaction and
hence people take care of various things to keep their cards safe but still sometimes
can get trapped in a situation that can lead to a great loss. Hence, the total numbers
of fraud transactions are very less as compared to genuine transactions. So, we can
say that in any dataset, the fraud transactions act like an outlier.

“Observation which deviates so much from other observations as to arouse
suspicion it was generated by a different mechanism”—Hawkins (1980).

An object which deviates remarkably from the rest of the objects can be defined
as an Outlier.

These points represented within a circle form a cluster.
First, we have to calculate the mean for each cluster and then initialize a threshold

value. Hence, an outlier can be identified in the following way:
In our project, we have used three methods to find these outliers or frauds.

(I) Local Outlier Factor
It is an unsupervised outlier detection technique which works on the principle
of density measurement and comparison. It measures the density of different
data points, or their clusters and compares themwith one another. The anomaly
or the outlier will have less density in comparison with the other data points
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or clusters. So, by this technique, we can differentiate the outliers with normal
data points, and hence detect them.
There are certain terms associated with LOF:

(a) k
“k” is defined as the number of neighbors. It can be considered as a
threshold value for calculations of the Local Outlier Factor. Its value
should not be either too small or too large. If k is very small, then it
would be able to consider very few points. If k is very large, then it can
miss some of the outliers.

(b) k-distance
It is the distance which is based on the value of k. A point’s distance to
its kth neighbor is called k-distance.

(c) Reachability distance
If ‘a’ and ‘b’ are two points, then reachability distance can be described
using the formula:

(d) Local reachability distance (LRD)
It can be found out using the reachability distance by using the formula:

(e) Local Outlier Factor (LOF)
The ratio of the LRD of the neighbors of point ‘a’ to the LRD of point
‘a’ is known as Local Outlier Factor.

(II) Isolation Forest Algorithm
Isolation Forest algorithm is also a type of anomaly detection algorithm.
It is very much similar to decision trees. The basic difference between the
two algorithms is decision trees start with a parent node and then keep on
partitioning on the basis of information gain, whereas in Isolation Forest
algorithm, the partitioning occurs randomly on the basis of the value of the
selected feature. The selected feature will have a maximum and minimum
value which perhaps gives the range of the split value. We continue splitting
until we isolate the outlier from other data points.

(a) Isolating a normal point
A normal point will be much clustered, i.e., it would be surrounded by
many data points. Many data points will be there in close proximity to
a normal point. So, more splits would be required to isolate a normal
point from other data points.

(b) Isolating an outlier
While if we want to isolate an outlier or an anomalous point which
would not be in the vicinity of other normal data points, less number
of splits would be required. An outlier is a point which lies away from
other normal points. There will be no clusters as well as the density
will be very less around an outlier. So, it would be easier to find the
anomalous point or the outlier.
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(III) Support Vector Machine
Support Vector Machine is a supervised learning classifier. It is used for
dividing the dataset into two or more classes, but it depends on a number of
factors such as kernel, hyperplane, support vectors etc.

(a) Hyperplane
Support Vector Machine or SVM can be thought of as a classifying machine.
Suppose we are working in two-dimensional space, having two features X1
and X2, then these two features can be separated using a plane known as
hyperplane which is also known as maximum margin hyperplane. This plane
separates the two features linearly. The main aim is to choose a hyperplane
with maximum margins. The plane which lies on the right of hyperplane is
known as positive hyperplane, whereas the plane which lies on the left is
known as negative hyperplane.

(b) Margins
The distance between the two lines on either side of the features from the
hyperplane (center line) is known as margins. And the combination of the
margins of both side of the hyperplane is known as maximum margin.

(c) Support Vectors
These are the points which help in making the hyperplane. It supports the
positive and negative hyperplanes on either side of the features.

(d) Kernel
Kernels are the tools for analyzing the different types of patterns in SVMs
and hence partition the data. They are useful in separating different features
from one another.

In our project,wehave specifically usedOneClassSVM,which is anunsupervised
machine learning algorithm. It trains on normal data and its boundary and hence
identifies all the points that lie outside this boundary. It is suitable for outlier detection.

In Table 1, we have compared these three algorithms on the basis of their advan-
tages and disadvantages. The table shows a theoretical comparison between these
algorithms, i.e., Local Outlier Factor, Isolation Forest and Support Vector Machine.
The Support Vector Machine algorithm works well with small dataset but here, in
credit card fraud detection, the dataset is humungous. It contains around 284,000
records. So, the SVM method took more than 14 h for its execution and its result
was also not appreciable which we will see in the result section.

This comparison table will help the users to unleash the basic concepts of these
algorithms as well as will enhance the understanding of readers.

Table 2 Confusion matrix Actual class Predicted class

Negative Positive

Negative True negative False positive

Positive False positive True positive
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Fig. 5 Support Vector Machine

5 Methodology

We have used three algorithms to find the fraud transactions in our dataset
which contains around 284,315 transactions. We proceeded according to the given
flowchart. For data visualization, we have used four different plots. The first plot
gives us the total number of fraud as well as normal transactions. The second plot
is a histogram between the amount and number of transactions for both fraud and
normal transactions. The third plot is a scatter plot between the time of the transaction
and the amount for both fraud and normal transactions. Also, we have a heatmap,
which clearly explains the total transactions. The fraud transactions are classified as
“1”, while normal transactions are classified as “0”. We have used three classifiers,
i.e., Local Outlier Factor, Isolation Forest and Support Vector Machine. We fit the
model with the dataset and find the result. Isolation Forest has the highest accuracy
of 99.74%, whereas SVM has the lowest accuracy. Also, SVM takes a large amount
of time as compared to the other two methods.

The flowchart given in Fig. 5 explains the process flow very efficiently and in a
simple and readable format (Fig. 6).

6 Results

The quality of predictions from a classification algorithm can be measured using a
classification report.

The classification report uses four different metrics, namely precision, recall, F1-
score and support. These metrics are calculated by using some parameters called
true positive, false positive, true negative and false negative. The values of these four
parameters can be found out on the basis of true class and predicted class using the
confusion matrix shown in Table 2.
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Fig. 6 Process flow

1. True Positive (TP): These are the values which have been predicted correctly.
It includes only the positive values which belong to the class “True or Yes”.
2. True Negative (TN): These are the values which have also been predicted
correctly. It includes only the negative values which belong to the class “False or
No”.
3. False Positive (FP): It signifies the wrong prediction. The value of the actual
class is NO and the value of the predicted class is YES.
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4. False Negative (FN): It also signifies the wrong prediction. Here, the value of
the actual class is YES and the value of the predicted class is NO.

False positive and false negative classes occur in the case of class mismatch
between the actual and the predicted class.

Classification report metrics are as follows:

1. Precision
2. Recall
3. F1-score
4. Support

Precision: Precision in simple words can be defined as the accuracy of positive
predictions. It is the number of correct predictions made by the classifier.

Precision = TP /(TP + FP)

Recall: It is the fraction of positive predictions made by the classifier that are
correctly identified. It can be used to find the true positive rate.

Recall = TP /(TP + FN)

F1-score: It is the mean of precision and recall.

F1 − Score = 2 ∗ (Recall ∗ Pre-cision) / (Recall + Precision)

Support: It is the number of occurrences of each class in correct target values.
Table 3 shows the accuracy as well as the number of wrong predictions made by

that particular algorithm.
As described above, we have used the method of the classification report which

gives us the result on the basis of four parameters, i.e., precision, recall, F1-score and
support. Here, Class 1 denotes fraudulent transactions, while Class 0 represents
the normal transactions. We have shown the classification report in Table 4.

The Isolation Forest method performs the best out of all the algorithms with an
accuracy of 99.76%. Out of 284,315 data entities, the Support VectorMachine shows
the poorest result. It has just the accuracy of 75.52% and it predicts 71,078 records
wrongly. Local Outlier Factor also shows the good result, and its result is close to that

Table 3 Accuracy and
wrong predictions

Algorithm No. of wrong
predictions

Accuracy (%)

Isolation Forest 683 99.76

Local Outlier Factor 935 99.67

Support Vector
Machine

71,078 75.52
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Table 4 Classification report

Algorithm Class Precision Recall F1-score Support

Isolation Forest 0 1.00 1.00 1.00 284,315

1 0.31 0.31 0.31 492

Local Outlier Factor 0 1.00 1.00 1.00 284,315

1 0.05 0.05 0.05 492

Support Vector Machine 0 1.00 0.75 0.85 284,315

1 0.00 0.32 0.00 492

of Isolation Forest. It has an accuracy of 99.67% and misclassifies only 935 values.
Both the methods, Isolation Forest and Local Outlier Factor, also show a good result
and are close to that of the Isolation Forest whereas the Support Vector Machine is
not that accurate. Also, SVM is a very slow algorithm. It took more than 14 h to run
which is not at all beneficial.

7 Conclusion and Future Scope

Fraud transaction cases can be eliminated to a greater extent with the help of machine
learning algorithms. In this paper, we have compared three fraud detection tech-
niques, i.e., Support Vector Machine, Local Outlier Factor and Isolation Forest. In
all these fraud detection techniques, the Isolation Forest is proficient.

Isolation Forest gives 99.7% accuracy in results when applied on the complete
dataset, whereas LOF gives 99.6% accuracy and SVM being the slowest one gives
99.7% accuracy. During the execution of code, SVM takes the longest time to give
results as compared to other techniques. Its accuracy is also very low as compared
to the other two techniques.

We can conclude here that to get the highest accuracy and fast results, use the
Isolation Forest fraud detection technique. It will give you a precise and efficient
result.

Despite these outstanding techniques, there will always be a percentage of fraud
prevailing, until we integrate good security software/hardware with present soft-
ware/hardware available in the market. There is always a possibility of improvement.
So, for the future scope, we can add a fingerprint sensor in ATM machines to avoid
fraudulent transactions. Nowadays, we all use mobile phones or laptops for making
transactions. The inbuilt camera in these devices can act as the most useful aid for
security. We can also add iris detection system in the bank’s software or mobile
application. Whether the user uses a mobile phone or laptop for the transactions,
it will be a safe transaction if the bank’s software is integrated with iris detection
system. We can also add a face detection system with the bank’s software.
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Identification of Parameters for Noise
Pollution Based Electrical Energy
Converter

Arunesh Kumar Singh, Shahida Khatoon, and Kriti

Abstract This paper presents identification of parameters for noise pollution based
electrical energy converter. Parameters involved in traffic noise model and their
effects on the performance of noise pollution based electrical energy converter are
also discussed.

Keywords Noise pollution · Electrical energy · Traffic noise · Energy converter

1 Introduction

Noise, the unwanted sound is one of themost important constituents of environmental
pollution. Different forms of noise found in our daily life are railway noise (sound of
the train wheels and its horn), aircraft noise(sound of air-plane at the time of takeoff
and landing), industrial noise (due to heavy machines and other industrial activities),
construction noise and traffic noise [1]. Among all these types of noise pollution,
traffic noise is the most significant as it contributes approximately 55% of total noise
pollution [2]. Increase in the noise pollution leads to the various health hazards
among human beings, such as lack of sleep, stress, depression, high blood pressure
etc. Scientists and researchers are trying to achieve reduction of environmental noise
pollution with various innovative techniques [3].

At present [4], different forms of machines have been inherent part of our daily
life, such as use of electricity based home appliances, use of laptops, smart watches,
mobile phones and other digital devices for individual purposes and use of electrical
machines for industrial purposes etc. In this technology driven time, use of elec-
tricity has increased more than ever. For electricity generation, conventional energy
resources are falling short of meeting this huge demand. So it becomes inevitable to
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look for alternative methods of electricity generation. The idea is to utilize the noise
pollution for electricity generation. Noise (sound) energy based energy conversion
method provides the clean electrical energy which does not pollute the environment
unlike the coal and petroleum does.

2 Noise Pollution Based Electrical Energy Converter

A simple noise pollution based energy conversion scheme is shown in Fig. 1.
The noise pollution based energy converter transforms the noise signal into low

level electrical signal. The energy converter can be based on any of the multiple
principles of energy conversion from acoustic signal. Converted low level electrical
signal goes to suitable rectifier and amplifier which provide necessary rectification
and amplification. Super capacitors can be used for energy storage and regulator
provides regulated voltage at the output [5].

Noise signal generated from noise pollution is a very low level signal. Hence for
this application most suitable technique is based on the concept of piezoelectricity
[6, 7]. Li et al. has reviewed various piezoelectric converters for low frequency as
well as high frequency applications. Piezoelectric material is of four types namely
ceramics, single crystal, polymers and composite. Their uses depend upon the appli-
cation. Lead-zirconate-titanate, the ceramic type piezoelectric (PZT) material can
be used for high frequency application [8]. For low frequency application polymers
and composites can be used. He also discussed about the uni-morph and bi-morph
structure of piezoelectric converter. Uni-morph has only one layer of piezoelectric on
cantilever beam whereas bi-morph has two layers of PZT on metal strip which gives
high output power. Et al L. Jiang proposed a piezoelectric cantilever beam which
produces an electric charge when placed under mechanical stress as shown in Fig. 2.
Output of piezoelectric converter is in current microamperes which is proportional
to the input vibration. It acts as current source [9].

As the piezoelectric materials have ability to generate maximum output at reso-
nance frequency so resonator can also be integrated with the energy converter to
increase its efficiency of energy conversion. When the frequency of incoming signal
matches with the resonance frequency it produce large signal which further can be

Fig. 1 Noise pollution based electrical energy converter



Identification of Parameters for Noise Pollution … 563

Fig. 2 Piezoelectric
cantilever beam

Fig. 3 Noise pollution based energy converter with resonator

amplified. In case of traffic noise pollution the frequency of noise (sound) signal is
very unstable [10]. Use of resonator [11, 12] will definitely help to get good results.
Figure 3 shows the Noise pollution based energy converter with resonator [13]. In
the event of resonance it provides large signal to the energy converter. After being
converted this electrical energy gets amplified and rectified. Then it is supplied to
the load.

3 Effect of Different Parameters on the Performance
of Noise Pollution Based Energy Converter

Many parameters can have an effect on the performance [14] of noise pollution based
energy converter. We have enlisted few parameters that may have effect on the signal
converted from noise pollution.

(a) Variation in local pressure from the ambient atmospheric pressure due to
sound is called as sound pressure. It is basic parameter of noise pollution.
It is measured by using microphone.

(b) SPL (Sound pressure level) is the logarithmic ratio of sound pressure to the
reference pressure. It is given by

SPL = 10log10
(
P2/P2ref

)
(1)
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(c) Intensity of sound represents the sound power carried by the sound wave per
unit area in the perpendicular direction.

I = P× v (2)

where particle velocity is the velocity of sound particle by which it transmit
the wave in a medium.

v =
∂δ

∂t
(3)

where δ the displacement cause by sound wave and t is is the time.
Sound intensity level is given by

LI = 10 log10

(
I

IO

)
dB (4)

where reference intensity, Io = 10−12 W/m2.
(d) Amount of emitted sound energy from a source in one second is called as power

of sound. Sound power does not depend on the distance from the measurement
location whereas the sound pressure does.
Sound Power (PW) is given by.

PW = I× A (5)

where A is the surface area and I is sound intensity. Sound intensity or sound
power is the property of noise/sound source [15] whereas it’s effect in the
environment is sound pressure.

(e) Electric Charge (Q) develops when piezoelectric sensor deforms due to applied
sound pressure. When an acoustic signal imparts on the sensor, a displacement
occurs at opposite ends and thus an electric charge develops. This charge get
stored in super capacitors [16] and is responsible for the current flow through
circuit. Equation (6) shows the relation between vibration energy force (F) and
electric charge (Q) [17]

Q = k · F (6)

Where k is the piezoelectric sensor constant.
(f) The capacity of a capacitor to store electric charge is capacitance(C) and defines

in terms of Farad. The relation between electric charge (Q) and output voltage
(Vo) of piezoelectric sensor is given by

Q = C · Vo (7)



Identification of Parameters for Noise Pollution … 565

(g) Distance of the measurement point from the noise source is an important factor
in energy conversion. As the distance (D) increases the sound pressure level
decreases significantly.

(h) Equivalent SPL is measure by using SPL meter. A-weighted frequency filter
provides the frequency response similar to the human ear. Leq is the measure
of noise pollution. Equivalent SPL (Leq) is the Continuous A- Weighted SPL
measured over a time period (T). For some measurements [18, 19] L50, L70,
L90 can be calculated respectively for SPL beyond 50, 70 and 90 percentile of
time period T.

(i) Output voltage of a piezo-electric sensor (Vo) depends upon the electric
charge stored by the capacitor. This voltage can be enhanced by using suitable
amplifier.

(j) Human ear is sensitive to the audio frequencies (20 Hz to 20,000 Hz).
Frequency of the sound pressure signal is defined as total number of pres-
sure vibrations per second. [20] Larger pressure vibrations refer to are called
as high amplitude or louder sound whereas high frequency refers to high pitch
of sound

(k) Energy conversion efficiency of the energy converter can be given by

η = Power delivered to load

Power harvested from Q− V cycle
(8)

4 Traffic Noise Model

Single largest component of noise pollution is transportation noise as it contributes
almost 55% to the total noise pollution. To regulate the traffic noise, traffic noise
models have been adapted by various countries. Equation (9) shows the simple traffic
noise model. It shows the relationship between sound pressure level (Leq) and noise
pollution [21].

Leq = X + Ylog10W (9)

In above equation,W is the traffic volume, X andY are the trafficmodel constants.
Reference [22] in traffic noise modeling, sound pressure level depends upon

various factors including type of vehicle, Number of vehicles, vehicle’s average
speed, traffic volume, distant between noise source andmeasurement location, sound
power of noise source etc. Spike in the level of sound pressure has also been detected
due to honking and sudden brake application. We have enlisted few parameters of
traffic noise model in Table 1 which may impact on the converted electrical signal
from transportation noise.
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Table 1 List of parameters involved in noise pollution based energy converter

S. No Parameter Symbol Unit

1 Sound Pressure P Pascal or dB

2 Sound power level LW dB

3 Equivalent Sound Pressure level(A-weighted) Leq dB(A)

4 Input sound intensity level LI Wm-2 or dB

5 Input sound signal frequency f Hz

6 Resonant frequency fr Hz

7 Electric charge Q Columb

8 Capacitance C F

9 Distance from source D meter

10 Time interval T second

11 Velocity of source V Km/h

12 No. of vehicles or machines N –

13 Location of noise measurement ()x –

14 Traffic volume W Vehicle/hours

15 Type of vehicle a,b,c –

16 Output power Po Watts

17 Output voltage Vo Volts

18 Efficiency η –

5 Conclusion

In this paper, identification of various parameters related to noise pollution based
electrical energy converter and their effects on the performance are discussed. The
presented noise pollution based electrical energy converter can fulfil the energy
requirement for low power applications such as powering the LEDs roadside at
night and other small applications.
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Reconfiguration of Micro-grid for Future
Forecasting to Maintain High Reliability

Shivani Mishra and R. K. Viral

Abstract The grid unbalance is a common phenomenon in the northern region of
India. To maintain frequency is very difficult where the population is around 1.3
billion. To maintain grid frequency, demand and supply should be matched. Micro-
grid plays a major role in demand and supply equalization. Micro-grid is a feasible
solution for remote location where electrification is very costly. To develop remote
location of India likeLadakh,Bhuj etc.micro-grid provides better solution to increase
the economy of country. In micro-grid, input cost is totally depending on the avail-
ability of region natural resources. Solar is the main availability in countries like
India, which can be supported by bio-mass, wind, bio-gas, storage system, etc. to
prepare hybridmicro-grid for 24 h. reliability. After electricity act amendment of new
rule is implemented, which is ABT, (availability-based tariff) in which penalty and
reward are applicable. To implement ABT, reconfiguration of micro-grid is required.
Reconfiguration is the adoption of new technology of previous electrical models
where implementing of ring-main unit, smart metering, feeder segregation and fore-
casting of the load is done. ABT (availability-based tariff) gives better reliability to
a system, which can be utilized with micro-grid solution. The paper identifies future
updated scenarios of micro-grid as per the latest regulation of India.

Keywords Micro-grid · Reconfiguration · Reliability · Forecasting

1 Introduction

For exchange of electricity in India, there are many components like PPA (power
purchase agreement), energy exchange, REC (renewable energy certificate) but
every generation and distribution companies are responsible for maintaining grid
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frequency, for this, three-part tariff procedure is introduced called ABT (availability-
based tariff) and every Discom has to purchase 1% REC of its demand [1]. The
task of harmonizing the load demand with the generation is significant. Extra gener-
ation provides high frequency and less generation provides low frequency. As the
current scenario micro-grid with the inclusion of forecasting methodology will help
to improve reliability as well as profitability. In India, maintaining frequency is a
major task where combination of multiple EHV lines as well as multiple genera-
tions, where some phenomena, are required for penalty and reward system, which
will maintain or distract the grid frequency.

2 ABT (Availability-Based Tariff)

The trading of power is moderately diverse from on article of trade to the alternative
one for electricity supply because it cannot be stored and subjected to the demand–
supply sense of balance also aspects lots of transmission constriction. Fixed charge,
variable charge and UI (unscheduled power interchange) for penalty and incentives
are pricing schemes for ABT (availability-based tariff) [2]. The authorized power
from the generation station is in proportion to the imposed-on heirs to the fixed cost.
The plant capacity is proportionate to fixed cost, which is shared by beneficiaries. So,
the fixed charges are called as the capacity charges. Generating station cannot due to
a little amount as per the availability of electricity irrespective of its fixed cost [3].
The generating station is dependent on the plant availability by which it is payable
for the fixed charge reimbursement. The generating station has to pay more if the
plant accessibility is moreover the year as per the set standards and the vice-versa
is applied when the plant accessibility is low. That’s why it (tariff) is called as ABT
(availability-based tariff). Previously, tariff for the fixed charges depends on the plant
load factor but now ABT depends on the plant accessibility [4]. Generating station
acquired variable charges day by day as per day MW production of electricity, this
is also called as energy charges. It includes the fuel charges like nuclear power plant
for fuel nuclear bundle, fuel for gas power plant, coal fuel for thermal power plant,
etc. UI (unscheduled interchange) charges depict deviation from plants’ scheduled
generation. Presume that the scheduled power to deliver by the generating station is
500 MW but its supplying 600 MW on a day, then the energy charges paid by the
station for the scheduled generation, which is for 500 MW. For the excess 100 MW,
the energy charge rate depends predominantly on the grid frequency of that time. The
charges of energy for the surplus supply of 100MWas per presumption are called UI
charges, which are linked with grid frequency. The idle frequency rate is 50 Hz, if the
grid frequency increases up to or more than 50.2 Hz then there will be no UI charges
that means the excess 100 MW generation is paid by the generating station. So, to
maintain grid frequency, station involuntary is to reduce generation. Same as for
lower grid frequency, the excess UI rates paid for excess generation incentives to the
generating station atUI rates, assume that the frequency at that time is 49.4Hz.Micro-
grid work as a single controllable entity in comparison to the grid within defined
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electrical boundaries because it is a group of interconnected loads and distributed
energy resources (DER). Micro-grid work as both as grid-connected as well as in
isolated mode. As per CEA (central electricity authority), maintaining frequency in
the grid is the primary responsibility of all generators and distributors [1]. Micro-grid
is also a generator which can help to maintain frequency at the emergency time as
well as after new rule of government of India distribution company will purchase 1%
of its demand of electricity will purchase from renewable energy sources. Micro-grid
can help to utilize the rule of government of India. At the off-peak time, micro-grid
can sale extra electricity through participating in scheduling.

3 Micro-grid Reconfiguration

Currently, micro-grid has no tools for scheduling and no specific feeders for specific
consumers, which cannot help power scheduling and finding the actual load [5]. In
conventional micro-grid direct connection from generation to the distribution, only
single switches were installed for breaking the load, which is also shown in Fig. 1.

Figure 1 shows the conventional micro-grid technology in which single switch
was used and no feeder segregation was available. It is the full radial system at the
time of fault restoration time will be high and all consumers will be affected till
fault restoration. There are many changes required in conventional micro-grid to
perform scheduling of power maintain high reliability specified consumer’s feeder.
As per the current scenario for scheduling, 96 slots do prepare for electricity sale. 96
slots are subdivided into 15 min. each. This report is further given to SLDC (state
load dispatch centre) and communicates to RLDC (Regional load dispatch center)
further. At the time of emergency when the frequency dips, micro-grid can help
to maintain grid frequency and can get profit through availability-based tariff [6].
In the reconfiguration of micro-grid, installation of smart meters for gathering the
actual and correct load as per specified slots as well as these smart meters will be
installed at the starting of each feeder, which can be differentiated like industrial
feeder, residential feeder and commercial feeder. This is also shown in Fig. 2.

Grid supply

Renewable
energy
sources

1 2 3 4 5 6 7

8

9 10

T1
T2

Fig. 1 Conventional micro-grid technologies
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Fig. 2 Micro-grid reconfiguration with smart meters

In Fig. 2 adoption of some changes in conventional micro-grid, in which multiple
online switches install with smart meters and specified feeder segregation which
will help to early restoration of electricity [7, 15]. At the time of fault, only some
consumers will be affected. Through smart meters, actual loading of feeders will get
for better forecasting and planning.

4 Benefits of Micro-grid Reconfiguration

After reconfiguration of micro-grid, there are several benefits [8]. These are:

Loading

In conventional micro-grid, no procedure was available to gather data of actual
loading in the reconfigured micro-grid using of smart meter identification of actual
loading through modem will be very easy [9]. The actual loading will get the current
scenario of consumers.
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Table 1 Major benefits of DERs [39]

S. no Factors Conventional micro-grid Reconfigured micro-grid

1 Reliability Low High

2 Forecasting No Yes

3 Planning for maintenance Low High

4 Frequency management No Yes

5 Sale of electricity Low High

6 Planning for electricity
trading

No Yes

Planning

In the conventional micro-grid, single switches were used but in reconfigured micro-
grid, multiple switches are used, which can help in planning with better mainte-
nance without affecting whole reliability, which improves SAIDI (system average
interruption duration index).

Frequency

In the conventional micro-grid, no methodology was available to provide help to
the grid at the time of frequency disturbance. After reconfiguration, micro-grid can
provide help to themain grid at the time of frequency disturbancewith proper loading
and planning.

5 Comparison Between Conventional Micro-grid
Reconfiguration

There are many ways to compare micro-grid and reconfigured micro-grid. Compar-
ison graph is in Table 1: in which factors are considered, i.e. reliability, forecasting,
planning and maintenance, frequency management, sale of electricity and planning
for electricity trading. This comparison table shows the effectiveness of the grid with
the factors used.

6 Forecasting Methodology

There are some factors that are affecting electricity forecasting. These are:

Factor of Time

It is an imperative factor in load forecasting that’s why it highly influences consumer
load.
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Economic Factor

The economic factor has the function as load pattern, which is the growth of
population, development of industries, cost of electricity and GDP (gross domestic
products).

Condition of Weather

For considering the forecasting of load various weather variables are taken, which
are humidity, speed of wind, temperature and cover of cloud.

Customer Factor

It defines the customer consumption of electricity as a factor of number, size and
type while its electrical equipment and their installation depend on various customer
priorities.

In conventional methodology forecasting is done by the following methods:

• Load taken by consumer
• Total load capacity taken by transformer.

In both methodologies, real-time analysis could not be done for real-time analysis
and actual consumption of consumer or feeder [10, 16]. This will help for better and
future forecasting. In electricity, trading forecasting is the foremost device to classify
the demand and supply of grid along with regions. As per regulatory guidelines [1], it
ismandatory that the formation of 96 slots is 15minutes each for the power exchange.
As per government policies, 96 slots to be provided before 24 hrs. At that time, the
reconfigured micro-grid will help to forecast the consumption of electricity as well
as to sale of electricity if required. At the time of emergency, sale of electricity in
ABT regime will be beneficial. In the ABT regime to interrupt grid disturbance, UI
charges will be extra benefit.

7 Reliability

Reliability designates the functionality of the system and equipment (connected
through various components or devices) with specific period of time. In the power
system, the following reliability areas are described:

• Power interruption
• Connected load
• Number of interruptions
• Consumer counts
• Duration of interruption.

Reliability defines the network capability of handling the consumer demandmeans
the consumer can get 24 hours supply of electricity [11, 12, 14]. In the reconfigured
micro-grid model, segregation of feeder is done for higher consumer satisfaction.
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Reliability can be defined by various manners: SAIDI (system average interrup-
tion duration index), CAIDI (customer average interruption duration index), SAIFI
(system average interruption frequency index) andMAIFI (momentary average inter-
ruption frequency index) [13]. In the reconfigured model, multiple switches are
used to reduce consumer interruption count, which will increase next-generation
reliability.

SAIDI (System Average Interruption Duration Index)

This index measures an interruption for the total duration for average customer
through a given period of time.

SAIDI =
∑

(ri ∗ Ni)/NT (1)

where,
∑ = function of summation, ri = restoration time, Ni = total number of

customers interrupted, NT = total number of customers served.

CAIDI (Customer Average Interruption Duration Index)

It is the restoration time due to fault or outages occur in systems.

CAIDI =
∑

(ri ∗ Ni)

/ ∑
(Ni) (2)

where,
∑ = function of summation, ri = restoration time, Ni = total number of

customers interrupted.

SAIFI (System Average Interruption Frequency Index)

The system consumer experiences an average number of times, outages during the
year

SAIFI =
∑

(Ni)/NT (3)

where,
∑ = function of summation, Ni = total number of customers interrupted,

NT = total number of customers served.

MAIFI (Momentary Average Interruption Frequency Index)

The customer experiences the average number of momentary interruptions at a given
period of time.

MAIFI =
∑

(IDi ∗ Ni)

/
NT (4)
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where,
∑ = function of summation, IDi = number of interrupting device operations,

Ni = total number of interrupted customers, NT = total number of served customers.

8 Recommendations

In India, Din Dayal Gramin VidyutiKaran Yojna (DDGVY) is going on where
isolated and tribunal areas still have some problems for electrification. The above
reconfiguration solution will give a reliable solution for maintaining the grid
frequency. As per above description, the following points to be recommended:

i. This reconfigured model provides peak load demand.
ii. Proposed model is time-dependent model where it is helpful for power trading.
iii. The proposed model provides the long-term planning for economic growth.
iv. The proposed model provides the annual growth rate to upgrade the system

simultaneously.
v. The model provides the essential data for increasing the reliability.

9 Conclusion

The reconfigured micro-grid will give better reliability due to the use of multiple
switches as compared with conventional micro-grid where a single switch is used.
Reconfigured micro-grid will also provide as the profitability solution at non-
peak session, which was not available at conventional micro-gird. Reconfiguration
in the micro-grid is a continuous process. In this reconfiguration using of latest
problem-solving techniques in the combination of smart meters with Wi-Fi. Segre-
gation of multiple feeders and upgraded online multiple switches enhance the capa-
bility of conventional micro-gird to the increase of reliability, online forecasting,
enhance power quality, frequency maintenance etc., reconfigured micro-grid model
is presented to perform various objectives like operating cost, restoration timing,
etc. One of the major constraints will be the radial system and generation limit of
micro-grid.
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Wireless Sensor Network in Agriculture:
Needs, Challenges and Solutions

Neha Gupta, Preeti Singh, and Pardeep Kaur

Abstract Wireless communication technologies are increasingly growing in today’s
era, which are providing great research opportunities in the networking area. Wire-
less sensor network (WSN) is one such example of wireless communication tech-
nology. WSNs are widely used in agricultural field in order to help farmers cut
down their expenses and increase the profit margin. Precision agriculture (PA) is a
management strategy that helps to improve the quality as well as the quantity of
the production. In this paper, sensor networks are classified on the basis of different
parameters, the various issues and the challenges that are faced while deploying
WSNs are also reviewed for improved farming. In this review paper, the compar-
ison of different wireless communication protocols and energy-efficient protocols is
analyzed comprehensively.

Keywords Base station · Routing protocol · Sensor nodes ·Wireless sensor
networks

1 Introduction

With the increasing population, the demand for agricultural crops is also increasing
at a rapid pace. As per the reports of UN world population prospects 2019, the
population of the world is estimated to rise by 2 billion in the next 30 years, i.e. from
77 billion cur recently to 9.7 billion in 2050 [1]. Also the agricultural land has reduced
to 37% according to the food and agriculture organizations. The reasons for this
decrease comprise of urbanization, globalwarming, natural disasters and the shortage
of water availability. Wireless sensor network (WSN) technology can alleviate the
problem of less agricultural output by implementing the precision agriculture. WSN
is a system that comprises of sensors, processing unit, radio frequency transceiver
unit and power unit as shown in Fig. 1.
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Fig. 1 Wireless sensor node architecture

Wireless sensor networks can be used for various applications in agriculture like
precision agriculture, irrigation scheduling and optimization of plant growth, farm-
land monitoring, agricultural production, process management and security in crops
[2]. Precision agriculture is based on the phenomena of collecting the information
from the soil using the sensors and sending the information to the sink node either by
single-hop or multi-hop communication. The sink node then transmits the collected
information to the base station and then the base station (BS) forwards it to the system
where the actual decision is taken and the information is finally sent to the farmer
regarding the crop as depicted in Fig. 2. There are different concerns that need to be
taken into mind while working in the field of wireless sensor networks like quality
of service, energy consumption, data processing and compressing techniques [3].
Among all energy consumption in WSNs is a major concern in agricultural field.
When the base station and the source nodes are located far away from each other and
if there is direct communication between them then a lot of energy gets wasted in

Fig. 2 Deployment of WSN in field
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this process. Thus an efficient routing algorithm is needed that minimizes the energy
consumption.

1.1 Motivation

In today’s era, agriculture sector is a very important factor for economic growth
of a country so it should be modernized with technologies and should replace the
traditional way of farming. With the availability of micro and cheap sensors in the
market, it has enabled advancement in traditional agricultural practices [4]. But there
are also few challenges associated withWSN, i.e. energy consumption, less memory
of sensors, fault tolerance and computational complexity, which need to be addressed
[5]. WSN technology can be applied in different areas like irrigation scheduling
by monitoring the moisture of the soil, early warning system of plant health by
predicting any invasive species or disease likely to happen. The solutions need to
be cost-effective so that the farmers can use these technologies. There is a lot of
potential of WSN in agriculture since very limited work is done till date. In today’s
era of artificial intelligence, wireless sensor networks are widely used in agricultural
fields like animal census is being carried out on a large scale. Drone monitoring of
the agricultural fields, spraying of pesticides, fertilizers is nowadays a very common
trend.

1.2 Organization of the Paper

In this paper, the different techniques that are associatedwith theWSNs are discussed
along with their potential scope for the advancement in agricultural field. The sensor
networks are classified on the basis of different parameters, which are used in the
agricultural field. Section 2 presents the basics of WSNs and sensors network clas-
sification is also discussed. Issues and challenges faced while deploying the sensor
nodes are presented in Sect. 3. The standards, technologies that are used in agricul-
tural applications are discussed in Sect. 4. Section 5 discussed the implementation
of WSNs in the agricultural field. The existing routing algorithms are discussed and
analyzed in Sect. 6. In Sect. 7, the paper is concluded with the scope of future work.

2 Types of Sensor Networks

The sensor networks are classified on the basis of different parameters, which are
discussed below. The type of sensor network is selected based upon the requirement
of the application. Figure 3 shows the classification of sensor networks with respect
to different parameters.
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Fig. 3 Classification of sensor networks

2.1 Based on the Deployment Location

The location of the deployment of the sensor nodes is a very important parameter
in wireless sensor networks as it determines the viability of the network. The sensor
nodes can be deployed below the ground or above the agricultural ground depending
upon the requirements of the application.

2.1.1 Terrestrial Wireless Sensor Networks (TWSN)

In such type of sensor networks, sensor nodes are deployed above the ground to
create an intelligent network by the means of small and cheap sensors. In precision
agriculture field, this type of sensor network is used in soil moisture, temperature
and humidity measurement [6]. It is widely used in WSN applications because of
less cost, less energy consumption and higher communication range and frequency.

2.1.2 Wireless Underground Sensor Networks (WUSN)

In this type of sensor networks, the sensor nodes are deployed inside the soil in the
agricultural field. It is used to check the quality index of the soil [7]. One of the major
limitations of these networks is the attenuation of signals at higher frequencies and
comparatively lower frequency signals are able to penetrate inside the soil. As a result
of which the communication area gets limited and thus more number of nodes are
required when compared with TWSN thus it is not widely used in wireless sensor
applications.
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2.2 Based on the Characteristics of Sensors

Wireless sensor networks have different architectures depending upon the nature of
sensor nodes, i.e. whether the autonomous nodes are stationary or moving. Sensing
the data input from the nodes plays an important part in an effective communication
so sensor nodes should be chosen carefully.

2.2.1 Stationary Architecture

In this type of architecture, the sensor nodes are always stationary and the routing
is fixed. Applications like irrigation management, optimizing the use of pesticides,
groundwater monitoring require stationary architectures [8].

2.2.2 Mobile Architecture

In this type of architecture, the sensor nodes are continuously moving in order to
collect the data from different nodes and give it to the base station or sink. In mobile
wireless sensor networks, the routing is dynamic [9]. The major limitations are self-
organization of nodes, navigation and control, maintenance, localization.

2.2.3 Hybrid Architecture

In this type of architecture, the sensor nodes are both stationary as well as mobile in
nature. It is one of the best architectures when compared with other two architectures
in terms of energy and self-organization capability. This type of architecture can be
used for tracking the movement of animals, which enters the field and sending the
message to the farmer.

2.3 Based on the Sensing and Transmission Power

2.3.1 Homogeneous Network

In this type of network, all the sensor nodes in the network collect the same level of
the transmission power with the same parameters of the data, and the collected data
are sent to the base station. This type of network is best suited for in situ monitoring
of the agricultural field. One of the major drawbacks of this network is the lack of
variety in communication hardware.
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2.3.2 Heterogeneous Network

In this type of network, all the sensor nodes sense the different parameters of the data
having different transmission ranges. These networks usemultiple hoping techniques
to reach the cluster head of the network [10]. One of the limitations is non-uniform
energy drainage because every node requires different amount of energy to send the
data to the cluster head based on its location. But the major advantage is the increase
in the lifetime of the network.

Thus, it is concluded that uniform energy drainage and lower hardware cost are
the two parameters that need to be kept inmindwhile deploying sensor nodes. On one
hand, homogeneous networks have uniform energy drainage and on the other hand,
heterogeneous networks have lower hardware cost. The solution can be proposed to
include both features in a single network.

2.4 Layout of the Sensor Nodes

Layout means the physical arrangement of the sensor nodes in the agricultural field.
Placing the sensor nodes in the field is a very important part of precision agriculture,
which should be given proper attention. The agricultural output will eventually grow
with time and thus can affect the output of the system. So care should be taken
while placing the nodes in the field. The nodes can be placed both horizontally and
vertically.

2.4.1 Horizontal Layout

In this type of layout, the nodes are placed in the grid pattern, i.e. nodes are placed
in rows and columns forming a grid pattern. Although this layout looks like easy
implantation but overlapping of the sensor nodes is a serious problem. Jing et al.
have proposed to implement this layout in orchid farms to measure soil moisture,
humidity, temperature parameters [11].

2.4.2 Vertical Layout

In this type of layout, the nodes are not placed on the ground, i.e. they are placed
on the plants. This is because of the fact that all the plants grow either in upward or
downward direction. Hence, this type of layout is better than the horizontal layout.
Harris et al. (2016) have placed the nodes at seven different heights of the tomato
plant tomeasure the temperature–humidity parameters [12].Also,Akkas et al. (2017)
have fixed the height of the sensor nodes at one point and monitored the humidity,
temperature and pressure parameters [13].
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3 Challenges Associated While Deploying Sensor Nodes

Deploying sensor nodes in an organized manner ensures better monitoring of the
agricultural field. Although there are various challenges that are faced while placing
sensor nodes in an agricultural field. These challenges are discussed as follows:

3.1 Node Size

The size of a sensor is a very crucial factor that needs to be addressed properly. With
the advancement of MEMS technology, it has been made possible that small size
sensors are available for different parameters like temperature sensors, humidity
sensors, wind sensors etc., so appropriate sensors should be chosen as per the
requirements of the application [14].

3.2 Energy Consumption

Energy is consumedwhile performing different tasks like sensing the data, processing
it and transmitting the data to the base station. So a lot of energy is required for day-
to-day monitoring of the agricultural field. The proposed solution can be the solar
energy. It is one of the potential alternatives to battery-powered wireless sensor
networks. Greenhouse monitoring using solar panels is one such application.

3.3 Fault Tolerant

The system needs to be fault-tolerant as the nodes are deployed in an open field so
there are lots of physical barriers experienced like with the increase in height of crops
interference in signals occur, lack of communication between different sensor nodes,
blockage by animals, etc. [15]. So in order to address these problems, fault-tolerant
techniques need to be designed and addressed. To the best of author’s knowledge not
much work has been done in this field so there is a lot of potentials to work in this
field.

The proposed solution can be the consideration of the coverage area. It is one of
themost important aspects to considerwhile deploying sensor nodes in a network that
shows how a particular area or barrier is being monitored. There are three coverage
problems, which need to be addressed:

I. Target coverage: To cover only particular points in themonitored area is termed
as targets.

II. Area coverage: To cover a particular area of the sensor field.
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III. Barrier coverage: It is a round area in which any person, animal can be detected
by the sensors, which are deployed inside the circle.

3.4 Transmission Range

Transmission range is also a very important factor since the sensors need to be placed
very close to one other for effective communication. But in an open field due to
ecological imbalances like rainfall, wind etc. the communication between the sensor
nodes gets affected [16]. So one alternative is indoor agriculture, i.e. greenhouse
cultivation in which the crops are cultivated in a closed environment and monitored
continuously [17]. Another way is to increase the communication range by using
different architecture topologies like mesh architecture, multi-tier architecture [18].

4 Communication Technologies Used in Wireless Sensor
Network

The data that have been sensed by the sensors need to be communicated to the
system where the decision can be taken and conveyed same to the farmer. In this,
sensors need to communicate the data to the base station. For efficient way of data
communication, the technology should be chosen based on the requirements of the
application [19]. A survey of various communication technologies is discussed in
this section.

4.1 Zigbee

The origin of Zigbee technology originated in 1991 but it was standardized in 2000
by the Zigbee alliance and came into use [20]. It operates in 2.4 GHz ISM band
and is used in communication from layer 3 onwards [21]. This standard operates as
IEEE 802.15.4; its function is to provide the network with routing and networking
functionalities [22]. It supports various network topologies like master to master or
master to slave. In this technology, the system comprises of three different devices:
router, Zigbee coordinator and Zigbee end device [23]. The network has one coordi-
nator, which functions as a bridge by handling and storing the data while doing the
receiving and transmission tasks [24]. It has the communication range of 10–20 m.
Due to its low power consumption and low-cost capabilities, it is a widely used
communication technology.
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4.2 Bluetooth

The Bluetooth technology was invented in 1994. This standard operates as IEEE
802.15.1 with frequency band 2.45 GHz [25]. It can connect eight different devices
within a range of 10 m. This network comprises of a single master and up to seven
slaves. This type of arrangement is termed as piconet and when these piconets
combine together this arrangement is called scatternet [26]. Hseih et al. (2016) have
used this configuration to design an irrigation network. Master initiates the commu-
nication and the slaves respond to it [27]. The Bluetooth module is active in the first
three layers whereas the host is active in the last two layers. This type of interfacing
between these two groups is termed as host controller interface [28].

4.3 Wi-Fi

Wi-Fi nowadays is the trending most used wireless network technology. It stands
for “Wireless Fidelity”. The origin of Wi-Fi dates back to 1991 and was invented
by AT&T in the Netherlands. This standard operates as IEEE 802.11 and uses radio
frequency band [29]. It has the range of 20–100 m with a high speed 2–55 Mbps.
Thakur et al. (2018), Guo et al. (2018) have used the Wi-Fi module to communicate
the data to the farmers. This technology is widely used to connect many devices over
a long range [30].

4.4 GPRS

General Packet Radio Service (GPRS) was introduced in the market in 2000 by the
European Telecommunications Standards Institute (ETSI) but is now maintained by
the third generation partnership project (3GPP) [31]. It is one of the best technologies
in terms of latency and throughput. It has a data speed ranging from 56 to 114
Kb/s [32]. When 2G technology combines with GPRS, it is termed as 2.5G, i.e.
a technology that is between 2 and 3G Technology. Humberto et al. analyzed this
technology as a gateway between Zigbee wireless sensor networks and internet for
precision agriculture. Joaquin et al. used the GPRS module [33] to communicate
the soil moisture and temperature parameters to the system, which resulted in water
savings of up to 90% when compared with traditional irrigation practices.
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4.5 WiMAX

Worldwide Interoperability for Microwave Access was introduced in 2001 by the
WIMAX forum. This standard is based on the IEEE 802.16 and was introduced as
an alternative to cables and DSL [34]. It has data speed up to 1Gb/s. Musha et al.
(2014) have used this technology [35] to monitor and control the agricultural field
for irrigation system using sensors. However, it is an expensive technology in terms
of installation and operational cost. Also, it has poor quality service. This is because
in situations when more number of people are accessing the same tower at the same
time, it becomes very tough to maintain high quality [36].

4.6 Comparison of Different Communication Technologies

As per Table 1, the comparison of different communication technologies on the
basis of different parameters is shown. If the application requires data transmission
of longer distance with medium power consumption thenWiMAX is the best option.
Based upon the requirements and applications, suitable technology can be selected
to decrease the cost.

Table 1 Comparison of technologies [38]

Parameters Zigbee Bluetooth WIFI GPRS WiMAX

Frequency band 2.5 GHz 2.4 GHz 2.4 GHz 900–1800 MHz 2.5–3 GHz

Range 10–100 m 1–100 m 20–100 m Gprs coverage
area

1–30 m

Data rate 20–250 Kbps 1–24 Mbps 2–54 Mbps 32–48 Kbps 1 Gbps

Cost Low Low High High High

Power
consumption

Low Medium High High Medium

Network size 64,000 nodes 8 nodes in
piconet

30 nodes 1000 nodes Varies

Mode of
communication

Peer to peer Master and
slave, Peer to
Peer

From one
point to all
devices

From Base
station to all
devices

From one
point to
multipoint

Security (bits) 128 128 128 128 128
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5 Wireless Sensor Network Applications in Agriculture

Wireless sensor network technology can be applied in the agricultural field to increase
the production of the crops and thus increase the profit margin of the farmers. The
various applications include.

(1) Monitoring the environmental conditions.
(2) Precision agriculture.

5.1 Monitoring the Environmental Conditions

The environment can be monitored through stationary sensors, which are deployed
in the fields. These sensors can sense the water quality, soil quality and send the
information to the system where the data can be analyzed and the corresponding
action can be taken [37].

CrossbowTechnology Inc. (2004) developed awireless sensor network [39] based
on solar power that collected the atmospheric weather condition like moisture in the
air through the use of sensors and the collected data were conveyed to the end-users.
Soil Tsvetelina et al. (2016) developed a wireless sensor network [40] to monitor
the soil quality parameters. But, however, there were few limitations in this research
work while dealing with an appropriate management technology. There are very few
research papers in the monitoring of soli parameters so work can be done in the
future in this area. S.N. Shylaja et al. (2017) developed a mobile application [41] for
the farmers to help them gather real-time information about the fertility of soil and
suggested the right time to put fertilizers in the field.

5.2 Precision Agriculture

Wireless sensors are used in precision agriculture to help in data collection, preci-
sion irrigation and technology for communication. In data collection, J.John (2018)
developed the shortest path tree-based wireless sensor network [42] to collect the
different parameters like relative humidity, atmospheric pressure. The system was
composed of different sensors deployed in the field that include atmospheric temper-
ature sensor, relative humidity sensor, soil moisture sensor, soil temperature sensor.
In precision irrigation, Y.Hamouda et al. (2018) developed an optimal heterogeneous
irrigation system formeasuring the content ofwater in the soil. Kalmanfilterwas used
to differentiate the sensed soil moisture and the temperature from the surrounding
environment.



590 N. Gupta et al.

6 Different Routing Protocols

Routing protocol reduces the power consumption by minimizing the path between
the sensor nodes and the base station. This section analyzes the different routing
algorithms used for WSN. Haider et al. (2013) have proposed REECH-ME [43]
routing protocol in which a node having maximum energy became the cluster head
that resulted in a fixed number of cluster head in each round. In this protocol, network
lifetime and throughput improved significantly. It has better results when compared
with LEACH routing protocol. Amjad et al. (2013) have proposed DREEM–ME
[44] routing protocol in which the network area was divided into three concentric
circles with center as origin that resulted in a reduction in distance between cluster
heads and base station. This protocol has improved network stability and lifetime
of the network significantly when compared with LEACH protocol. Nadeem et al.
(2013) have proposed gateway-based M-GEAR [45] protocol for WSN in which the
area was divided into four logical regions. The base station was placed outside the
sensing region and the gateway node was placed at the center. Arati et al. (2001) have
proposed TEEN [46] routing protocol for reactive networks. This protocol reduced
the transmissions by using hard and soft threshold values. It is best for time-critical
applications where lifetime of the network is a crucial issue but if the threshold
values are not reached in time then it becomes the drawback of this protocol. Then
to overcome this problem, the author proposed a new protocol called APTEEN in
which the problem of periodic data collection was resolved. The major limitations
of both these protocols are overhead and time constraints. Parul et al. (2010) have
proposed TDEEC [47] routing algorithm for a heterogeneous WSN to increase the
energy efficiency of the system.

6.1 Comparison of Different Routing Protocols

As per Table 2, the comparison of different routing protocols on the basis of different
parameters is shown. Among all the routing protocols, Regional Energy-Efficient

Table 2 Routing protocol comparison

Routing protocol in comparison With
LEACH protocol

Network stability Network lifetime in terms of alive
nodes

REECH-ME [42] 79% more 66% more

DREEM-ME [43] 40% more 36% more

MGEAR [44] 50% more 64% more

TEEN [45] 50% more 40% more

APTEEN [46] 70% more 60% more
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Cluster Heads based on Maximum Energy (REECH-ME)-based protocol is the best
in terms of network stability and network lifetime.

7 Conclusion and Future Work

The agricultural field has a lot of potential for a country’s economic growth so
proper attention should be given to this area and this can be achieved with the help
of wireless sensor networks. In this paper, a variety of communication technolo-
gies and power reduction techniques are reviewed. The major issues involved while
deploying wireless sensor networks are power consumption, cost and complexity.
Power consumption is a very crucial factor in today’s era in every field so an efficient
routing protocol should be used in order to minimize the energy consumption. While
deploying sensors in the field, the cost factor should be kept inmind. The deployment
of sensors, communication protocols are very complex, so the generalized structure
needs to bedesigned. In this paper, different communication technologies likeZigbee,
GPRS, Wi-Fi and more technologies are reviewed. Among all these technologies,
Zigbee is the best technology in terms of transmission data rate. Various routing
protocols likeMGEAR, TDEEC are also reviewed. Among those, REECH-ME is the
best routing protocol in terms of network lifetime and stability. Also, sensor deploy-
ment challenges are discussed in this paper. Deployment of wireless sensor nodes in
agriculture can increase the profit margin, agricultural output for a farmer and thus
boosts the economy of a country.Wireless sensor technologies have a lot of poten-
tial in agriculture, which is not yet explored. There are many challenges of wireless
sensor networks that are not much explored yet. These include throughput, network
lifetime and delay. Balancing the tradeoff between power consumption and network
lifetime is an area of concern. Digital signal processing field can be collaborated with
this field to solve this issue.
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Spin Device-Based Self-Calibrated
Comparator

Yogendra Kumar Upadhyaya and Ajay Kumar Kushwaha

Abstract The comparator is the basic block for data converter circuits, designing
modern analog and mixed-signal systems, for example, telecommunications that
interface with sensing circuits. Several analog to digital converters (ADCs) require
low-power, high-speed comparators through less area of chip. The spin device-
based self-calibrated comparators are accustomed to design high-speed, low-offset
and power ADCs. This paper presents two spin devices based on self-calibrated
comparator, which is an area and power efficient compared with other comparators.
Our proposed self-calibrated comparator consumes 1.3 µW power and 0.0272 fJ
energy at a supply voltage of 0.75 V. The spin devices (MTJ and a Strip), SPICE
compatible model-based Verilog-A language and PTMCMOS 45 nmmodel are used
to simulate its performance, like the power and delay, and compared it with dynamic
comparators.

Keywords Self-calibrated ·Magnetic strip ·MTJ · Spin devices · Comparator

1 Introduction

A high-speed, low-offset and power comparator is very attractive for various appli-
cations such as storage, sensing circuits, data converters [1, 2]. But, the scaling of
MOS transistors supports high-speed and low-power operation, the offset voltage in
comparator will be increased because of mismatching in transistors. In conventional
designs, pre-amplifiers are employed to decrease offset voltage [3]. Nevertheless,
self-calibrated technique requires a high voltage gain to reduce the offset voltage
and maintaining effectiveness because of transistors scaling. Moreover, large power
consumption of the amplifier is inevitable for realizing a wide bandwidth amplifier
[4]. In this technique, the identical input signal of each comparator such as the refer-
ence voltage is turned over in flash type ADC, and output node capacitances are used
digitally (ideal value). Nevertheless, the calibration time depends on resolution of
ADCs. Furthermore, the speed of the comparator is decreased due to the increase in
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nodes’ capacitances. Additionally, the considerably large size circuits to hold in the
calibration are necessary for each comparator. In addition, a noise in the comparator
decides the SNR of ADCs. The high-level resolution in SAR (‘successive approxi-
mation ratio’) needs very less noise comparator to stop errors during conversions [5,
6]. A new tactic to diminish the design complication and enhance the measurement
quality of a comparator is presented in this paper by using calibration technique, a
strip and MTJ with CMOS sense amplifier for its actualization. This report uses a
strip [7, 8], reference MTJ [9, 10] along with a CMOS sense amplifier to make a
dynamic comparator. The right and left layers in a magnetic strip consist of fixed
magnetizations but are opposite in nature. These are called ‘pinned/fixed’ layers.
One layer is in the middle of both is called ‘free’ layer. Third layer is fixed on upper
of ‘free’ layer in Fig. 3. Here, a MTJ is formed according to the magnetization of
‘free’ layer and third ‘fixed/pinned’ layer for sensing state. Applied voltages at both
ends decide the propagation of domains in strip from one to other ends.

In this paper, the proposed dynamic self-calibrated magnetic comparator is
compared with CMOS dynamic comparator’ in terms of area, delay, ‘power’ and
energy.

The paper is arranged in this manner: Sect. 2 illustrates the ‘double-tail’
comparator. Section 3 contains the proposed spin device-based self-calibrated
comparator. Section 4 contains the results and discussion. The conclusion is described
in Sect. 5.

2 CMOS Comparator

The symmetrical structure of dynamic comparator [11–13] is displayed in Fig. 1. In
pre-charge’ phase (CLK’ is low), transistor P3 and N7 are OFF’ and transistors’ P7
andP6areON that result in the pre-chargingof both nodes fn/fp toVdd anddischarging
of the outputs Out− and Out + nodes to ground. If the voltage IN + is greater than
IN− in the evaluation phase (CLK is high) then fp drops faster than fn due to the
larger current flow in N6 than N5. In the meantime, fp is continuously falling and
one p-MOS transistor P5 starts turning on pulling the node fn to Vdd. The transistor
P5 remains off that allows the discharge of fp. Therefore, latch regeneration time is
reduced due to voltage’ difference between fp and fn, which rises in an exponential
manner (Fig. 2).

3 Proposed Spin Device-Based Self-Calibrated Comparator

The spin devices are used in the design of comparator as follows:
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Fig. 1 CMOS-based dynamic comparator

Fig. 2 Simulation of CMOS-based dynamic comparator

3.1 Magnetic Tunnel Junction (MTJ)

Three layers (one free, fixed and one thin layers) is made MTJ by inserting a MgO
thin layer between a free and fixed layer. The upper and bottom layers are free (can
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change magnetization) and pinned (fixed magnetization) layers, respectively. If the
free and the bottom fixed (pinned) layers’ magnetization is identical then MTJ is in
parallel state (‘minimum resistance’) and the free layer and bottom pinned layer’s
magnetization is in reverse manner, then MTJ [10] is in antiparallel/high resistance
state.

3.2 Magnetic Strip

Amagnetic strip [14, 15] is built by using three layers (two pinnedwith fixed opposite
magnetization) and one free layer between both pinned layer and a third ‘fixed/
pinned’ above the ‘free’ layer. A detecting MTJ is formed between ‘fixed/pinned’
layers3 and ‘free’ layer. Voltages IN− and IN+ are applied at both the ends of the
magnetic strip. Domains flow from left to right end (IN− > IN+ ) of the magnetic
strip, and the magnetization of the free layer becomes a left fixed layer. It means
that the magnetization of both layers (free layer and top fixed layer 3) is equal, and
the sensing MTJ will be in parallel (‘minimal resistance’) state. Domains flow from
right to left end (IN+ > IN−) into the magnetic strip resulting in antiparallel (‘high
resistive’) state of the sensing MTJ. It is easily fabricated above CMOS device with
the same area. Parameters that are used for calculating power, delay are shown in
Table 1.

Table 1 Parameters for ‘power, delay’ and modeling of ‘spin device-based strip’

Parameter Description Values

Technology Model 45 nm

PMOS Width of PMOS 240 nm

NMOS Width of All NMOS 120 nm

Vdd Supply voltage 0.75

TCLK Time period 2 ns

TR CLK’s rising time 1 ps

TF CLK’s falling time 1 ps

TMR MTJs’ tunnel magneto resistance 400%

W Domain’s ‘width 65 nm

Area MTJ’ surface (65 nm)2

V Free layer’s volume Area × 1.3 nm

R. A Resistance area product 10 �µm2

JC nucleation Critical current density for domain wall nucleation 5.7 × 106 A/cm2

JC Propagation Critical current density domain wall propagation 6.2 × 108 A/cm2
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3.3 Proposed Self-Calibrated Comparator with Spin Devices

The proposed self-calibrated comparator is designed by using spin devices (like
magnetic strip and MTJ) with a sense amplifier as shown in Fig. 3. It is arranged
in three manners (i) sense amplifiers, (ii) magnetic strip (‘based on domain wall
motion’) and reference MTJ and (iii) self-calibrated circuit. The discharging of fn/fp
nodes must be fast for the better performance of dynamic comparator architecture.
It is achieved by using spin devices as a comparator instead of CMOS.

A fixed reference MTJ resistor in the dynamic comparator is occupied as the
average of the parallel’ and anti-parallel resistance of the magnetic strip-based sense
MTJ as follows for proper operation [16, 17]:

Rref = (RP + RAP)/2

A reference MTJ is used as a fixed resistor to minimize the area as well as to track
process-based changes in the two arms of the dynamic comparator. The value of the
resistance of reference MTJ’ will depend upon tunnel magneto resistance (‘TMR =
(RAP-Rp)/ Rp’) of the sense MTJ of the strip.

Fig. 3 Proposed spin device-based self-calibrated comparator
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Fig. 4 Simulation of spin device-based self-calibrated comparator

The compensation current is generated through transistors N4 and N5, which are
attached to the comparator’s inner output node. The transistor N4 is attached to Vb

to establish voltage through charge pump. The transistor N5 and capacitor CH are
connected to each other and are charged to Vb initially. If the comparator contains the
offset voltage, the output is high, and draws charge from CH through current source
Icp. The current source’s control voltage (‘Vc’) drops, as result the comparator’s
offset voltage moves toward zero. While Vc surpasses offset voltage, the comparator
will adapt zero and the outputs will vary in terms of high and low alternately (Fig. 3).
CH retains offset value in conversion’ mode. Thus, the offset voltage is canceled in
this way [3, 18] (Fig. 4).

Input voltage IN− is more than IN+ then low resistance sensing MTJ is formed.
Reference MTJ has more resistance then sensing MTJ of magnetic strip, node fp is
discharged faster as compared to node fn. Out+ is discharged to ground. In case IN+
is greater than IN− then high resistance sensing MTJ is formed. Reference MTJ has
less resistance than sensing MTJ of magnetic strip, node fn is discharged faster than
fp. Out− is discharged to ground [12, 19].

3.4 Monte-Carlo Simulation

Figure 5 showsMonte Carlo results of the proposed spin device-based self-calibrated
dynamic comparator using 45 nm PTM and Verilog-A models. The variations are
taken to be 10% in each parameter with 500, 1000 and 10,000 samples. The samples
are mismatched during simulation 23, 39 and 282 out of 500, 1000, 10,000 samples,
respectively, for the proposed dynamic comparator.
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Fig. 5 Monte Carlo simulation of a proposed spin device-based self-calibrated comparator for 1000
samples

4 Comparison Between CMOS Comparator and Spin
Device-Based Self Calibrated Comparator

The simulation results are obtained usingH-Spice simulation andVerilog-A compact
model-based strip (based domain wall motion). Reference MTJ and strip’s TMR is
400% and 120%, respectively. Here, it is assumed that parallel (‘minimal resistance,
RP’) state of 2 K� and an antiparallel state (‘large resistance, RAP’) of 10 K�

for strip’s forming sense MTJ and a parallel state (‘low resistance, RP’) of 1 K�

and 2.2 K� anti-parallel (‘large resistance, RAP’) state for reference resistance. The
resistance of reference MTJ depends upon its TMR and its desired value (average of
‘RAP’ and ‘RP’ of forming senseMTJ of the strip) is adjusted by properly choosing its
TMR. By including the MTJ and strip-based self-calibrated comparator along with
CMOS sense amplifier in the design of a dynamic comparator, its area and power
can be diminished maintaining its speed. The MTJ and strip reduce area because
of fabrication over CMOS logic. The performance of both (proposed self-calibrated
and CMOS dynamic double-tail) comparators is shown in Table 2.

5 Conclusion

This paper successfully proposed spin device-based self-calibrated low power, high-
speed, low-offset and high-density comparator. It offers much better performance in
terms of ‘area’ delay, power and compared with the CMOS-based dynamic double-
tail comparator.
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Table 2 Power consumption and delay for proposed spin device-based self-calibrated comparator

Comparator structure CMOS comparator Proposed spin device-based self-calibrated
comparator

Technology 45 nm 45 nm

Supply voltage (V) 0.75 0.75

Maximum sampling frequency 500 MHz 500 MHz

Delay (ps) 23.64 20.91

Power consumed (µW) 76.385 1.30

Energy (fJ) 1.806 0.0272
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Performance Analysis
of Graphene-Based Field-Effect
Transistors in Ternary Logic: A Review

Badugu Divya Madhuri and S. Sunithamani

Abstract Considering the development of carbon nanotube field-effect transistors
(CNTFETs) and graphene nanoribbon FETs (GNRFETs), this paper presents a
review of previous work. The ternary logic design is promising than the conventional
binary logic as it offers reduced interconnects, fast computations, and reduced area.
Hence, the ternary logic is introduced in both CNTFET and GNRFET-based circuits.
Using the basic gates such as standard ternary inverter (STI), positive ternary inverter
(PTI), negative ternary inverter (NTI), NAND gate, and NOR gate, the complex
circuits are designed. The complex circuits such as half adder, one-bit multiplier,
memory cell, and multiplier are designed. All the designs are simulated in HSPICE
to verify the correctness. From the observations, it is noticed that the GNRFET-based
ternary circuits provide high performance for future integrated circuits (ICs) over the
CNTFET circuits.

Keywords Carbon nanotubes · Graphene nanoribbons · VLSI circuits ·
CNTFET · GNRFET · Ternary logic

1 Introduction

Due to the continuous development in the semiconductor industry, the electronic
gadgets become a primary need for human life. According to the Moore’s law, the
FETs count on a chip doubles for every 2 years with reduced cost [1–6]. Tradition-
ally, metal oxide semiconductor FETs (MOSFETs) are used to design the integrated
circuits [7–9]. A 10-nanometer feature size can allow a tera-scale chip with a trillion
number of transistors according to the ITRS [10]. This extraordinary growth has been
attained by downscaling the size of digital integrated circuit (IC). However, scaling
the traditional transistor size in nanometer range leads to problems such as large
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leakage current, complex interconnect structures, and power density. These difficul-
ties can reduce the performance of the ICs. Therefore, the semiconductor industry
introduced the graphenematerials such as CNTs andGNRs. Over past decades, these
materials attracted researchers because of their excellent physical and chemical prop-
erties [11–20]. Recently, the use of CNTs and GNRs as channel material is being
analyzed to develop new devices called CNTFET and GNRFET [21, 22]. Because
of their outstanding physical properties and ballistic transport, the CNTFETs and
GNRFETs are considered as the most promising candidate for designing future ICs.

In recent days, ternary logics are considered as best because of their benefits
than the binary logics for implementing high-performance digital system [23–25].
The ternary logic systems allow three logic states, while binary logic system is
carried out with two logic states. However, the disadvantages of binary logic are the
interconnection and pin-out problems.Moreover, many applications such as decision
support system, robotics, and process control are not designed with two logic states.
To avoid these defects, the ternary logic can be used instead of the binary logic. The
three-value logic can degrade the circuit complexity and chip area and enhances the
rate of serial and parallel communication. Additionally, the arithmetic operations
can be evaluated faster with reduced computation steps in three-value logic. Among
three-value logic design, utilizing e base (e = 2.718….) gives the well-organized
implementation. The most efficient three-value logic offers low cost and complexity
over the binary logic [26]. Thus, introducing the ternary logic provides the high
performance in transistors.

In recent days, a lot of articles studied to design, model, and integration of CNT
and GNR-based transistors [27–31]. In [27–31], the CNTFET and GNRFET ternary
arithmetic circuits are presented. In particular, this paper focuses on the design of
ternary logic circuits using CNTFETs and GNRFETs for future digital ICs.

2 Carbon Nanotubes and Graphene Nanoribbon
Transistors

In this section, the review of the design of CNTFETs and GNRFETs is presented.
The mathematical equations to calculate the bandgap and threshold voltage of both
CNTFET and GNRFET are also described. Furthermore, the suitability of CNTFET
and GNRFET in ternary logic is discussed.

2.1 Carbon Nanotube Field-Effect Transistor

CNTFETs use semiconductive SWCNTs to develop electronic gadgets [27–29]. A
SWCNT has only one CNT, which makes the device auspicious than conventional Si
transistors. Based on the chirality vector, the SWCNTcan act either as semiconductor
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Fig. 1 Schematic diagram of a CNTFET

or metal. The chirality vector is characterized by the integer pair (n, m). An efficient
technique to govern whether the CNT is semiconductor or conductor is to take its
indexes (n, m): the CNT acts as conductor for n = m or n − m = 3i, where i is
an integer. Else, the CNT acts as semiconductor. The CNT diameter is evaluated as
[27–29]:

DCNT =
√
3a0
π

√
n2 + m2 + nm (1)

where a0 = 0.142 nm. The circuit of CNTFET is shown in Fig. 1. The threshold
voltage is theminimumvoltage value needed toON the FET. The CNTFET threshold
voltage can be stated as [27–29].

Vth ≈ Eg

2e
=

√
3

3

aVπ

eDCNT
(2)

where a= 2.49°A, Vπ = 3.033 eV, e is the electron charge, andDCNT is the diameter
of CNT. Figure 2 shows both PCNTFET and NCNTFET threshold voltage values
[27]. From Eq. (2), it is noticed that the threshold voltage is varied as CNT diameter
is varied and thus it is altered to an essential value by selecting the CNT chiral
vector. This makes the CNTFETs promising to be utilized for three value logics. The
CNTFET I–V curves are shown in Fig. 3 [28], which looks same as the conventional
transistor. Due to obtaining the various threshold voltage and conventional like (I–V)
curves, CNTFET is compatible with three value logic implementations.

2.2 Graphene Nanoribbon Field-Effect Transistor

In contrast to the CNT, the GNR can be more compatible [32]. The GNR also shows
the superior properties to the CNT for designing the FETs. Moreover, the GNRs
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Fig. 2 CNTFET threshold
voltage for various n [27]

Fig. 3 I–V curve of
CNTFET [28]

provide the effective performance over CNTs as they have smooth edges and fewer
defects [33]. Themulti-threshold devices can be implemented by utilizingGNRswith
various widths. Moreover, the transistor current driving capacity can be improved
by increasing the graphene channels. Thus, GNRFET is the best alternative to the
CNTFET as it provides high throughput.

The GNRFETs use semiconducting armchair GNR as channel materials. The
structure of GNRFET is shown in Fig. 4. The mathematical equation of GNRFET
threshold voltage is as follows [30, 31].

Vth ≈ Eg

3e
(3)
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Fig. 4 Structure of GNRFET

The bandgap of the GNR (Eg) can be stated as

Eg = 2|α|�E (4)

�E = hυ f π

W
(5)

W = (n + 1)

√
3

2
a (6)

whereEg is the bandgap,W is the GNRwidth, h is the Planck’s constant, a is the C–C
bond distance, vf is the Fermi velocity, and, n is the dimer line number. Figure 5 shows
the threshold voltage of GNRFET for various dimer lines [30]. It is investigated that
the threshold voltage value is reduced as the dimer line value is increased. Due to
the possibility of different threshold voltage, GNRFET is also compatible to develop
the circuits in ternary logic.

Fig. 5 Threshold voltage of GNRFET versus dimer lines (from [30])
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3 Carbon Nanotube and Graphene Nanoribbon-Based
Ternary Logic Designs

The design of three value logic arithmetic circuits using CNTFETs and GNRFETs is
presented in Refs. [27–29]. The review on designing the complex circuits using basic
logic gates is presented. All the CNTFET and GNRFET-based circuits are simulated
in industry standard HSPICE to verify correctness.

3.1 Ternary Half Adder Using CNTFETs

The ternary logic gates’ design utilizing CNTFETs is developed for the future inte-
grated circuits. Traditionally, a resistive-loadCNTFET circuit has been demonstrated
to design ternary arithmetic circuits [34]. A method for implementing the CNTFET-
based ternary logic gates is discussed in [27]. The basic gates such STI, PTI, NTI
inverters are designed to develop the complex circuits. The design of ternary logic
gatemethod is combinedwith the designmethod of twovalued logic gate to obtain the
high speed and reduced power consumption. Figure 6a shows the ternary half-adder
circuit diagram. The adder is simulated in the industry standardHSPICE to obtain the
output response using the CNTFET model presented in [35]. The obtained response
of the half adder is given in Fig. 6b. Furthermore, one-bit multiplier is developed and
investigated the output response in Fig. 6c. From the analysis, it is noticed that the
presented circuits consume less power and delay compared with the resistive-load
circuit.

In [28], a pair of ternary half-adder circuits are developed utilizing CNTFETs.
In these designs, the innovative ternary and traditional binary logic schemes are
combined. One of the developed designs for ternary to binary decoder shortens the
schematic design and delivers tremendous power and delay benefits in adder circuit.
The half adder circuit and its output response are shown in Fig. 7. The performance
of circuits is associated with traditional designs presented in published articles. One
of the developed adders established that power and power delay product reduction
up to 63% and 66%, respectively, with reduced FET number. Hence, the utilization
of the presented adders in future VLSI designs can be profitable.

3.2 Ternary Memory Using CNTFETs

The ternary memory cell implementation utilizing the CNTFETs is presented in
[29]. For writing operation, this memory cell utilizes the transmission gate and uses
a buffer for read operation. The CNTFET threshold voltage is operated by the CNT
chirality. This avoids the utilization of extra power supply. Figure 8a shows the
CNTFET-based ternary memory cell. The memory cells’ write and read operations
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Fig. 6 CNTFET-based circuit a half adder, b output response of half adder, and c output response
of multiplier (Reproduced with permission from [27])

Fig. 7 Half adder a circuit diagram and b transient response (Reproduced with permission from
[28])
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Fig. 8 CNTFET-based memory cell a circuit diagram, b write operation, and c read operation
(Reproduced with permission from [29])

are shown in Fig. 8b. The read/write delay and static noise margin of the cell are
promising, and it is noticed that memory cell attains a major saving in area (41.6%)
than the Si-based ternary circuit.

3.3 GNRFET-Based Ternary Half Adder

The GNRFET-based logic and arithmetic circuits in ternary logic are discussed in
[30, 31]. The half adder and 3:1 based multiplexer are developed. Figure 9a shows
the ternary half adder circuit representation [30]. The SPICE model of GNRFET
mentioned in [36] is used to investigate the simulations. The simulation results of the
half adder from reference [30, 31] are given in Fig. 9b, c. Furthermore, the circuit
diagram of 3:1 multiplexer and transient response is shown in Fig. 10.

3.4 Comparative Study

The performance comparison is analyzed between GNRFET and CNTFET-based
ternaryhalf adders to show the effectiveness of the approach.Thepower delayproduct
of proposed GNRFET ternary circuits is compared with the CNTFET and placed in
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Fig. 9 Circuit diagram a half adder [30], b output response [30], c output response [31]

Fig. 10 Circuit diagram a 3:1 multiplexer, and b transient response (Reproduced with permission
from [23])
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Fig. 11 Comparisons of
power delay product for
CNTFET and
GNRFET-based half adders

Fig. 11. The comparative results specify that the GNRFET-based half adders have
low power delay products compared with CNTFET-based with an average reduction
is 69%. It is investigated that the GNRFET circuits dissipate high power over the
CNTFETs because of the large current driving capability. The average increase in
power consumption is observed to be 8%. But still, the GNRFETs are considered to
be a promising device for the implementation of ternary logics because of fabrication
compatibility due to planar structure, offer high tensile strength, and provide better
endurance compared with the CNTFETs.

4 Conclusion

The current status of research on CNTFET and GNRFET-based transistors for
developing the complex circuits has been reviewed in this paper. Numerous typical
CNTFET and GNRFET-based ternary circuits have been evaluated and discussed.
Traditionally, it is demonstrated that the silicon-based ternary circuits are utilized for
developing the ICs. However, due to scaling the channel in MOSFETs, the perfor-
mance of the ICs is reduced. The ternary logic-based transistors using CNTFETs
and GNRFETs are the practical solutions to meet the future ICs. It is discussed that
GNRFETs have superior properties over the CNTFET, which provide high perfor-
mance. It is concluded that the GNRFET ternary circuits can be used in long-term
digital applications.
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Automated Optimization Strategy
and Usage of RoBERTa for Humor
Identification

P. Hemant, Pramod Kumar, and C. R. Nirmala

Abstract A lot of work has been done in the past to identify abstracts like humor,
sarcasm, and even irony in sentences. This work tries to figure out whether the
text is humorous or not by using a base, large, and base-openai-detector models of
RoBERTa, which are trained on ColBERT dataset having 200 k formal texts with
100 k humorous and 100 k non-humorous text in it. This is the first time implementa-
tion of humor detection using RoBERTa and its configurations. This paper compares
the performance in terms of accuracy, precision, F1 score of the models of RoBERTa
by taking AdamW, Adabound, and Adafactor as optimizers for the model. Exper-
imental results show that accuracy of 99% is established by RoBERTa-large with
Adafactor as its optimizer, 1% improvement compared with BERT model and 1.2%
improvement compared with ALBERTmodels. With this, extensive experiments are
done on automated loss function identification and also the comparison of Adam,
Adafactor, and Adabound by varying epsilon values via cosine annealing function.

Keywords RoBERTa · Humor detection · Optimizer · Adam · Adabound ·
Adafactor · Learning rate

1 Introduction

Humor plays a significant role in communication, aside from making the person
comfortable it also creates a cozy environment. The sense of humor can be used in
every field of our life like in normal talks, films, television, books, etc., humor can
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be defined as one of the characteristics of human. Why don’t we train machines to
detect humor as we do? And even train them to reply in a humorous way as in the
movie Interstellar, the robot—TARS is used to detect and reply, but in the current
century, this can be used in chatbots and personal assistants. Humor is not easy to
understand. For some persons, the text might be humorous and for others, it might
not, it all depends on the person’s state of mind and understanding. Understanding
the text is a challenge for machines, only after understanding the text the machine
or the model can detect humor in it. This can be achieved using language models,
which are meant to understand the language. With advancement in NLP techniques,
many researchers have contributed their work on humor detectionwherein some used
CNNs, RNNs, decision trees, highway network, etc. Generative chatbots is one of
an advanced use-case where humor detection can be implemented where the system
should be able to detect humor in the text and provide appropriate responses, thus
making the conversation appealing. The language models can attain any state of
the art task whether it is question answering or humor detection. To detect humor
RoBERTa and its different configurations are used like base, large, base-openai-
detector. To demonstrate this experiment, we used ColBERT dataset that consists
of 200,000 labeled short texts, which are in turn distributed into 100,000 humorous
texts and 100,000 non-humorous texts.

2 Literature Review

With the advancement in NLP tasks, identification or detection kind of problems
attracted researchers’ interest that involves deepunderstandingof the data. Thehumor
detection also involves deep understanding. Humor detection and understanding is
challenging because the level of humor by a person depends upon many conditions
like his/her personal background, state of mind, funniness, sometimes humor might
be serious. Natural language processing, in short NLP, is a field in artificial intel-
ligence (AI) in which a machine understands the natural language, manipulates it,
and analyzes the data in an intelligent and useful way. It is widely used in orga-
nizing the knowledge in the structured form so that it can be used in automatic text
translation, summarization, relationship extraction, sentiment analysis, speech recog-
nition, text summarization, and topic segmentation. Since the popularity in transfer
learning, many pre-trained models started to emerge like ELMO, Googles’ BERT,
which mainly focuses on storing the learning information on a specific task and then
apply the same on any other relevant task. BERT [1] is a bi-directional encoder that
uses several stalked encoders for learning. Then came RoBERTa, it is one of the
language models, which is an improved version of BERT. RoBERTa is both a robust
and optimized approach to BERT. This is mainly pre-trained for English natural
language understanding. It is trained a bit longer when compared with BERT and
with large data, big sequences and it has a dynamically masking operation on trained
data. Some of the previous works done on humor detection involve the use of deep
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learning techniques like CNN, RNNs, use of highway networks, etc. Humor detec-
tion in code-mixed social media texts [2] where code mixed is a text that contains
two or more languages in it, in this case, it was Hindi and English. In this, they have
considered the problem as classification problem and applied somemachine learning
algorithms like Naive Bayes, Support Vector Machines, Random Forest to classify
humor. These algorithms are also used for humor detection in Spanish tweets [3]
along with decision trees, nearest neighbors. Generating unsupervised humor labels
on videos and predicting it using deep learning models [4] have archived a high
correlation with human annotations and obtained AUC of 0.751 on speech and text
features. The author also showcases the accuracy results to be around 98.1% using
BERT.An experiment on humor prosody analysis and humor recognition [5] wherein
they used the spoken conversations from the famous television show FRIENDS and
labeled the speech as humorous when it was followed by laughter and non-humorous
when there was no laughter, they analyzed the data on pitch, energy and temporal
information. In thework [6], they have come upwith away of usingmachine learning
models that is mainly transformers to discern what jokes are funny and what jokes
are not. This model does not require human interactions and can predict the level of
humor for a specific data. Understanding humor is divided into two subtasks [7] as
recognition of humor and humor anchor extractionwherein they constructed different
computational classifiers to recognize humor, which is on the basis of designed sets
of features and associated with each structure and also given a simple and effec-
tive maximal decrement method so that we can automatically extract anchors that
enable humor in a sentence. This work detected humor in text samples of about 200 k
using different pre-trained models of RoBERTa with two different optimizers and
compared to results.

3 Parameter and Configuration of RoBERTa

RoBERTa [8] was proposed around 2019 and it is based on BERT with few modi-
fications in hyperparameters and no next sentence prediction. Roberta works on
dynamica masking and full sentence prediction methodology. It has multiple large
mini batch groups and large byte-pair encoding byte level as compared to BERT.
RoBERTa is a pre-trained model on English language using masked language
modeling as an objective. It is case-sensitive and is trained longer than BERT.

This work used three configurations of RoBERTa, which are stored on RoBERTa
model, namely:

i. RoBERTa-base
ii. RoBERTa-base-openai-detector
iii. RoBERTa-large

These three configurations are different in the number of hidden layers, attention
heads, hidden size, and parameters. Hidden layers are located between the input
and output layers. Attention [9] head is for a token to attend another token as an
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Table 1 Pre-trained language model—RoBERTa

RoBERTa configurations Hidden
layers

Attention
heads

Hidden size Parameters in
million

RoBERTa-base 12 12 768 125

RoBERTa-base-openai-detetor 12 12 768 125

RoBERTa-large 24 16 1024 355

attention mechanism. Suppose, there are 12 attention heads then a token can focus
on 12 different aspects of other tokens. In simple terms, we can consider the depth
of the model as the number of hidden layers and width as hidden size. The table
gives configuration of RoBERTa-base, RoBERTa-large, and RoBERTa-base-openai-
detector (Table 1).

4 Experiments and Results

This experiment has taken into account the combination of learning rate, different
configurations of RoBERTa, scheduler, and two types of optimizers. This work
considered the learning rate to be 1e-5 that is 0.00001. In simple terms, the learning
rate is the rate at which the model learns. If the learning rate is too high then the
model will be trained faster but results won’t be accurate and if it is too low then the
model might overfit and take a longer time to be trained, so always the learning rate
should be in the range of 0.1–0.00001. As mentioned above, we take three different
configurations ofRoBERTa, those are—RoBERTa-base, RoBERTa-base-openai, and
RoBERTa-large.

Optimization is done to identify the error and minimize it. Optimizer is the
extended class that contains some information for training specificmodels andby this,
the speed and performance of the model. In this experiment, AdamW and Adafactor
optimizers were used for training the model.

i. AdamW implements Adam algorithm with weight decay fix, Adam is an adap-
tive gradient algorithm. The parameters in AdamW are model parameters,
learning rate, Adam’s betas parameters, Adam’s Epsilon for numerical stability,
weight decay, and correct bias.

ii. Adabound is a variant of Adam that changes the learning rate dynamically to
achieve gradual and smooth transition. The parameters to define in Adabound
are model parameters, learning rate and the final learning rate at which the
Adabound performs as SGD optimizer, this is optional.

iii. Adafactor can be used as a replacement for Adam. This enables training of
significantly larger models on the samememory-constrained hardware. Param-
eters should be passed are model parameters, learning rate, threshold of root
mean square of final gradient update, decay rate, relative step, weight decay,
scale parameter.



Automated Optimization Strategy and Usage of RoBERTa … 621

Scheduler is to schedule or adjust the learning rate by reducing it during training
of themodel. Here, this work used a linear schedule with warm-up, which increments
the learning rate with the warm-up step specified. Initially, the learning rate will be
zero and it will be constantly incremented till the learning rate given in parameters.
Linear schedule with warm-up takes optimizer, warm-up steps and the last epoch as
its parameters. Loss functions [10] are for assessing how well explicit calculation
models will performwith the given information.We considered binary cross-entropy
loss for our model to detect error and minimize it with the help of optimizer.

With these, the training was performed using three EPOCHS.
We import transformers, pandas, matplotlib and seaborn, andmanymoremachine

learning libraries for visualization and processing.WeuseRoBERTand its configura-
tion as pre-trained models. For preprocessing of the text, we use Robertas’ Tokenizer
to get tokens.

Consider an example:
Sentence—Guys, i’m not eating
Tokens - ‘Guy’, ‘s’, ‘,’, ‘_i’, “’”, ‘m’, ‘_not’, ‘_eating’
Token ids- [19979, 18, 15, 31, 22, 79, 52, 946]
We then separate token ids and tokens, encode then to get input ids and attention

masks. The input ids and attention masks are sent to the model for training with a
learning rate of 0.00001, wherein the loss function in our case is binary cross entropy
and considers the predicted values by the model and real values for calculating loss
score. The loss score is sent to optimizer for optimization of the weights. Then the
final prediction is sent to classifier to classify whether the text is humorous or not by
outputting true if it is humorous and false if not. This work compared the results in
terms of accuracy, precision, recall, F1 score, and the total time taken by the model
to get trained. The combination is as follows:

i. Learning Rate—0.00001
ii. Language Model—RoBERTa-base/RoBERTa-base-openai-detector/

RoBERTa-large
iii. Optimizer—AdamW/Adabound/Adafactor
iv. Scheduler—get_linear_schedule_with_warmup

With optimizer as AdamW shown in Fig. 1, we obtained 92.7% accuracy, 82%
precision, 88% recall, and F1 in both base and base-openai-detector models with a
total time of 3 h and 2 min. The highest accuracy we obtained is 95%, 94% precision,
93.5% recall and 95% F1 score in RoBERTa-large with a total time of 3 h 20 min.

With Adabound shown in Fig. 2, the base model achieved 98% accuracy, 97%
precision, 99% recall and 98% F1 score in a total time of 42 min 17secs. The openai-
detector model obtained 97.2% accuracy, 95% precision, 97% recall, and 97% F1
score with a total time of 42 min 3 secs. RoBERTa-large achieved accuracy of 98.73,
98% precision, 99% recall and F1 score with Adabound. We obtained 98.7, 98%
precision, 99% recall and F1 score with pre-trained model RoBERTa-base-openai-
detector and optimizer as Adafactor, which took a total time of 21 min and 1 s. This
is just 0.1% less than that of RoBERTa-base.

RoBERTa-base with Adafactor shown in Fig. 3 established accuracy of 98.8%
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Fig. 1 RoBERTa models with Adam optimizer

Fig. 2 RoBERTa models with Adabound optimizer

with the same total time, precision, recall, and F1 of Roberta-base-openai detector.
The highest accuracy we got was with RoBERTa-large that is 99, 99.1% precision,
99.1% recall, and 99% F1 with a total time 1 h 5 min 31 s, which is one-third the
total time taken by base and base-openai-detector models with AdamW optimizer.

The graphical representation of the comparison is given below.
Figure 4 showcases a comparative graph between Adam and Adafactor to show-

case the effect of the optimizer on loss for the corresponding iteration and with
learning rate as 0.00001 for Adafactor, Adabound, and Adam in Fig. 3. We found
that AdamW almost performs in the same way where they lower the loss up to some
extent with ongoing iterations and with Adabound the loss is almost constant, but
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Fig. 3 RoBERTa models with Adafactor optimizer

Fig. 4 Comparison between optimizers

Adafactor gradually lowers the loss up to some number of iterations beyond that the
loss is exponentially reduced and this is the reason why the model performed well
with Adafactor as optimizer by giving 99% accuracy.

We observed that Adafactor not only triggers the performance of the model and
gives good accuracy but also reduces the execution time that is it increases the speed
of the execution.
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5 Results and Discussion

Deep understanding is required for understanding and detecting humor in that given
text. In this paper, we demonstrated how hyperparameters like learning rate, epsilon
values in optimizers affect the accuracy of the model. This work used RoBERTa
and its different configurations that are base, openai-detector, and large for detecting
humor from 200 k samples for text data and different factors like optimizers that
are Adam, Adafactor, and Adabound. This work compared the outcomes in terms of
accuracy, precision, recall, F1 score, and total time taken by the model and observed
that the highest accuracy of 99% is obtained by the RoBERTa-large model with
Adafactor as its optimizer taking 1 h 5 min as total time. This work also showcases
that the model takes more time with Adam as optimizer and moderate time with
Adabound, the accuracy for models with these optimizers is a bit accurate when
compared with the model with Adafactor. With Adafactor, the model takes almost
the same time to get trained nomatterwhat the configuration is.We also demonstrated
the effect of these optimizers to know the reasonbehind the performance ofAdafactor.

6 Conclusion and Future Work

İn this paper, we showcase a way to automate the identification of the right opti-
mizer and use the state of art language model RoBERTa to solve the humor detec-
tion/identification problem. Based on the existingwork that was performed on humor
detection, it is very clear and evident that the optimization of existing downstream
tasks using state-of-art language models is very important. This paper showcases
the accuracy lift of 1% keeping other metrics in line with the existing literature and
experiments available on the mentioned dataset. In future studies, the inclusion of
impact meter of humor detection in generative chatbots will be taken into account,
which can, in turn, be used to see the human behavior and analyze it.
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Chaos-Based Image Encipherment
Techniques: Analysis and Comparative
Review

Ashish Kumar and N. S. Raghava

Abstract This paper presents an in-depth review of traditional cryptography and
chaos-based cryptography schemes. In the last two decades, security services are
achieved by advanced methodologies, which are prominent and reliable, and most
of them are based on chaos theory. Chaos theory is useful for several applications
in various fields. This paper investigates the traditional mechanisms of cryptog-
raphy and also compares chaotic maps. Chaotic maps and the generated sequences
are examined, and their behavior is analyzed on specific parameters to evaluate the
performance. The literature review facilitates to find the appropriate system for real-
time applications. A general encryption algorithm is applied to obtain PSNR, entropy
analysis, SSIM, and time analysis to evaluate the performance of different chaotic
maps. Thus, experimental results exhibit maps’ performance. This study shows that
traditional methods are the foundation of the advanced schemes; however, new algo-
rithms are more suitable for bulky-sized data. Comparative analysis of different algo-
rithms and evaluation of chaotic maps provides a better understanding of nonlinear
systems and cryptography.

Keywords Chaos theory · Image encryption schemes · Security services · DES ·
Pseudorandom numbers

1 Introduction

The chaotic maps are nonlinear systems involved in scientific applications due to
their properties, such as ergodicity, dynamicity, randomness, and pseudorandom
numbers [1, 2]. Chaotic maps are dependent on initial conditions and parameters that
control the map’s chaotic behavior, and it is the primary element to make an ideal
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cryptosystem. Researchers and scientists have applied chaotic maps to images and
other multimedia in the last two decades, i.e., usually based on confusion diffusion
theory [3–5]. In order to achieve the confusion diffusion concept, pseudorandom
numbers have been applied to numerous cryptography algorithms based on chaos
theory. Shannon introduces the confusion diffusion theory; as per the confusion
theory, the algorithm is designed in such a manner that the intruder fails to find the
relationship between ciphertext and the key. In diffusion, if a single bit is replaced in
ciphertext, the cryptanalyst must fail to develop the original input. It refers to make a
more complicated relationship between ciphertext and original input [6]. The entire
mechanism, also stated in Fridrich architecture (permutation and substitution), is
applied to images to enhance security andmake them secured against security attacks.
When information is communicated through a nonsecure channel, it is assumed that
the information can be intercepted at any point. Therefore, information must be
protected, and the cryptography concept arises here, which allows users to encipher
the data (convert it into a nonreadable format). Encipherment techniques are classified
in two ways: a user can apply either a cryptography scheme or a steganography
technique depending upon the security requirements.

In this paper, chaoticmaps havebeen analyzed and the recent approaches for image
encryption schemes are studied. Chaotic maps are also applied in the encryption
process to evaluate their performance by simulation and test cases. This study shows
that all the chaotic maps are different from each other in many aspects and capable
of generating significant results and contributing to image encryption schemes.

2 Traditional Security Mechanisms

Traditional algorithms of cryptography were designed for text and written according
to 26 distinct symbols, whereas these days, information can be communicated
through any mode of multimedia such as images, video, audio. Multimedia covers
a considerable number of bits that travel across the world very frequently. Hence,
to handle such bulky data’s intrinsic properties that hold a huge amount of volume
and redundant data, we need such systems that can be implemented efficiently on
software and hardware. To achieve confidentiality, Chaos-based schemes follow
traditional cryptography schemes’ principles, but both work differently in different
environments.

2.1 Symmetric Key Cryptography

AES and DES are two popular modern symmetric key cryptography algorithms used
to achieve confidentiality and were designed to alter the text [7, 8]. The emphasis is
given to encryption stability instead of giving attention to cryptanalysis attacks and
statistical property of input data. However, cryptanalysis became more important
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these days to check the vulnerability of the system. Stream cipher and block cipher
are two techniques, which are designed under the category of symmetric key cryptog-
raphy. DES, AES, 3DES, and IDEA are popular algorithms used in the commercial
sector and the mainstream security policies for privacy. Initially, these algorithms
were designed for text, which consists of limited input information and different
statistical properties than any other multimedia. So, in a few cases, when these tradi-
tional algorithms [9–11] are applied to images, these techniques do not performwell,
hence, found unsuitable for image encryption. Also, the theoretical values obtained
demonstrate that these techniques are ideal for a small amount of information.

2.2 Asymmetric Key Cryptography

In this scheme, RSA and ECC are popular algorithms for asymmetric key cryp-
tography scheme. Nevertheless, many other algorithms, such as ElGamal, Paillier
cryptosystem, are also utilized to fulfill specific service requirements. These tech-
niques are based on a pair of public keys. In [12–14], Chaos theory has emerged
with these algorithms for the better performance of cryptosystems. Asymmetric key
cryptography techniques are based on exhaustive calculations and it takes a good
amount of time to compute the keys and the cipher; also, the primary importance is
given to the key generation phase. Cryptography schemes are listed in Table 1.

2.3 Security Issues with Traditional Approaches in Image
Cryptosystem

In literature, numerous techniques are available to deal with security issues and
vulnerability. Illegitimate users can alter, modify, and delay the true information
either actively or passively. This paper attempts to address some major drawbacks
present in the existing algorithms and examine the chaos-based cryptosystems.
Images are the primary source of information and travel through insured channels.
As per usage of images, it has a wide variety of applications in different fields such
as internet communication, multimedia systems, medical imaging, telemedicine,
military communication, etc. There are many shortcomings of a conventional
cryptosystem apart from the computational cost. It is discussed below [15, 16]:

• Traditional encryption algorithms, such asDataEncryptionStandard (DES), Inter-
national Data Encryption Algorithm (IDEA), and Advanced Encryption Standard
(AES), etc., were designed for the text. Therefore, these techniques are not suitable
for image encryption due to high computational cost and time complexity.

• One is that the image size is practically always larger than the text. Therefore, the
old system takes a large amount of time to encrypt image data [17].
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Table 1 Comparison between different traditional cryptographic algorithms

Private key cryptography schemes Public key cryptography
schemes

Algorithm DES 3DES AES RSA ECC

Developed 1975 1978 2000 1978 1985

Block round 16 48 10 (128bits
key)
12 (192 bits)
14 (256 bits)

01 01

Design Substitution
and
permutation

DES is
applied three
times

Substitution,
shift, and bit
mixing

Based on
modular
arithmetic,
Euclidean
algorithm, and
prime
numbers

Point addition
and point
doubling

Key size 56 bits 128,192, 256
bits

>1024 bits >160 bits

Input blocks
size

64 bits 64 128 Depending
upon the input

Very tiny
16 Kb

Encryption
speed

Moderate Slow Faster Slower Faster than
RSA

Security Inadequate
secured

More secured
than DES

Exceptional
secured

Least secured Secured and
can be applied
to images

Power
consumption

Low High Low High Low

• The second problem is that size of the decrypted text must be equal to the original
text. However, this requirement is not necessary for the image data. Thus, to
perform the encryption of images, various algorithms are proposed.

• In the traditional cryptography system, it is difficult to secure a large size of
multimedia from intruders or attackers and calculation of mathematical equation
(built-in encryption technique) is achieved in a high order of complexity.

Thus, the algorithmmust be designed in such a manner that it can preserve robust-
ness and reliability against all kinds of statistical attacks with a hard time-bound to
operate in real-time applications with consistent performance.

3 Chaos-Based Cryptography

Chaos theory is prevalent in recent times, and it is found that many researchers
are working in the same direction using various chaotic maps. Chaos theory has
emerged in many fields of science and it has become useful and attractive due to
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its properties. A system based on chaos theory is called a chaotic system. There are
specific parameters to control the behavior of chaotic maps and also depend on the
observations and experiments [18, 19]. The formation of the chaotic map depends on
the initial seeds and the parameters; accordingly, the orbit and trajectory of the map
are plotted. In order to attain an efficient system, the initial seed (keyspace) must be
large over the range of 2100, i.e., the key size must be of at least 100 bits to resist brute
force attack, where an attacker tries to find the actual key; it is fulfilled in chaos-
based cryptosystems due to the large precision of seeds. Thus, it is highly sensitive
to the initial key conditions and deterministic. In [20–23], chaotic systems have
collaborated with other existing fields like DNA and wavelet transforms to provide a
more realistic and reliable approach to advancing security protocols. Chaotic systems
are used to generate the pseudorandom sequence. These sequences are treated as a
keystream to obtain a cipher image. Since image encryption techniques are based on
Shannon’s confusion diffusion strategy, they are more sustainable against statistical
attacks. Table 2 exhibits the chaotic map-based cryptography schemes, where several
researchers have proposed algorithms based on confusion diffusion.

4 Experimental Results and Observations

In this section, chaotic maps are analyzed and initiated with initial seed value to
generate sequences for the encryption scheme as per Algorithm 1. The MATLAB
R2015a software has been used for simulation purpose. The proposed framework
has been applied similarly to all the chaotic maps described in Table 3. The standard
image of ‘lena.jpg’ of size 204 × 204 is taken as input for the encryption process.
Comparative performance matrices are listed in Table 3. Structural similarity index
(SSIM) [35], (peak signal to noise ratio) PSNR entropy, and sequence generation
time analysis are done to evaluate the performance. In addition, range and cutoff
point are also determined that can be used to generate binary sequence on the basis
of the threshold value. SSIM is used to quantify the degradation quality of an image
after encryption. For the ideal cryptosystem, the SSIM and entropy value must be
near zero and eight, respectively. Figure 1 illustrates that all the chaotic maps obtain
values that are near zero. Time taken for sequence generation is illustrated in Fig. 2;
it shows that all the chaotic maps are fast enough to generate the sequence. Here
PSNR values are calculated between original and encrypted images, so low PSNR
value indicated an ideal cryptosystem as shown in Table 3.
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Algorithm 1: The encryption algorithm

1. Start 
2. ini�ate seed and control parameters 
3. Read an image with size [m, n] 
4.  generate sequence [X] of size m×n using a chao�c map  
5. Keystream= (X ×107) mod 255 
6. Encipher all the pixels of an image using the generated keystream. 

The procedure applies to all the pixels in a bitwise manner. 
7. End 

5 Conclusion and Discussion

In this paper, chaotic maps are examined and studied, and it is found that chaotic
maps are rich in features and can perform cryptographic operations in an insignif-
icant amount of time. These chaotic maps are based on a simple calculation and
can be implemented in limited resources. It is also analyzed that all these chaotic
maps performed well with images, it is evident through entropy, SSIM, and PSNR
tests. In this study, different chaotic maps are studied and it is observed that different
parameters are available to evaluate the performance of the cryptosystem. However,
the primary goal is only to achieve confidentiality in chaos-based schemes using
stream cipher techniques. Pseudorandom sequences are useful in all the fields of
science, and thus, sequence generation time can improve the speed of systems based
on chaotic maps. Therefore, this paper emphasizes chaos-based schemes and exper-
imental results show that they can be used in real-time applications. Evaluation
of chaotic maps and comparative analysis of different algorithms provide a better
understanding of nonlinear systems and cryptography.
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Review of Recent Trends in Additive
Manufacturing

Meena Pant, Leeladhar Nagdeve, V. C. Pandey, and Harish Kumar

Abstract Additive manufacturing (AM) emerged as a boon for the manufacturing
systems, due to its capability of producing parts through deposition of materials in
a layer-by-layer manner and its effects on the global supply chain by making the
systems decentralized in nature. AM is also recognized with various names such
as direct digital manufacturing, rapid manufacturing, solid-free fabrication process,
and rapid prototyping. It has the potential to make complex and internal lattice struc-
tures without any need for prior processing tools as compared with the conventional
manufacturing process. Currently, this emerging technology is fulfilling customer
demand at a smaller scale. Currently, engineers and research institutes areworking on
AM-based systems to examine the machine capabilities and microstructural features
of manufactured parts in order to fully utilize the potential of the AM process in
various organization, research departments, and also at the academic level. This paper
provides an overview of AMprocess, its latent application, combating in COVID-19,
and discusses the challenges, which are slowing down its full implementation.

Keywords 3D printing · Techniques ·Medical industry · Food industry ·
COVID-19

1 Introduction

Since Stone Age, we have been using tools to remove materials from a block so that
the desired shape is achieved and consequently function. This type of manufacturing
has not changed significantly for several thousand years. However, over the past few
decades, the concept of material addition changes the thinking ability and emerged as
a newmanufacturing technique known as 3D printing. The term has been knownwith
different names; solid free fabrication, digital manufacturing, solid ground curing,
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and rapid manufacturing process. Both 3D printing and additive manufacturing are
synonyms. This technology came into the picture in the 1980s which is defined by
the American Society of Testing Materials (ASTM) as a material joining process
using the concept of layer-by-layer to make 3D physical objects [1, 2]. Figure 1
shows the methodology for conventional manufacturing to the 3D printing process.
In early 1990, Kruth [3] characterized different AMprocesses from three viewpoints:
solid-based, liquid-based, and powder-based systems. Thus a change in procedures
determined the final accuracy and the mechanical properties of the part. Table 1
shows the AM techniques with their summary.

This way of creating parts has many benefits over traditional manufacturing
like; ability to make a custom-based product, infinite design of freedom, single
part assembly, no cost for additional tooling, and make complicated and intricate
design features. Due to these benefits, AM has increased its domain in the aerospace
industry, food industry, construction industry, and medical industry [4]. The remark-
able performance of AM has been seen in the recent COVID-19 pandemic. When
there is a need of personal protective equipment for healthcare professionals, various
AM industries come to forward to combat this crisis. During the pandemic, every-
thing became stagnant, there is a disruption in supply chains, and the demand for
essential equipment increases day by day, then digital versatility and rapid proto-
typing of 3D printing allow a quick mobilization of the technology and response to
this crisis. Industries realize the importance of 3D printing. Apart frommany benefits
of AM, it is not adapt the full focus to the manufacturing industry. There is a need to
retrospect the design practices from a technological, economic, and emotional point

Fig. 1 General trial methodology for traditional manufacturing versus 3D printing
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Table 1 Illustration of AM techniques [4, 5]

Process Techniques Principle Characteristics

Material extrusion
(ME)

Fused deposition
modeling (FDM)

Material is selectively
dispensed through a
nozzle

Cost is low, high
speed, simplicity, and
design

Vat
photopolymerization

Steriolithograhpy
(SLA)
Digital light processing

Liquid photopolymer
in a vat is selectively
cured by
light-activated
polymerization

High-quality parts <
10 µm fine resolution

Binder jetting (BJ) 3D printing
Inkjet printing

Liquid bonding agent
is selectively
deposited to join
powder materials

Reduction in cost
incurred in tooling
and manufacturing
time is low, complex
structures are not
recommended

Material jetting (MJ) Polyjet
Thermo jet
Inkjet

Droplets of build
material are
selectively deposited

Efficient and fast,
flexibility in design,
printing complex
structures

Powder bed fusion
(PBF)

Selective laser
sintering(SLS)
Selective laser melting
(SLM)
Electron beam melting
(EBM)

Thermal energy
selectively fuses
regions of a powder
bed

Anisotropic
microstructural and
residual stress effects,
powders are fused at
the molecular level

Sheet lamination (SL) Laminate object
manufacturing (LOM)
Ultrasonic
consolidation

Laminated sheets of
material are
consecutively cut and
added to the previous
layer

Printing efficiency is
high, and fast
flow-ability

Direct energy
deposition (DED)

Direct metal deposition
Electron beam direct
melting
Laser deposition

Material is fused and
added during the
production of the part

Controlled
microstructure with
exceptional
mechanical
properties, and
accurate
Composition control

of view toward the AM industry. This paper started with a basic introduction and
Sect. 2 discusses the AM application in different fields as well as the role of AM
during the COVID-19 crisis. Section 4 discusses the challenges in the AM process
and the conclusion of the study.
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2 Application of AM

2.1 Healthcare and Medical Industry

Additive manufacturing provides a new strategy, and viewpoint to develop person-
alized methods with specific and cost-effective requirements for both patients and
clinicians. Additive manufacturing can create complex anatomical structures easily
through scanned data of magnetic resource imaging and computed tomography
imaging, which is difficult to form by conventional manufacturing methods [6].
Tumoi [7] classified AM in medical applications into five main domains and the
application of AM in medicine as shown in Fig. 2.

1. Models of healthcare
2. Implant surgery
3. Surgical guides
4. External supports
5. Biofabrication

AM methods can implement new biomedical implants, dental implant, bone
implant, controlled drug delivery systems, lab and testing equipment, an instrument
for diagnostic and surgery, and engineered tissues and organs. Biomaterials allow for
the presence of a cell in the patient’s body for the primary reason. Three methods of

Fig. 2 Application in the medical field [9]
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physical change, chemical alteration, and improved compatibility with surface coat-
ings can bind such biomaterials to cells. Scientists and researchers are developing
and harnessing AM technologies to construct a practical structure [8].

2.2 Food Industry

Although food printing is a current research and development subject, limited find-
ings have been identified for food printing in 3D format. 3D printing technology is
implemented in food processing due to its functionality, flexibility, smoother supply
chain, custom nutrition design, etc. Yang et al. [10] reported that manufacturing a
complicated 3D cake for the first time. It is based on the extrusion process since 3D
printing technology has increasingly grown in the food industry. Currently, the extru-
sion process, binder jetting, SLS, and inkjet printing are the four most commonly
used techniques in food processing because people are now concerned about the
higher demand for healthy functional personal food. In the food sector, 3D printing
technology has still presented many difficulties due to several reasons, such as less
food material availability, compatibility of machines and high cost [11]. Yang et al.
[12] used lemon juice gel and potato starch as a composite containing 59.82 g/100
of moisture. The experiment was conducted, taking into account parameters such as
viscosity, complex viscoelastic characteristics, and shear stress. The impact was an
excellent printout of lemon juice gel (Fig. 3).

2.3 Architecture Building and Construction Industry

AM has a broader application in aerospace, medical, and now is being inspected
as a manufacturing method for architecture and construction industries. According
to the survey, the total AM market was established to be worth 4 billion dollars
in 2014 and is estimated to expand to more than 21 billion dollars by 2020. AM
provides the opportunity to exploit different materials for architectural design. It has
the ability to freeform fabrication and automates the construction industry directly
through digital modeling [15]. Earlier AM process was suitable for factory and
small-scale production, now AM application adapted for large building construction
with several different solutions such as gantry robot to move the printing head [16].
Traditionally, computer simulations and wood prototypes are used to study designs,
but AM introduces practical and unique features and detail to primary treatment.
A model’s capacity to check saves precious time and money framework. In 2014,
the first commercial 3D printed architecture was built in Amsterdam (Fig. 4), using
the FFF process. However, AM technology in the construction industry is already
in the beginnings, it is seen that using this technology significantly improves the
conventional construction process. This technology is projected to be further research
and explore, resulting inmore possibilities andgrowing challenges in the construction
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Fig. 3 a Product manufactured from lemon juice gel [12] b product made by egg and rice [13]
c Product made from flour, dry congealed mango, and olive oil [14]

Fig. 4 First 3D-printed house by DusArchitects [17]
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industry. The incorporation of Wholer’s association has been widely recognized as
the leading consulting firm and the most prominent expert for AM in the world [15].

2.4 Advanced Alloys

AM technological improvements are closely related to research and innovation of
new materials and new systems. The development of new materials such as bioinfor-
matics materials, functionally graded materials (FGMs), non-homogenous materials
is of great significance for the survival of AM technology. The material used for AM
technology is low, and durability undesirable, disrupting AM molding technology’s
production. An eco-friendly new material with excellent performance, reduced cost,
small shrinkage, and high endurance must be produced to enhance the publication
and standardization of AM technology [18]. The FGM paradigm was first suggested
in 1987 to create heat-resistant material for the spacecraft propulsion system and
airframe. After that, much work has been done to build FGMs for different applica-
tions using gradients of chemical, biochemical, physical, and mechanical properties.
The FGMs are used in a variety ofways in both the electrical and electronic industries.
The microstructural gradient FGMs find their function in components that must have
a highly wear-resistant surface and a strong core to withstand the high impact of the
process. An example of FGMs material is hardened steel, cams or round gear, bear-
ings or shaft and turbine applications. Advance material elements are those that use
their hybrid build-up to incorporate functional capabilities. Less complicated exam-
ples include the inclusion of geometrically defined heat conduction paths in polymers
or electrical conductors. This form of the process can be further developed at the very
complex end of the spectrum to link or even accurately construct electronic compo-
nents and systems [19, 20]. The use of multi-materials and various complex struc-
tures allows static or dynamic functionalities to be introduced, allowing mechanical,
thermal, or electrical applications [21]. Shape memory materials (SMMs) do their
behavior/actions through external stimuli. A programmable multi-material begins
with the original form and seeks one or more transitional shapes to allow the effect
of shape memory through step-by-step operation.

2.5 AM in COVID 19

COVID-19 is known as a novel coronavirus caused by severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2). The first case has been seen in Wuhan
in China at the end of December 2019. Then it is spread rapidly all around the globe.
The World Health Organization declared (WHO) a global pandemic on 11 March
2020 [22, 23]. The common source of spreading this virus is the droplet of saliva and
sneezing droplets transferred from an infected person to another person. The pres-
ence of this virus shows the common symptom is mild fever, coughing, headache,
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Fig. 5 3D printed medical devices to combat against COVID-19 [25]

and breathing problems so on. Lockdown, social distancing, personal hygiene, and
work from home these kinds of policies have been taken to control the spread of
disease. Health professionals are also continuously putting their effort to treat the
infected patient. While treating the patient, health cares are required personal protec-
tive equipment, face shields, swab for testing and ventilator for respiratory-related
problems, the rapid increase of this disease creates the shortage of medical devices
[24, 25]. Till now, no cure has been found for this disease still research going on the
vaccine trial for this virus. During this crisis, AM acts as a boon, which is to respond
to emergencies arises in the health care systems. Emergencies are in terms of the
high demand of medical devices and personal protective equipment for a health care
professional. Following Fig. 5 demonstrates the application of 3D-printed items to
fight against this novel coronavirus.

Rapid fabrication of product makes AM systems decentralize in nature and
improve the global supply chains. The customer creates design according to their
needs send to the nearest 3D printing house and get the custom-based product. This
ability of 3D printing reduces the inventory cost, waste and minimizes the lead time.
COVID 19 highlighted the need to transform the supply chain.

3 Challenges

Additive manufacturing is a transforming technology for multifaceted applications
but there are numerous challenges. The most common challenges are discussed
below;

• Preprocessing steps like tessellation affect the surface quality and accuracy of the
parts.



Review of Recent Trends in Additive Manufacturing 649

• AM techniques in construction fields still in their implementing stage without an
interdisciplinary approach.

• AM systems are required high-demand energy and printed parts create toxicity,
it has an impact on the environment during the fabrication process.

• Establishing a standard for AM is highly necessary to achieve better quality parts.
• Size restriction is the major issue in AM, limited to the size of printer casing.
• AM is used for mass customization, but when there is need of mass production

traditional manufacturing is faster than AM.
• Currently, printer and material cost is too much high.
• Limited simulation software is available to check the real-time behavior of 3D-

printed parts.
• 3D-printed parts’ design stored in digital platform so there may be chances of

data leaked from the company.

4 Conclusion

Additive manufacturing is a well-suited approach for producing a complex and
customized product with a fast delivery time to meet customer demand. Although
it has many limitations, there are so many factors that are enhancing the popularity
of this industry. The recent popularity of the 3D printing industry emerged to fight
against the COVID-19 pandemic, where othermanufacturing industries have become
slow down. The future of additive manufacturing is bright because it is improving
every year by utilizing its full potential.
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Performance Analysis of Time
Equivalent Space Vector Pulse Width
Modulation Scheme for Three-Phase VSI
at Inductive Load

Shailesh Kumar Gupta, Mohd. Arif Khan, and D. K. Chauhan

Abstract To get the controlled output from a three-phase voltage source inverter,
various pulse widthmodulation (PWM) controlling schemes are available in the liter-
ature but time equivalent space vector pulse width modulation scheme (TESVPWM)
is best among all schemes because it has less total harmonic distortion as compared
with other. In the article, the time equivalent space vector pulse width modulation
scheme is discussed for inductive load. The achievement of above-said scheme is
analyzed in accordance with fundamental components and total harmonic distortion.
To validate the performance of the three-phase voltage source inverter, simulation
results are provided.

Keywords Two-level voltage source inverter (VSI) · Pulse width modulation
(PWM) · Total harmonic distortion (THD)

1 Introduction

Inverters are most widely used to convert DC into AC. Inverters are classified as
voltage-fed inverters and current-fed inverters. The voltage source inverter develops
three-phase voltage having a governable amplitude, phase angle and frequency. To
get the controlled output from three-phase voltage source inverter, various pulse
width modulation (PWM) controlling schemes are available in the literature but time
equivalent space vector pulse width modulation scheme (TESVPWM) is best among
all schemes because it has less total harmonic distortion as compared with other.
The time duration of conduction of semiconductor device used in inverters depends
upon the logic or pulse width modulation techniques, which is used to control the
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Fig. 1 Power circuit diagram of voltage. Source Inverter at three-phase non-linear inductive load

output. During PWM technique, the output of inverter (voltage and frequency) is
controlled by the switching that occurred inside the inverter. The combination of
IGBT, MOSFET, etc. along with diode connected antiparallel makes the switch.
Three-phase inverters have three legs. Each leg consists of two switches and there
are a totally of six switches. Both the switches of the same leg can never be on
simultaneously to avoid the short circuit. Figure 1 indicates the power circuit diagram
of three-phase voltage source inverter at non-linear three-phase inductive load. Most
of the PWM schemes compare three-phase sinusoidal signal with high frequency
carrier signal and generate switching signal to turn on the switch. The various PWM
schemes used to control the output of three-phase inverters have third harmonic
content in output [1].

In 2010, Md. Arif Khan proposed a simple and alternative scheme for three-
phase VSI known as time equivalent space vector pulse width modulation scheme
(TESVPWM) [2]. This scheme is best among all the schemes because it has less total
harmonic distortion as compared with others. In this scheme, the switching time for
inverter leg is generated during the sampling interval. An identical scheme has been
mentioned in literature [3] for voltage source inverter. To implement this scheme,
only sampled peak of phase voltages are utilized. Since sector identifications and
look-up table are not used during this scheme, hence, computational time is very
much reduced as compared with conventional PWM schemes.

In this article, author first discusses the time equivalent space vector pulse width
modulation scheme along with the algorithm. Then presented a result on load and
verified the results in MATLAB/SIMULINK environment.
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2 Time Equivalent Space Vector Pulse Width Modulation
Scheme

The conferred SVPWM referred to as here time equivalent space vector PWM
(TESVPWM) utilizes merely the sampled voltages (reference) to come up with
the turning time that every electrical converter leg to yield sinusoidal output. This
scheme is best among all the schemes because it has less total harmonic distortion
(THD) as compared with others. In this scheme, the switching time for inverter leg
is generated during the sampling interval. Identical scheme has been mentioned in
literature [3] for voltage source inverters. To implement this scheme, only sampled
peak of phase voltages are utilized. Since sector identifications and look-up table
are not used during this scheme, hence computational time is very much reduced as
compared with conventional PWM schemes.

This offset addition-based scheme centers the active switching voltage vectors
within the switching period. The algorithm is described herewith, where Vx; x =
a, b, c; is the sampled magnitude of reference phase voltages throughout sampling
duration and Ts is the converter switching duration. Tp; p = a, b and c; are termed
as time equivalents of the sampled magnitudes of reference phase voltages. Tmin
and Tmax are the minimum as well as maximum values of Tp throughout sampling
duration. To is the time period for which the null voltage vector is fed in the switching
duration. Toffset is the offset interval when sum up to time equivalent makes turning
time signal or the converter leg switching duration Ttx; x=a, b and c. The switching
sequence for sector I is described in Fig. 2. It is clear that the switching pattern is
identical to SVPWM.

Algorithm of the TESVPWM:

(a) Reference voltages Va, Vb and Vc are sampled in each switching duration Ts.
(b) Decide the equivalent times duration T1,T2and T3 given by equation , Tps =

Vps* Ts/ Vd

where p = a, b and c

Fig. 2 Switching sequence
for three-phase VSI using
TESVPWM
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(c) Decide Toffset; Toffset = TS/2 - (T max +T min)/ Vd

(d) Inverter leg switching duration are achieved as
Ttx =Tp +Toffset; p = a, b and c.

3 MATLAB/SIMULINK Model

Convolutional neural networks (CNNs) are one of the most suitable neural networks
for images. Our CNN model employs several components like kernel, activation
function, pool, fully connected layers and softmax function.

Matlab/simulink model for three-phase system is built for simulation in following
steps:

1. The three-phase sinusoidal input reference voltages are generated utilizing
‘function’ block at 1200 phase shifted from each other.

2. The reference voltage is then transformed into two-phase equivalent utilizing
‘function’ blocks with the help of Clark’s transformation equations. After this,
two-phase equivalent is converted into polar form utilizing ‘Cartesian to polar’
block. Magnitude and corresponding angle are its first and second output of this
function block.

3. With the help of two-phase equivalent dq coordinates, sector of the reference
voltage vector is identified. Angle waveform is utilized for sector recognition.

4. Matlab function block is utilized for calculating the switching time and related
switching state for every power semiconductor switch. Timer signal is compared
with magnitude and angle of the reference with the help of the Matlab code. We
get the gating signal for the all the semiconductor switches of three-phase two-
level inverter. Figure 3 clearly indicates the time equivalent SVPWM switching
generation for three-phase VSI at inductive load.

5. In this last step, this gating signal is applied to all the power switches of three-
phase two-level inverter. The output of inverter is connected with three-phase
inductive load as shown in Fig. 4. Desired output filtered phase voltages are
received at the output.

4 Simulation Study

Figure 5 indicates the filtered output voltage having a RL load at the output termi-
nals of VSI and Fig. 6 indicates the harmonic spectrum of output voltage for phase
‘a’. Throughout the analysis, switching frequency of three-phase VSI, fundamental
frequency andDC supply voltage are kept 5 kHz, 50Hz and unity. The achieved refer-
ence voltage is 0.5103 peak (0.3608 rms). All the input voltages are 120° displaced
from each other. The DC component in the output is 3.333e-05. The total harmonic
distortion at load is 3.18%, which is very less as compared with other schemes.
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Fig. 3 MATLAB/SIMULINK Model for three-phase VSI

Fig. 4 Time equivalent SVPWM switching generation

5 Conclusion

Toachieve theperformanceof three-phase voltage source inverter at non-linear induc-
tive load, time equivalent space vector PWM scheme is presented in this article. It is
concluded that the value of the fundamental component of voltage at inductive load
is 0.5103 peak, which is very much higher as compared with other PWM schemes.
The total harmonic distortion on load is also very less and equal to is 3, 18%. Hence
it is found that this technique is suitable for three-phase medium voltage applications
as compared with other schemes. The implementation of this scheme is also very
simple, reliable and easygoing.
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Fig. 5 Output voltage across
load (Volts)

Fig. 6 THD for the output
phase ‘a’ voltage

Modulation scheme of three-phase system for real-time power conversion has
presented in [4], and PWM with harmonic injection for the multi-phase system
has presented in [5]. Analysis of voltage space vectors [6] and PWM schemes are
presented in [7]. Comparison of sinusoidal and space vector-based PWM has been
given in [8]. Review on poly-phase machine development [9], multi-phase dual
inverter system configuration [10], and on SVPWM [11] are in literature. PWM
switching analysis for dual inverter using ANN has been presented in [12].
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A Comprehensive Review on Active
and Reactive Power Control of Grid
Connected Converters

Arunesh Kumar Singh, Abhinav Saxena, Imran Ahmad,
and Umakanta Choudhury

Abstract This paper presents the active and reactive power control of grid-
connected converters. The converters are controlled in nature. The complete obser-
vation for controlling reactive and active power with different techniques is shown
for consumable power of 1 kW. In most of the cases, solar PV of 2 kW array-based
grid-connected inverter shows better performance in comparison to other systems.
The performance of grid-connected converters with Z-source inverters gives better
performance.

Keywords Converters · Active power · Reactive power · Grid · Solar · Z-source
inverter

1 Introduction

There has been a rapid growth of integration of renewable energy based distribution
generation (DG) in electrical power system grid recently. Because renewable energy
sources (RES) aid mitigate emissions, reducing electricity transmission losses, and
better utilize the locally available RES [1]. RES are intermittent in nature and change
with variation in atmospheric conditions, which bring problems and challenges for
the electrical grid. Some of the problems are voltage deviations, frequency fluctua-
tions, and reverse power flow from grid to DG system [2]. Therefore, integration of
distribution generation by exiting electrical grid can cause reverse power flow, fault
ride through, voltage fluctuations, etc. So new generation inverters are designed to
which can provide power system support functions such as compensation of reac-
tive power, FRT, etc. [3]. There are many methods with a focus on reactive power
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control grid connected converters.Grid-connected converters havemainly two impor-
tant purposes, one extracting maximum power from PV array and two to providing
reactive power to the grid.

Grid-connected converter may be two-stage topology systems in which boost
converter and 1-phase inverter are separately preceded by filter and isolation trans-
former. Maximum power point tracking (MPPT) is simple to introduce by simply
changing the boost converter switch to a two-stage topology, but it renders the overall
network voluminous and contributes to unnecessary errors that decrease the overall
device performance [4]. Therefore, single-stage power conversion unit (PCU) is prac-
tically more useful, single-stage power conversion unit is compact and less costly,
however, it is challenging to implementMPPT and control algorithms in single-stage
PCU. A lot of control methods for the control of reactive power in grid-connected
converter are discussed in different research papers. Different types of controllers
such as proportional-integral (PI), hysteresis band current (HBC), proportional-
resonant (PR), and predictive controller are for use for finding the value of reference
current [5–7]. The objective of this paper is to review the available technologies
regarding reactive power control of grid-connected converter.

2 Different Methods of Reactive Power Control

PV system manually built to provide the gird’s active control, however, due to
widespread integration of the PV system into low voltage distribution networks, the
feeders’ tension profile can alter. When power generation from PV is greater than
load and grid consumption a reverse power flow occurs which leads to overvoltage
and the synchronization of defensive equipment and the protection and security of
networks should not be disrupted. This is why a sensitive power management policy
will be placed in order to maintain voltage within the appropriate range [8].

2.1 Unity Power Factor Method

This is the oldest method in which inverter runs without injection of reactive power
into the grid. The disadvantages of this method is there might be over voltage in
those place where high penetration of PV [9].

2.2 Active Power Dependent Method

This method adjusts the reactive power based on the active power out-put of the
inverter, so it provides voltage regulation active power output variations [10].
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2.3 Reactive Power(Q) Control

In this method, reactive power Q depends on local electrical power system voltage.
The inverter either absorbs or generates reactive power as its terminal voltage deviates
from specified critical upper or lower voltages VU and VL respectively [1, 11].

2.4 Two-Quadrant P-Q Control

In this way, the inverter works in a 2 quadrant P-Q plane, where the inverter produces
inductive or capacitive reactive power at varying voltage levels [1, 12].

The inverter produces capacitive reactive power when the voltage falls below the
lower voltage level, so when the voltage reaches the upper voltage point the inverter
produces inductive reactive electricity.

2.5 Reactive Power Control at Night

At night, there is nonavailability of solar radiation, so PV system can provide active
power but it can provide reactive power and can be used as static Var generator (SVG)
[1, 3].

3 Voltage Efficiency Improvement in Low-Voltage Delivery
Networks Use Single-Phase Inverter Reactive Control

A novel technique for successful voltage control in a three-phase four-wire low-
voltage distribution network (LVDN)with strong PVdevice penetration is suggested.
When huge number of rooftop PV systems are integrated with LVDNs, it disturbs the
voltage profile of the feeders and deteriorates voltage regulation, particularly when
the difference between the PV generation and the load usage profile occurs, severe
voltage fluctuations can occur. When created during high PV [13, 14].

4 Using Lyapunov Function Based Current Controller

It proposed controlling the active and reactive power flow from sustainable sources of
energy to a three-phase network microgrid. Not only would the proposed monitoring
system follow the net. The current flow which also flows through gross harmonic
system current distortion where traditional nonlinear loads are present. The Test Unit
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Fig. 1 Structure of system for control strategy system

forms system current keeping device voltage in mind unbalance, harmonics, and in
line-side inductors unbalance. The efficiency of the control system is assured by
the direct Lyapunov process. The proposed (digitally implemented) control frame-
work provides a superior output over conventional multiples because of the absence
of the PARK connection points, the control systems are proportional-integral and
proportional-resonant, As the requirement for a phase lock loop in the control
structure.

A New One Inverter simulation methodology to take account of imbalances in
all system voltages. A new existing control strategy for a parallel renewable energy
source-based three-phase inverter to link to the as shown in Fig. 1. The idea is for a
simplifiedmicrogrid network. Strategy for Control is explicitly applied in the a—b—
c picture, and can be taken. Take a note of unbalanced situations in both the system
voltage as inductances and load side of panel. The proposed test system is used on
a remote device and includes like the traditional route, no transformation block at
Park, where several controls are applied synchronously in a dual frame of reference
rotates and provides superior efficiency.

Hence the solution proposed functions without PLL is necessary. A three-step
inverter simulation device linked to the grid is unequaled touch. Requisite for
promoting the proposed regulation is also laid out operation. The proposed control
strategy applies to the conventional three-phase inverter, six-switch topology (b–6
configuration), is shown inFig. 1 inwhichMPPTextractsmaximumpower fromsolar
and its output further fed to load via boost converter and inverter. The experimental
findings reported illustrate the efficacy of the Supervisor [15, 16].

5 Efficient P–Q Theory

This paper provides an efficient power management strategy for single-process
GCPVS by p–q theory applications clashed with the HBC system, where the refer-
ence current is obtained using updated p–q theory such that the working system is



A Comprehensive Review on Active and Reactive … 663

Solar PV 
array

Single phase 
inverter

(MOSFET
Switches) load

L

L

      C

MPPT

Hysteresis 
band

Fig. 2 Layout of p–q theory for one-phase inverter

successful and the reactive power flow is independently controllable. The present
reference point is being determined by using modifications of p–q theory. It is
shown in Fig. 2 in which switching of MOSFET-based inverter is done by using
hysteresis band. In addition to the precision, the convergence rate of MPPT oper-
ation is enhanced by changing the perturbation stage size through relation to the
maximum power point. Integrating power conversion and MPPT functions should
render the device lightweight more functional and cost-effective [17, 18].

6 Z-Source Inverter

This article shows the regulation of the predictive capacity algorithm, which decou-
ples responsive and reactive grid control photovoltaic (PV) structures are designed
using a quasi-Z basis Turner (q ZSI). That is necessary in order to reach the evolving
smart Inverter Network Interconnection specifications. The suggested controller
features a simple, functional interface implementation, rapid dynamic response under
changing transient state, and marginal steady-state monitoring error Active and reac-
tive power control with decoupling in a typical Distributed Generation Systems
(DGs). The grid-tied PEI for PV applications using qZSI is Built on an MPC System
basis. The systemwill be analyzed for photovoltaic uses as distributed generation and
auxiliary grid operation obligation at PCC. Suggested Precise regulation produces
the comparisons to variables to take control. The program even tackles overcurrent
issues during the grid.

Faults that have loop security overcurrent which is a restriction on cost function
optimization. In fact, a total of power controllers is also used in the minimizing
algorithm. The desire is to turn from one stress variable to another., Thus, it seeks to
reduce risks from swapping.
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Fig. 3 Design of Z-source inverter for solar PV array

The machine was trackable and capable of delivering full PV power with fast
monitoring dynamics with parallel individual accountability for reactive power for
the load system. Can the program condition the grid therefore by providing the
reactive power needed Grid service with device control factor [19, 20]. The complete
structure is shown in Fig. 3 in which switching of the inverter is assessed by using
predictive model and adaptive optimization based on abc-dq transformation.

The general equations for Z-source inverter are:
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Table 1 Comparative
performance of all methods

Method THD value (%)

Z-source inverter 7.65

Efficient p–q theory 9.98

Lyapunov function-based current controller 10.98

1-phase inverter reactive control 12.65

where

il1 is terminal current 1,
Il2 is terminal current 2,
iα current in stationary coordinates,
iβ current in stationary coordinates,
vc1 is capacitor voltage at terminal 1,
vc2 is capacitor voltage at terminal 2,
vpv is voltage of solar PV array,
eα is induced voltage in stationary coordinates of terminal 1, and
eβ is induced voltage in stationary coordinates of terminal 2.

The comparative performance for improving the harmonics or THD is shown in
Table 1, which shows that Z-source inverter gives better results or lesser THD in
comparison to all.

7 Conclusion

This paper discusses the active and reactive power management of grid-linked
converters. The converters are nature-controlled. Full observation is seen for regu-
lating reactive and responsive power with various techniques. In most instances,
the grid-linked inverter centered on a solar PV array displays improved efficiency
compared to other devices. It is observed that flow of reactive & active power is
better analyzed in a Z-source inverter with minimum THD.
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An Energy Management System
for Microgrid Resilience Improvement

Raj Kumar Yadav and Dipti Saxena

Abstract The introduction of renewable energy power such as solar energy, wind
energy, diesel energy, etc., has led the system to have a backup system for various
thermal and hydropower plants. During any problem in the primary system can
lead to a complete blackout and hence the supply to the distribution system and the
load gets affected. Secondary systems are used as a backup system for the primary
system which provides continuous supply to load end when primary system fails to
do so. In order to improve the power quality and environmental protection due to
an improvement in the increased integration of the renewable energy power system
decentralization is required. This algorithm provides efficient and improved oper-
ation as compared to other proposed techniques and algorithms. The decentralized
microgrids can be connected to the largemicrogrids under special cases such as earth-
quakes, tsunami, and various natural and manmade events. An energy management
system has been designed for these types of techniques for a microgrid, which is to
be operated in islanded mode during various calamities. In this system, the power is
stored in the battery system by importing from nearby grids. The proposed system
is applied to microgrids consisting of a battery system.

Keywords Energy management system (EMS) ·Microgrid · Grid-connected
system · Resilient energy management system (REMS)

1 Introduction

In order to compensate or reduce the production of carbon and carbon emission in a
power system, renewable energy sources are need to be increased in a main system
as it reduces pollution. There is also a problem if too many renewable sources are
used then the main power system may get affected and can lead to various changes
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Table. 1 Blackout
percentage of USA

Sr. no Natural disaster/man made event (%)

1 Natural disaster 44

2 Storms 43

3 Manmade events 34

in the power flow. Many countries are using this technique on a very large scale for
their small plants and microgrids that operate in a stable manner [1–3].

They have the ability to utilize the power and maintain a balance between the
systems. Whenever there is a microgrid operating in the grid-connected mode and a
natural disaster occurs such as typhoons, earthquake, tsunamis, or some manmade
events can lead to disconnection of the microgrid and islanded operation is achieved.
The Natural and manmade disasters data of the United States of America (USA) data
is shown in Table 1 [4–6].

Therefore, from the data provided above, the disruption can be predicted and the
system can be prepared against them. If the microgrid has high resiliency, it can cope
with these disturbances. The definition of resiliency is the ability to adapt or cope
with the grid’s disconnection and to maintain the power supply to the load after the
disconnection of the main grid and recover the system as soon as possible. Various
microgrids get damaged due to the disruption [7, 8].

Energy Management 

Strategies

Standalone Grid Connected Smart Grid

Linear 

Programming 

approach

Artificial Intelligent 

approach
SCADA ZigBEE

Linear 

Programming 

approach

Artificial Intelligent 

approach

Fig. 1 Energy management strategies
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The above Fig. 1 shows the different energy management systems. Standalone
system operates individually as it is not connected to the grid whereas grid-connected
system is a systemwhose output is connected to the grid. A smart grid is also a type of
a grid that is used remotely with the help of various systems such as SCADA system.
The occurrence of a natural disaster is low in some of the areas but it does not mean
that the system has not to be prepared for the disruption. Even when the probability
is low resilience must be high because it is a thing that cannot be predicted. When
it comes to the highly dangerous areas or regions, the resiliency must be high so
that they can work in an isolated mode without any disruption. Whenever there is a
disruption with the low resiliency the microgrid gets damaged. Therefore, to prevent
it the resiliency must be maintained [9–12].

Various algorithms have been introduced in order to prevent disruption but the
operation can be improved by upgrading or changing various methods of operation
and increase the efficiency of the operation. The microgrid must be able to work or
operate under isolated mode and it must be capable of maintaining the power to the
system for an amount of time till the connection is secured. It maintains the power
that is required at the load end. Therefore, these systems must be implemented in
various grids so that the smooth and continuous operation can be obtained and also
the pollution is reduced due to the low carbon emission and hence it also protects
the environment.

By summarizing all of this, the definition of a resilient microgrid is an ability
to prepare, withstand, adapt to and recover from a disruption, while the ability to
consistently deliver electric power to critical load is implemented. In this paper, an
energy management system algorithm is proposed which is to operate in an accident
in islanded mode. If the amount of procured reserve power is more than the one
needed, the usage of generated power from renewable energy will be limited and
if not enough reserve power is procured, the microgrid will not be able to operate
in islanded mode until it recovers back to connected mode, due to which resiliency
decreases.

Therefore, to improve the electric power efficiency given to microgrid an algo-
rithm is formulated which calculates the reserve power. The algorithm is analyzed
by comparing it with a normal energy management system.

The algorithm is used in order to improve resiliency. Due to various disasters
which may lead to disconnection, it imports the power from the connected grids
before the connection is break [12–15].

2 Algorithm

In this proposed paper, an energy management system having reserve power, for
increasing the microgrid resiliency, is proposed. The algorithm of the method used
is shown in the algorithm below. The microgrid data and status is obtained and the
critical load and photovoltaic data is obtained. Whenever there is an accident in the
system the systemworks in the islanded mode.Whenever there is a normal operation
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the system works in a grid-connected system. References [15–18] the algorithm also
detects the accident as shown in the flowchart. Initially, there is an assumption made
that there is no accident occurred, but it is predicted. If the predicted accident has
occurred the system operation is scheduled for islanded operation. Whenever in
some cases there is a mismatch in the power generation and the power provided in
the islanded mode. In order to prevent such conditions, the proposed algorithm is
used, it provides the electric power until the production exceeds the critical load. The
reserve power is procured and the expense is minimized [18–21].

Algorithm of REMS method

Step 1 Read data
Step 2 If fault occurs then go for standalone mode and else go for Grid Connected

system
Step 3 Schedule Micro grid operation
Step 4 Continue till time is over
Step 5 Stop

Using the algorithm of reserve power procurement as shown below, the power
can be stored or reserved by importing the power from various connected grids by
purchasing or operating renewable energy source. The critical load and non-critical
load for reserve and prediction data is shown in Tables 2 and 3 respectively.

Reserve Power procurement algorithm

Step 1 Read time when Photovoltaic is greater than load
Step 2 Calculate t - T(1) = a
Step 3 Calculate t - T(2) = b
Step 4 If b is greater a then sell through utility grid or store else sell to utility grid
Step 5 Stop

It is seen from Table 2 that reserve capacity of PV is generally more than load.
Table 3 shows PV power is more compared to critical and non-critical load for some
cases. The overall cost and the cost of renewable energy source like diesel generator
should be optimized for lowcost.But inmost cases importing power fromaconnected
grid is easy and the cost is also low as compared to other sources.
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Table. 2 Reserve
Procurement Data

S.No. Time Critical Load (Power in
KW)

PV (Power in KW)

1 0 18 14

2 10 18 12

3 20 22 15

4 30 28 20

5 40 24 35

6 50 26 45

7 60 22 40

8 70 20 35

9 80 17 15

10 90 22 12

11 100 22 14

12 110 26 12

13 120 24 30

14 130 20 45

15 140 26 30

Table. 3 Prediction Data

S.No. Time Critical Load (Power in
KW)

Non-Critical Load (Power
in KW)

PV (Power in KW)

1 0 17 28 14

2 5 17 28 14

3 10 17 29 13

4 15 18 32 12

5 20 19 34 15

6 25 25 32 20

7 30 28 35 25

8 35 25 32 30

9 40 22 38 43

10 45 25 35 45

11 50 28 30 48

12 55 22 25 35

13 60 23 22 32

14 65 26 20 25

15 70 20 18 15
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3 Conclusion

In this paper, a resilient energymanagement system (REMS) is proposedwhosemain
objective is to increase the resiliency of a small-scale microgrid by reserve power
procure effectively. In general, it is adapting with the stress which is analogous to the
disturbances that occur in a system. During various natural disasters, the microgrid
operation may becomemalfunctioned/disturbed. In such cases, microgrid must work
in islandedmode.Whenever a microgrid operates in this mode, the grid must provide
the electrical power to the loads until themicrogrid gets back towork in the connected
mode. It also causes less emission carbon and hence causes less pollution and is
eco-friendly. The use of renewable energy sources is increasing which works as a
secondary system and can provide electrical power for quite a duration of time. The
hybrid systems provide high efficiency, good power output, the surge is reduced, and
also they are highly reliable. The resiliency of the system is increased by the use of
this energy management technique.
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A General Review of the Recently
Proposed Asymmetrical Multilevel
Inverter Topologies

Bilal Alam, Maaz Nusrat, Zeeshan Sarwer, Mohammad Zaid,
and Adil Sarwar

Abstract This paper presents a comparative study of some of the topologies of
asymmetrical multilevel inverters (MLI), which have been the focus of work of
many researchers due to itsmany advantages over the conventional two-level inverter.
Reduction in the total harmonic distortion (THD), lesser electromagnetic interference
and increased fault-tolerant capability are some of the merits of MLIs. They can be
classified into symmetrical and asymmetrical structures. The asymmetrical MLIs
have a different magnitude of DC sources which results in obtaining more number
of levels. The different modulation techniques used in MLIs are also discussed. The
comparison parameters between the different topologies are the number of switches,
number of driver circuits, number of DC sources, and number of levels. Comparison
has been shown in the tabular form. Graphical analysis of the comparison has also
been added in the paper for a better understanding.

Keywords Multilevel inverters (MLI) · Total standing voltage (TSV) ·
Asymmetrical MLIs · Pulse-width modulation (PWM)

1 Introduction

An inverter was introduced specifically to convert DC power to AC power at the
required frequency and voltage. A conventional 2-level inverter is a square wave
inverter that generates output with 2 voltage levels, i.e., +V and −V. Although it
serves the purpose, it has several disadvantages such as electromagnetic interfer-
ence (EMI), high total harmonic distortion (THD), high dV/dt stress, and also much
less efficiency. Because of these limitations, these inverters are not used for power
conversion in high power and high/medium voltage applications. Due to this, a new
concept of multilevel inverters (MLI) was developed. The main difference between
an MLI and a conventional two-level inverter was the presence of more number of
voltage levels in the output waveform. This feature results in reducing the THD as
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the waveform gets closer to a sinusoidal waveform. This was achieved by using
modulation techniques also known as pulse-width modulation (PWM) techniques.
In a PWM technique, the carrier signal is compared with respect to the reference or
modulating signal and consequently, the output is obtained. The modulation tech-
niques can be further classified into low-frequency and high-frequency modulation
techniques. At high switching frequencies, a 3-level inverter produces significantly
less harmonic distortion, low EMI, and reduced rating of dV/dt stress as compared to
a 2-level conventional inverter. Moreover, over time new and advanced versions of
multilevel inverters that are capable of producing almost sinusoidal output have been
developed using the same and new modulation techniques with the help of different
topologies of multilevel inverters.

The multilevel inverter has helped in mitigating many problems that were present
in a 2-level inverter. The earlier conventional circuits of the multilevel inverter were
flying capacitor (FC), neutral-point clamped (NPC), and cascaded H-bridge (CHB).
Each of these structures has some merits and demerits over the other. Although, the
FC structures don’t require any current or voltage sensor which is an advantage but
still, the voltage of the FC differs in each cell. Therefore, it requires bulky capacitors
that are costly.NPC structures possess the problemof voltage balancing in capacitors.
CHB type inverters do not require capacitors and hence the problem of capacitors
voltage balancing is eliminated but these require many DC sources for producing
more levels which becomes a disadvantage. Thus, researchers try to improve and
modify the circuit of a multilevel inverter using different topologies. The aim is to
reduce the count of components so that the loss per component may reduce as well as
the cost. Since the beginning, advancement is being made using different topologies
with better techniques of modulation.

In this paper, a review of the recently developed asymmetrically configured MLI
topologies is presented. Each of the topologies has a different number of components
which decide the reliability and cost of the inverter. For each of the component
configurations, there are different numbers of voltage levels which a particular MLI
topology can generate. The number of components in an MLI structure is directly
related to the cost of the inverter therefore research work is going on to reduce the
components. Researchers have proposed different MLI topologies that aim to reduce
the total effective cost of the circuit without compromising the quality of the system.
Moreover, themodulation techniqueswhich are used inMLIswill also be discussed in
the paper. The paper is organized into five sections: Sect. 1 contains the introduction,
Sect. 2 describes the recent asymmetrical MLI topologies which contain the circuit
description and the basic relations between their components. Section 3 discusses
the various modulation techniques. Section 4 describes the comparative analysis
between the various topologies. The comparison is presented in tabular form as well
as in graphical form. Lastly, the conclusion is discussed in Sect. 5.
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2 Recent MLI Topologies

This section discusses the structure of some of the recently proposed asymmet-
rical MLI topologies. Figure 1 represents the general stepped output waveform of a
multilevel inverter. Continuous research is going in the direction to reduce the total
number of components in anMLI structure and hence propose newer topologies. The
different components include number of switches (Nsw), number of driver circuits
(Ndr), number of DC sources (NDC), etc. The switches used in MLIs need to block a
certain voltage which determines its rating. The sum of blocking voltages of all the
switches is termed as Total Standing Voltage (TSV). TSV is an important parameter
in the topologies related to multilevel inverters. If the switches have to block lower
voltage stress on the switches, it means the TSV of the topology is less which ulti-
mately leads to the use of lower rating switches. The use of lower rating switches
will reduce the cost of the inverter which is an advantage. The circuit diagrams are
shown and the generalized relations Nsw, Ndr, NDC, and TSV against the number of
levels (NL) are presented.

Figure 2a shows the new proposed multilevel inverter topology in [1]. It consists
of a total of 10 switches, in which six switches (S1 to S6) are in the string and the
other four switches are connected to the battery (S7 to S10). Moreover, the proposed
structure has 4 DC sources. This topology produces 31 levels in output. The advan-
tages of this topology are lower cost, lower losses, and low THD. The number of
levels (NL) can be related to the number of DC sources (NDC) as shown in Eq. (1).

NL = 2(NDC + 1) (1)

TheMLI topologyproposed in [2] is described inFig. 2b. In this topology, 15 levels
are achieved using 10 switches and 4 DC sources. There are only two magnitudes of
DC sources that are required in the circuit topology. As one switch is bidirectional in

Fig. 1 Multilevel inverter waveform
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the proposed structure, 9 gate driver circuits are required. The THD for this MLI is
5.5%. The multilevel inverter proposed in [3] is depicted in Fig. 2c. As can be seen,
it consists of 5 DC sources and 12 switches of which 10 are unidirectional switches
and the remaining 2 are bidirectional switches. It can generate 27 levels in output
level. The generalized relations for NDC, Nsw, and Ndr are shown in Eqs. (2)–(4),
respectively.

NDC =
(
NL − 1

4

)
− 1 (2)

Nsw =
(
3(NL − 1)

6

)
+ 1 (3)

Ndr =
(
3(NL − 1)

6

)
− 1 (4)

A new topology of MLI with a lesser number of components is introduced in [4]
which is shown in Fig. 2d. Here, 8 DC sources, 18 unidirectional switches, and 18
diodes are utilized to generate 33 levels of voltages. The different relations of various
components are given by Eqs. 5–8.

NDC = 8
ln(NL)

ln(33)
(5)

Nsw = 18
ln(NL)

ln(33)
(6)

Ndr = 18
ln(NL)

ln(33)
(7)

T SV = 5
(NL − 1)

2
(8)

A sub-module is proposed in [5] to generate 25 levels (12 positives, 12 negatives,
zero levels) with 10 power switches and 4 DC links. Two of these DC links have the
same magnitude of V1 and the other two are V2. Figure 2e shows the basic structure
of the proposed topology. Basic relations are governed by Eqs. 9–12.

NDC = NL − 1

2
(9)

Nsw = 5
(NL − 1)

12
(10)

Ndr = NL + 1

2
(11)
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T SV = 18
(NL − 1)

8
(12)

The topology discussed in [6] consists of 4 DC sources, 2 bidirectional switches,
and 6 unidirectional switches. Each unidirectional switch comprises an anti-parallel
diode and IGBT. The structure is optimized to produce desired voltage levels with
the least number of switches with low TSV. Figure 2f shows the circuit diagram of
this topology and the basic relations are presented in Eqs. (13)–(16).

NDC = NL − 1

4
(13)

Nsw = 3

4
(NL − 1) (14)

Ndr = (NL + 1)

2
(15)

T SV = 5
(NL − 1)

2
(16)

A typical asymmetrical MLI with 4 DC sources including 10 switches and 10
diodes is proposed in [7]. It will produce 13 levels (6 positives, 6 negative, zero levels)
with reduced components. Asymmetric operation for high-voltage applications is
also possible. The fundamental relations are given in Eqs. (17)–(20).

NDC = NL − 1

3
(17)

Nsw = 5

6
(NL − 1) (18)

Ndr = 8(NL − 1)

6
(19)

T SV = 10(NL − 1)

6
(20)

In [8] these are 2 DC voltages sources and 6 power electronic switches in which
2 switches are bidirectional and the remaining 4 are unidirectional switches. This
proposed topology generates only 7 levels in their output voltages. In the proposed
topology of [9], 21 levels in output voltages are achieved with 12 power electronic
switches and 4 DC sources with different magnitude. In the novel proposed topology
discussed in [10], there are 8 switches and 3 DC sources voltages with different
magnitudes. It produced 15 levels in the output voltage with a reduced number
of components. A novel cascade MLI topology [11] for the multilevel inverter
to generate different levels of voltage comprises submodules, the basic part of
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which generates 17 voltages levels with 14 components in total (8 unidirectional,
2 bidirectional switches, and 4 DC sources).

3 Modulation Techniques

Modulation techniques are the basic building block of the MLIs. In any modulation
technique, a modulating or reference signal is compared with a carrier signal which
in turn results in generating the switching signals. Figure 3 shows the classification of
modulation techniques used in MLIs. These switching signals decide the operation
of different switches, i.e., it governs the process of turning ON or OFF of the power
electronic switches which help the power converter to make the transition from
one state to another state. In MLI, the modulation technique generates a stepped
waveform that resembles a sinusoidal signal. Inmany applications, the inverter output
voltage should be controlled to overcome the change in input voltages and tomeet the
voltage and frequency. The harmonics of the output voltage depend on themodulation
technique.

Based on switching frequency the modulation techniques can be classified as
follows.

• Fundamental switching frequency techniques,
• High switching frequency techniques.

1. Fundamental switching frequency

In this switching strategy, the switching signals are generated using low or funda-
mental switching frequencies. This means that the number of ON/OFF cycles of
a switch is less. At low switching frequency, the losses in the switches are less as
compared to other methods. There can be different fundamental switching frequency

Fig. 3 Classification of
modulation techniques Modulation Techniques
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techniques. Some of them are Selective harmonic eliminations, Nearest level control,
Optimal switching angle, etc.

A. Selective harmonic Eliminations (SHE)

This technique is also popular and is based on the fundamental switching frequency
technique. This method was introduced in [12] to completely remove the defined
harmonic contents. The main aim of selective harmonic is to prevent the lower
order harmonic in a suitable range by using a switching angle. In this technique, the
nonlinear transcendental equations have to be solved to get the values of switching
angles. Different artificial intelligence techniques can be employed to solve these
equations.

B. NLC (Nearest Level Control)

This modulation technique is basically a time-domain version of the space vector
control PWM technique. In this, the output voltage is generated in the form of steps
that helps to reduce error considerably. Generating the nearest level of voltage by
comparing the output voltage level and the desired reference voltage is aimed in this
technique.

C. NVC (Nearest Space Vector Control)

It is a type of space vector modulation technique that operates at low frequency. In
this technique, the aim is to get the nearest vector with respect to the reference vector.
A drawback of this type of modulation technique is that the low-order harmonics are
not eliminated. This technique is more suitable where a higher number of levels has
to be generated rather than in MLIs where lower numbers of levels are generated
because of distortion problems.

2. High-frequency switching techniques

APWMtechnique is amethod inwhich thewidth of themodulation signal is adjusted
with respect to the carrier signal.

A. Space Vector Modulation (SVM)

Space Vector Modulation is a high-frequency switching technique. It is a digital
technique in which the PWM voltages are generated by using the reference signal.
In this technique, many vector states are required. For a higher number of levels,
this technique is not preferred because sector identification and switching sequence
selection becomes a tedious task. Common mode voltage can be reduced along with
switching losses by properly selecting a modulation vector.

B. Phase-Shift PWM technique

In this modulation technique, the number of carrier pulses is equal to (m−1) for ‘m’
modulating pulses. The amplitude and frequency of the carrier pulses are identical.
In PS-PWM, the carrier pulses are phase-shifted by an angle �, where.

� = 360◦/(m − 1)
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When the modulating signal is compared with the carrier signal, gating pulses are
obtained.

C. Level Shift PWM technique

In the Level Shifted modulation technique, the carrier signals are shifted vertically
and compared with the modulating signal. Here also, carrier pulses are identical and
the total pulses required is (m−1) for ‘m’ modulating signals. The three schemes for
this type of modulation technique are in phase disposition (IPD), phase opposition
disposition (POD), and alternative phase opposition disposition (APOD).

4 Comparative Assessment

Table 1 compares the different reduced switch countMLI topologies. The quantitative
features taken for the comparative analysis are NDC, NL, Nsw, and Ndr. By using 4
DC sources, the number of levels generated in [1, 2, 5–7, 9] and [11] are 31, 15, 25,
17, 13, 21, and 11, respectively. However, [1, 2, 5, 7, 11] uses 10 switches whereas
[6] and [9] require 12 switches. 8 DC sources with 18 switches are used in [4] to
generate 33 levels. To add some more information, the comparison is also shown
in graphical form. Figure 4 shows the different plots used in the comparison. The
variation of Nsw, Ndr, andNDC against NL is depicted in Fig. 4a, b, and c, respectively.

Table 1 Comparison of different asymmetrical MLIs

MLI NL NDC Nsw Ndr

[1] 31 4 10 10

[2] 15 4 10 9

[3] 27 5 14 12

[4] 33 8 18 18

[5] 25 4 10 12

[6] 17 4 12 9

[7] 13 4 10 16

[8] 7 2 6 8

[9] 21 4 12 12

[10] 15 3 8 8

[11] 17 4 10 10
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5 Conclusion

This paper presents a comparative study of various asymmetrical multilevel inverter
topologies. The comparative analysis is presented based on the total power electronic
components. Reduction in the number of components reduces the overall cost of the
structure and increases the reliability of the inverter. ConventionalMLI topologies are
now being replaced with other topologies requiring a smaller number of components.
Further, new switched capacitor boost topologies have also become popular in which
DC sources are replaced by capacitors. The focus of researchers is now to develop
fault-tolerant MLI topologies with reduced switch count, low-cost high reliability.
There are various modulation techniques that are used in MLIs. Further, the other
work is to develop new modulation techniques to effectively control the working
of MLI and to reduce the losses and THD in output voltage. Overall, MLI inverter
remains an exciting area to work due to increased applications in renewable energy
systems.
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Health Monitoring System Using IoT

Prateek Sharma, Prajjwal Soam, and Neeraj Joshi

Abstract In this twenty-first century of technology, humans have just become
working machines who just work like robots, 24 h on a daily basis to get two-time
meals. In this race, they just forgot to focus on a very important part, i.e., health. As
initially there are numerous systems developed for monitoring in real-time tracking
of the health of an individual. This type of monitoring systems is helping the govern-
ment or an individual to focus upon the best gift of God, i.e., our body. This system
is of higher accuracy and has precise criteria for judging the mentioned aspects. This
health monitoring system has a great on-field outcome as a judge or as a moder-
ator to directly ping measured details of the sensors attached to the user as well as
to the admin with which any upcoming danger of the body can be avoided. In our
system we are using a Heart Beat sensor, DHT-11 sensor, and Blood Pressure sensor
along with Raspberry Pi, which takes sensor data and send it to the local server, i.e.,
Google Firebase cloud services (Google Firebase. https://en.wikipedia.org/wiki/Fir
ebase. Accessed 02 Mar 2020) with real-time monitoring of a patient or working
individual can be accessed and shared with Doctor as well as with the patient with
the help of an Android application, which is developed using MIT App inventor.
With future reference, the data generated from this system can help in the training
of the machine, which can predict any upcoming diseases or emergency conditions
for an individual.
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1 Introduction

Nowadays, the population is increasing with a comparable speed of light so does
their needs and health issues. So, to overcome this effect, the only thing possible
is with the invention and use of advanced technology. As we see, there are lots of
systems that are already available in the market. But they are limited to their own
work application area. Our system is a step ahead in this fight. It is a single module
that is using a well-known technology, i.e., IoT (Internet of things). IoT has become
a very advanced field that has hundreds of techniques, which we can use to solve
unsolved problems of our daily life. This module covers maximum issues related
to health on-daily basis or we can say at each instant of time. It contains different
sensors like—DHT11, BMP180, Heart Beat Module, ECG, etc., a Raspberry Pi
3, Google Firebase, Android Mobile App using MIT App Inventor 2. All the
data is collected in numeric form and stored in Microprocessor, where it is converted
into JSON variable, because only JSON form is required to transfer the data on
Google Firebase whereas Google Firebase is an online local cloud, which provides
us different functions like Real-Time Database, Firestore cloud, Storage, Hosting,
Android app access, etc. An account is required to access all these facilities and this
account is secured by Google Security. Our data is stored in a real-time database and
it is accessed with the use of an Android Appmade by App Inventor tool provided by
MIT previously Google. This app is provided to doctors, patients, and admin. Only
admin has authority to Write and Read the data while doctor and patient can only
read it.

2 Literature Survey

In [3], the authors highlighted this monitoring system which comprises heart pulse
sensor, body temperature sensor, and Galvanic sensor, here both Arduino and Rasp-
berry Pi are used which are sending the data of sensors to the storage cloud with the
help of App developed using Android studio. This system is producing the reading
in the form of graphs to produce a common consensus. As per the calibration of the
sensors and the observed patterns, the use of this system seems successful, with some
changes for future references.

In [7], the team authored a Patientmonitoring systemwith the help of Raspberry Pi
and Arduino along with sensors like ECG, Temperature sensor, Push switch, Camera
module, LCD Display, etc., to extract different biomedical signals connected from
different body parts of an individual. And the main feature of this paper is the auto-
generated Video call for the emergency contacts mentioned initially. This is the
real-time monitoring system that is helpful in critical monitoring of the patients. In
[2], the author proposed an automated and smart system based on the Internet of
things which senses the features like vital sign, pressure level, piezoelectric sensor,
body temperature, etc., along with SIM900D (GSMModule) automatically. Here the
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database helps the observer to have the whole record of an individual. But the main
setback of this system is the unresponsiveness of their heart rate sensor which is not
updating regularly. And the future of this system can be extended by adding more
sensors like EEG, etc.

In [9], the authors focused on developing this system which has the capability to
take multiple physical and internal readings through the sensors which can be worn
on the body. Here we have used Arduino Fio Node and Base, which is working as
the transmitter and receiver along with multiple sensors LM35 (Temperature sensor),
Pulse rate, etc., alongwithLabVIEWsoftware to build aComputerGraphics Interface
(CGI). This system provides the opportunity to take real-time access.

3 Proposed Architecture

(a) Objective and System Approach

Our objective is to monitor the patient’s health regularly with our sensors and to send
the data to different users––Doctor, Patient, Admin for predetermining the health
issues and also for better support at the time of any emergency. The combination
of sensors produce the data which is collected and it is processed in the Raspberry
Pi(storing and changing to specific form) and after that, it is transferred to a private
cloud (real-time database), where it is available for access to a different authenticated
user as shown in fig A. B

All the data flow is from Left to Right. The Data Transfer is to Mobile App via
the cloud.

(b) Devices Used

1. Raspberry Pi 3
Raspberry Pi [5] It is a microprocessor of credit-card sized made by Raspberry
Pi Foundations in 2012. It is a tiny single-board computer and Linux based is the
operating system on which it worked and it is armed with Broadcom BCM2837B0
chip, 1.2 GHz 64-bit Quad-core processor with 1 Gb of RAM. It has an inbuilt Wi-Fi
and Bluetooth module with 40 pins (in which 26 are GPIO’s). This platform can be
programmed with Python and scratch in which mouse, keyboard, monitor, etc., can
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be connected. It is a System on a Chip (SoC) model; it can be used for different
operations (Fig. 1).

2. Sensors

(a) DHT 11: Introduction to DHT-11 [4] It is a digital temperature and humidity
sensor with a 3-pin circuit. It is integrated with a high performance 8-bit microcon-
troller with long-term stability. It works on the principle of NTC (Negative Temp
Coefficients) for measuring the temperature. Each humidity sensor has accurate
calibration of the humidity calibration chamber (Fig. 2).

(b) BMP180: Pressure Sensor-BMP 180 [8] It is a 5-pin sensor which works with
the I2C(‘wire’) protocol. The I2C uses only two pins to communicate with a lot of
different devices. One carries a clock signal, and the other carries the data. It is the

Fig. 1 Raspberry Pi

Fig. 2 Ultrasonic sensor
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precision sensor developed by Bosch for measuring barometric pressure. It regulates
a 3.3 V power supply (Fig. 3).

(c) HEARTBEAT SENSOR: Pulse sensor [6] It is a 3-pin sensor which is used to
measure the Heartbeat or Pulse rate of a person on the principle of photoplethys-
mography (Fig. 4). This sensor comprises VCC (5 V) and ground as well as with
Analog Pin. This is a highly precise low-cost heartbeat analog sensor which can be
used with platforms like Arduino, Raspberry Pi, etc.

Fig. 3 BMP180 Sensor

Fig. 4 Heartbeat sensor
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Fig. 5 ADS1115 A/D
converter

3. ADS1115: ADS1115 16-Bit ADC–4 Channel with Programmable Gain Amplifier
[1] It is a 16-bit 4-channel I2C compatible Analog to Digital converter. It is a low-
power and high-precision A/D converter, which can perform conversion at data rates
of up to 860 samples per second. TheADS1115 operates either in continuousmode or
in single-shot mode the devices are automatically power down after one conversion
in single-shot mode. Therefore, power consumption is very low as compared to A/D
converters (Fig. 5).

4 Methodology

The system is divided into two parts—Hardware and Software.
The Hardware part contains Sensors and Raspberry Pi, while the Software part

containsCloud processing andAndroidmobile app.Here, Raspberry Pi is the brain or
the controlling unit while sensors are the basic units that provide different parameters
to the processing unit (Fig. 6).

DHT 11 is a sensor that works on different principles for measuring temperature
and humidity. For measurement of temp, it works on the principle of Negative Temp
Coefficients (NTC). A Negative Temperature Coefficient thermistor is a temperature
sensing sensor made of semiconductor material that has a mixture of several metal
oxides. The materials it possesses are the charge carriers that allow current to flow
through the thermistor showing a large change with respect to a small change in
temp. It measuresRelative Humidity for humidity. The formula for calculating is as
follows.
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Fig. 6 Proposed system
architecture

Relative humidity is

Rh = (ρw/ρs)
∗100

where
Rh - Relative Humidity.
ρw - Density of water vapor.
ρs - Density of water vapor at saturation.
Higher Rh decreases the resistance between the electrodes, while lower Rh

increases the resistance between the electrodes. This change is used to calculate
the humidity. [8] BMP180 is a barometric sensor used for the calculation of different
parameters like pressure, altitude, vertical velocity. Barometric pressure is pres-
sure applied by the weight of air down on earth. The BMP180 is a piezoresistive
sensor that detects pressure and Temperature both. Piezoresistive sensors are made
up of semiconducting material that changes resistance when atmospheric pressure is
applied.

Pulse sensor [6] Heartbeat sensor works on the principle of plethysmography. As
we know Heartbeat rate is defined as the ratio of time between two successive heart-
beats. In every heartbeat, our blood is circulated in our body then it gets squeezed into
capillary tissues which resulted in an increase and decrease in the size of capillaries.
This little change in the size of capillary can be checked when light is passed through
it. Based on that principle, our sensor works. In the process, sensor is placed in front
of the human finger and then due to regular decrease and increase in the size of
capillaries light intake can be checked. And by the process heartbeat can be recorded
when this sensor is interfaced with Raspberry Pi along with an A/D converter, i.e.,
ADS1115 because Raspberry Pi works only on the digital input.

The Data fromDHT11 is in digital form, so it is directly read by Raspberry Pi and
then it is stored in Memory. This data provides us the value of temp and humidity
of the Body. The unit of temperature is degrees Celsius but it is converted into
Fahrenheit by programming the logic. The humidity is given in percentage. Now we
have 2 parameters now for the next one, we have used the BMP180 sensor, which
works on I2C protocol or 2-wire protocol in which one line is there as a serial clock
and the other line is there to read/write serial data to the slaves or modules attached
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to it. It provides the pressure value in mbar and temperature in degree Celsius. Due
to I2C protocol for data communication, speed is high as compared to DHT11. The
accuracy is very high as compared to temp values given by both sensors. For the
Heartbeat part, we have used the Heartbeat sensor which provides analog readings
on connecting to the power supply. This sensor is accurate and very small so it has a
lot of application areas. Its value is directly fed toADS1115. ADS1115module is a 4-
channel Analog to Digital convertor, it contains a convertor chip over it. It is capable
of converting 4 analog values simultaneously with very high accuracy and speed. It
takes continuous values from the heartbeat sensor and provides digital values to the
Raspberry Pi. We have also used an ECG sensor to take different readings from the
heart. The study of electrical signals of the heart is done by ECG hence it provides
the most significant and accurate results with any small change in heartbeats. These
different values are collected by Raspberry Pi and stored in the memory.

Now in the data processing part, all the data is collected and processed by changing
its form to JSON variables by programming in Python in Raspberry Pi. JSON vari-
ables are forms of string in which all the data is modified to string form. Only JSON
form is allowed to transfer to Google Firebase. Here, Google Firebase acts as a cloud
that stores the data and provides it to the authenticated or authorized users. All the
data is stored in a real-time database, it is easy, safe, and free of cost up to some
limits.When the data is sent fromRaspberry pi to Firebase, a new random value node
is generated, which contains the value of different sensors inside it. This is further
provided to 3 different users via AndroidMobile App. One user is our Doctor, second
is client/ Patient, and third is Admin. All the access is given through Gmail ID; hence
it is secured with Google Security and there is no chance of data leaking or any cyber
hacking. The Android mobile app is generated with App Inventor 2 and it contains
a virtual desktop with all the health information of any patient as an output from
different sensors.

5 Result

The data which is received is pure and accurate that is available for the doctor all the
time. Various processes go parallel on a single system and data is collected on one
end and transferred on the other end. The initial state with no reading has particular
functionality on the start with a background connection with a cloud that refreshes
every two seconds (Figs. 7 and 8).

The result is very helpful in creating a parallel database of different patients
which is in the real-time state of data-transferring. Doctors have the access to check
the database or data of any patient with just a click. After getting the details, a report
will be made by the doctor itself, with the medication of any seriousness, and it will
be transferred to the patient will the same portal. This process will continue as the
reports get back to normal. After the treatment, the system will store the results and
will remove that patient from mainframe so to create the space for the next user
(Figs. 9 and 10).
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Fig. 7 Python code on
Raspberry Pie

Fig. 8 Reading on firebase

Fig. 9 Readings on firebase
shell
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Fig. 10 Dual readings on
firebase shell

The following Fig. 11 shows the multiple reading from sensors on Shell and the
Firebase. As we can see on Firebase, every time a false function is created which is
having the value from sensors. This false function is unique for each time the reading
appears on the Shell.

6 Conclusion

IoT has opened a number of methods to solve the problems in the field of health care.
The data generated by sensors will provide a deep understanding of patient’s health
conditions at a regular interval of time. It will help the doctor with propermedications
andwill lead them away from any future emergencies that may cause due to improper
treatment and also, this system will provide all the data of any patient about its
previous diseases. This information will be very useful for the present treatment of
any client/patient. This solution will change the way of treatment by neglecting the
distance parameter, which sometimes plays a crucial role in the living or death of
any patient. It will also reduce the cost of treatment and increases the speed so the
doctor may visit more numbers of patients throughout the day.
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Fig. 11 a Readings on shell
b Same readings on firebase
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A Compact Dual Rectangular Slot
Monopole Antenna for WLAN/WiMAX
Applications

Chandan, R. K. Ratnesh, and Amit Kumar

Abstract A compact dual rectangular slot monopole antenna with microstrip fed is
discussed in this article. It consists of dual rectangular slots with the ground, where
it generates a dual band for WLAN and WiMAX applications. The low profile with
an overall size of 20 × 20 × 0.8 mm3 achieves good impedance matching. The
simulated the result is presented in this article. The successful implementation of
impedance bandwidth is 23.10% from 2.3 to 2.9 GHz at 2.6 GHz and impedance
bandwidth in higher band is 13.20% from 4.9 to 5.6 GHz at 5.3 GHz.

Keywords Dual rectangular slot · Ground plane · Microstrip line feed

1 Introduction

In recent time, microstrip patch antennas have more popular in the 1970s due to
their low profile, easy fabrication, lightweight, and their ability to integrate other
devices. But some disadvantages of conventional microstrip patch antenna like lower
gain, narrow bandwidth, low profile, and lower efficiency. Multiband antenna better
performance because this antenna is used for multiple applications. It increases the
technology, which means antenna size is reduced day by day. In this article, dual
band with a compact size of the antenna and good impedance matching is achieved.
This article is generating the impedance bandwidth with a better gain and efficiency
is more than 90%.

In [10], circularly polarized hexagonal ring microstrip patch antenna with asym-
metrical feed and DGS was used, in this reference antenna size is larger. And similar
to dual-polarized, dual band patch antenna loaded with modified mushroom unit
cell [11] is used, and in this article antenna dimension has more area occupied than
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(a) (b)

Fig. 1 Geometry of the antenna, a top view and b bottom view

the proposed antenna. A compact triple band monopole printed monopole antenna
for WLAN/WiMAX application, in this paper antenna size is more than proposed
antenna [9] and more papers have been studied [1–6, 12, 13]. The proposed antenna
is better in performance than the existing antennas.

2 Proposed Antenna Design

The dual band rectangular slot antenna is shown in Fig. 1 and the antenna is designed
on FR4 substrate with dielectric constant and height of 4.4 and 0.8 mm, respectively.

The antenna is designed by a rectangular patch with two rectangular slot cut
and partial ground plane as shown in Fig. 1. Two bands generate after this procedure
follows, single rectangular cut in the patch, lower band achieved but higher resonance
not achieved. After that one other rectangular slot cut in the patch to generate a higher
band with good impedance bandwidth. Further optimized geometry parameters are
given in Table 1.

3 Configuration of the Proposed Antenna
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Table 1 Dimensions of the antenna

Parameters Wp Lp L W L1 W1

Values (mm) 20 22 19 13.5 15 8.5

Parameters A d C Wf Ls Lg

Values (mm) 6 0.5 1.5 2.5 11 10

Fig. 2 Simulated return loss S11 of configuration antennas

In the configuration of the different antennas processes, rectangular monopole
antenna implements (Fig. 2) which resonates at 2.4 GHz. Antenna 1 is the simple
rectangular monopole antenna, this antenna have generated only a single band, has
not achieved desired application. Further improved the proposed antenna in antenna
2, this antenna follows step 1 with one rectangular slot cut in the patch, which is
called the antenna 2. Antenna 2 generates dual bands, but not achieved desired appli-
cation and further in step 2 is called antenna 3. Antennas 3 are generated dual band,
this proposed antenna is suitable for desired application such as WLAN/ WiMAX
application. The successful implementation of impedance bandwidth is 23.10% from
2.3 to 2.9 GHz at 2.6 GHz and impedance bandwidth is a higher band is 13.20%
from 4.9 to 5.6 GHz at 5.3 GHz.

4 Simulated Results

The return loss of the antenna is presented in Fig. 3.
The antenna covered S11 ≤ 10 return loss and each band satisfies of application

for WLAN/WiMAX. The impedance bandwidth in lower band is 23.10% from 2.3
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Fig. 3 Return loss S11 of the proposed antenna

to 2.9 GHz at 2.6 GHz and impedance bandwidth in the higher band is 13.20% from
4.9 to 5.6 GHz at 5.3 GHz.

In this article, a dual band with dual rectangular slot cut, rectangular monopole
antenna for WLAN/WiMAX application has been implemented. The proposed
antenna has been achieved to gain and efficiency of Figs. 4 and 5. Fig. 4 indicates the
gain of the antenna which is 2.8 dBi for lower band at 2.3 GHz resonance and 5.2 dBi
for higher band at 5.6 GHz resonance. Fig. 5 is simulated efficiency of the proposed
antenna are 89% for a lower band at resonance 2.3 GHz and 94% efficiency for a
higher band at 5.6 GHz resonance frequency. The simulated radiation pattern has at
2.3 and 5.6 GHz, it’s seen Fig. 6. In this Fig. 6a, E plane and H-plane are shown
in Fig. 6b. In Fig. 7, it is shown the surface current distribution, this indicates the
behavior of the antenna. It can be observed from Fig. 7a patch and ground current,
highly red in color which indicates more impedance matching in this area and similar
to Fig. 7b.

Fig. 4 Gain of the proposed antenna
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Fig. 5 Efficiency of the proposed antenna

(a)                                                                        (b)

2.3 GHz 5.6 GHz

Fig. 6 a and b Radiation pattern of the proposed antenna

5 Conclusion

In this article, a dual band rectangular slot cutmonopole antenna forWLAN/WiMAX
application with ground plane also microstrip fed is done. The proposed antenna has
a compact size than the reference antennas, it’s seen in Table 2. The successful
implementation of impedance bandwidth is 23.10% from 2.3 to 2.9 GHz at 2.6 GHz
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(a)                                                                   (b)

Fig. 7 a and b Surface current distribution of the antenna

Table 2 Comparison of the proposed antenna with the reference antenna

References Compact size Impedance bandwidth
%

Gain No. of band

[10] 50 × 50 × 1.6 13.4 8.14 3

[11] 60 × 60 × 1.6 3.5 and 1.97 2.44 3

[9] 34 × 18 × 1.6 3.00 0.28

[13] 71 × 52 × 1 28.0, 26.0 14.0 and
12.5

2.5 4

Proposed antenna 20 × 20 × 0.8 23.10 and 13.20 2.8 dBi and 5.2 dBi 2

and impedance bandwidth in higher band is 13.20% from 4.9 to 5.6 GHz at 5.3 GHz.
And the gain of dual band are 2.8 and 5.3 dBi.
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A Low-Profile Three-Stub Multiband
Antenna for 5.2/6/8.2 GHz Applications

Sparsh Singhal, Pranjal Sharma, and Chandan

Abstract A low-profile multiband antenna achieved with three stub is proposed in
this paper. The proposed antenna achieved three bands of frequencies range: 4.8 GHz
to 5.4 GHz; 5.8 GHz to 6.4 GHz; 8 GHz to 8.4 GHz their resonating frequencies are
5.2 GHz; 6 GHz; 8.2 GHz. These frequencies are suitable for WiMAX application.
Miniaturization is obtained by taking a patch of and area 14× 18mm2. The proposed
structure has s11< -10dB for bandwidth of about 11.76%(4.8−5.4GHz); 9.83%(5.8–
6.4 GHz); 4.8%(8–8.4 GHz). The proposed antenna is simulated.

Keywords Monopole antenna ·Multiband antenna · FR-4 substrate and probe
feed technique

1 Introduction

This antenna is having features like low profile, low cost, compact size and one of
the most important applications is obtaining multiband which is used for different
applications. The demand for seeking works like WiMAX, WiFi, and so forth which
has been possible through wireless system. If the user wants to have their important
information at any time, the wireless networks will be suitable. Nowadays, the need
for communication is required more. WiFi has been played an important role in the
communication world and will remain forever. Growing office community led to
growing wireless transmission significantly. Wireless technology is used for a long
time. TheWiMAX application is used for communicating, from different places and
the number of its users increases every day. The hardware devices connect with each
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other without using awire or cable. There aremany processes for designing antennas.
Here, the use of monopole microstrip antenna is used due to easy construction, low
cost, and required features of the antenna with low profile devices. The multiband
antennas are used in different bands, due to which these antennas can be achieved
in terms of size. There are several ways to design multiband antennas. This antenna
uses three stubs and a rectangle ground plane for WLAN/WiMAX are used for
multiband and broadband communication. The frequency we obtain is valid for
different applications such asWiMAX(wireless broadband access to buildings),WiFi
6E, radar applications. The frequency band required for this application is all we
obtained and also advantage is easily simulation on which we work.

Also, we get knowledge about disadvantages so that we can work on it and over-
come it and these are narrow bandwidth, low efficiency, lower gain. Here we used an
antenna of area 14× 18mm2and also it consists of cut in ground part and height of the
antenna is 1.6 mm. After simulation, we used it in commercial and vast applications.
We get multiband of different frequency range at bands (i.e., (4.8 GHz−5.4 GHz-
WiMAX application); (6.6 GHz−7 GHz-WiFi 6E); (8 GHz−8.4 GHz-radar)). As
we know, our size is small which helps in balancing bandwidth, gain, and efficiency.

We take a result at a frequency of 2.4 GHz. Chandan and Rai [17]––there is
an antenna created which is used for WiMAX application, WiFi in this research
paper. This antenna consists of a rectangular patch with 2 L-shaped stubs and 3
slots over the ground which are separated by a substrate. As a result, the simple
design enables the antenna to operate in such frequencies of 1.9, 2.4, 3.5, 5.2, and
7.6 GHz which are across the WWAN/WiMAX/WLAN bands. Chandan and Rai
[16] Moreover, researches are done and in one research There is an antenna which
composes of a square patch etched with an X-shaped slit, and with an improved
ground plane the proposed antenna provides a relative wide 3-dB AR bandwidth of
24.2% (2.22–2.83GHz), 25.9% (2.92–3.79GHz), and 9.3% (5.45–5.98GHz), which
successfully covers the bands ofWLAN (2.4–2.484 GHz and 5.725–5.850 GHz) and
WiMAX (3.3–3.6 GHz). On further studying about WiMAX and WLAN applica-
tion [1–8]. The proposed antenna is of different types like monopole, Wang-shaped
patch antenna these all used microstrip feeding due to which dual band, enhanced
bandwidth features were achieved. Its applications are Bluetooth and GPS, wireless.
One antenna which is proposed is the pi-shaped antenna for a particular range of
frequencies, i.e., 2.4\2.8 GHz. The features were miniaturization of several antennas
that are U-slotted patch antenna, L-slotted monopole antenna which were used in
these truncated ground were used.

2 Antenna Design

The proposedmicrostrip antenna is shown in Fig. 1, which is comprised of a substrate
with an area of 40 × 30 mm2. Which is made up of FR-4 material which consists
of a rectangular patch of area 14 × 18 mm2. There is a strip of area 3 × 11.6
mm2. Whose one end is connected to the substrate and other to path this strip is
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Fig. 1 Proposed antenna

united with patch and in down of strip input is applied by the help of lumped port so
that we received the multiband which is suitable for WiMAX and other applications.
According to simulated results, as shown in the figure above,we obtained amultiband
of frequencies having range 4.8 GHz–5.2 GHz; 5.8 GHz−6.1 GHz; 8 GHz–8.4 GHz
which have the application like WiMAX, WiFi 6E, radar system. The figure shows
the ideal prototype of required multiband microstrip antenna. Here Fig. 1 shows the
footprint of the proposed microstrip patch antenna and the overall footprint of the
proposed design is 40 × 30 mm2. Fig. 2 shows the simulated results of return loss
which should be less than −10 (means at least 90% input power is given to device
and reflected power is less than 10%. This value is sufficient for many applications).

The proposed parameters are optimized using HFSS software. Also, the designed
guidelines of the proposed structure are shown in the figure which clearly shows that
how multiband behavior is obtained by a simple printed antenna (Table 1).

Fig. 2 Return loss of the proposed antenna
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Fig. 3 Configuration of the proposed antenna

3 Result Discussion

On the substrate we take one more rectangle of length 40× 11.6 mm2 and name it as
ground. Firstly, we take only a patch of 14 × 18 mm2 area but the result obtained is
only up to single band which doesn’t meet the requirement we want for a multiband
due to the application of WiMAX . Secondly, we further attach the strip of an area 8
× 0.5 mm2and unite it with the patch to achieve the multiband but this also doesn’t
give multiband and also doesn’t fulfill WiMAX application so we further process.
Thirdly, we simultaneously did two modifications; one, we attached one more strip
of an area 5 × 0.8 mm2 and unite it with a patch and the other we take an E-shape
cut in the ground to achieve the target but this time also we achieve the result as dual
band which is not suitable for WiMAX. Further fourthly, we take one more strip,
i.e., (p3) of an area 4 × 0.5 mm2and unite it with the patch this time our result start
coming but not that much required so in the last we take one more strip, i.e., (p4)
of an area 8 × 3.85 mm2 inside the patch and unite it with a patch and this time
ideal result is achieved and we get multiband required fir WiMAX application. This
much adjustment is only done to achieve multiband because we work on WiMAX
application (Figs. 3 and 4).

4 Result Discussion

Figure 1 shows the simulated design of the proposed antenna which comprises of
size 40 mm, 30 mm, 1.6 mm. The antenna shows return loss at 5 GHz; at 6 GHz; at
8.2GHz resonating frequencies, at this frequency antenna proposedmaximumpower
(Fig. 0.2). The antenna is used for wireless transmission.it is a monopole antenna
whose characteristic is its radiation which is maximum in horizontal directions. Its
types are whip, helical, umbrella, etc. Each antenna has its own design, character-
istics, etc. In today’s scenario communication is not possible without an antenna
specially a wireless application. It plays an important role nowadays in terms of
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Fig. 4 Radiation pattern of the proposed antenna

Table 1 Dimension of the
proposed antenna (mm)

Lsub 30 L2 6

Wsub 40 L3 8

Lf 11.6 Lp 18

Wf 3 Wp 8

L1 5 W1 9.5

W2 5 W4 4
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modern communication and one of its types is microstrip patch antenna which has
low size, low cost, simple design. The patch antenna takes any shape but in this paper,
we use three stubs with it for configurations. This patch is of low profile and is used as
long-range communication also for WiMAX applications. The proposed antenna of
multiband is used for various applications and one antenna met the different require-
ment and fulfill it. So, the main purpose is to obtain the multiband due to which
configuration will have to be done.

5 Conclusion

The proposed patch antenna array of three stub shapes was simulated and imple-
mented using FR-4 material substrate. As the analysis of HFSS software, we observe
that the antenna resonated at 2.4 GHz. In this paper, a low profile antenna with three
stubs that operate atWiMAXandWiFiWiFi applicationswas successfully simulated.
The result after implementation shows that the antenna produces return loss less than
10 dB at frequency ranges 4.8 GHz–5.4 GHz; 5.8 GHz–6.2 GHz; 8 GHz–8.4 GHz
and their resonating frequencies are 5.2GHz; 6GHz; 8.2GHz,which lies in the range
required for wireless transmission. The given antenna is easy in simulation and has
simple configuration. It also gives a fine radiation pattern. Hence, this antenna is
appropriate for wireless applications such as WiMAX, Wi-Fi 6E, etc.
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A Review on Renewable Energy System

Shraddha Sharma

Abstract Various organizations all across the globe adopted a mechanics called
‘Clean Development Mechanism’ (CDM). Clean and renewable energy resources
are developed due to the shortage of naturally available energy sources like fossil
fuels and natural gases. Research-based on renewable energy has become an essential
topic in the twenty-first century due to the higher energy crisis. On the other hand,
the energy extraction process, like the combustion of fossil fuels, gives rise to the
enormous pollution level in the world; thus, the utilization of these energy sources
leads to the rapidly decreasing their reverse. Natural resources like sunlight, wind,
tidal, geothermal, etc., are available all across theworld, and free of cost are popularly
known as renewable energy resources or non-conventional energy resources. Among
all non-conventional energy resources, solar energyor sunlight energy ismost popular
as well as widely used for the extraction of useful energy and power. Solar energy has
become one of the most promising alternatives for conventional energy resources.
In contrast to conventional energy resources, renewable energy resources are much
eco-friendly and much cleaner and produce energy without the harmful effect of
pollution.

Keywords Solar photovoltaic · Solar thermal · Wind energy · Renewable energy ·
Photovoltaic cells

1 Introduction

There are particular types of cells and equipment used for the extraction of useful
electrical energy from the solar energy of sunlight or solar irradiance these cells are
known as solar cells or photovoltaic cells or PV solar cells. The name “photovoltaic”
has been derived from the two words “photo” meaning light and “volt” meaning the
measurement of electricity which directly suggests the generation of voltage (elec-
trical energy) from the photon (incident sunlight energy). The transformation of the
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light energy in electrical energy is based upon the fact that in a semiconductor fixed
electron can be converted into a freely moving conduction electron. Ashwani et al.
[5, 6, 21] using the PV cell to harness the sun’s energy is a rapidly expanding science.
Heat energy can also be obtained from solar thermal power plants, where the light
energy is obtained from the sun with the help of solar collectors. Sunlight directly
falls on the solar collectors with high intensity, and these collectors can concentrate
the full sunlight, and heat energy can be obtained at the focus of the collectors, which
can be collected for heat utilization. Konstantinos [11, 14, 16, 22] wind energy can
be used for the generation of electricity, and it is also known as a renewable source of
energy. The wind is available all over the world free of cost, and it is one of the eco-
friendly and readily available sources of energy. Wind energy converts the form of
useful energy such as electricity with the help of a windmill, which can be installed in
the open hilly areas where the wind would be available without any interruption and
at a very high intensity so that this can be able tomove the blades of windmills and the
motor connected to the axes of the windmill can move quickly to produce the elec-
trical energy. Apart from solar and wind energy Hydropower, Biomass, Geothermal,
and Ocean energy are also considered as renewable energy sources [17]. India faces
on an average 300 sunny days per year and due to its ideal geographical position India
receives 1600–2200 kilowatt-hours per meter 2. According to NISE (National Insti-
tute of Solar Energy) in every state, nearly 3 percent of the land is available for solar
power plants and has the potential of approximately 750GWsolar energy production.
Stateswith high solar potential are Rajasthan,Maharashtra, Jammu andKashmir, and
Madhya Pradesh [23]. India’s wind energy program started in the 1990’s to provide
pollution-free energy in Asia [4]. In 2014 India became the fifth largest wind energy-
producing country. According to MNRE, India is on the way to produce 60000 MW
of electricity by 2022 using wind power. In 2010, the potential of onshore wind
energy was 49.1 GW while in 2012 it was updated to 102.1 GW at a hub height of
80m.According to an estimate presentedbyLawrenceBerkeleyNationalLaboratory,
India has a wind energy potential of 2000–3000 GW [15]. Hydroenergy is the most
exploited energy in India. Turbine machines are used to convert the kinetic energy of
flowingwater into electricity and India is among the top 10hydro energy power gener-
ators worldwide [26]. Nearly 20,000 MW of energy is generated via hydropower.

2 Principle of Photovoltaic Cell

Bell Telephone researchers developed the first photovoltaic cell. The diagram
showing the solar radiation and its types is given in Fig. 1. Initially, at first, PV
cells were used primarily in space to power the U.S. space satellite. But current solar
photovoltaic cells are being standard in many different applications. Solar cells or
photovoltaic cells are semiconductor material, a thin wafer of silicon, which consti-
tutes some properties of both metals and insulators, making it uniquely capable of
converting solar light into electricity. The top of the wafer has a tiny amount of phos-
phorus added to it. Thismakes the top portion of awafer having a sufficient amount of
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Fig. 1 Types of radiation from the Sun (Credit—Steve Ackerman and Tom Whittaker)

free, negatively charged electrons. The photovoltaic systemdirectly converts sunlight
into energy [10, 12, 13, 20]. Figure 2 shows the cross-section of real solar cells. The
starting material of solar cells popularly known as the base is a p-doped or p-type
semiconductor. It means it is a semiconductor crystal having an excess of acceptor
impurities. The emitter of the photovoltaic cell is an n-doped or n-type semicon-
ductor, i.e., excess of donor impurities, and it is highly doped as compared to the
base by some magnitude. Thus p–n junction formed is unsymmetrically doped. The
boundary between the two regions is called the p–n junction.

When the light of appropriate frequency falls on the junction, additional electron–
hole pairs are generated in both regions (due to the breaking of covalent bonds). As
light is absorbed by the p–n junction of the semiconductor diode, photons of light can
transfer their energy to the electron, allowing the electron to flow through thematerial
as an electrical current. In the absence of illumination, the reverse saturation (dark)
current in the p–n junction diode is proportional to the concentration of thermally
generated minority charge carriers and id denoted by Id . When the PV cell is placed
in the sun, the radiant energy excites the free electrons [3, 7, 18, 19]. If the complete
circuit is made by connecting the side of the wafer, electrons transfer their energy
from atom to atom from the n-type through the wire to the p-type. The photovoltaic
cell now starts producing energy, i.e., transfer of energy from moving of electrons.
Nowadays, in various power generation industries, the solar photovoltaic array is
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Fig. 2 Cross-section of real solar cell [1]

installed on the roof of the building itself, thus in such a case it will become more
difficult to ignore the effects of shades as the shade of building will definitely fall
onto the solar panel throughout the day and in every season. Thus, these shadows
decrease the level of overall power generated by the solar cells. Now to solve this
problem and to obtain the desired amount of electrical power a large number of
solar modules will be required, but it leads to the higher cost of the installation, and
because of the higher installation cost solar photovoltaic module will become useless
as compared to the initial situation. Arora et al. [4, 7, 17, 23, 25] this is the reason
why the impact of partial shading has been discussed in recent years. The study of
partial shading involves various time-consuming and cost-effective procedures and
became very complex such as it required appropriate weather condition, field testing
is very costly as well as time-consuming. On the other hand, the numbers of shaded
and illuminated cells are keeping on changing during the whole experiments. Thus
to obtain the accurate and appropriate results, it is better and more convenient that
the study would be carried out on some simulation model with the help of computer.

If a load connected along the wire such as a light bulb forming the circuit, the
bulb will glow as the electricity will pass through it. Here the conversion of sunlight
energy into electrical energy is an entirely silent and instant process. When the
reverse-biased junction is illuminated, the number of newly created electron–hole
pairs is proportional to the number of the incident photon [15, 26].

Each absorbed photon creates an electron and holes (an electron in the valence
band moves up to the conduction band, leaving a hole in the valence band). The
built-in electric field forces the electron toward the n-region and the hole toward the
p-region. The two sides of the junction thus become charge oppositely, so a voltage
is generated across the junction. This voltage drives a current in an external circuit,
i.e., an electrical current can be produced. Solar cells are used in space vehicles
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for charging batteries in the daytime and then taking electrical power from them at
night. Energy harvesting is one of the most recent applications of solar cell. New
technologies are continually being developed to make PV cells thinner and more
flexible. There are now PV roofing shingles. Rather than putting panels on your roof,
solar shingles can be used that match the conventional shingles for a more pleasing
look. Scientists are developing photovoltaic cells that can be fit into the homewindow
and on thin, flexible film that can be attached to the outside of the home.

3 Solar Thermal Power Plant

The sun can provide a vast amount of energy, and this energy has the potential
to fulfill all the needs of the entire population existing on the earth. According to
the International Energy Agency, the worldwide installed capacity of solar thermal
power plants is triple from 4 to 12 GW by 2020. The challenge is to utilize this
climate-neutral energy inefficient and cost-effective manner. The Sahara Desert has
an edge nearly Southern Moroccan town, and it is planning to build its own thermal
power plant.

Including the very first solar thermal parabolic trough power plant, and it will
have to be proved as the largest among other such kinds of power plants. One plant
having the intention to provide power up to 500MW is proposed by Ouarzazate after
the completion of the second construction phase. Proving climate-friendly electricity
supply is the first step going to be taken by the StateMoroccan Energy Agency. In big
countries like the U.S. and Spain, the technology of parabolic trough power plants
has already been adopted with the solar thermal power plant.

Using giant parabolicmirrors, sun rays can bemade concentrated on a kind of tube
known as an absorber tube through which the medium for transferring heat flows.
That medium most of the time is thermal oil. The main aim is to feed it onto the
power plant block, where water can be evaporated with the help of a steam turbine
which is capable of generation of electrical energy. Although this technology has
been proven itself in commercial areas. There are four main research areas presented
by the BINE Themen info brochure. They are:

• Fresnel system,
• Parabolic trough collector technology,
• Tower power system, and
• Tests and quality assurance.

Approximately, 95% of the solar commercially operated thermal power plants are
based on a parabolic trough system. Its cost can further be reduced by enhancing its
collector’s designs and by making its operation and maintenance to be automatic.
There is problematic thermal oil that has to be used now as the medium for heat
transferring because of its aqua toxicants and its property to leak in the pipeline
system, when dissolved in groundwater it can cause serious ecological damage. A
diagram showing the various types of solar concentrators is given in Fig. 3.
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Fig. 3 Types of solar collectors. (https://www.powerfromthesun.net/Book/chapter01/chapter01.
html)

4 Working of Parabolic Trough Solar Thermal Power
System

Only vertically incident radiations on the optical axis are to be concentrated on the
focal point. Thus the concentrator can continually track the path followed by the
sun. For this purpose, hydraulic drive system would be used. Electric motors are
used by the smaller collectors also. The sensor, which is used for the determination
of the position of the collectors, which is relative to the elevation of the sun, is
controlled by the drive system. The sun’s elevation is also calculated numerically
and the position of the sensor for collectors or by the combination of these two.
Concentrated solar radiation is transformed into heat and allows to transfer to the
heat transfer medium, i.e., oil flowing inside the absorber tube. This is a steel tube
having a coating of optical material for maintaining high absorbance in the range of
solar spectrum wavelength. Parabolic trough collector has a structure that is modular
in shape. All the collectors involved in the process are connected to one another and
mounted in rows on supporting pylons so that they would be torsional stiff.

A diagram is given that shows the various losses in sun energy while converting
into the electrical energy when incident on the surface of the concentrator mirror and
due to this reason the intensity of sunlight falling on to the concentrator surface is
higher than the intensity of the sunlight reflecting from the concentrator surface. The
losses associated with it are known as the End Losses. Figure 4 shows the end losses
in the solar thermal power plant.

5 Wind Energy

A converted form of solar energy is the wind energy; it can be produced by nuclear
fusion of two gases such as Hydrogen (H) and Helium (He) in its core. Heat and
electromagnetic radiation are streamed out from the sun into all over the space when

https://www.powerfromthesun.net/Book/chapter01/chapter01.html
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Fig. 4 Cosine effects and end losses

these two gases H → He fusion process takes place. For new power generation,
wind energy is considered as the primary energy source in the world energy market.
Because atmospheric pressure gradient movement of air takes place, it results in the
generation of wind energy. Wind flows from the region of the lower concentration
of wind to the region of higher concentration of wind. Wind speed and wind power
depend on the atmospheric pressure gradient. Windmills are the most important and
successfully utilized wind energy generation system. China is using windmills for
several previous years.

When the object having a given mass moves with a translational or rotational
speed exists kinetic energy moving air’s kinetic energy when the object moves are
determined by

Ek = 1

2
mv2 (1)

where ‘m’ is the mass of air, and ‘v’ is the speed of the wind over a specified time.
When the kinetic energy is differentiated with respect to time, wind power can be
obtained

Pw = dEk

dt
= 1

2
mv2 (2)

Only a small fraction of wind energy is converted into electrical energy. Blades of
wind turbines rotate when the wind passes through the wind turbine. The flow rate
of the corresponding mass of wind is

m = ρAv (3)

where ρ is the density of air, and ‘A’ is the swept area of the blades. Figure 5 shows
the swept area of the blades. Thus the power available in the wind can be obtained
as



722 S. Sharma

Fig. 5 Swept area of wind
turbine blade

Pw = 1

2
ρAv2 (4)

The swept area of blades can be calculated by the given below equation:

A = π
[
(l + r)2 − r2

] = π(l + 2r) (5)

6 Windpower Density

At any particular site, the wind power density is used as the comprehensive index for
the evaluation of wind resources. It is defined as the available wind power through
the particular cross-sectional unit area in a unit time in airflow.

Table 1 indicates the wind power density at two standard wind measurement
heights, i.e., 10 m and 50 m.
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Table 1 Wind power class w.r.t height

Wind power class 10 m height 50 m height

Wind power

density (W/m2)

Mean wind speed
(m/s)

Wind power

density (W/m2)

Mean wind speed
(m/s)

1 <100 <4.4 <200 <5.6

2 100–500 4.4–5.1 200–300 5.6–6.4

3 150–200 5.1–5.6 300–400 5.6–6.4

4 200–250 5.6–6.0 400–500 6.4–7.0

5 250–300 6.0–6.4 500–600 7.0–7.5

6 300–350 6.4–7.0 600–700 7.5–8.0

7 >400 >7.0 >800 >8.0

7 Analysis

China, India, and Pakistan collectively have nearly 40% of the world population
and due to growing economy the energy need is also increasing [2]. This can be
understoodbyper capita energy consumption in various countries as per the following
table:

Country Per capita energy consumption (kWh)

USA 13,361

France 7756

Germany 7217

China 2942

Turkey 2474

India 644

Sri Lanka 636.3

Pakistan 457

Afghanistan 119.8

Bangladesh 278.1

Nepal 454.1

In India, renewable energy sources constitute wind, biomass, small hydro, and
solar energy. TheWorld Institute of Sustainable Energy predicted [9] that the energy
renewable energy production would rise to 220 TWh by 2032. In 2015, the total
renewable energy production was 72.1 TWh [8] out of which the contribution of
wind, biomass, small hydro, and solar were 43.9 TWh, 3.5 TWh, 18.2 TWh, and 6.5
TWh, respectively, this can be understood by the following bar graph.
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According to Tiewsoh et al. [24], electricity model based on demands from 2015
to 2030 predicts 2 to 3 folds of enhanced consumption. The main problem in India is
the dependence on coal energy production. Emphasis is on coal energy production
which should be shifted towards renewable energy sources. Future options to fulfill
the need for energy may be solved by social acceptance of nuclear power, evaluating
the environmental impact of renewable energy sources, and gradually replacing high
carbon emission sources for electricity generation with low emission sources.

8 Conclusion

Global warming, environmental pollution, and energy security are some rising
concerns in the field of energy generation for the fulfillment of the present and
future needs. Thus the need for renewable energy sources for useful energy genera-
tion is necessary. Here the author tried to introduce some of the natural resources for
the generation of electrical energy such as solar energy solar thermal energy, wind
energy etc. Eco-friendly energy resources like wind, solar, hydropower, geothermal,
hydrogen, and biomass as the required replacement for fossil fuels. A short descrip-
tion of a solar photovoltaic cell is given by the author. The help of a suitable diagram
has described the basicworking procedure of a solar photovoltaic cell. The concept of
solar thermal power plants is given along with the figure showing the solar collectors
and their types. Eventually, the short description of wind energy leading to the wind
power density at the two heights has been shown with the help of a proper table.
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Low-Profile H Slot Multiband Antenna
for WLAN/Wi-MAX Application

Siddharth Vashisth, Sparsh Singhal, and Chandan

Abstract This paper presents a microstrip antenna that gives multiband when we
use a microstrip feeding at the input of the antenna. The proposed antenna is made
up of FR-4 substrate. The multiband that we obtained is used for different modern
applications and also we get a different range of frequencies at each band. Here, the
bandwidth is also satisfactory as we required and also return loss obtained is less than
10 dB as per the requirement. In this paper, various rectangular patch antenna arrays
are designed for the application of WLAN (wireless local area network) at 2.4 GHz.
The single patch antenna is designed using probe feeding technique. Arrays of 2 ×
1 are also designed using the edge feeding technique.

Keywords Low profile antenna · FR-4 Substrate and probe feed technique

1 Introduction

Today’s world is characterised by wireless communication and it is being served as
one of the biggest contributions of technology tomankind.Awireless communication
system uses the free space as the communication channel instead of wires and cables.
Here the electrical signals from the transmitter need to be converted into the EM
signals for propagation through free space and then the EM signals received by
the receiver need to be converted back into electrical signals. The transducer which
converts electrical signals to EM signals and vice versa at the transmitter and receiver
side, respectively, is called antenna. Hence antenna is playing a vital component in a
wireless communication system. Since the wireless devices are becoming more and
more compact on one side and increase in the number of applications in a single
device such as Wi-Fi, WiMax, Bluetooth, GPS, 5G, etc. [5]. There are some designs
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containing different shapes like U shaped, T shaped etc. [6, 7]. Parasatic radiation
elements of different sizes and stacked patch antenna result in thicker antenna [4].
On the other side, there is a need for antenna design, which is compact in size, light
in weight, lower in cost and supports multiple frequency band operation [8]. All the
above-mentioned needs are fulfilled by the microstrip patch antenna.

2 Antenna Design

The diagram of the antenna structure is shown in Fig. 1. The values of the parameters
are also enlisted in Table 1. The antenna is made on a cost-effective FR-4 epoxy
substrate of thickness 1.6 mm. There are three monopoles having different lengths,
microstrip feed line. In the typical design procedure of the microstrip antenna, the
desired resonant frequency, thickness and dielectric constant of the substrate are
known or selected initially. In this design of rectangular microstrip antenna, FR4

Fig. 1 Geometry of the
proposed antenna
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Table 1 Dimensions of the
proposed antenna (in mm)

All Dimensions in mm

L 10

L1 5

L2 10

L3 2

W 10

W1 2

W2 6

W3 5

W4 2.5

Fig. 2 Return loss of the proposed antenna

dielectric material (εr = 4.4) with dielectric loss tangent of 0.02 is selected at the
substrate with 1.6 mm height.

The antenna has shown−26.44 dB return loss at 2.4 GHz,−31.93 dB return loss
at 5.5 GHz and −39.41 dB return loss at 8.6 GHz resonant frequency and obtained
bandwidth is 2.4 GHz, 5.45 GHz and 8.56 GHz, which is shown in Fig. 2. At the
resonant frequency, antenna radiates maximum power.

3 Results and Discussion

Figure 1 shows the simulated prototype of our proposed antenna, which consists of
a compact size of 50 mm, 115.7 mm and 1.6 mm. The antenna has shown−26.20dB
return loss at 2.4GHz, −31.97dB return loss at 5.5GHz and −39.61dB return loss
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at 8.6GHz resonant frequency and obtained bandwidth is 2.45GHz, 5.85GHz and
8.55GHz, which is shown in Fig. 2. At the resonant frequency, antenna radiates
maximum power. Antennas play a vital role in the field of wireless communications.
Some of them are parabolic reflectors, slot antennas, patch antennas and folded dipole
antennas. Each one of the antennas is superior in its own characteristics, design and
applications. We can state antennas are one of the most essential things in wireless
communication without which the world could not have imagined the present day of
technology.

In Fig. 3a, we have designed a patch in which three slots are cut and we have
obtained the results as shown in the figure. In the above step, we get a single band
only between 8 and 9 and we are working for triple band so it is of no use for us now
so we have to do further slot additions in our design.

In Fig. 3b, we have done some modifications to improve our result so we have
added one more slot to achieve our result so that we can get triple band. After adding
a slot, we have received another band, which is not for our final result so we have to
do further modifications.

In Fig. 3c, when we cut one more slot then we have achieved our result, which
is triple band. This time we get usable frequency bands with usable application
at different frequencies. Return loss should be less than −10 dB for acceptable
operation. The antenna has−12.55 dB return loss at 2.4 GHz,−38.17 dB return loss
at 3.9 GHz and −28.61 dB return loss at 5.6 GHz (Table 2).

We have a frequency versus gain graph, which shows the gain for the proposed
antenna design at two different frequencies (Figs. 4, 5, 6, 7 and 8).

4 Conclusion

Low-profile H slotted antenna for different wireless applications is investigated and
successfully simulated in this paper. The antenna has shown −26.20 dB return loss
at 2.4 GHz,−31.97 dB return loss at 5.5 GHz and−39.61 dB return loss at 8.6 GHz
resonant frequency and obtained bandwidth is 2.45 GHz, 5.85 GHz and 8.55 GHz
at the maximum radiated power.
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(a)

(b)

(c)

Fig. 3 Step modification of antenna
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Table 2 Comparison of the
proposed antenna with
reference antenna

Ref Number of band Compact size of patch

[3] 2 70.5 mm × 87 mm

[13] 2 8.9 cm × 6.4 cm

Proposed antenna 3 20 mm × 10 mm

Fig. 4 Gain curve of the proposed antenna

Fig. 5 Current distribution pattern at 2.4 GHz
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Fig. 6 Current distribution pattern at 5.5 GHz

Fig. 7 Current distribution pattern at 8.6 GHz
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(a) At 2.4GHz

(b) At 5.5GHz

(c) At 8.6GHz

Fig. 8 Radiation pattern at different frequencies
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Dual Circular-Inverted L Planar Patch
Antenna for Different Wireless
Applications

Shivam Choudhary, Yash Sharma, Shubham Kumar, Shivam, and Chandan

Abstract This paper includes a dual operation and dual circular L planar patch
antenna, which is fed by the transmission line. Since the circular L planar patch
antenna is formed at C band, which is used in many satellite communication works.
It is also used in probe feeding. The proposed antenna is designed FR4 & Air, i.e.
we can say on a 2 layer substrate which have an area of 30 mm by10 mm. It has
two frequencies, which are 2.4 GHz and 5.5 GHz. For the dual bandA (−10 dB)
bandwidths having return loss of 4.3% and 4.6% are S11 characteristic respectively.

Keywords L-shape · Dual-band · Patch antenna · Antenna for wireless
applications

1 Introduction

The microstrip patch antenna has a dielectric substrate, also ground plane on the
different sides. We know that antennas are the soul and whole wireless commu-
nication cannot possible without the world would not have imagined the present
day of technology. This portrayed an unreplacable role in today’s world of wireless
communication systems. It (patch) could be any convenient shape but circular and
rectangular design frequently used configurations. It has a advantage of, low profile
planar configuration, capability to portable with microwavei.c. technology and low
fabrication costs, it is good for applications such as cell phones, radar systems,
pagers, wireless communication systems and satellite communication systems [3,
17]. Parasitic radiation elements of different sizes and stacked patched antenna result
in a thicker antenna [18]. There are some designs containing different shapes like
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Table 1 Dimensions of the
proposed antenna (Unit mm)
are shown above

All dimensions in mm

L 30 W 10

L1 4 W1 2

L2 2 W2 4

L3 6 W3 8

L4 2 W4 9

L5 6 W5 3

L6 4 W6 3

L7 8 W7 8

R1 2 R2 2

rectangle, circle, triangle and L shape have been reported [12, 14, 15]. The most
imp. advantages of using transmission line feeding is to simple to matched and easy
to fabricate. This paper contains a dual circular-inverted L planar patch antenna for
differentwireless applications having size (30*10)mmandh=1.6mm, respectively.

2 Antenna Design and Structure

It consists of many parameters, which are investigated using Ansoft HFSS software
version 11 (Table 1).

In the figure, we have two return losses for two different frequencies; one is 2.4
GHz having a return loss of −25 dB and 5.2 GHz having a return loss of −19 dB.

3 Results and Discussion

Figure 1 shows the fabricated prototype of our proposed antenna, which constitutes
a compact size of 30 mm, 10 mm and 1.6 mm. The antenna has shown −20.55 dB
return loss at 2.4 GHz and −19.17 dB return loss at 5.2 GHz resonant frequency
and obtain bandwidth is 2.45 GHz and 5.2 GHz, which is shown in Fig. 2. At the
resonant frequency, the antenna radiates maximum power. Antennas play a vital role
in the field of wireless communications (Fig. 3).
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Fig. 1 Proposed antenna design

Fig. 2 Frequency versus gain curve

Fig. 3 Gain curve of the proposed antenna
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(a)

In (a), we have a design in the inverted L shape on which we get the result as
shown in the figure. In the above step, we get a band only between 7 and 8 as we are
working on dual band then it is useless for us to make an antenna for single band so
we make some more changes to antenna design to obtain more band, which is useful
to some applications.

(b)

In (b), we modify our design in order to get better bands so we just cut a circle
from the above design. Now we get a single band but this time at 8–9 which is also
not too good for application, so we have to work on our design further.

(c)

In (c), we cut one more circle and analyses our result. This time we get dual band
at two frequencies with usable applications, one at 2.4 GHz and other at 5.2 GHz.
Return loss should be less than −10 dB for an acceptable operation. The antenna
has shown −20.55 dB return loss at 2.4 GHz and −19.17 dB return loss at 5.2 GHz
resonant frequency and obtained bandwidth is 2.45 GHz and 5.2 GHz.
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Fig. 4 Current distribution pattern at 2.4 GHz

Fig. 5 Current distribution pattern at 5.2 GHz

Current Distribution Pattern at Different Frequencies

See Figs. 4, 5 and 6.

4 Conclusion

In this paper, circular inverted L planar patch antenna for different wireless applica-
tions is investigated and successfully simulated. The antenna has shown −20.55 dB
return loss at 2.4 GHz and−19.17 dB return loss at 5.2 GHz resonant frequency and
obtained bandwidth is 2.45 GHz and 5.2 GHz. For dual-band operation, our design
shows perfect characteristics.
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(a)

(b)

Fig. 6 a, b Radiation pattern at different frequencies
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Effective Application and Sustainability
of Lean Six Sigma to Improve Process
Performance

Md. Ehsan Asgar, Rajeev Ranjan, Shrey Atre, Rahul Bhandari,
and Saba Zaidi

Abstract Six Sigma is a technique devised by Bill Smith of Motorola in 1985,
operates with the help of numerous statistical, data-based tools and techniques in
order to yield an appropriate result that substantially increases profits and ensures
delivery of value by deteriorating the variation and eradication of defects. With
global economy facing simultaneous slowdowns in the past few years, organiza-
tions are keen on finding an opportunity to curb the costs and lead the competition.
Thus, a procedure known as Lean Six Sigma is used, that can aid in achieving such
economic desires. Lean Six Sigma has been the one to show significant cost reduction
by increasing the rate of material flow and information, making the process more
efficient, and improves the grade of the product that is composed by the process.
Lean Six Sigma has successfully been implemented by organizations to significantly
improve a variety of processes in many different domains. The intent of this review
paper is to link Lean Six Sigma with certain sustainability factors and sustainability
itself.

Keywords Process improvement techniques · Process performance · Six sigma ·
Sustainability · Lean six sigma · LSS · CI

1 Introduction

Manufacturing companies always seek ways and means to cut on wasteful expen-
diture right from the Resourcing to finishing -goods stage and for this endeavor
is maximum profit with greater satisfaction in the excellence of the product. Inno-
vative technology, competitiveness helps in managing operations as per social and
environmental norms [1]. Therefore, when manufacturing the management to find
true outcomes must balance different elements in a combination so that the outcome

Md. E. Asgar · R. Ranjan · S. Atre (B) · R. Bhandari
HMR Institute of Technology and Management, New Delhi-110036, India

S. Zaidi
Learnet Skills Limited, New Delhi-110020, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
J. Singh et al. (eds.), Innovations in Cyber Physical Systems, Lecture Notes
in Electrical Engineering 788, https://doi.org/10.1007/978-981-16-4149-7_69

745

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-4149-7_69&domain=pdf
https://doi.org/10.1007/978-981-16-4149-7_69


746 Md. E. Asgar et al.

emerges knowledgeably [2]. Therefore, manufacturing companies require the capa-
bility of adjusting to the demand and supply of the market. For this, a keen eye is
to be kept on the supply line and backup plan to regulate the same both ways [3]. It
has been found that those companies who implemented lean manufacturing or the
lean production process have experienced greater benefits and results. Many use the
technique of Six Sigma method aiming to remove defects thereby not only compro-
mising outcomes but also helps in three different ways the applications are helpful
in cutting costs. Increasing competition in the company that how they can increase
their profits at the same time not compromising on the quality control, companies that
implementedmainly manufacturing were to be seen having gained a little less, which
is a combination of Lean manufacturing along with Six Sigma. In the final stage,
the implemented tools of Lean Six Sigma are effective in helping manufacturing
and the production sector. The supervisors and technicians work out schedules and
analyze what problems they face, therefore next, they start troubleshooting, which
helps in complex work environments to get the true output, which is both effective
and value-added [3].

2 Terminology

One must lay the groundwork to understand practical applications and the terms
for understanding the terminology Lean Six Sigma are important. Lean applications
involvemaximumpeople so that the goals are achieved, and they can be implemented
in many different contexts. This Six Sigma improves productivity through process
design and fusion occurs,which achieves a statistical control of the process improving
the speed at which the work is done [4]. But as per Lindeman, Six Sigma lacks
theoretical underpinning. To improve the process and achieve high levels, we must
go into the root cause of defects in order to achieve product availability [5].

One can say that this algorithm of Six Sigma has five phases [6]:

1. Defining
2. Measuring
3. Analyzing
4. Improving
5. Controlling.

One problem is to define a particular tool that is to be employed to measure the
scale of the problem in front; what causes it and how it can be removed that is all the
possible remedies andmeasures.As from research point of view, it is believed that this
approach should be expanded and studied to include environmental safety, integrity
and social responsibility of the job in the organization toward the country, society
and toward their own conscious [7]. Concluding with the above mentioned, stages
for foolproof drive and change in IT form; it is advised to engage all stakeholders into
the system so that everyone is involved at a constant pace for effective change and
smooth operation of the work [8]. Therefore, using this methodology and business
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Fig. 1 Pillars of Six Sigma
[10]

strategy to head toward a competitive global market, the tools and techniques need
to be efficiently applied [9]. Therefore, to maximize the results and minimize the
delays, we should see the scope, check on the cost and work out the schedule to
achieve desired quality (Fig. 1).

2.1 Defining

In the earliest stages of the process, defining is a crucial factor. Whether it is the
defining of the problem, defining of the goals, defining is the foundation of the
process.

Develop a Problem Statement

• Determine the process that is causing problems
This stage requires the team to have access to the existing data regarding the
ongoing problem. They should be able to determine and make a logical decision
about the process that might be the cause of the problem.

• Confirmation of the Priority and Impact of the problem
Now the team is required to create a problem statement, which includes:

– Severity: Severity of the problem is to be observed and noted. Specific data
are required but in case it is not available right away, the team might fill the
blanks later, perhaps during the phase.

• Confirm resources are available
Are people receptive to the issue and can dedicate time towards solving the issue?
It is critical to involve a Black Belt or a Team leader in such crucial situations.

2.2 Measure

Measuremeans toweigh the expectations of the clients, the shareholders and themost
importantly the customers. This can be done by studying the competitor analysis.
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2.3 Analyze

The assumption about the cause of the problem is one of the first steps taken while
initiating the project. If these notions have remained unreviewed, a “jump to conclu-
sion” situation might occur among the team, even without realizing the principal
issue underlying. Unregulated root causes prompt various issues including poor time
management, wastage of resources and bewilderment. The ideal way is to study the
entire project and data to get to the root cause with ease. Data analysis, process
observations and relevant tests are some of the methods of verification. It is crucial
to be very coherent about the sources of problems in the process of the project before
considering the solutions. The Analyze phase is dependent on such processes and
verification.

• Graphical Representation of the Data for in-depth analysis
The team is required to present the data collected using graphs and charts, so
that the problem as well as the overall improvement after the implementation of
the solution is evident. The graphical representation eases out the conversations
and makes way for a clear understanding between different departments as well.
It is pertinent to select the right charts and graphs that provide everyone with
valuable inputs about the causes of process issues and the clear picture of any
kind of improvement made after the implementation of the solutions. Below are
the graphs showing the before and after scenarios of implementation of LSS by
a company producing “Bolts” in accordance with the order they received. An
evident improvement can be observed with these graphs. These charts are used
by various industries be that Education, Food, Aerospace or Automobile, around
the world to successfully implement the LSS and demonstrate the results (Figs. 2
and 3).

• Verify the Cause(s) of the Problem
Before the Improve phase, the data are used by the team to analyze, process and
compare in order to sniff out the root cause of any problem or situation. This can
be done merely by watching or conducting hypothesis tests.

2.4 Improve

Improve phase consists of brainstorming for the right solution, regulate and initiate
changes if they are required in the process, implementation of solutions and collection
of data to affirm measurable improvement. A logical and continuous improvement
is the basis of the innovation and provision of elegant solutions, thus, enhancing the
customer experience. Following are the steps to be considered in the improve phase:

• Brainstorm solutions that might fix the problem
• Select the best and practical solution(s)
• Implement the solution(s).
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Fig. 2 Graphical representation of before and after scenarios of implementing lean Six Sigma with
in-depth analysis [33]

Fig. 3 Lean Six Sigma control chart showing limits and stability analysis [34]
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2.5 Control

During the Control phase of the analysis, the whole team is focused on devising a
plan to estimate the accomplishments of the reorganized procedure and building up
a resource plan in the event that there is a plummet in execution. Once completed,
these plans are handed over to the process owner to maintain continuous upkeep.
The process owner then makes sure that the process is continuously monitored and
maintained. This results in control on flow of information and the accuracy of the
process, hence, allowing accurate repeatability.

3 The Methodology of the Research

The primary intent of this research is to recognize and link the “Lean Six Sigma”with
that of sustainability so that the issues and the opportunities could be very well-typed
for productive outcomes [11]. The best way is to identify content and all crucial
steps, which should be taken to discover and to conceptualize the detailed study.
This involves four stages, which are defining units, classifying them, the material
evaluation along quality publication followed by delimiting in a way in order to
have a structured and effective literature review [12]. The next criteria are all about
customer satisfaction, improved quality, improved productivity, increased profit and
employee involvement along with reduced turnover rate [13]. Now the priority rates
that are set after the decision-making technique are subjected to alternative reasons
for the achievement of goals [14].

4 Augmentation of Lean Six Sigma

Augmentation of Lean Six Sigma can be identified by the following identifiers [15]:

(1) Signals and Alerts in order to divert attention from task.
(2) Improve the decision-making through experience and learning.
(3) Feedback forgets cities development.
(4) Communication for efficient work.

The methods that provide significant importance to the dynamics and activities
of cognitive work are to be considered. The sustainability and the urgent need of
Six Sigma in the need of research field, more and more organizations are required
to outsource things to make operations sustainable [16]. It can be observed that on
the research of integration of Lean Six Sigma, it is presumably to be found, that
management focuses on Lean Six Sigma and sustainability to have a better place in
all geographical areas of applications concerned [17].
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5 Sustainability of Lean Six Sigma

Sustainable in general business terms might cite to the safeguard of the attributes
and all the resources that make an organization capable of standing toe to toe and
even surpassing their rival organizations in the same industry. Thus, it can be said that
sustainabilitymight assume the number of definitions dependingupon the perspective
of the viewer. It can be observed as to mean endurable, tenable, tolerable, acceptable,
plausible, justifiable and debatable. Bhasin [18]. Initially, it was only a representation
of the environmental concerns. Now, we can see that the word sustainable has taken a
broader shape and its incorporationmight not only be limited to a specific zone. Thus,
designating sustainability as an incorporation of social and economic issues; making
it a composite of social, economic and environmental factors [19]. An organization is
ready to commence changes toward economic surge, social advancement and envi-
ronmental protection continuously in order to grasp a better future and entwine such
changes eventually as the part of the organizational policy is worthy of being titled
sustainable. Burke andGaughran [20]When observed through the lens of economics,
sustainability is the continuous addition of value and creation, which falls in perfect
alignment with the principles of Six Sigma [21]. It involves reduced ramification,
improved veracity and better effectiveness throughout the business process [22].

5.1 Sustainability Factors for Lean Six Sigma

The application of a sustainable strategy is dependent upon the number of critical
factors [23, 24]. Both the internal and external factors make up for this implementa-
tion. The internal determiners are corporate governance and stakeholder engagement.
The social and cultural factors alongside the legal system in the country constitute
the external factor [25]. A few of them are mentioned below [26]:

• Continuous Improvement (CI) culture: Deming defined the continuous
improvement philosophy as a “Consistent improvements that increase success
and reduce failures [27]”. In this, Bessant added “a company-wide process of
focused and continuous incremental innovation [28].” When observed from the
perspective of Six Sigma, this is a culture, which is the reflection of sustained
improvement with the primary objective of waste reduction in every possible busi-
ness process within the organization. The continuous effort is all about searching
root problems, sources of variation and waste alongside ways to eliminate them
in the long run. It has to be something done by each employee day in day out.

• Innovative culture: While CI is the source for sustainability in LSS, innova-
tion makes up for the competitiveness in LSS. Juergensen [29] Various studies
conducted in this direction have shown that new improved and innovative culture
strengthens the competitiveness of the firm and the employees. It is only through
creativity and innovativeness that managers sometimes find success with the most
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unorthodox and out-of-the-book methods in the field of company management,
which lays the foundation for future success [30].

• LSS knowledge of the Employees: Employees’ knowledge about LSS and
sustainability is definitely a crucial factor. This naturally involves the knowledge
of DMAIC.As the firm progress, most of themembers should be inclined or rather
made to achieve a Green belt in Six Sigma at least. The number of Black Belts
and other lower belts should constantly be on the increasing side of the scale. This
will better the overall working and manufacturing structure of the firm. Hence,
continuous employee training in order to develop a better understanding of them
is quite essential [31].

• Communication: Naturally, communication plays an important role for a better
performance altogether in the firm and naturally in the active implementation
of Lean Six Sigma. In several publications, it is emphasized that efficient and
frequent communication provides the momentum in LSS continuation [26]. The
LLS sustainability requires effective top-down communication in order to provide
employees with clear objectives and consistent mission statements [32]. Just as
discussed in the first phase of Six Sigma brainstorming is a part of communication.
Therefore, an effective communication is essential when it comes to correct Lean
Six Sigma implementation.

6 Conclusion

Growing organizational interest in Six Sigma has seen quite a tremendous growth in
recent years of the Industrial Calendar. Project-driven organizations are leaningmore
and more toward Lean Six Sigma day by day. Multiple factors are responsible for
influencing six sigmaprojects; fewof thembeing greater involvement ofmanagement
and commitment toward the organization, control skills, effective cultural changes
and perpetual trainings. The core of the better and successful implementation of this
method lies in understanding the topic first hand. Numerous approaches have been
available at hand to increase the overall performance of divergent business sectors
and strategies. Lean Six Sigma is something, which relies heavily on rigorous, data-
driven, result-based approach in order to reach business process improvement. It uses
strategies evolved in the lap of giants of the market such asMotorola, GE, Toyota and
Xerox to name a few. Integration of such strategies to make tools a powerful engine
is created to improve quality, efficiency and speed. It also is a crucial factor to ensure
minimum wastage and thus creating the overall sustainability factor of the process
pretty high. Lean Six Sigma has proven to be one of the most potent tools to improve
overall proficiency and quality. One of the major drawbacks of this method is to
maintain its sustainability factor. If the project is only dependent upon the support
of management to move forward, then staff lower in the hierarchy may not be able
to propagate it further, or at least they cannot be trusted with it. Focus and support
for LSS are the essential factors that can very well define its sustainability.
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Determination of Apple, Lemon,
and Banana Ripening Stages Using
Electronic Nose and Image Processing

S. Suthagar , K. S. Tamilselvan , M. Priyadharshini, and B. Nihila

Abstract The objective of this paper is to determine the ripening stages of fruits
like the unripe stage, ripeness stage, and overripe stage by using electronic nose and
image processing. The electronic nose consists of an array of sensors such as MQ-3,
MQ-6, MQ-8, MQ-135 was placed inside the fruit chamber to detect the various
odors emitted from the fruits. Each sensor is capable of detecting various gases that
were emitted from apple, lemon, and banana. Based upon the value detected by
these sensors, ripening stages of these fruit samples were done. Parallel to this image
processing techniquewas done to determine the ripening stages of these fruit samples
by their color and shape. Finally, the results obtained by electronic nose and image
processing techniques were compared along with manual verification by the human
being to improve the accuracy of the ripening stages of apple, lemon, and banana.

Keywords Ripening stages · Electronic nose · Image processing · Sensors · Fruits

1 Introduction

Industrial and agricultural field plays an important role in the economic development
of any country. Fruit producers should know the right time for harvesting fruit and at
the same time, it should reach the customer before it gets overripe. Fruit’s maturity
stage is the main factor that affects the fruit quality during ripening andmarketability
after ripening. Identifying the fruit maturity phase will help the farmers to avoid early
harvesting,whichmeans harvestingunripe fruit. Itwill avoid unwanted transportation
of unripe and overripe fruit to save money and time. By proper determination of the
fruits, the ripening stage will not allow any wastage of fruit but at the same time, it
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ensures good quality of fruits reaches the market for customers. This might surely
help farmers to prevent the unwanted pre-harvest and post-harvest fruits.

2 Literature Review

Prabha [8] Image method technique is to search out the ripening stage like an unripe
stage, ripe stage, overripe stage of banana fruit by its color, and size price of their
footage precisely. Throughout this paper, the mean color intensity from the bar chart,
area, perimeter, major axis length, and minor axis length from the size values was
extracted from the activity image. Analysis of variance between each maturity stage
on these choices indicated that themean color intensity and house featurewere tons of
important in predicting the ripening stage of banana fruit. Their unit of measurement
two classifier rules notably mean color intensity recursive rule and house formula
were developed and their accuracy on maturity detection was assessed. Hence, this
method helps the farmers at the right time of harvest by avoiding pre-harvest of fruit.

Devalatkar andKoli [4] It develops a technique not only to speed up the processing
time but alsominimizes error in the finding of the age factor of fruits. This proposes an
effective fruit grading systembased on computer vision techniques. It also determines
the defective or non-defective and unripe or ripe or overripe stage of the fruit.

Arakeri [1] It consists of a group of sensors to recognize the odor emitted from
fruits. By this, they can eliminate or reduce the lack of quality by using an ethylene
gas sensor that can detect fruit maturation. It is also used for continuous monitoring
of the freshness of any fruit at the time of sale.

Raut and Bora [9] An electronic nose that is wireless for identifying the ripening
stages of fruits. Zigbee, an electronic nose, which is a group of sensors, LabVIEW
GUI, and fruits are the sensing system for this project. LabVIEW stand-alone appli-
cation is for data analysis and principal component analysis-based data classification
technique is used to determine the performance of an electronic nose.

Kaur and Gupta [7] It develops a non-destructive instrument that is used for the
classification of various fruits. This consists of an array ofmetal oxide semiconductor
gas sensors. The project is based on the response of a sensor array to different VOC
emitted from the fruit during its ripening stages. These are analyzed by using PCA
and this method is also used for grading and classification of different climacteric
fruits, which depends on the ripening stages of fruits.

3 Methodology

The ripening stages of banana, lemon, and apple were determined and classified by
using image processing techniques and electronic nose. The result obtained by these
two processes was compared to determine the ripening stages. This comparison will
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give us a better result. The process to determine the ripening stages is explained
below.

3.1 Determining the Ripening Stages Using Image
Processing

The objective of this work is to determine the ripening stages (unripe, ripe, over-
ripe) of fruits samples of banana, lemon, and apple. For this, the image processing
technique is used to classify the numerous ripening stages of fruits samples by mean
color intensity. There are several stages involved in the determining of fruit ripeness
stages. They are image acquisition, edge detection, RGB value, and classification
supported maximum color value. A block diagram of classification for fruit ripening
stages is shown in Fig. 1.

3.1.1 Image Acquisition

The acquisition is that the initiative involved the method of classifying the fruits
ripening stages. The fruit image is captured by using a camera. This captured fruit
image is given as input for this classification process.

Fig. 1 Block diagram of classification for fruit ripening stages
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3.1.2 Edge Detection

Edge detection is one of the image segmentation techniques. This may determine
the lines or edges present in an input fruit image. Suthagar et al. [11] The important
use of edge detection is to simplify the image data to attenuate the data that are to
be processed. There are alternative ways to try edge detection. Most methods are
Laplacian edge detection and gradient edge detection. The acceptable sort of edge
detection is to be chosen on the idea of requirements for vertical, horizontal tangential
edges present within the input image. Sobel filter is employed for this classification
work.

3.1.3 RGB Value and Classification

RGB is the format of any color image. The input fruit image is represented with three
matrices of sizes matching the image format. Suthagar et al. [10] These matrices
correspond to one of the red, green, blue. This RGB value is obtained by using an
image processing tool. Then, the maximum color value in an input image can also
be obtained. Based upon the maximum color intensity value of an input fruit image,
the ripening stages of fruits can be classified.

3.2 Classification Using Electronic Nose

This process comprises of electronic nose, fruit chamber, Arduino board, and LCD.
After all technical initiation of the electronic nose, the fruit is placed inside the fruit
chamber. Geethapriya and Marypraveena [5] Fruit chamber is tightly closed with an
array of sensors inside. The sensor array consists of MQ 3 sensor, MQ 6 sensor, MQ
8 sensor, and MQ 135 sensor, which senses the gases emitted from the fruits. Each
sensor has the capability of sensing gases in particular ranges. The processor takes
the input from the sensors and it displays the value in LCD. The block diagram of
classification for fruit ripening stages is shown in Fig. 2.

3.2.1 Array of Sensors

MQ3 sensor is suited for sensing or detecting the gases of ethanol with a standard
detection range is 0.1–100 ppm and it has a fast response and high sensitivity. It
also has a stable and long life. Kanade and Shaligram [6] MQ6 sensor detects the
gases of alkanes (propane, butane), and olefins with a standard detection range are
0.3–50 ppm. It also has a fast response, a stable and long life. MQ8 sensor is suited
for detecting the gases of hydrogen with a standard detection range is 0–3 ppm.
Chen et al. [3] It also has a stable and long life at low cost. MQ135 sensor detects



Determination of Apple, Lemon, and Banana Ripening … 759

Fig. 2 Electronic nose for classification of fruit ripening stages

Fig. 3 Shows a MQ3, bMQ6, c MQ8, and d MQ135 sensors

the gases of ammonia, sulfides with standard detection is 0.01–100 ppm. It also has
a fast response and high sensitivity stable (Fig. 3).

The target gas, concentration, and operating temperature of MQ3, MQ6, MQ8,
and MQ135 sensors are shown in Table 1.
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Table 1 Specifications of MQ3, MQ6, MQ8, and MQ135 Sensors

Sensors Target gases Concentration Operating temperature

MQ-3 Alcohol, ethanol, and smoke (0.1–100) ppm 10 °C–0 °C

MQ-6 LPG, butane, propane, LNG (0.3–50) ppm −10 °C–50 °C

MQ-8 Hydrogen (0–3)ppm −10 °C–50 °C

MQ-135 NH3, NOx, alcohol, benzene, smoke, CO2 (0.01–100) ppm −10 °C–45 °C

Fig. 4 Arduino board

3.2.2 Arduino Board

AnArduino board acts as a microcontroller kit. The Arduino pin diagram is shown in
Fig. 4. The operation voltage of the Arduino board is 5 Vwith 14 digital input/output
pins and 6 analog input pins. Each digital input pin takes 40 mA and the output pins
provide 40 mA DC.

Each analog input/output pin provides 10-bit resolutions. The electronic nose has
been interfaced with this Arduino board. Arduino board takes the analog output from
the odor sensor and provides the display in LCD.

3.2.3 Operating Procedure of Electronic Nose

The proposed electronic nose systemwas testedwith the odors of three fruits, namely,
lemon, banana, and apple. The odors were prepared by placing samples of fruit in a
fruit chamber sealed with a membrane. The operational procedures were as follows:

• The fruit chamber was opened and the exhauster fan was ON to prepare the
chamber to place fruits. The exhauster fan is ON state to pump the odor present
inside the fruit chamber.
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• Once the fruit is placed inside the chamber itwas closed, and the sensor’s resistance
was given 60 s to reach a steady state. The classification result obtained by sensors
appeared on the LCD.

• The fruit that is paced inside the chamber was removed after taking the reading.
After this, empty chamber is kept opened and the exhauster fan is made to ON
state for 60 s.

• After 60 s, another fruit is placed inside the chamber and closed tightly. This
process continued for various fruits and reading was noted. The sensors and the
exhauster fanmade byDCmotor both fit into the fruit chamber and the transparent
box, which contains the interface circuitry and the Arduino board.

4 Results and Discussion

4.1 Classification Using Image Processing

The results obtained by the image processing technique which determines the fruit
and classifies the ripening stages of various fruits by their shape and color are shown
in Fig. 5. Figure 5a, c, and e represents the different ripening stages of banana fruit
on various days, and Fig. 5b, d, and f shows the ripening stages of an input banana
on various days.

In this system, the ripening stages of various fruits can be classified. Figure 6a,

Fig. 5 a, c, e are the input
images and b d, f are the
corresponding results

(a) (b)

(c) (d)

(e) (f)
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Fig. 6 a, c, e are the input
images and b d, f are the
corresponding results

(a) (b)

(c) (d)

(e) (f)

c, and e represents the different stages of lemon fruit images, and Fig. 6b, d, and
f shows the corresponding ripeness stages of an input lemon fruit, which are given
below.

Figure 7a, c, and e represents the different stages of apple fruit images, and Fig. 6b,
d, and f shows the corresponding ripeness stages of an input apple fruit, which are
given below

4.2 Classification Using Electronic Nose

The ripening stages of various fruits were determined and classified by using an
electronic nose. Figure 8 represents the experimental setup of an electronic nose
system. Figure 8a, b, and c represents the experimental setup of an electronic nose
system for apple lemon and banana fruit.

Unripe banana, lemon, and apple are taken for testing by using an electronic nose,
which consists of MQ3, MQ6, MQ8, and MQ135 sensors. Everyday sensor reading
is monitored at 6.00 am, 12.00 pm, and 10.00 pm for all three fruits. The average
value of each sensor is treated as the day reading of each sensor for that respective
fruit. The day-wise and time-wise readings taken from different sensors for three
fruits are given in Table 1. It was observed that banana fruit is unripe for the value of
theMQ3 sensor lies between 0.0116 ppm and 0.0139 ppm, theMQ6 sensor value lies
between 0.6281 ppm and 0.4954 ppm, MQ8 sensor value lies between 0.0060 ppm
and 0.0129 and the MQ135 sensor value lies between 0.3288 ppm and 0.3372 ppm.
It was also observed that lemon fruit is unripe for the value of MQ3 sensor lies
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(a) (b)

(c) (d)

(e) (f)

Fig. 7 a, c, e are the input images and b d, f are the corresponding results

between 0.0282 ppm and 0.0307 ppm, MQ6 sensor value lies between 0.5484 ppm
and 0.6120 ppm,MQ8 sensor value lies between 0.0060 ppm and 0.0370 andMQ135
sensor value lies between 0.3976 ppm and 0.4550 ppm. Similarly, it was observed
that for apple fruit is unripe for the value of MQ3 sensor lies between 0.0044 ppm
and 0.0103 ppm, MQ6 sensor value lies between 0.5568 ppm and 0.6205 ppm, MQ8
sensor value lies between 0.0309 ppm and 0.0509 ppm and MQ135 sensor value lies
between 0.3962 ppm and 0.4258 ppm.

From Table 2, it was observed that banana fruit is ripe for the value of MQ3
sensor lies between 0.0175 ppm and 0.0253 ppm, MQ6 sensor value lies between
0.0706 ppm and 0.0708 ppm, MQ8 sensor value lies between 0.1599 ppm and
0.1633ppm, and MQ135 sensor value lies between 0.3673 ppm and 0.4037 ppm.
It was also observed that lemon fruit is unripe for the value of MQ3 sensor lies
between 0.0340 ppm and 0.0415 ppm, MQ6 sensor value lies between 0.7725 ppm
and 0.8341 ppm, MQ8 sensor value lies between 0.1641 ppm and 0.1739ppm, and
MQ135 sensor value lies between 0.5805 ppm and 0.6565 ppm. Similarly, it was
observed that for apple fruit is unripe for the value of MQ3 sensor lies between
0.0338 ppm and 0.0630 ppm, MQ6 sensor value lies between 0.7767 ppm and
0.8016ppm,MQ8sensor value lies between 0.1779ppmand0.2034ppmandMQ135
sensor value lies between 0.5825 ppm and 0.6380 ppm.
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(a)

(b)

(c)

Fig. 8 a Electronic nose system for determining the ripening stages of apple fruit b Electronic nose
system for determining the ripening stages of lemon fruit c Electronic nose system for determining
the ripening stages of banana fruit
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As mentioned in Table 2, banana fruit is overripe for the value of MQ3 sensor lies
between 0.0641 ppm and 0.0731 ppm, MQ6 sensor value lies between 0.0128 ppm
and 0.0129 ppm, MQ8 sensor value lies between 0.1849 ppm and 0.1930 ppm and
MQ135 sensor value lies between 0.4671 ppm and 0.4831 ppm. It was also observed
that lemon fruit is overripe for the value of MQ3 sensor lies between 0.0593 ppm
and 0.0757 ppm, MQ6 sensor value lies between 0.9206 ppm and 0.9915 ppm, MQ8
sensor value lies between 0.1850 ppm and 0.1942 ppm and MQ135 sensor value
lies between 0.8231 ppm and 0.9283 ppm. Similarly, it was observed that for apple
fruit is overripe for the value of MQ3 sensor lies between 0.0885 ppm and 0.1034,
MQ6 sensor value lies between 0.9187 ppm and 0.9035 ppm, MQ8 sensor value
lies between 0.2724 ppm and 0.3130 ppm and MQ135 sensor value lies between
0.8282 ppm and 0.9083 ppm.

After measuring the values by various sensors, the ripening stages of all the
tree fruits were determined. To improve the efficiency of the system, data collected
from the electronic nose are compared with results obtained by image processing
technique and manual verification of fruits on the respective days are shown in Table
3. Accuracy of the ripening stages was calculated for this system to show that the
ripening stage determination of banana is 94.44%, lemon has 83.33%, and apple
has 100%. This method of verifying the fruit ripening stages produces better results
when compared with other methods, which were done earlier.

5 Conclusion

This proposed system has better efficiency when compared with other existing
systems. The accuracy of ripening stages was well determined by comparing the
result produced by electronic nose and image processing techniques. Also to improve
the accuracy of the system, it was compared with manual verification by the expert
in that field. This system will help farmers to prevent unwanted pre-harvest and post-
harvest fruits. This will also reduce the labor work in the packaging phase of the
industry. Thus, the determination of apple, lemon, and banana ripening stages using
electronic nose and image processing was done with good accuracy.
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Material Selection and Analysis
of Bicycle Frame

Sourav , Ankit Sharma , and Mrinal Pandey

Abstract In this paper, different materials have been selected using Ashby’s charts
of young’s modulus with density (E vs. ρ) and strength with density (σ vs. ρ).
The selected materials were analyzed for static forces on a diamond-typed bicycle
frame in SOLIDWORKS, a computer-aided design software. The primary focus is
to select a material of high strength, high stiffness, and lower mass as possible. The
differentmaterials selected for this purpose fromAshby’s charts areCFRP, aluminum
alloys, titanium alloys, and steel alloys. For analysis, the rider’s weight distribution
is considered as 30%, 45%, and 25% on the handlebar, bottom bracket, and rider’s
seat, respectively. Based on various parameters such as maximum displacement,
maximum stress-induced, andmaximum stress to density ratio, it has been concluded
that CFRP is the best-suited material for high strength, stiffness with lower mass for
a bicycle frame.

Keywords Material selection · Bicycle frame · Analysis · Strength · Ashby’s
charts · CAD · Simulation · CFRP · Alloys

1 Introduction

Material is one of the most critical considerations for any mechanical design. It
should be readily available, cost less, and provide excellent strength and rigidity for
members to function correctly [1].Material selection for bikes has been evolved from
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wood, steel tubes, aluminum tubes, carbon fiber, etc. from the 1800s to the present; a
wide range of research has done on these materials for their best application in bike
frames. A basic bike frame is generally quadrilateral consisting of two triangulations
for a rigid structure. The length of the frame tube from the bottom bracket to the
upper side of the seat tube represents the size of the frame [2], and it also depends on
the category of bike and the biker. The bike frame must be capable of absorbing the
forces act on it and must support all the components [3, 4]. Generally, stress analysis
on frames is done using simulation software like Ansys, Solidworks, Pro-E, etc.

2 Methodology

2.1 Ashby Charts for Selecting Materials

The two most common Ashby chats are E versus ρ, i.e. young’s modulus versus
density and σ versus ρ, i.e. strength versus density. The charts are provided with
guidelines used for selecting appropriatematerial as per requirements. As the frame’s
members act as a tie having constant cross-section area, and members contain only
axial loads; therefore, a line with slope equals one has chosen as a reference line
for both the graphs. Hence, the guideline having linear relation, i.e. E/ρ and σ/ρ, is
selected for selecting a range of materials for high stiffness to mass ratio and high
strength tomass ratio, respectively. In common practice, ceramics are avoided as they
can fail catastrophically without any indication; therefore, one can select materials
from polymers and metals. Guidelines that are selected can be shifted parallel to the
general range of material, the higher the position of these guidelines in the general
range means the better the strength and stiffness material we get for bike frame as
shown in Figs. 1 and 2. From Fig. 1, it can be observed that the guideline shifted is
touching CFRP and the nearby materials are Al alloys, Ti alloys, steel alloys having
the similar elastic modulus compared with CFRP, in fact, steel alloys have more
strength compared with CFRP, but meanwhile, they also have more density, which
implies more mass as the volume of members are constant due to constant cross-
section area. So, we need to take the ratio of E/ρ of the selected materials, and the one
who is having the highest ratio is the best material for high stiffness and low mass.
Table 1 shows the selected materials and their ratio. It can be observed from Table 1
that CFRP has a high E/ρ ratio. Hence, it is selected. Similarly, to get high strength
with low mass material, the highest ratio of σ/ρ is selected, i.e. CFRP is shown in
Table 2.
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Fig. 1 Ashby chart of E versus ρ

Fig. 2 Ashby chart of σ versus ρ
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Table 1 Materials and their E/ρ ratio

S. no. Material E (GPa) ρ (Kg/m3) E/ρ

1 CFRP 150 1500 0.1

2 Al alloys 80 2500 0.032

3 Ti alloys 110 4500 0.0244

4 Steel alloys 210 8000 0.02625

Table 2 Materials and their σ/ρ ratio

S. no. Material σ (MPa) ρ (Kg/m3) σ/ρ

1 CFRP 800 1500 0.533

2 Al alloys 200 2500 0.08

3 Ti alloys 500 4500 0.111

4 Steel alloys 410 8000 0.05125

2.2 Design and Analysis of Bicycle Frame

A basic structure of the bicycle frame is of Diamond-type with proper triangulations
to make the frame rigid so that it can transfer the force to each member effectively. A
similar design has made using Solidworks, which is a CAD and simulation software.
Figure 3 shows the basic frame structure with nomenclature.

Fig. 3 Bicycle frame nomenclature
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Fig. 4 Forces acting on the bicycle frame

In the static analysis, it is assumed that the weight of rider is distributed as 30%
on the handlebar, 45% to the bottom bracket through which paddles are attached, and
25% on the seat on which the rider is sitting. For the static analysis of the frame, the
rider mass has been considered 90 kg, which means 90 * 9.81 = 882.9 N in weight,
and hence the weight distribution is 264.87 N on the handlebar, 397.305 N on the
bottom bracket and 220.75 N on the bike seat. Figure 4 shows the different forces
acting on the bicycle frame.

3 Results

The static simulation has performed on a bicycle frame with four different materials
under consideration, and the results of stress and displacements are shown in Figs. 5,
6, 7, 8, 9, 10, 11 and 12.

The results of the maximum stress induced (MPa) and maximum displacement
(mm) analysis of bicycle frames subjected to different materials are listed in Table 3.

4 Discussions

Table 3 shows that the maximum displacement of CFRP is the lowest among all,
i.e. 0.275 mm; hence, the CFRP’s frame will be more rigid. Further, to find out the
material that can provide sufficient strength to bicycle frame with the lowest mass
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Fig. 5 Stress analysis of CFRP bicycle frame

Fig. 6 Displacement analysis of CFRP bicycle frame
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Fig. 7 Stress analysis of Al alloy bicycle frame

Fig. 8 Displacement analysis of Al alloy bicycle frame
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Fig. 9 Stress analysis of Ti alloy bicycle frame

Fig. 10 Displacement analysis of Ti alloy bicycle frame

possible, we need to select the material with the highest strength to mass ratio. Table
4 shows the stress to density ratio for all the chosen materials, and it is highest for
CFRP, i.e., 0.02622; hence CFRP’s frame will have the highest strength providing
the lowest mass.
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Fig. 11 Stress analysis of steel alloy bicycle frame

Fig. 12 Displacement analysis of Steel alloy bicycle frame

5 Conclusions

By analyzing the above static analysis’ results and observations, it is manifest that
from Ashby’s chart, one can select a wide range of materials as per the requirement,
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Table 3 Displacement and
stress analysis results

S. no. Material Maximum
displacement (mm)

Maximum stress
(MPa)

1 CFRP 0.275 39.332

2 Al alloy 0.434 25.821

3 Ti alloy 0.375 28.059

4 Steel alloy 0.316 32.042

Table 4 Maximum stress to
density ratio

S. no. Material Max. stress/density

1 CFRP 39.332/1500 = 0.02622

2 Al alloy 25.821/2500 = 0.01032

3 Ti alloy 28.059/4500 = 0.006235

4 Steel alloy 32.042/8000 = 0.004

and the scrutinization of chosen materials can be done through simulation software.
Conclusions that are drawn from the present work are as follows:-

1. CFRP, aluminum alloys, titanium alloys, and steel alloys have been selected
using Ashby’s charts of strength with density (σ vs. ρ), and young’s modulus
with density (E vs. ρ), considering high strength, high stiffness, providing low
mass to a bicycle frame.

2. CFRP is selected as the best-suited material for the objective by analyzing
maximum displacement results, maximum stress induced in the frame, and
calculating the strength to density ratio.
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Wheel Robot Review

Vibha Burman and Ravinder Kumar

Abstract Wheeled robots are winning popularity in the area of robotics applications
because of their properties invadingmovement in different orientations. The wheeled
robots have the property to operate in complex environments with the abilities of
specialized mobility and flexibility. The fields of applications where wheeled robots
are applicable are medical waste collections, black/light vision area, point-to-point
dedicated path movement, assistance in carrying bulky objects, and many more.
This report will provide the wider aspects of wheeled configurations used in assorted
applications of robotics in industries as well as different control systems. In this
paper, two main areas are discussed. The first section consists of different wheeled
robot navigation systems using a kind of path planning algorithms for the safest path.
The second section consists of obstacle avoidance techniques.

Keywords Omnidirectional wheels ·Mecanum wheels · Point-to-point dedicated
path · Safest path · Obstacle avoidance

1 Introduction

Wheeled robots are extensively gaining popularity in mechanical and scientific
arenas. To crisscross in compact areas and also for escaping obstacles, wheeled
robots should have good mobility and flexibility. This effectiveness depends on the
design of wheels.

A sort of omnidirectional wheeled platform is classified into special and conven-
tional wheels. Special wheels possess an active navigation technique and non-
resistive motion guidance. Standard wheels are classified into two classes, small
wheels, and driving wheels. In 1973, the Mecanum wheel was invented by Mr. Ilon,
a Swedish engineer (Mecanum Company). Thus, it is known asMecanum (Swedish)
wheel. The first constructed mobile robot with the help of Mecanum wheels was
named “Uranus” at Carnegie Mellon University [1].
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Wheeled robots are best suited for structured areas like flat platforms or regular
terrain areas, whereas, walking machines are best suited for unstructured areas
because they offer stability in a large range of situations,merely they aremechanically
complex and need more control resources [2].

In [3], the kinematic model of “Uranus”, WMR (wheeled mobile robot) was
prepared in the Robotics research foundation of Carnegie Mellon University for
performing studies in supervision, computer visualization, route arrangement, and
sonar sense. “Uranus” provides omnidirectional movement with a balance, rectan-
gular wheel based. Each omnidirectional wheel comprises the hub of a wheel and
consists of three degrees of freedom (DOFs). The first DOF provides rotary motion
about the point in the middle of the wheel and base; the second DOF provides the
direction of the wheel route and the third DOF lies on the route of the roller rotary
motion.

Slippage is categorized into two broad classifications based on vision cameras
and proprioceptive sensors. Vision cameras have limitations on computations and
less vision in black areas, whereas, proprioceptive sensors have their limitations
in error and drift in the estimation of body velocity. A variety of machine learning
algorithms (i.e., Support VectorMachines (SVM),Multi-layer perceptron, K-Means,
and Self-OrganizingMaps) are applied in estimating slippagewould be decision trees
[4].

For wheeled robot path navigation, fuzzy logic control is applied smartly. The
revolutionary robots have a strong ability to portray strong concepts using genetic
algorithms. Neural Network (NN) is suitable for uncertain and non-linear situa-
tions and has strong adaptive capabilities, therefore, it is popular for robot controller
designing [5].

Finding out the robot’s current location is known as localization. Localization
methods can be characterized either in the category of comparative or absolute.
While the previous class includes measuring wheel revolving and rate of revolution
and acceleration, and the final class includes dynamic beacons, artificial and natural
sight detection and map similar [6].

The accessible off-road movement arrangement for movable robots is dependent
on two arrangements, first, the straight path or wheels with an alike car-like archi-
tecture and second, discrepancy constrain routing arrangement. Recently, off-road
movement systems, steering and movable in contracted in addition to confidential
places would be complicated to which an omnidirectional wheel robot might fulfill
those abilities very well [7].

The demand for simulation arises because they are easier to execute, cheaper
and computationally expensive algorithms can also be sunk up. The solutions are
transferable to the real robots later [8]. Simulation software provides an ideal situation
for simulating any mobile, legged and flying robots. This software lets programming
interfaces of C, C++, and Java, or from other types of software throughout TCP/IP.
It should provide a complex environment creation for robot simulations.

Simulations can be categorized into the following:

• Multi-agent simulations: some robots cooperate to achieve a global aim.
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• Artificial Intelligence: validate psychology assumption, mostly learning, by
simulating smart mobile robot behaviors.

• Control explore: develops professional control algorithms to carry out the difficult
mobile robot activity.

• Robot architecture: shapes mobile robots presenting the position and attributes of
the external element of a device such as sensors and actuators.

The Robotic Operating System [9] is a communication situated system invented
to combine different alternate systems that are applied in a robotic. It is collected
by C++ and Python libraries. The Robotic Operating System can be completed as a
circulated arrangement, in which nodes can natter by subscribing to topics to convey
or receive messages [10].

At present, this is one of the highest risingmethods in the robotmachinerywith the
improvement of technology, by which we can solve problems. Applications of robots
in thousands of industries are prepared to offer various applications for developing
the efficiency of the innovation of the ware. By applying robots can promote and
make simpler the manufacturing work and can facilitate in the world all over the
place [11].

In this paper, we use and enlarge the idea of the safest path planning and obstacle
avoidance methods. Our target is to find only the safest path among the real and pre-
fixed positions of the automaton. The format of the report is in the subsequent order;
the literature survey discusses the related works, focal point on motion scheduling
algorithms for stationary and moving obstacles. In the literature review, the first part
discusses the various wheel configurations (Table 1) and software algorithms (Table
2) and later discusses the diverse hardware elements (Table 3). The conclusions
discuss the new method and plans.

Table 1 Depiction of the different categories of wheels

Universal wheel
(simple)

Mecanum wheel Powered steered
wheel

Castor wheel

+ Lowest load,
compacted drawing
+ Easy mechanical
drawing
+ Commercially
existing

+ Compacted drawing
+ Elevated load
capability

+ Nonstop wheel
contact
+ Elevated load
capability
+ Strong to ground
surroundings

+ Nonstop wheel
contact
+ Elevated load
capability
+ Little scrub force
throughout the routing
+ Strong to ground
surroundings

– Irregular wheel
makes contact
with/variable drive
radius

– Responsive to
ground indiscretion

– Irregular wheel
contact

– Elevated
responsiveness to
ground indiscretion

– Composite wheel
drawing

– Irregular wheel
contact

– Elevated
responsiveness to
ground indiscretion

– Composite wheel
drawing

– Large drawing
– Broadcast signal
and power from
corner to corner
revolving joints

– Composite
mechanics
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Table 2 Depiction of the concepts and algorithms used by different authors

Concepts used Authors

Fuzzy control strategy Jincong et al. [21]

Artificial immune system (AIS) algorithm Huang [22]

Ant colony optimization Song et al. [23]

Neural network Meyer [24]

Artificial neural network Pol and Murugan [25]

Spiking neural network (SNN), genetic
algorithm

Wang et al. [5], Greenwald and Artz [6],
Batlloria et al. [26], Hagras et al. [27]

Table 3 Depiction of the
components used by different
authors

Components used Authors

Ultrasonic sensor Wang et al. [5], Jincong et al. [21]

PI, PD and PID controller Sikander and Prasad [30], Belzunce
et al. [28], Algoz et al. [31]

IMU controller Algoz et al. [31]

Motor driver L298N Barros [10]

2 Literature Review

Omnidirectional automobiles with Mecanum wheels include several restrictions.
Consequently, an automobile with Mecanum wheels as illustrated in Fig. 1 is liable
to slippage, and as a consequence, utilizing the equivalent amount of wheel rotary
motion, the agile roaming gap is different as of longitudinal roaming distance. The
second disadvantage is with the purpose of the contact end connecting the wheel
along with ground progress all along a line similar to the wheel axis, even so, the
wheel is constantly in touch through the earth. The lateral motion displays hori-
zontal sensations. The very last disadvantage is its capacity to conquer obstacles is
dependent on the roaming route [12].

The Swedish (Mecanum)wheel is designed apart from its rollers to be fixed on top
of the angle. A Mecannum omnidirectional wheel has three DOF collected of wheel

Fig. 1 Mecannum wheels
utilized in [12] prototype
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rotarymotion, roller, rotarymotion, and rotational slide concerning the perpendicular
axis transient throughout the place of the middleman.

Within the omnidirectional wheel, the wheel velocity is capable of sorting out the
apparatus within the dynamic route and the passive direction. The active element is
pointed at the axis of the roller within contact to amid the ground, whereas the passive
individual is vertical to the roll axis. Themethod includesminiature rollers positioned
in the orderliness of the external diameter of a rack to permit common wheel rotary
motion. Until nowadays, to revolve in the route comparable in the instruction to the
wheel axis, the cycle is carried through with this motion for the cause that the rollers
are mounted perpendicular to the bloc of the circular motion of the bike. When two
or additional of these wheels will mount on top of an automobile display place their
mutual controlled and unrestrained movement allows intended for omnidirectional
mobility [12].

The term omnidirectional is used in the way of explaining the capability of an
arrangement to move instantly to some course. Robotic automobiles are habitually
planned in favor of the planar motion; they get together on a storehouse ground,
track, desk, etc. Within 2D space, a body has three DOF. It is good at interpreting
commands in addition to revolving concerning its center of gravity [12].

Legged robots have exceptional land flexibility. They offer alluring potential in
the areas of sharpness and obstacle avoidance. On the soft ground or in unstructured
environments, legged ones are preferred for locomotion rather than wheeled ones.
Whereas, wheeled robots provide ample durability, mechanical clarity, and active
behavior. They are fast, dominant concerning load to weight ratio, balanced, and
easy controlling operations [13].

Legged and wheeled robots altogether rely on the mechanical communications
between the wheels (or feet) and the primer for achieving and supervising the
displacements. The restriction is that the contact pairs are defined; thus, they provide
very little ability to control the shift between the above two [14]. The wheeled robot
grabs maximum speed, high energy efficiency, and technology preparedness and
it provides lower mechanical and control complexity. Wheeled robots provide low
obstacle intersection, step/stair climbing, and slow climbing capabilities as well as
low walking capabilities on soft and uneven terrains as explained in [15].

The Swedish wheel is those omnidirectional wheels that are well constructed. In
whatsoever event, three Swedish wheels are recommended to construct a holonomic
omnidirectional robot. As omnidirectional robots are created without the pursuit of
dynamic steering of the wheel part; the mechanical items of actuating parts consist
of simple structures. Whereas, designing the wheel is quite difficult. The major
drawback of the Swedish wheel is steep vibration occurred majorly of discontinuous
contact which use to occur during motion. To overcome this, various mechanical
designs are proposed [16].

In autonomous mobile robots, two factors of smart mobility and management
are considered. Mobility potential aims with real attributes of the automaton to help
build it possible on the way to be in question. Mobility manages with the assistance
of “intelligence” in governing the robot to essentially accomplish its full mobility
facilities [17].
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For locomotion of robot mimicking humans, a single helix contained by the prox-
imity of every joint is attainedwith inflexible elements similar to humanswith respect
to the closeness of each human link [18].

Wheeled Mobile Robot (WMR) is a set of mechanical structures. These struc-
tures illustrate during constraints of kinematic as they are not fused and cannot be
omitted. The consequence of the above scenario is that the standard routing and
control algorithms are no more applicable which were amended in the robotic axis
where constraints are not recognized. Four varieties of land space for the under-
standing architecture of WMR, namely, posture kinematic, configuration kinematic,
configuration dynamical, and posture dynamical model have been developed [19].
Wheeled robots are an enticing model of non-holonomic systems. The contact points
in the center of the wheel besides en route to the floor amuse the demands of clean,
gently sloping as well as non-tripping [20].

Neural Network (NN): It is comprised of exceedingly synchronized elementary
blocks that demonstrate neural network design philosophy. These are containers that
can be used for bringing together an additional multipart method. These frameworks
do not accomplish through the means of conventional methods of executing correct
mathematical procedures.

This algorithm allows a great amount of speeding up with the statistics processing
capacity of knowledge. In robotics, artificial intelligence is required to do modeling
in kinematics and dynamics. This algorithm also provides pathway planning and
trend direction in mobile robots.

Advantages of NN

• It is the potential to instruct a NN by regulating the principles of weights linking
elements to do a fuzzy task.

• The target entity generally attracts the robot where whole location space, whereas,
hindrance worldwide drives away from the golem.

Artificial Neural Network technique (ANN): ANN algorithm works for route-
discovery management of movable robots. This technique uses multiple-layer feed-
forward ANN of building pathway scheduling controller with the help of evaluating
the non-linear function. ANNworks best for routine management of movable robots.
Themotion controlling ANN is skilled with a comprehensive broadcast during a time
algorithm, which offers a potential arena in favor of prevention from obstruction.

Advantages of ANN

• ANN is used for exploration, optimization, pattern recognition, and learning
problems to build an obtainable finest solution.

• It is sufficient in creating an intelligent judgment that can be incorporated into the
car.

• The pathway scheduling, task is shortened to a confidential problem, to wit, five
states–action mapping associations.



Wheel Robot Review 787

Spiking Neural Network technique (SNN): SNN is well suited by pattern recogni-
tion and classification. It translates the linear and non-linear high-dimensional cluster
problems successfully. Manner control of movable robots is supported on SNN by
applying ultrasonic sensory data. SNN is adjusted by an unsupervised Spike-based
Hebbian learning algorithm.

Advantages of SNN

• It offers aid in deriving the design of the robot controller.
• SNN can be suitable in wheeled robots while tracking input signals coming from

ultrasonic sensors.
• The SNN with training rules is effective and can be carried out easily.
• The ultrasonic sensor calculates distance using themethod of the fourth dimension

of flight (TOF), for detecting obstacle avoidance, sonar sensors are used, and in
the controller, discrete-time is used.

Fuzzy Logic: The obstacle avoidance technique uses a fuzzy control scheme. The
basic fuzzy controller is utilized to develop a connection between reaching the target
and obstacle avoidance strategy. The grouped ultrasonic sensors are three in number
as left-front, right-front and front sensors. Whenever a target is placed in whichever
direction, the controller will move in the opposite respective direction due to if–then
rules in fuzzy set theory [21].

Artificial Immune System (AIS): Artificial immune system supports smart move-
ment organizes a problem of movable robots. Workspace support bears the high
cost and not a feasible option for appropriate simulation in real time. This fault
can be overcome by using the Personal Computer hardware/software codesign tools
in FPGA (Field Programmable Gate Array) chip. FPGA technologies have been a
new archetype for artificial intelligent computing and proceed as professional and
influential funds to comprehend complicated algorithms in various regulations [22].

Ant Colony Optimization (ACO) algorithm: As a global optimization algorithm,
the ACO algorithm is an arbitrary exploration optimization technique that holds a
broad relevance area. The primary difficulty that desires to be resolved is en route
for formulating the search space for ACO as bulky as achievable to discover a global
minimize path. The preceding knowledge is applied to executing the arrangement
possibility to worldwide excellently [23].

Initially, the torque controlling technique was done manually while estimation
was dependent on robot heaviness and total load. To overcome this, a movement
investigation was applied to Gazebo Simulator. A gazebo is a simulation tool for
robotic software that contains the ability of precise and efficient dynamical simulation
of robots, sensors, and objects in a three-dimensional world. The CAD model was
prepared by Solidworks [7].

Previously, neural network consequences have been frequently restricted to the
development of simple sensory-motormechanisms. But recently, some achievements
are developing more cognitive architectures have been reported. Uncertain situa-
tions arise whether automatic approaches will level up with increasing difficulty and
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whether they will finally compete with human abilities for designing resourceful
robots [24].

The robotic operating system has enabled a control system that typically avoided
low-level programming throughout code recycle and encloses the construction. The
robotics operating system could manage the two key components of the robot:
manipulator and driving system [28].

After researchers [29] applied the facts of the qualified location of additional
statistics like obstruction and landmark nodes, the procedure of progression other-
wise within integration through additional searchmethod has urbanized especially. It
considerably enhanced the efficiencyof usinggenetic algorithms toward resolving the
pathway scheduling problem, except pathway discontinuity persists. Other authors
try to apply arc linking using two straight line segments, leave out an increase in
difficulty in providing answers. Currently, the broad relevance of movable robot and
vehicle class, model, smooth pathway scheduling problems contain steadily appre-
ciated. Therefore, the numerous curves in personal computer graphics commonly
function, such as the Hermite curve, Parametric Polynomial Curve, Bezier curve
with B-Spline. They are given for obstruction escaping pathway scheduling.

Other most widely used controllers in industries are PI, PD, and PID. The PID
controllers are appropriate for two-wheeled mobile robots due to their degree of
freedom in which one for angle and another one for speed and depending upon the
applicability and another one for the yaw [30].

Energy utilization of movable robots is reduced by raising the energy competence
of robot composition, as well as by adding more motors and their drivers. Minimiza-
tion of robot relevance also throws in energy conservation. Motion scheduling has
newly appeared as a solution for cutting down energy consumption for the period of
robot motion. The least measure of energy, velocity scheduling was projected where
battery saving energy up by 10%. Energy-proficient action arrangement for robot
discovery was saved up by 42% [32].

For developing efficiency in output, various energy-efficient movement
scheduling is a movement toward industrial robots. Energy-efficient action arrange-
ments were also running for different robot configurations like space manipulator,
humanoid, rover, soccer, and bio-robots for performing manipulations in the cubicle.
Energy-efficient action scheduling for movable robots has lately fascinated substan-
tial consideration to assemble necessities for movable robots at numerous rele-
vance. Successful pathway scheduling was considered to allow the robot to complete
a sequence of work by using less energy. Energy limitations were measured in
exploring the problem of numerous sensor exposures [33].
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3 Conclusion

The artificial neural network technique is possible to arrange a fight-free way and
speed meant for the golem at a standardized time. Using the greatest goal-achieving
technique, an obstruction occurs in the road of the pathway of the robot. Hence,
a different approach is needed to the obstruction during the activity. Taking into
account, the ambiguity of sensors for obstruction and robot, this departure set off
instantly in conflict.

We can conclude that the ANN algorithmworking in comparison with the genetic
algorithm, the latter one is safer in terms of the puzzle-like position. Also, computa-
tion time and the requirement of retention of the genetic algorithm are very heavy.
On the reverse, the ANN has its limitations in situations where the overall path
finding is very large and experiences a disorganized environment. The ANN algo-
rithm in comparison with A* algorithm operates under low-size inputs. If the input
size exceeds the memory limit, the computation size increases. Artificial neural
networks are, in general, utilized for search optimization, pattern identification, and
learning problems to provide natural and most favorable solutions.
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Aperture-Coupled Rectangular
Dielectric Resonator Antenna
for Multiband Applications

Sachin Kumar Yadav, Amanpreet Kaur, and Rajesh Khanna

Abstract This paper introduces the simulation of a rectangular dielectric resonator
(RDR) antenna for utilizing in Ku-band for tri-band. This antenna can be used
for 5G cellular, satellite communication as broadcast satellite services (BSS) and
fixed satellite services (FSS) applications. These terms, FSS and BSS, are used for
video data transmission. The band 11.7–12.5 GHz segment is allocated to BSS and
12.5–12.7 GHz band is allocated to the FSS. The proposed RDR antenna is excited
by aperture-coupled fed. RDR has cut a corner, set a metallic strip for controlling
the multiband purpose and also control the resonance of the antenna. The antenna is
reported peak gain 9.01 dBi and high radiation efficiency is above 90%. It is a high
gain antenna so can be easily used in 5G applications.

Keywords RDR antenna ·Multiband antennas · Ku-band

1 Introduction

The dielectric resonator (DR) antenna has been developed with major advantages
in the wireless communication system. In 1983, Long et al. [1, 2] were published
an article in the research field of DR. It has several advantages like as cheapo, low
loss, ease of excitation, compact, etc. [3, 4]. Radiator element DR has different
shapes like cylindrical, rectangular [1, 2], annular, spherical DR and hemispherical,
triangular, and conical [5–10]. DR antenna has several advantages over microstrip
patch antenna (MSA) like high gain, super gain [11] and higher radiation efficiency.
DR antennas are provided 10–20% impedance bandwidth as compared with MSA.
Different types of fed mechanism are used in DR antennas like coaxial, MS, aperture
coupled MS, conformal strip and coplanar waveguide fed [12–21]. Waveguide slot
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has attractive features [22, 23] to reduce the feed line losses for higher frequency
applications. The resonant frequency of DR antenna depends on these factors, the
ratio of height/length or width/length of DR [24]. The RDR antenna easily operated
widen impedance bandwidth due to near field, represented by the electric field. These
are represented by the TE, TM, HE, HEMmode theory like fundamental and higher
order modes TE111, TE113, and TE123 [25–27].

In this paper, the RDR antenna has εDR = 10.2 (permittivity) simple structure
and slot is using for fed connectivity between feedline and RDR. The antenna is
implemented to truncate nature of tri-band and resonance by metallic strip and DR
height. The peak radiation efficiency is 97.2% and gain is 9.01 dBi. So antenna
reported high gain for satellite applications.

2 Antenna Design and Configuration

The proposed RDR antenna is compact and multiband for satellite communication,
which using RDR cut one side corner to achieve different bands. The RDR relative
permittivity (εDR) 10.2 and tangent loss 0.018 with size 10× 4× 12 mm3 etched on
top of ground plane (14× 14× 0.035) mm3 have a slot and ground plane is fixed on
top of substrate (14× 14× 0.75 mm3) permittivity 4.4 (FR4) with loss tangent 0.018
as shown in Fig. 1a–d. The RDR antenna has fed through a slot (0.5 × 4 mm2) and
aperture provides coupling between fed line and DR. Antenna variables and their
values are shown in Table 1. A metallic strip with length, width, height (0.7 × 0.35
× 5.5 (Hp)) is used in the cut section of DR for controlling the bands and resonances
of the antenna.

3 Simulation Results and Discussion

The multiband RDR antenna was simulated in CST 2016 and obtained tri-multiband
with an MS fed line of 50 � is being insured. The simulated reflection coefficient
S11 (below –10 dB) is presented in Fig. 2 with tri-band characteristics, and Table 2
shows the bandwidth and gain of the proposed antenna. It is observed that tribands
utilize, in Ku band, first two for satellite communication because uplink requires high
gain as compared with downlink that antenna fulfilled the criteria and third band for
transmission of video data. The simulated antenna is achieved three bands (band 1,
band 2 and band 3) in the S11 graph as shown in Fig. 2 with the resonance of 12.1,
14.3 and 16.3 GHz and also shows the perfect real impedance (50 �) matching in
Fig. 3.

Figure 3 shows the surface current distribution at the three resonant frequencies.
Current distribution on metallic part of antenna at 12.1 GHz shows in Fig. 3a single
resonance path and going in higher side frequency increase the resonance paths that
are shown in Fig. 3b and c. So antenna existed three bands. The radiation efficiency
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a                                                                                     b

c d

Fig. 1 RDR antenna views: a, b Front. c Perspective. d Side

Table 1 Dimensions of RDR
antenna

Parameters Dimensions (mm) Description

Ls 14 Length of substrate

Ws 14 Width of substrate

Hs 0.8 Height of substrate

Wd 10 Width of RDR

Hd 12 Height of RDR

Ld 4 Length of RDR

Lslot 0.5 Length of slot

Wslot 4 Width of slot

lf 10.5 Length of feedline

wf 1 Width of feedline
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Fig. 2 The return loss of RDR antenna

Table 2 Frequency range, resonant frequency, BW of RDR antenna

Band Frequency range
(GHz)

Resonant frequency
(GHz)

Bandwidth (GHz) % Peak gain (dBi)

1 11.3–12.6 12.1 10.92 9.01

2 13.9–14.7 14.3 5.59 7.84

3 16.3–16.6 16.3 1.82 6.98

a b                                                  c

Fig. 3 Surface current distribution at a 12.1 GHz, b 14.3 GHz, c 16.3 GHz

and theRDRantenna are shown in Fig. 4. The peak radiation efficiency of the antenna
is 97.2% and peak gain is 9.01 dBi. The 3D radiation pattern of RDR antenna has
shown in Fig. 5a–c at 12.1, 14.3 and 16.3 GHz. It is shown that the directional pattern
and antenna reported high gain according to Fig. 5.
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Fig. 4 Radiation efficiency and gain of RDR antenna

a                                                           b                                                     c

Fig. 5 3D radiation pattern at a 12.1 GHz, b 14.3 GHz, c 16.3 GHz

This proposed RDR antenna is compared with [28]. In reference, antenna haves
range from 6.5 to 12.18 GHz with 4.8 dBic gain and circularly polarized. But the
proposed compact antenna is linearly polarized for 5G application with peak gain
9.01 dBi as shown in Figs. 4 and 5.

3.1 Parametric Analysis

The performance of RDR antenna depends on the height, width and relative permit-
tivity of DR. Antenna bounded all these parameters, hence radiation efficiency, direc-
tivity, gain and reflection coefficient influenced and apply parametric analysis on the
height of RDR, the best value of S11 at 12 mm also to achieve good gain as shown in
Fig. 6a and b. Another parameter, metallic strip height is set by the parametric sweep
and to choose the best value at 5.5 mm for S11 and gain, shown in Fig. 6c and d.
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a                                                                        b

c                                                                     d

Fig. 6 Proposed RDR height of DR varies a S11. b Gain. Proposed RDR height of metallic strip
varies c S11. d Gain

4 Conclusion

TheproposedRDRantennahas coverKuband applications inmicrowave radio ofEM
(electromagnetic) spectrum, particularly application in radar, satellite communica-
tion and wireless computer network. Ku satellite in DBSS (direct broadcast satellite
services) and FSS (fixed services satellite) provides more flexibility to television
transmission data. The first two bands are using for satellite uplink and downlink
applications (12 GHz uplink and 14 GHz downlink) with a gain of 9.01 and 7.52
dBi. The simulated peak gains are 9.01, 7.8, 6.98 dB at 12.1, 14.3 and 16.3 GHz,
and maximum radiation efficiency is reported 97.2%.
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Design and Fabrication of Electric
Unicycle

Mohan Kumar, Yogesh Kumar, Thiruveedi Rahul, Ramit Dhingra,
and Parul Sharma

Abstract This abstract presents a unique idea of electric unicycles in this field of
automation industry. The common problem faced by society today is time manage-
ment, reaching to places on time in a certainworkspace. Themain reasons are fatigue,
lethargy, and exhaustion. This decreases the standard of one’s lifestyle. This vehicle
helps in short-distance travel purposes, also this vehicle targets reducing the spacing
problems caused by conventional two wheelers in parking areas. Being an electric
vehicle, it cannot produce any pollution. This electric unicycle is fully electric, lighter
in weight, easy to operate after knowing its skills to ride, cheaper in cost, and totally
pollution free. This electric unicycle operates on an electric motor and vehicle itself
stabilizes by rider’s skills. This electric unicycle is considered to be swift and mobile
mode of transport. Moreover, within a practice period of 30 min, one can learn how
to balance it. The design includes 215 W brushless direct current motors. The fabri-
cation of the frame will be done by using circular pipes. The vehicle at maximum
can attain a speed of 15–20 km/hr and travel up to 10 km in a single charge. It weighs
approximately 40 kg and its load carrying capacity is around 100 kg. The electric
unicycle can be used in areas like universities, airports, industries, etc.

Keywords One wheeled electric vehicle · Brushless direct current (BLDC) hub
motor · Self-balance · Pollution free · Noise free · Centre of gravity · Stabilization

1 Introduction

The increase in pollution at the time is favoring toward electric vehicles. Consumers
are being cautious and are considering electric vehicles more advanced, reliable
compared with a typical petrol or diesel engine, as they are environment friendly.
It goes without saying that, electric vehicles aid in reducing pollution. As of now,
the necessity of electric vehicles in India is rising [2]. In this review paper, we
have targeted to design and analyze a new concept of electric vehicles. The electric
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unicycle is a downsized version of a conventional motorcycle that is driven by a hub
motor [5]. A decent speed can be achieved in just seconds and is environmentally
friendly. This compact vehicle is just as fun to ride as it is sensible for the small
commute. Subsequent paragraphs, however, are indented.

1.1 Components of Electric Unicycle

The design of electric unicycle is totally based on its components, the major
components used in the unicycle are as follows.

1.1.1 Brushless Direct Current (BLDC) Hub Motor

A conventional DC motor is equipped with a commutator and brushes in order to
reverse the current through the rotating armature coil. The brushes come in sliding
contact with commutator, which may cause sparks that in long run result in wearing
of commutators and brushes. To overcome this drawback, brushless motor was
designed. Essentially, they consist of a sequence of stator coils and a permanent
magnet rotor. A current-carrying conductor in a magnetic field experiences a force;
likewise as a consequence of Newton’s third law of motion, the magnet will also
experience an opposite and equal force. With the brushless DC motor, the magnet
is free and the current-carrying conductor is made to move. The wheel hub motor
is minimalistic design, where the motor is housed inside of the hub of the wheel
itself. This design is extremely efficient as it deducts the transmission setup as of
conventional vehicles [6]. Hub motor wheel is compact and can produce decent rpm
(Figs. 1 and 2).

1.1.2 Accelerometer

An accelerometer is a device that measures the acceleration of the vehicle. It has
a broad application in electrical industries. An accelerometer is also capable of
dispensing commands to a stepper motor. Accelerometers used in aircraft indus-
tries are highly sensitive. Each one of learning of the accelerometer will transmit
a sign or signal to the stepper motor and further these signs direct the throttle for
acceleration [8].

1.1.3 Handlebar and Steering Mechanism

More specifically, the handle bar is linked to the body, body is linked to the wheel
forks, and further wheel, forks are further linked to the wheel. It is well known that
when a rider rotates the handle of the unicycle, the center of gravity of unicycle/rider
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Fig. 1 Hub wheel assembly

Fig. 2 Hub motor

combo changes and that influences the direction of the writer. Rotating the unicycle’s
handlebar to the left or right discretely push and pull the wheel fork thereby applying
force to alter the direction of the rider.
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Fig. 3 Fork

2 Design and Implementation

The process began with acquiring data, information, and knowledge of the concept
and studying already published research papers. With this gained knowledge, devel-
oping a design and analyzing our unique model of electric unicycle [7]. The standard
components that had to be kept similar for the functioning of the electric unicycle are
the fork assembly, the main chassis. In designing, we focused on a few key aspects
that are; ease of manufacturing, optimal center of gravity, durability, and design
flexibility. To achieve the optimum design, we performed many iterations.

2.1 Fork

Fork design mechanism is used to deal with alignment issues in motor rim combi-
nation. In order to maintain symmetry between wheels and spindle, center plane of
wheel is set to coincide with center plane of spindle. If they are not aligned properly,
it results to failure of tyre not being in plane central to the rider. The fork structure
includes a rubber bump at its horizontal end to prevent the electric unicycle from
getting damage in case of collision (Fig. 3).

2.2 Mechanical System Implementation

The design process was completed with one key aspect that the unicycle should
be fully rideable, with some practice beforehand to polish the skills required for



Design and Fabrication of Electric Unicycle 805

Fig. 4 Frame assembly

riding the unicycle. The main focus was on the weight balancing of the batteries,
and the placement of the seat on the unicycle [3,4]. The mechanical design included
the chassis, axle of the wheel, center plate, and a fork assembly to hold the wheels
together. These canbe seen in the rendered solidmodel. The seat is placedon the topof
the plate.We have also joined a cage to the fork, to prevent the rider from accidentally
falling forward or backward. The steering mechanism is simply a steering rod with
the help of which the unicycle can be turned. The footpegs are placed at a decent
height on the chassis. The brakes are mechanical and are placed on the side of the
wheel (Fig. 4).

3 Inverted Pendulum Principle

The present issue with the balancing of the unicycle corresponds to the issue of the
‘inverted pendulum’ or we can say ‘reverse pendulum’ problem. A reverse pendulum
is specifically a pendulum in which its concentration is above its pivot. Whereas
a conventional pendulum is steady and balanced, the reverse pendulum/inverted
pendulum is congenitally unsteady andmight be actively stabilized to past upstanding
[1] (Fig. 5).

3.1 Design of Unicycle on Solid Works and Ansys

(See Figs. 6 and 7).
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Fig. 5 Inverted pendulum

Fig. 6 Software design

4 Conclusion

This research paper gives a brief demonstration of the design and fabrication of an
electric unicycle, which is electrically powered by a battery and runs on a brushless
DC motor. Whereas, in the composition part, some contrasting approaches for the
evolution of this electric unicycle have been revised right after its origination or
invention.
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Fig. 7 Ansys model
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